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Preface to ”Circular Economy, Ethical Funds, and

Engineering Projects”

While engineering projects are designed to meet human needs, they bear, apart from benefits to society or 
humans, environmental impacts and resource limitations. Technology progress, resources, quality, impacts, 
and awareness are interrelated variables in the design, construction, operation, and end-of-life management of 
such projects. There are many agents involved in critical roles in engineering projects, such as governments, 
financial institutions, construction industries, local authorities, and communities. For this purpose, policy 
makers and entrepreneurs need to make the most suitable decisions to meet the needs of local societies and 
individuals under sustainability principles, having, above all else, safeguarded the prosperity of generations to 
come. In particular, each agent should integrate sustainability principles in every stage of the management and 
design of engineering projects. For example, local authorities have to be open-minded about engineering 
projects with better social and corporate performance, while construction industries should take into account 
Circular Economy principles to minimize environmental impacts, while sustainably utilizing natural resources. 
Similarly, local entrepreneurs and consumers should contribute to sustainable engineering by developing green 
entrepreneurship and green consumerism. Financial institutions should also play a critical intermediary role in 
engineering by incorporating sustainable criteria in lending procedures, such as Equator principles. To build 
an engineering program, there are several classical methodologies and tools that can be employed. Information 
technology has facilitated the evaluation process by improving classical project evaluation approaches and 
assisting with the development of new technology-based ones. 

 This Special Issue provides a collection of 15 papers with modern theories and applications for 
circular economy, engineering projects, entrepreneurship models, and investor decisions. After the 
commencing review on Occupational Health and Safety Management-System Standards follow papers which 
can be classified into four categories which cover the overall scope of the Special Issue. 

 The first category includes papers regarding the microlevel of the circular economy. This means 
case studies in firm-level which implement different techniques to achieve sustainable development and 
circular economy goals. The findings reveal interesting achievements which are associated with cultural 
characteristics of the countries in which these case studies have been conducted. The second category of papers 
refers to the mesolevel of the circular economy where firms cooperate with each other by exchanging 
byproducts and organizing common operational procedures and routines to face environmental problems. The 
findings suggest assessment information technology tools to support industrial symbiosis among European 
firms. The next body of literature encompasses the macrolevel, where circular economy techniques are 
implemented at a country level. Findings suggest many methodologies for implementing and tracking circular 
economy in cities. Finally, a number of papers are included that focus on advanced engineering techniques. 
These techniques are useful tools for achieving circular economy and sustainability.

Konstantinos P. Tsagarakis, Ioannis Nikolaou, Foteini Konstantakopoulou

Special Issue Editors
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Abstract: A significant part of literature has shown that the adoption of Sustainability and
Health-Safety management systems from organizations bears some substantial benefits since such
systems (i) create a suitable frame for the sustainable development, implementation and review of the
plans and/or processes, necessary to manage occupational health-safety (OHS) in their workplaces
and (ii) imply innovative thinking and practices in fields of economics, policy-making, legislation,
health and education. To this context, the paper targets at analysing current sustainability and
OHSMSs in order to make these issues more comprehend, clear and functional for scholars and
practitioners. Therefore, a literature survey has been conducted to map the territory by focusing on
two interrelated tasks. The first one includes the presentation of the main International Management
Systems (IMS) with focus on Sustainability and OHS (S_OHSMS) topics and the second task depicts
a statistical analysis of the literature-review findings (for the years 2006–2017). In particular, the main
purposes of the literature research were: (i) the description of key points of OHSMS and sustainability
standards, (ii) the comparative analysis of their characteristics, taking into account several settled
evaluation-criteria and (iii) the statistical analysis of the survey’s findings, while our study’s primary
aim is the reinforcement of OHMSs’ application in any organization. The results evince, that the field
of industry (with 28%) and also of the constructions (with 16%), concentrate the highest percentage
of OHSMS use. In general, there were only few publications including OHSMSs (referred to various
occupational fields) available in the scientific literature (during 2006–2017) but on the other hand,
there was a gradually increasing scientific interest for these standards (especially during 2009–2012).

Keywords: Occupational Health and Safety (OHS); sustainability; Management Standards

1. Introduction

Occupational accidents have a key impact upon human probity, create high expenses for
the social health/insurance system of any country and deteriorate the sustainability of societies.
Moreover, occupational “health and safety” is one of the most vital issues in any organization (or part
thereof) because it assures its continual operation, productivity and efficiency. It is known that
any occupational accident or illness can affect both the employee, business operation and overall
sustainability performance of firms. These disturbances, which can be valued mainly through the lost
working-hours and the production-delays, can affect the quality of the enterprise’s product [1] and the
reputation of firms.

Sustainability 2018, 10, 3663; doi:10.3390/su10103663 www.mdpi.com/journal/sustainability1
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To overcome such problems, many organizations have adopted health/safety and sustainability
management systems (with sufficient documentation/certification). Any organization is gradually
more concerned with improving sustainability and occupational health and safety (OHS) performance
and this is achieved by controlling sustainability and OHS risks, in accordance with their sustainability
and OHS policy and in the context of strict legislation. There are plenty of organizations that apply
sustainability and OHS reviews (or audits) to assess their sustainability and OHS performance.
Nevertheless, these reviews and/or audits may not be sufficient to afford an organization with
the assurance that its performance will maintain to fulfill the specific legal and policy requirements of
this organization. To be efficient, they must be carried out within a structured management system
that is embedded in the organization [2].

Moreover, Occupational Health and Safety Management Systems were created after a lot
of well-documented and severe industrial-accidents, during the decades of 1970 and 1980 (e.g.,
the Flixborough Accident in 1974, the Seveso incident in 1976 and the Piper Alpha disaster in 1987).
Studies and research applied on these incidents, unveiled deficiencies in main approaches concerning
S_OHMS and regulation and revealed the need to approve approaches which thoroughly addressed
both education and engineering responses. The propagation of OHS management systems that have
been observed globally since the decade of 1990 [3], has noticeably increased the focus on techniques
(and/or tools) concerning performance measurement [4].

A Health and Safety Management System provides a framework for managing health and safety
risk. Generally speaking, we can consider the term “risk” as the likelihood that someone (or something)
will be harmfully affected by the hazard, while “hazard” is any insecure condition (or source of
undesirable/adverse events) with strong potential for creating harm or damage. Alternatively, “risk”
would be defined as a measure (under ambiguity) of the hazard severity or a measure of the likelihood
and consequence of injurious/adverse effects [5–8].

Public interest in the field of risk analysis and assessment (RAA) has been expanded during
the last four decades, so that risk analysis constitutes an efficient and widespread procedure that
completes the whole management of nearly all aspects of our life. Thus, almost all managers (e.g.,
of health care, environment, physical infrastructure systems, etc.) incorporate RAA techniques in their
decision-making process. In addition, the universal adjustments of risk analysis by many disciplines
(like industry, government agencies) in decision-making, have led to a unique development of theory
and methodology and also of practical tools [8].

According to P. Marhavilas [9], risk analysis is a vital process for the safety strategy of any
firm, having as main objective the elimination of any potential of damage or harm in its production,
while the quantified risk evaluation apparently is the most critical part of the entire procedure of
assessing occupational hazards and/or unsafe situations in the workplaces. Furthermore, a complex
human-machine system that is composed of humans, machines and their interaction, could suitably
be expressed by a system model. Therefore, RAA constitutes a substantial tool for the safety strategy
of an organization and also for the assessment process of the occurrence, the consequences and the
impact of human activities on systems with hazardous features.

The introduction of a management system in any organization provides a frame for the sustainable
development, implementation, sustainability and review of the plans and/or processes which are
essential for the occupational health-safety (OHS) management in the workplaces. Since the appearance
of such systems during the decade of 1970, significant growth of the approach has occurred, driven by
the following factors: (i) OHS is affected by all aspects of the design and functioning of an organization,
(ii) the design and management of health and safety systems must associate people, environment and
also technical systems in extent that reveal an organization’s unique features, (iii) health and safety
is a management function and requires broad management involvement, (iv) accidents, injuries and
diseases are an indication of a problem in the system and are not coming from a human error and (vi)
performance goals must illustrate management objectives [10].
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The international management systems (IMS) standards, covering the field of occupational
health and safety (OHS) in worksites, are intended to provide organizations and enterprises with
elements of an effective occupational health and safety management system (OHSMS) that can be
associated (or integrated) with other management requirements and help organizations achieve OHS
and economic objectives.

The S_OHSMS standards specify requirements for an OHS management system, in order to allow
an organization to develop and implement a strategy which take into account legal requirements
about OHS risks. These are intended to apply to all types of corporations and to establish various
geographical, cultural and social conditions. Such a system enables a corporation to create an OHS
strategy, develop objectives, scopes and processes to achieve the policy obligations, take action as
needed to improve its performance and demonstrate the compliance of the system to the requirements
of this OHSMS standard. Moreover, the general aim of OHSMS standards is to support capable OHS
practices, in the framework of socio-economic needs [2].

The British Safety Council (BSC) and the International Labour Organisation (ILO) made a research
in which valued the rewards of the prevention of accidents and/or diseases in enterprises within a
period of 2 years. This study shows that the corporation which had adopted such a safety management
system had the following results [11]: (i) productivity improvement, (ii) significant reduction of the
frequency of cases of absence, (iii) significant reduction of compensation claims and insurance costs,
(iv) improvement of the psychology of labor in addition with the increase of morale and concentration
at work and (v) improving the company image to customers and suppliers.

In this work, the foremost IMS standards of promoting sustainability and OHS are presented, on
the one hand and on the other side, the statistical results of a research (literature survey), reviewing
vicarious scientific journals (for years 2006–2017). Thus, the main aim of our study is the strengthening
of OHSM standards’ application, in any organization (i.e., of any type and size).

The rest of the paper consists of five sections including (i) an overview of the OHSMS standards,
(ii) a methodology (iii) the results of a statistical analysis, (v) the discussion and (vi) the conclusions.

2. Theoretical Background

A significant part of literature focuses on RAA of sustainability and health/safety accidents.
The growing complexity of services, processes and products, entering the market, requires that the
safety aspects must be considered with high priority. Undoubtedly, there is no absolute safety, so that
some risk always remains in a specific worksite, constituting the “residual risk.” Thus, any service,
process and/or product can only be relatively safe. To continue, relative safety is achieved by risk
degradation to a tolerable level, which is called as “tolerable risk,” which is defined by the exploration
of the finest balance between the ideal safety and the demands to be met by a service/process/product
and factors such as profit for the user and cost effectiveness. Tolerable risk is succeeded by the
procedure of risk assessment (risk analysis and risk evaluation) and risk reduction [12], while “risk
management” can be considered as the entire methodology that includes both “qualitative” and
“quantitative analysis techniques” [13–15].

In the scientific literature, four phases are prominent, as far as quantitative risk assessment is
concerned (see for example the works [9,16–18]) depicted as follows: (a) Qualitative analysis, that
incorporates the system definition and its scope, the hazards identification/description and the failure
scenarios as well. (ii) Quantitative analysis, which incorporates the probabilities determination and the
consequences of the defined undesirable events and also the risk quantification by a number (i.e., the
risk quantity) or by a graph as a function of probabilities and consequences. (iii) Risk evaluation,
which incorporates the evaluation process, on the base of the results of the former analysis. (iv) Risk
control and reduction phase, which includes the step of taking measures (in order to be reduced the
risk) and taking into account how the risks can be controlled (for example by inspection, maintenance
or warning systems).

3
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According to the IEC [15] the concept of risk presents two components that is, the frequency
(or probability) that a harmful event (or an unsafe situation) is expected to occur and the consequences
of this event. Moreover, CCPS [19] determines the risk as a measure of economic loss or human hurt in
the frame of the likelihood and the magnitude of the loss (or damage).

To eliminate risks from sustainability and Health and Safety problems, a number of management
systems has been proposed. In general, a management system is the methodology or the way by
which an organization manages its internal procedures (or subjects) in order to achieve its objectives,
which are associated with a number of different topics (including service quality or product quality,
operational capability, environmental accomplishment, health and safety in the workplaces, et cetera).
The level of the system’s intricacy will depend on each organization’s specific context. In small
organisations, there is no (or less) need for extensive documentation because it is transparent how
the employees contribute to the organization’s overall aims. On the other side, more complicated
corporations operating, may need extensive documentation in order to accomplish their organizational
goals. Moreover, international management system (IMS) standards help organizations improve their
performance by specifying repeatable steps that organizations consciously implement to accomplish
their aims and to develop an organizational culture [20].

According to Gallagher [21], OHSM systems have been defined as “a combination of the planning
and review, the management organizational arrangements, the consultative arrangements and the specific
program elements that work together in an integrated way to improve health and safety performance.”

Table 1 presents an overview of the most important worldwide OHSMS standards, based on
selected information that has been collected from various sources and from the review of scientific
literature as well.

Table 1. An overview of OHSMS standards.

Codes Edition Year Institutions Description Focus Reference

BS 8800

1996 (as BS
8800:1996) and

revised in 2004 (as BS
8800:2004) and in

2008 (as BS
18004:2008).

BSI

“It gives guidance on OHS
management systems for assisting
compliance with stated OHS policies
and objectives and on how OHS should
be integrated within the organization’s
overall management system”

Social
dimension [22–24]

HSG 65
1991 and revised in
the years 1997 and

2013.
HSE

“A useful guide for directors, managers,
health/safety professionals and
employee representatives who wanted
to improve health and safety in their
organizations”

Social
dimension [25,26]

OHSAS
18001

The first edition
(OHSAS 18001:1999)
has been technically
revised and replaced

by the OHSAS
18001:2007 edition

(second one).

44 cooperating
organizations
(constituting

OHSAS Project
Group)

“It is based on (i) “Plan”: establish the
aims and processes which are essential
for the achievement in accordance with
the organization’s OHS policy, (ii) “Do”:
implement the processes, (iii) “Check”:
monitor and measure processes against
OHS policy, objectives, legal and other
requirements and report the results, (iii)
“Act”: take actions to continually
improve OHS performance”

Social
dimension [2]

ILO-OSH
2001

2001 and revised in
2009. ILO

“It provides a unique and powerful
instrument for the development of a
sustainable safety culture within
organizations. The practical
recommendations of these guidelines
are intended for use by all those who
have responsibility for occupational
safety and health management”

Social
dimension [27]

4
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Table 1. Cont.

Codes Edition Year Institutions Description Focus Reference

AS/NZS
4801:2001 2001 AS/NZS

“The scope of this standard is to set
auditable criteria for an OHSMS. It is a
specification that aims to cover the best
elements of such systems already
widely used in New Zealand and
Australia. It incorporates guidance on
how those criteria may be
accomplished”

Social
dimension [28]

ANSI/
AIHA

Z10-2005

2005 and revised in
2012 ANSI

“Significant features that define Z10
include focus on management
leadership roles, efficient employee
participation, design review and
change. It provides a tool to help
organizations create and develop OHS
performance”

Social
dimension [29,30]

SS 506
2004 (as SS 506:2004)
and revised in 2009

(as SS 506:2009).
SSC

“It is consisted of three parts: (i)
Requirements, (ii) Guidelines for the
implementation of SS 506, (iii)
Requirements for the chemical industry.
It designates requirements for an OSH
management system to activate a
company to develop and implement a
strategy and scopes which take into
account legal requirements and
information about OSH risks”

Social
dimension [31,32]

Une
81900:1996

EX
1996 AENOR

“- UNE 81900:1996 EX: Prevention of
Occupational Hazards. Rules for the
implementation of a SGPRL.
- UNE 81901:1996 EX: Prevention of
Occupational Hazards. General Rules
for the Evaluation of SGPRLs.
- UNE 81902:1996 EX: Prevention of
Occupational Hazards. Vocabulary.
- BUNE 81903:1997 EX: Prevention of
Occupational Hazards. General Rules
for the Evaluation of a SGPRL. Criteria
for the qualification of the Auditors of
Prevention.
- UNE 81904:1997 EX: Prevention of
Occupational Hazards. General Rules
for the Evaluation of SGPRLs.
Management of audit programs.
- UNE 81905:1997 EX: Prevention of
Occupational Hazards. Guide for the
implementation of a SGPRL”

Social
dimension [33]

Uni 10616 1997 (and withdrawn
in 2012 UNI

“Some of the major qualifying points
are: (i) Espousal of inherent safety
principles. (ii) Espousal of matrices or
risk charts for assessing the
acceptability/tolerability of risks. (iii)
Definition of inspection activities and
periodic checks of critical lines and
equipment. (iv) The assessment of the
external domino effect between
neighbouring plants, (v) The adoption
of a work-permission system, (vi)
Selection of suppliers of goods and
services such as companies, companies,
builders, consortia, (vii) Adopting
procedures for periodic internal
auditing with internal or external
auditors”

Social
dimension [34]

5
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Table 1. Cont.

Codes Edition Year Institutions Description Focus Reference

ISO 14000 ISO 14001:2004 ISO

“The ISO 14000 family of standards
emphasize on manage their
environmental responsibilities. In
particular, ISO 14001:2015 and its
accompanying standards such as ISO
14006:2011 concentrate on
environmental systems to achieve this”

Environmental
dimension [35]

ISO 45001 2018 ISO

“ISO 45001 is intended for use by any
organization, regardless of its size or
the nature of its work and can be
integrated into other health and safety
programmes such as worker wellness
and wellbeing. It can assist an
organization to conform its legal
requirements”

Social
dimension [36,37]

Over the past three decades, the use of OHSMS has become common in worksites in the
developed economies, noting the fundamental elements of a OHSMS [38]. It is worth noting that
many international management system standards have contiguous structure, containing a large
number of the same terms and definitions. These characteristics are helpful for those organizations
that operate an “integrated” management system [20] which can merge the requirements of two or
more management system standards simultaneously (for example OHS with Environmental, or OHS
with Quality management systems).

In Table 2 we depict the evolution of the OHSMS standards throughout the years 1990–2018. More
specifically, the symbols “−” denote (in association with the year) the nonexistence of a standard,
while the symbols “+” the appearance of the standard. In addition, the symbols “++,” “+++,” “++++”
and “+++++,” denote the 1st, the 2nd, the 3rd and the 4th update of it, correspondingly.

Table 2. The evolution of the OHSMS standards throughout the years 1990–2018.

Year
ISO

14001
ILOOSH

2001
BS

8800
OHSAS

18001
HSG65

ANSI/AIHA
Z10

AS/NZS
4801

SS
506

Une
81900

Uni
10616

ISO
45001

1990 − − − − − − − − − − −
1991 − − − − + − − − − − −
1992 + − − − + − − − − − −
1993 + − − − + − − − − − −
1994 + − − − + − − − − − −
1995 ++ − − − + − − − − − −
1996 +++ − + − + − − − + − −
1997 +++ − + − ++ − − − + + −
1998 +++ − + − ++ − − − + + −
1999 +++ − + + ++ − + − + + −
2000 +++ − + + ++ − ++ − + + −
2001 +++ + + + ++ − +++ − + + −
2002 +++ + + + ++ − +++ − − + −
2003 +++ + + + ++ − +++ − − + −
2004 ++++ + ++ + ++ − +++ + − + −
2005 ++++ + ++ + ++ + +++ + − + −
2006 ++++ + ++ + ++ + +++ + − + −
2007 ++++ + ++ ++ ++ + +++ + − + −
2008 ++++ + +++ ++ ++ + +++ + − + −
2009 ++++ ++ +++ ++ ++ + +++ ++ − + −
2010 ++++ ++ +++ ++ ++ + +++ ++ − + −
2011 ++++ ++ +++ ++ ++ + +++ ++ − + −
2012 ++++ ++ +++ ++ ++ ++ +++ ++ − − −
2013 ++++ ++ +++ ++ +++ ++ +++ ++ − − −
2014 ++++ ++ +++ ++ +++ ++ +++ ++ − − −
2015 +++++ ++ +++ ++ +++ ++ +++ ++ − − −
2016 +++++ ++ +++ ++ +++ ++ +++ ++ − − −
2017 +++++ ++ +++ ++ +++ ++ +++ ++ − − −
2018 +++++ ++ +++ ++ +++ ++ +++ ++ − − +

Annotations: the symbols “−,” “+,” “++,” “+++,” “++++” and “+++++,” denote the nonexistence, the appearance,
the 1st, the 2nd, the 3rd and the 4th update of a standard, respectively.
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3. Methodology

Today, OHS issues are considered very important for organizations for economic (e.g., decrease
lost working days), environmental (e.g., environmental hazards for employees) and social issues
(e.g., ethical working conditions). It is well known that the major body of relevant literature focuses on
the regulatory requirements of organizations regarding OHS issues, while a smaller part of the literature
emphasizes on voluntary initiatives of organization on OHS issues. However, the voluntary trend of
organizations has lately gained ground under the context of social responsibility of organizations to
contribute to sustainable development [39]. This is integrated into the context of organizations
as a commitment to OHS issues beyond the law which should be achieved through voluntary
implementation of OHS standards (e.g., OSHAS 18001, ISO 45001). To this end, the suggested research
methodology recommends sustainability concept as a frame to examine a set of current OHS standards
(Table 1) through: (a) environmental dimension of sustainability (ISO 14001) and (b) social dimension
of sustainability (BS 8800; HSG 65; OHSAS 18001; ILO-OSH 2001; ASINZS 4801; SS506; Une 81900:
1996 EX; Uni10616 and ISO 45001). It is necessary to clarify that the sustainability concept is only
utilized as a frame of analysis and classification of OHS standards and none effort has been made to
explain how the OHS examined standards contribute to aspects of sustainable development.

Additionally, the suggested research methodology is based on three sequential steps. The first
step pertains the selection of journals, the second includes the appropriate keywords for addressing
research questions and the third shows the coding method. In particular, the review of the scientific
literature was accomplished by the research of ten representative scientific journals which focus on
sustainability and health and safety issues (Table 3). The selection of these papers was based on
the following two criteria: (a) the focusing on health and safety issues and sustainability and (b)
the existence of high impact among scholars (Q1 and high impact factor). More specifically, taking
into account that few other systematic (e.g., [3]) or narrative (e.g., [40–43]) literature reviews exist,
on the topic of OHSMS standards, the time period before the year 2006, we investigated and studied
published articles of the previous referred journals, collecting a large number of around N = 9822
papers, throughout the years 2006–2017.

Table 3. The ten investigated journals/sources (throughout the years 2006–2017).

Nr Source Publisher

1 “Applied Ergonomics”

“Elsevier B.V.”

2 “Accident Analysis and Prevention”
3 “Journal of Cleaner Production”
4 “Journal of Operations Management”
5 “Safety Science”

6 “Journal of Loss Prevention in the Process
Industries”

7 “International Journal of Industrial Ergonomics”
8 “Journal of Safety Research”

9 “Architectural Science Review” “Taylor & Francis”

10 “Professional Safety” “American Society of Safety Engineers”

In particular, the methodological steps of the survey included: (i) investigation of the literature
(e.g., through SCOPUS); (ii) screening the journals with the highest number of articles and the most
important studies on S_OHSMS standards; (iii) selection of relevant studies; (iv) appraisal of the
quality of the research evidence in the studies. The appropriate keywords we used in the survey were
“Occupational Health and Safety”, ”Sustainability”, ”Management Standards”.

4. Results

The procedure of reviewing the scientific literature, unveiled only a few published papers
on OHSMS standards referred to many different fields (like construction, industry, engineering,
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transportation, chemistry, oil and refinery, food sector, et cetera). These papers address concepts,
tools and methodologies that have been created and practiced in such areas as design, development,
quality-control and maintenance, in association with occupational risk assessment.

The different OHSMS standards follow, in general, similar paths between “start” and “finish.”
Taking into account the results of our literature review, we present in the following Table 4,
the comparison between the above referred OHSMS standards. This table depicts an overview
of their features, comparatively with several settled evaluation-criteria.

Table 4. Comparison of OHSMS Standards.

Characteristics

OHSMS Standards

ISO 14001 ILOOSH 2001 BS 8800 OHSAS 18001 HSG65
ANSI/

AIHA Z10
AS/NZS

4801
SS 506

General
requirements YES NO NO YES NO NO NO NO

Initial or periodic
status review NO NO YES NO YES NO NO NO

Management
leadership and

Labour
participation

NO NO NO NO NO YES NO NO

Policy YES YES YES YES YES NO YES YES

Organising NO YES YES NO YES NO NO NO

Planning YES YES YES YES YES YES YES YES

Implemention/
Operation YES YES YES YES YES YES YES YES

Inspection and
Evaluation YES YES NO YES NO YES YES YES

Performance
measurement NO NO YES NO YES NO YES NO

Improvement
actions NO YES NO NO NO NO NO NO

Corrective actions YES NO NO YES NO YES NO YES

Management
Review YES NO NO YES YES YES YES YES

Audit NO NO YES NO YES NO NO NO

Continuous
Improvement YES NO NO YES NO YES YES YES

Performance
inspection YES YES YES YES YES YES YES YES

Origin International International UK International UK USA
Australia/

New
Zealand

Singapore

Year of
establishment 1992 2001 1996 1999 1991 2005 1999 2004

Update YES YES YES YES YES YES YES YES

Good embedded
OHS practices NO YES YES YES NO YES NO YES

Weak issues YES YES YES YES YES YES YES YES

Glossary Terms
and definitions YES YES YES YES NO NO NO NO

Workers
participation NO YES NO NO NO NO NO NO

Documentation YES YES YES YES YES YES YES YES

Free of Charge
Manual NO YES NO NO NO NO NO NO

Risk assessment
technique NO NO YES YES NO YES NO NO

Application on
Organisations of
any type and size

NO YES YES YES NO YES NO YES
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Table 4. Cont.

Characteristics

OHSMS Standards

ISO 14001 ILOOSH 2001 BS 8800 OHSAS 18001 HSG65
ANSI/

AIHA Z10
AS/NZS

4801
SS 506

Accompanied
with extra

guidelines series
NO NO YES YES NO NO YES YES

Incorporated
examples NO NO YES NO NO YES NO NO

Annexes YES YES YES YES YES YES YES YES

Embedded
comparisons with

other OHSMS
standards

NO NO YES YES NO YES NO NO

Possible
combination with

other OHSMS
standards

NO NO YES YES NO YES NO NO

Compatibility
with other

OHSMS standards
YES YES YES YES NO YES NO NO

Compatibility
with Quality

and/or
Environmental
IMS standards

YES NO YES YES YES YES YES YES

Future
improvement YES YES YES YES YES YES YES YES

Taking into
account recent

legislative changes
NO NO YES NO NO NO NO NO

The investigation of the scientific literature revealed S = 75 published technical articles which
were associated with OHSMS Standards in the worksites and concerned many different fields (like
construction, chemistry, engineering, transportation, medicine, etc.).

In Appendix A (Table A1) we show the classification results of the 75 articles incorporating
OHSMS standards which were defined by the investigation of N = 9822 papers of ten sources covering
the time period 2006–2017. Table A1 uses eight columns for example, the number (or numerical code)
of the paper (A), the paper’s citation information (columns B, C, D), the OHSMS standard’s name (E),
the kind of the paper’s data or material (F), the field of application (G) and the source (journal’s name)
[column H].

In Appendix B (Table A2) we illustrate the statistical results of the survey including the following:

(i) the absolute frequency Ni that is, the number of investigated papers per journal (col. C, that is,
JAE: 886; AAP: 1522; JCP: 1005; JOM: 995; ASR: 1007; JSS: 945; JPS: 998; JLPPI: 881; IJIE: 955;
JSR: 628),

(ii) the relative frequency Fi = Ni/N of the ten journals, concerning the total amount of the published
papers during 2006–2017 (column D, that is, JAE: 9.02%; AAP: 15.50%; JCP: 10.23%; JOM: 10.13%;
ASR: 10.25%; JSS: 9.62%; JPS: 10.16%; JLPPI: 8.97%; IJIE: 9.72%; JSR: 6.39%),

(iii) the number of papers nST(i) concerning OHS which include or use or refer to OHSMS standards
(column E, that is, JAE: 3; AAP: 8; JCP: 3; JOM: 1; ASR: 1; JSS: 40; JPS: 4; JLPPI: 8; IJIE: 1; JSR: 6),

(iv) the relative occurrence frequency of papers (referred to N) which include (or use or refer to)
OHSMS-standards fST(i) = nSTS(i)/N (column F, that is, JAE: 0.03%; AAP: 0.08%; JCP: 0.03%; JOM:

0.01%; ASR: 0.01%; JSS: 0.41%; JPS: 0.04%; JLPPI: 0.08%; IJIE: 0.01%; JSR: 0.06%),
(v) the normalized (per journal) occurrence frequency of papers which include OHSMS standards

fi* = nST(i)/Ni(column F, that is, JAE: 0.34%; AAP: 0.53%; JCP: 0.30%; JOM: 0.10%; ASR: 0.10%;
JSS: 4.23%; JPS: 0.40%; JLPPI: 0.91%; IJIE: 0.10%; JSR: 0.96%),
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(vi) the relative occurrence frequency of papers (referred to S) which include OHSMS standards
f**ST(i) = nST(i)/S (column F, that is, JAE: 4.00%; AAP: 10.67%; JCP: 4.00%; JOM: 1.33%; ASR:

1.33%; JSS: 53.33%; JPS: 5.33%; JLPPI: 10.67%; IJIE: 1.33%; JSR: 8.00%).

Moreover, Figure 1 illustrates for the time period of 2006–2017 the following: (a) the relative
frequency Fi = Ni/N of the ten journals, concerning the total amount of their published articles, (b) the
relative occurrence frequency of papers (referred to N) with OHSMS-standards fST(i) = nST(i)/N, (c) the
normalized (per journal) occurrence frequency of papers concerning OHS which include OHSMS
standards fi* = nST(i)/Ni (d) the relative occurrence frequency of papers (referred to S) which include
OHSMS standards f**ST(i) = nST(i)/S, (e) the relative occurrence-frequency of the various OHSMS
standards (which are included in the above referred S = 75 papers) and (f) the percentage distribution
of the papers with OHSMS standards in association with different types of data.

Figure 1. Cont.
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Figure 1. Cont.
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Figure 1. It depicts for the period of 2006–2017 the various relative occurrence frequencies of papers
with OHSMS-standards.

The survey relating to the above 10 journals revealed (according to Appendix B, Table A2) that the
papers concerning OHS and including OHSMS standards were very few (i.e., for JAE the maximum
percentage is only 0.34% taking into account the total number N of the investigated papers and only
~4% as far as the normalized per journal percentage is concerned), while the majority (i.e., 99.24%) is
represented by papers without OHSMS standards. Taking into account the graphs of Figure 1, we note
that although AAP is the journal with the most publications for 2006–2017 (Figure 1a), JSS is the journal
with the greatest number of publications, concerning OHSMS standards (Figure 1b–d).

Besides, the pie-chart of Figure 1e reveals that the OHSAS 18001 standard, presents the higher
relative occurrence-frequency (47.06%) in comparison with the other OHSMS standards (of Table A2
in Appendix B), that is, OHSAS 18001 is the most frequent OHSMS standard according to scientific
literature review. This can be related with the fact that this international standard was the result of the
co-operation of 13 different international organizations which represent 80% of the certification bodies.

In addition, the graph 1f which depicts the percentage distribution of the articles (with OHSMS
standards) shows that “Empirical/Qualititative” is the most frequent type compared with various
types of data.

In Figure 2 we illustrate the yearly variation of the number (nST) of papers with OHSMS standards,
published by the previous referred 10 journals, during 2006–2017 (panel a) and the corresponding
percentage distribution of papers in association with the year of publication (panel b). The inserted
bar-graph in panel a, depicts the relative occurrence frequency of papers concerning OHS which
include OHSMS standards in association with the title of the 10 journals (horizontal axis).

The curve of the graph of Figure 2a shows the existence of a long-term trend factor with positive
inclination (throughout the period 2007–2012), with negative inclination (for the period 2013–2015) and
also with a positive inclination (throughout the 2016–2017). In particular, there is a gradual increasing
for the period 2006–2012 (with a maximum in years 2011 and 2012), while for the years 2013–2015,
an abrupt decreasing with an intensive negative slope. The second graph (pie-chart) shows that 2011
and 2012 are the years with the greatest percentage of papers referring to OHSMS systems.

To continue, the pie-chart of Figure 3 displays the distribution of papers with OHSMS standards
(published by the 10 journals during 2006–2017) in association with various fields of application
(Industrial Sector: 28%; Construction Sector: 16%; Chemical Sector: 6.67%; Oil and Refinery: 4%;
Mining: 4%; Shipbuilding Sector: 4%; Food Sector: 4%; Railways Sector: 2.67%; Transportations Sector:
1.33%; Telecommuncations: 1.33%; Other: 28%). The major evident feature of this pie-chart is that
the field of “Industry” concentrates the maximum number of the papers with OHSMS standards.
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Apparently, one reason is that the industrial organizations present more dangerous working conditions
in comparison with other corporations (for example due to the existence of heavy machines in the
production procedure) [9,44]. Moreover, it is apparent that the construction sector is following, due to
the greatest number of occurring incidents.

Figure 2. (a) The curve illustrates the variation of the number of papers with OHSMS standards
published by the 10 journals during 2006–2017. (b) Distribution of papers with OHSMS standards in
association with the year of publication.

Figure 3. The pie-chart displays the distribution of papers with OHSMS standards (published by the
10 journals during 2006–2017) in association with the various fields of application.

5. Discussion

Taking into account that nearly 2.3 million of people die per year due to work-related accidents
and/or diseases, occupational injuries and/or illnesses are significantly adverse for the employers
and also for the state’s economy, resulting in losses from early retirements, the staff absences and the
high insurance costs [45,46]. Thus, occupational health/safety aspects represent some of the most
crucial subjects of the social policy in the EU and as a consequence the Lisbon strategy was adopted for
growth and employment, which aims to create jobs with care in health and safety for the employees.

Over the past three decades the use of Occupational Health and Safety Management Systems
(OHSMS) has expanded in the workplaces of developed economies and their growing usage could be
attributed to many reasons and factors. In particular, OHSMSs embody the principles of “continuous
improvement” or “quality management” which have been used and applied by enterprises for
improved business competitiveness. Taking into account that the principles of OHSMS are similar to
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methods such as Total Quality Management, it is presumable that experience with TQM has formed a
basis for new applications of removing occupational hazards and improving safety awareness [47].

OHSMS differ as far as the miscellaneous techniques of implementation are concerned. According
to Frick and Wren [40] there are three types of implementation, that is, voluntary, mandatory and
hybrid. The first one exists when companies affiliate OHSMS on their own volition. On the other
hand, mandatory systems have been enforced in many European countries (for example in Denmark
and Norway) where the state’s legislation requires establishment of a RAA system. Quasimandatory
methodologies may also exist in case of external commercial requirements which take the form
of legislative demands. Thus, many organizations settle OHSMS to comply with the demands of
customers and suppliers, principal contractors and other commercial bodies. Hybrid methods require
an admixture of voluntary motives and legislative requirements [47]. It is worth noting that, only a
fraction of all employers and/or organisations have introduced what it is called as OHS management
systems (such as OHSAS 18001) [2]. Yet, within the EU, California (USA) and in many other countries,
employers are required by regulation mandated to organise a systematic OHS management (in the EU
according to the Framework Directive of 89/391/EEC).

Compliance with these regulations will result in an effective prevention of OHS risks, even without
introducing OHSAS or any other voluntary OHS management system. Some other distinctions that
should be underlined are the following:

(i) The term “systematic” in mandatory systematic OHSM is not at all the same as the term “system”
in voluntary OHSM systems. This means that the UK’s HSG 65 is quite different from the
other described “systems.” HSG 65 constitutes guidelines (best practice) for how to comply with
the mandatory regulation of systematic OHSM (transposing of EU directive 89/391/EEC into
UK legislation) while all the other listed “systems” are voluntary and more or less commercial
products (which still can be very useful).

(ii) Regulated mandatory systematic OHSM is not at all identical to voluntary OHSM standards.
This article aims to cover both of them. In any case both mandatory OHSM (such as in all of the
EU, since 1989, through 89/391/EEC but also in many other states, for example, in California
since 1991) and the much more complex commercial products of voluntary OHSM systems (such
as OHSAS 18001) are critically discussed and distinguished.

(iii) The term “Standard” is also a term with importantly different meanings. In Anglo-saxon countries
this is often the same as a regulation but a voluntary standard (such as ISO) is (by definition) not
a regulation.

The implementation and application of a range of efficient OHS management actions
systematically, can contribute to optimal results for all interested parties. Organizations of all types
establish a systematic process to manage OHS and develop OHSMS systems within the context of
(i) the general growth of concern from all interested parties about OHS, (ii) changes to legislation and
(iii) other measures to foster sustained OHS improvement. There are many reasons for organizations to
develop OHSMSs (for example legal imperatives, ethical concerns, industrial considerations, financial
performance improvement, etc.). Implementation of an efficient OHSMS will create a reduction of
workplace illnesses and injuries, minimizing the expenses associated with accidents [28]. Consequently,
the application of OHSMS standards provides a unique instrument for the development of a sustainable
safety culture within enterprises. Besides, human factors (including the culture, politics, etc.) within
organizations can make or break the effectiveness of any management system and needs to be
considered very carefully when implementing a management system [22]. An OHSMS standard
specifies requirements in order to help any enterprise to formulate a strategy taking into account
legislation and information about risks and/or harm. It applies to those hazards over which the
organization may exert control and over which it can be expected to have an influence [28].
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Other standards (like ISO 31000, IEC31010) constitute an introduction to selected techniques and
compare their possible applications, benefits and limitations. They also provide references to sources
of more detailed information.

With the globalization of the economy and the success of Quality Management Systems (QMS)
and of Environmental Management Systems (EMS), organizations require a simple, integrated and
also a global management system. For this reason, and due to the lack of a model for an OHS
management system that has been accepted worldwide, systems or models, guides or norms of the
OHS management, have been propagated throughout the world.

Previous investigations have recognized a research gap, as far as the studies of the reliability
and validity of OHSMS standards, are concerned [48]. In this study, the most considerable OHSMS
standards created at the international level, are presented and analysed at their updated version.
In other words, our article introduces different standardized occupational and safety management
systems (guidelines), which are commonly used internationally. In particular, the purpose of this work
is to collect important information regarding the use of OHSMS standards by achieving a scientific
literature investigation of vicarious journals (published by Elsevier B.V., Taylor & Francis and the
American Society of Safety Engineers) covering the time period of 2006–2017. This is an interesting
topic which combines academic papers and practically used standards. Subsequently, the main aims of
this exploratory study are: (i) the depiction of commercial and industrial trends, as far as the OHSMS
standards are concerned, (ii) the implementation of these standards and (iii) the reinforcement of their
application in the worksites of organizations.

It is worth mentioning that, few other systematic literature reviews (like the one of Robson et
al. [3]) or narrative reviews (e.g., [40–43]) exist, concentrating on the topic of OHSMS standards and
concerning the years before 2006. So this is the reason for conducting our review throughout the
years 2006–2017. In addition, the literature overview of Li and Guldenmund [49] has a different aim
and describes safety management systems (SMSs) as far as the SMSs models are concerned, that is,
accident-related models and organizational models.

The methodological steps of the survey included: (i) research of the literature; (ii) screening the
journals with the most important studies on S_OHSMS standards; (iii) selection of relevant studies;
(iv) appraisal of the quality of the research evidence in the studies.

The review unveils the following:

• There are only a few publications including OHSMS standards (during 2006–2017), which are
referred to a variety of occupational fields (like construction, industry, engineering, transportation,
chemistry, oil and refinery, et cetera).

• These papers address techniques that have been emerged in areas such as design/development,
quality-control and maintenance, as far as occupational risk assessment is concerned.

• “Safety Science” (SS) and “Journal of Loss Prevention in the Process Industries” (JLPPI)
are the scientific journals which published (during 2006–2017) the most scientific papers
concerning OHSMS.

• The sector of “Industry” (with 28%) and also the “Construction” (with 16%), accounted for the
highest percentage, as far as the usage of OHSMS standards is concerned, presumably because
their work conditions are more unstable and dangerous in comparison with other occupational
sectors (e.g., telecomunications). In addition, these sectors are very hazardous worldwide, owing
to their unique dynamic nature, poor conditions and tough environment [44,50].

• The comparison between the previous presented OHSMS standards (in Table 4), depicts an
overview of their features, comparatively with various developed evaluation-criteria.

• The OHSAS 18001 standard, presents the higher relative occurrence-frequency (48%) in
comparison with the other OHSMS standards, due to the fact that this international standard was
produced by the co-operation of 13 different international organizations which represent 80% of
the certification bodies.
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• The percentage distribution of the papers (with OHSMS standards) reveals that
“Empirical/Qualititative” is the most frequent type compared with other types of data.

• Our selected graphs, show (for the distribution of the publications with OHSMS standards) the
existence of a long-term trend factor with positive inclination (during 2007–2012), with negative
inclination (during 2013–2015) and also with a positive inclination (throughout the 2016–2017).

• In general, there is an increasing scientific interest for OHSMS standards, especially in
period 2009–2012.

• The entire objective of the usage of OHSMS standards is to support and promote efficient OHS
practices, in balance with socio-economic requirements [2].

• The OHSMS standards are not legally binding and have not got the intention to replace national
laws or regulations and/or accepted standards.

• OHSMS have been proposed as a way to reduce injuries and illnesses for businesses of all types
and sizes [51,52].

• The various OHSMS standards have common basic requirements and features but they are
implemented in different processes. Besides, the different OHSMS standards follow, in general,
similar paths between “start” and “finish.”

• Many organizations apply an “integrated” management system which combines the requirements
of two or more management system standards simultaneously (for example OHSMS with
Environmental, or OHSMS with Quality management systems standards).

6. Conclusions

Governments, employers and workers recognize, day after day, the posistive impact of introducing
S_OSHMS standards at the organization level, both on the reduction of hazards/risks and also on
productivity. In particular the benefits of effective S_OSHMS standards to any commercial body
or enterprise include: (i) more effective usage of resources, (ii) improved financial performance,
(iii) improved risk management and (iv) increased capability to deliver consistent and improved
services and products. OHSMS standards are not intended to replace national laws, regulations or
accepted standards but on the other side, their main aim is to support and promote efficient OHS
practices, in balance with socio-economic requirements.

Using the previous analysis and its main outcomes, the next dominant conclusions can
be extracted:

• The application of OHSMS standards is not significantly extended in organizations and the
knowledge about them has not been fully shared and expanded among the miscellaneous scientific
fields, so we have the opinion, that the scientific community, have to transfer the similarities from
one field to another.

• The implementation of a “integrated” management systems which combine the requirements
of two or more management system standards simultaneously (for example OHSMS with
Environmental, or OHSMS with Quality management systems standards) would enable
organizations to achieve efficient results on the reduction of risks and also on productivity.

• OHSMS standards can be developed and implemented by organizations of any type and any size
(large or small).

• As this study is not an empirical research but a review, the value of the article rests on clear
distinctions, definitions and analysis. Moreover this exploratory study, provides a rich description
for the usage of OHSMS standards in workplaces and lays the background for further research
into the reliability and reinforcement of their application in any organization.

As a general conclusion, our literature survey shows that: (i) only a small number of published
articles focusing on OHSMS standards (and concerning miscellaneous occupational fields) are available
for the period of years 2006–2017 and (ii) the scientific community expanded its interest for the usage
of OHSMS standards, during the years of 2009–2012.
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AENOR Asociación Española de Normalización/Certificación (Spanish Assoc. for Standards)
AS/NZS Australian/New Zealand Standard
BSI British Standards Institution
BSC British Safety Council
CPQRA Chemical Process Quantitative Risk Analysis
CCPS left for Chemical Process Safety
UNI Ente Nazionale Italiano di Unificazione (Italian National Unification)
EMS Environmental Management Systems
HSE Health and Safety Executive
IEC International Electrotechnical Commission
IJIE International Journal of Industrial Ergonomics
ILO International Labour Organization
IMS International Management Systems
ISO International Organization for Standardization
JCP Journal of Cleaner Production
JLPPI Journal of Loss Prevention in the Process Industries
JOM Journal of Operations Management
JSR Journal of Safety Research
OHSAS Occupational Health and Safety Assessment Series
OHSMS Occupational health and safety management system
OHS Occupational health-safety
JPS Professional Safety
QMS Quality Management Systems
RAA Risk analysis and assessment
JSS Safety Science
SSC Singapore Standards Council
S_OHSMS Sustainability and Occupational Health and Safety Management Systems
TQM Total Quality Management
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Abstract: Sustainability involves extending the relational framework of SMEs outside the sphere of
economic activity by justifying and legitimizing actions with a social impact on the environment.
Links with the circular economy are achieved through the economic and environmental dimensions
and through corporate social responsibility as a component of sustainable development. The main
purpose of the paper was to determine the level of involvement of Romanian SMEs in activities
related to the circular economy. The sample survey conducted among SME managers offered the
advantage of collecting a large amount of direct information on the activities undertaken, the size of
the investments and the nature of the funding sources used over the last five years. In this descriptive
research, the process of setting up a representative sample of 384 enterprises was carried out by
random sampling. The major contributions of the research project are to outline the contribution of
Romanian SMEs to the development of a sustainable economy through their involvement in specific
activities, the size of the investments made, and the level of participation of representatives of the
enterprises in courses in order to identify new sources of financing and positive solutions in order to
implement the principles of the circular economy.

Keywords: sustainability; circular economy; investments; sources of funding; SME; sustainable
economy

1. Introduction

The circular economy and sustainability are two concepts that outline an extended framework for
sustainable development, through which the implementation of strategies capable of providing the
enterprise with healthy development is also achieved by addressing the problems of environmental
degradation and resource shortages [1–4]. Besides, the circular economy is a sustainable development
strategy that tackles the problems of environmental degradation and natural resource shortages
through three principles: reduction, reuse and recycling of materials [5–7]. These principles define a
circular system where all the materials are recycled, and all the energy comes from renewable sources
that support activities and rebuild the ecosystem as well as support human health, society and healthy
resources that generate value [8–11].
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Since small firms are an important engine of growth in the economy and sustainability is an
essential input in the production process, identifying how firms respond to the circular economy is
crucial to understanding growth in developing economies [12–15].

Through this study, the authors intended to highlight the extent and the degree of involvement of
Romanian SMEs in the activities specific to the circular economy. To achieve this, quantitative research
was carried out among SMEs in Romania using a survey with a representative sample drawn using
the random numbering method. The degree of involvement of enterprises in the circular economy was
first assessed with regard to issues such as the activities carried out, the level of investments made,
the sources of financing attracted and the level of managers’ interest in attending courses in order to
implement new circular business models. In light of an apparent logical fault, the diversity of views
expressed in the literature specifically referring to the circular economy helped us to determine the
best approach to position our scientific research with regard to the new challenges of SMEs in the
Romanian economy.

The results of the present study suggest that successful sustainability plays an important role in
the survival and success of any organization in today’s environment, which is extremely competitive
and continually evolving. Finally, our findings are relevant for the transformation of Romanian SMEs
by identifying the specific actions they take as part of their involvement in the circular economy.

The remainder of this study is organized as follows. Section 2 provides a brief literature review.
Section 3 presents a description of the research methodology. The empirical results are presented and
discussed in Section 4. Finally, conclusions and suggestions are presented in Section 5.

2. Literature Review

The circular economy concept has been debated in several schools of thought and theory that
have challenged linear economic systems that suppose that resources are infinite [16–18]. According to
their studies, some specialists consider the circular economy as a space economy that works by
reproducing the limited initial input stock and recycling the waste produced [19–21]. Other specialists
consider the circular economy to be an industrial economy that relies on the ability to restore natural
resources [22,23] and aims to minimize (or eliminate) waste, use renewable energy sources and phase
out the use of harmful substances [24].

The specialists considered that there was also the need to accept an economic model in which the
materials and energy of waste products are reintroduced into the economic system [25]. Thus, a clear
distinction was made between two different types of materials in a closed-loop economy: materials of
biological origin and materials of non-biological origin. Materials of biological origin (forest products)
can return to the biosphere as raw materials, but materials of non-biological origin (plastics or metals)
cannot return to the biosphere and are not biodegradable [26,27]. This type of economy transcends the
linear economy [28], seeking new transformations across the value chain to keep both types of material
in the circular economy, preserving their value for as long as possible [29].

Different studies based on the design, investigation and creation of a general framework on the
ecological side of the circular economy have been carried out by specialists around the world, including
circular design [30], design for circular behavior [31,32], the incorporation of ecosystem services [33],
evaluating the environmental dimension based on material efficiency strategy [34], and the analysis of
consumer behavior related to the circular economy [35].

Implementing the concept of the circular economy requires a detailed analysis of the opportunities
and benefits it can bring to a country’s economy. According to specialists’ studies, large enterprises
have greater facility in adopting and realizing beneficial circular business models, such as creating new
jobs [36,37], reducing costs in different sectors of the economy (cars, electric machines, machinery and
equipment) [38], supply-side price mitigation on commodity markets, or supply risks [39]. Once large
enterprises have adopted circular business models, SMEs become aware of the benefits of the circular
economy and of improving their efficiency in using natural resources.
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The European Commission report states that more than two-thirds of interviewed SMEs are
satisfied with the return on investments made to improve resource efficiency, and have seen production
cost reductions over the past two years [40]. Romanian SMEs are extremely different, so every branch
of the national economy can benefit from the implementation of the principles of the circular economy
in an adapted manner [41]. In these conditions, the extent to which SMEs are willing to adopt ecological
measures and their attitude to green policies depends on the sector in which they operate [42].

Most studies undertaken by specialists have indicated that SMEs do not adopt and implement the
principles of the cyclical economy due to the initial costs, the reimbursement period for investments, or
the high costs of achieving resource efficiency [43–45]; the high cost of organic business models [46,47];
the impossibility of supporting profitable economic activity due to hidden costs, a lack of highly
qualified employees, and sudden changes in the economic environment [48]; the lack of financial
resources to establish and manage a recycling system [49]; a lack of information, including information
on deviations from the ex-ante cost estimates of ecological procedures, which may induce uncertainty
and harm the competitiveness of SMEs [38]; the production of a small amount of waste, so that the
circular economy represents an economically unfavorable option [50]; the lack of internal competencies
leading to a dependence on recommendations made by external actors [44]; and the limited influence
of SMEs on suppliers’ involvement in sustainable activities [51,52].

In addition, in the SME sector, there is only modest initiative from the government to support new
investment, with no coherent legislative measures to encourage the circular economy convictions and
principles [42]. In support of this, we can offer the example of the Ecological Management and Audit
Scheme (EMAS), which has no clear delimitation between large businesses and the SME sector [53,54].
In this case, only the managers’ commitment to sustainability contributes to the adaptation and
implementation of the principles of the circular economy to the needs of the SMEs [55,56]. The need
for a better regulatory agenda to design and implement environmental policies is highlighted by the
first assessment of the EU Environmental Assistance Program for SMEs [57].

Research undertaken by the European Commission highlights the fact that some concepts and
terms in the EU legislation are not clearly defined, namely provider responsibility, separate collection
quality and the definitions of recycling, re-use and recovery [58]. In Romania between 2002 and 2008,
the SME sector developed steadily, with the growth of more than 69% in the number of enterprises [41].
The number of active entities increased from 326,443 in 2002 to 557,189 in 2008. The impact of the
financial and economic crisis was felt strongly among SMEs, with the loss of about 11.73% of the
enterprises, with a total of 491,805 active entities registered at the end of 2010 [43]. Over the last four
years, the SME sector has seen a slow growth of only 10%, with a distribution by representative sectors
of trade (38.98%), industry (11.84%), construction (9.60%), transport (6.10%), hotel and restaurants
(4.52%), agriculture, forestry and fishing (2.18%) and other services (26.77%) [59].

3. Research Methodology

To conduct this research, we considered the hypothesis that SMEs are the engine for the
development of a circular economy. SMEs can make a major contribution to the development of
a sustainable economy by gradually integrating the principles of the circular economy into their own
business model. The determining role of SMEs remains: (1) producing beneficial effects for a country’s
economy by recycling waste and using it as a raw material in production processes; (2) developing
products and services in symbiosis with other industries by reducing resource consumption; (3) creating
customized, high quality and value-customized products; (4) job creation and staff qualification in the
field of environmental protection; and (5) increasing competition in sustainable product markets.
Taking into account this hypothesis, the purpose of the research was to determine the level of
involvement of Romanian SMEs in the activities specific to a circular economy.
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The main objectives of the research were as follows:

• Highlighting the activities related to the circular economy conducted by SME managers in
Romania in the last five years;

• Identifying the size of current and future investments by allocating percentages of turnover both
to businesses that have carried out circular economy activities over the past five years and those
willing to develop circular business models in the years to come;

• Description of the funding sources used by SMEs in the last five years to ensure good functioning
and to carry out activities related to the circular economy;

• Identifying the level of participation of Romanian managers in courses to acquire the knowledge
and skills regarding the performance of some activities that promote resource efficiency,
eco-innovation and the circular economy.

Thus, in order to achieve the objectives, quantitative marketing research was carried out among
SME managers in Romania. The main considerations were: (1) the development of governmental
and European programs that provide access to important sources of funding and create premises for
coherent, systematic and coordinated actions aimed at fostering entrepreneurship and increasing the
number of SMEs; (2) the interconnected functioning of productive SME chains, with a high potential
for adding value at the national, regional and global levels; and (3) the massive contribution of the
SME sector to the formation of national GDP, to the economic and sustainable growth of a country,
generating social progress and social prosperity.

At the end of February 2017, the statistical metadata database of the National Institute of
Statistics of Romania was consulted in order to obtain the information necessary for the realization
of the quantitative research. According to the data provided by National Institute of Statistics [59],
on 28 February 2017, a list was established in which 552,483 active enterprises with a minimum
of five years of age and a number of employees ranging from 1–249 were identified in Romania
(www.statistici.insse.ro). Micro-enterprises represent 89.12% of all SMEs in Romania (Figure 1).

 

89.12 % 

9.20 % 1.68 % 

Micro Small Middle

Figure 1. Distribution of economically active SMEs in Romania by their size on 31 January 2017 [59].

In Romania, micro-enterprises are defined as enterprises that have up to nine employees and
achieve a net annual turnover of up to two million euro. Small enterprises are defined as enterprises
that have up to 49 employees and achieve a net annual turnover of up to 10 million euro.

The research method used in the quantitative study was a survey by sampling, using a
questionnaire as the data collection tool. The study was conducted between 12 March and 12 April 2017,
with the support of eight interviewers with experience in the field who drafted the questionnaires for all
eight development regions of Romania: North-East, South-East, South-Muntenia, South-West Oltenia,
West, North-West, Center and Bucharest-Ilfov (Figure 2). Each interviewer held face-to-face interviews
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with business managers in one of Romania’s development regions. For example, one interviewer
covered the West region, another the South-West region.
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Figure 2. Distribution of economically active SMEs in the eight development regions of Romania on
31 January 2017 [59].

The sampling frame was made up of enterprises (SMEs), since these entities, both in terms of
organization and functioning and through the activities carried out, were able to provide all the data
and information necessary to achieve the intended purpose. The selection was based on simple random
sampling, using a random number generator, from a list that included all Romanian SMEs with a
minimum of five years of activity and a number of employees ranging from 1–249 people. The main
criteria for structuring the enterprises were the number of employees, the development region; the field
of activity and the year of establishment (minimum of five years) (Table 1 and Table A1).

It is necessary to clarify that the list was based on the statistical metadata from the National
Institute of Statistics of Romania, which removed active SMEs with a working life of less than five
years, inactive SMEs and those with a number of employees over 249 people. In this way, the structure
of the research sample was a faithful reproduction of the structure of the reference population.
The fundamental principle that was taken into account when using the sampling method was that the
layers chosen were related to the dependent variable that was the object of the research. The proportion
of subjects (SMEs) in each layer of the sample was proportional to that of the subjects at that layer
level in the total population. To ensure a probability of guaranteeing 95% of the research results and
obtaining an error margin of ±5% for a value p = 0.50, the sample size should be 384 observation
units, thus the survey included 384 enterprises (SMEs). In the first phase, sub-samples were extracted
from each layer, resulting in a high level of representativeness of the total sample, compared to
simple random sampling, which can generate overrepresentation of some population groups and
underrepresentation of others.

After identifying the enterprises, contact was established with their representatives to determine
who should be surveyed, to obtain the survey participation agreement and to establish details of the
meeting. The survey was the basis of the research; the process used to interview the SME managers
was face-to-face interviews. The questionnaire was structured around four distinct objectives: (1) the
activities undertaken related to the circular economy; (2) the size of the investments made; (3) the
funding sources used for these types of activities; (4) participation in the acquisition of skills related to
resource efficiency, eco-innovation and the circular economy. The information processing was based
on the responses received from the SME managers and the information centralization was performed
in relation to the consistency and convergence of the purpose of the research.
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Table 1. Sample structure.

Number of Employees
Total SMEs Studied Sample of SMEs Investigated

No. % No. %

0–9 people (micro-enterprises) 465,621 89.12 343 89.32
10–49 people (small enterprises) 48,092 9.20 35 9.11

50–249 people (medium enterprises) 8770 1.68 6 1.56
Total 522,483 100 384 100.00

Development Region

North-West development region 74,531 14.26 55 14.26
Center development region 53,596 10.26 39 10.26

North-East development region 54,846 10.50 40 10.50
South-East development region 52,057 9.96 38 9.96

South-Muntenia development region 50,624 9.69 37 9.69
Bucharest-Ilfov development region 147,210 28.18 108 28.18

South-West Oltenia development region 41,608 7.96 31 7.96
West development region 48,011 9.19 35 9.19

Total 522,483 100 384 100.00

Areas of Activity

Agriculture, forestry and fishing 11,395 2.18 8 2.01
Industry 61,880 11.84 45 11.85

Construction 50,175 9.60 37 9.61
Trade 203,665 38.98 150 38.99

Hotels and restaurants 23,621 4.52 17 4.52
Transport 31,886 6.10 24 6.25

Other services 139,861 26.77 103 26.78
Total 522,483 100 384 100.00

Year of Establishment

5–9 years 382,458 73.20 281 73.18
9–14 years 90,390 17.30 66 17.19
>15 years 49,636 9.50 37 9.64

Total 522,483 100 384 100

Source: Authors’ calculation based on information extracted from the National Institute of Statistics of Romania [59].

4. Results and Discussion

The first objective was related to highlighting the main activities specific to the circular economy,
carried out by SME managers in Romania (Figure 3).

 

62.8% (241 
respondents)

37.2% (143 
respondents)

YES NO

Figure 3. The share of SMEs that have carried out at least one activity related to the circular economy
in the last five years.
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In 241 (62.8%) of the 384 SMEs participating in the research, the managers said at least one
activity related to the circular economy had taken place in the last five years. In total, 143 (37.2%) of
384 enterprises did not have at least one circular activity in the last five years. The management of
the Romanian enterprises showed a positive attitude towards carrying out activities to support the
circular economy at every stage of the value chain: production, consumption, repair and manufacture,
waste management and secondary raw materials that are reintroduced into the economy.

In 62.8% of the SMEs surveyed in Romania, the managers said that they make real efforts to
conduct activities related to the circular economy but face financial problems, with labor shortages
and many legal barriers. However, the managers of these SMEs proposed the development of new
strategies for the circular economy in the coming years and hoped to make a lot of progress in
this regard.

The main activities related to the circular economy undertaken by Romanian SMEs in the last
five years were (Figure 4) strengthening the guarantees offered to consumers who purchase goods
online (14.10%), the use of renewable energy (12.78%), designing smart and green products and
using energy labeling (12.33%), the use of advanced manufacturing facilities that generate cleaner
production (10.13%), safe wastewater reuse (5.29%), the application of innovative techniques for the
use of secondary raw materials/alternatives (3.08%) (2.64%), and the prevention of waste generation,
the stimulation of recycling and the reduction of resource use (2.20%).
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10.13% 
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45.81% 

72.25% 

36.12% 

51.98% 

2.64% 

3.52% 

10.57% 

9.69% 

38.33% 

6.17% 

3.52% 

13.66% 

YES, have been realized
YES, they are underway
NO, but they are included in future strategies
They are not included in future strategies
I do not know

Strengthening consumer guarantees for online 
purchasing goods

Intelligent and ecological product design and 
energy labeling

Use of advanced manufacturing facilities that 
generate clean production

Application of innovative techniques for the use of 
secondary / alternative raw materials

Turning waste into energy or recycling biowaste 
into organic fertilizers

Preventing waste generation, stimulating recycling 
and reducing resource use

Reuse of waste water safely

Use of energy from renewable sources

Figure 4. Description of activities related to the circular economy undertaken by Romanian SMEs in
the last five years.

In order to identify the link between the three categories of enterprise and the activities related
to the circular economy, a factorial analysis of correspondence (Figure 5) was used. The SMEs were
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grouped into three categories: micro-enterprises (0–9 employees), small enterprises (10–49 employees)
and medium-sized enterprises (50–249 employees). Figure 5 shows the existence of certain associations
between the three categories of enterprises and the activities related to the circular economy undertaken
in the last five years.
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Figure 5. The correspondence between the three categories of enterprises and the activities related to
the circular economy undertaken in the last five years.

A total of 219 of 343 micro-enterprise managers said that they already use advanced manufacturing
facilities that generate clean production, carry out intelligent and environmentally-friendly product
design, practice energy labeling, and use renewable energy constantly (see Table 1). In total, 5.29% of the
384 respondents claimed that they re-used waste water safely in the manufacturing process, the effects
being reduced costs and reduced pressure on the resources used (see Figure 4). The two managers in the
agricultural field claimed that water reuse contributes to the recycling of nutrients by replacing solid
fertilizers. A further 22 small business managers claimed to have strengthened the guarantees offered
to consumers who purchase goods online to provide better protection against defective products, thus
contributing to sustainability and increased product repair potential. In this way, they claim they
prevent the discarding of products and contribute significantly to the circular economy.

The managers of the SMEs surveyed said that they use innovative technologies that integrate into
aspects relevant to the circular economy. At the level of their own businesses, the managers apply
technologies to improve the use of secondary raw materials to increase energy efficiency and reduce
wastewater generation, thereby helping to protect and reduce the use of available natural resources.
Regarding waste reduction activities (recycling and reuse), most business managers have adopted
sustainable and consistent waste management strategies. Some managers said they are trying to
reduce the amount of waste by different methods: waste recycling, selling waste to certain specialized
companies or re-using waste in the manufacturing process. Most respondents acknowledged that they
do not carry out circular economy activities, but have planned future strategies based on concrete and
measurable objectives. The second objective was to invest some percentage of the company’s turnover
in order to carry out activities related to the circular economy. Of the nearly 241 businesses that have
developed circular economy activities over the past five years, most have invested an average of 1–5%
of their turnover per year. Figure 6 shows that most of the investments were made by SMEs in the
Bucharest-Ilfov and North-West regions. Almost 57.75% of the 241 enterprises that have carried out at
least one activity related to the circular economy over the last five years have made investments of
over 1%, while 31.69% of the SMEs have made no investments (Figure 6).
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Figure 6. The distribution of SMEs that have carried out activities related to the circular economy in
the eight development regions of the country, according to the share of investments made during the
last five years.

In 10.56% (30 enterprises) of the SMEs participating in the research, managers did not keep a clear
record of what percentage of their turnover they invested in circular economy activities over the past
five years. Of the 158 enterprises that had not developed circular economy activities over the past five
years, 30.38% would be willing to invest more than 1% of the turnover on average per year, 58.23% do
not want to invest, and 11.39% did not know. Almost 34 enterprises invested between 1% and 5% of
their turnover per year (21.52%), while 10 enterprises (6.33%) invested between 6% and 10% and 2.53%
invested, on average, over 10% or more (Figure 6).

Figure 7 shows that 16 business managers in the Bucharest-Ilfov region who have not developed
circular economy activities over the past five years, would be willing to invest more than 1% of their
own turnover, on average, per year. Another 20 SME managers (North-West, Center, North-East,
South-West Oltenia and West) said that they would be willing to invest part of the enterprise’s turnover
into circular economy activities over the next few years. Most activities undertaken by microenterprises
that are related to the circular economy will be included in their future strategy; microenterprises
represent 84.58% of all SMEs in Romania (Figure 7).

The third objective was related to the funding sources used by SMEs over the last five years to
finance the activities related to the circular economy. Most of the SMEs surveyed funded their activities
related to the circular economy from their own funds, i.e., turnover. Approximately 42.75% of the
enterprises that have carried out at least one activity related to the circular economy over the last
five years financed these types of activities from their own funds or from loans from close persons.
Only 13.04% of enterprises used bank loans, while 10.51% benefited from government grants. Another
9.42% of the SMEs used various non-reimbursable funds from the EU, the EBRD, and the IMF, or had
access to alternative sources of funding. Of the SMEs included in the survey, no enterprise had used a
certain type of green technology investment (0%) for the circular economy activities undertaken over
the last five years (Figure 8). Figure 8 shows that 125 enterprises of the 196 that used finances from
their own funds come from two important sectors of the national economy: trade and services.
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Figure 7. Distribution of SMEs not involved in circular economy activities in the eight development
regions of the country, according to the share of future investments achievable.
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Figure 8. Distribution of SMEs according to the main fields of activity of the economy and by the way
in which they finance activities related to the circular economy.

Of the 32 enterprises financed by bank loans, only eight come from industry and construction and
six from agriculture, hotels and restaurants and transport. Non-reimbursable government funding
benefited 10 enterprises from industry, construction, commerce and other services. Only six of the
businesses analyzed, from trade and other services, used non-reimbursable grants from the EU,
the EBRD or the IMF. Managers from 276 enterprises of the 384 surveyed who have been involved in
the circular economy over the last five years specified the funding sources for these types of activity.
For 42 of the 276 enterprises analyzed, managers did not want to indicate the sources of finance for the
activities related to the circular economy undertaken over the last five years.

The last objective of the research was to identify the level of participation of SME representatives
in courses to acquire new knowledge and skills regarding the implementation of resource efficiency,
eco-innovation and circular economy activities and the determination of subjects of high interest for
them (for example, the following courses are organized by the Chamber of Commerce and Industry,
the National Center for Production and Sustainable Consumption Denkstatt Romania, the Ministry of
Regional Development and Public Administration, the Ministry of European Funds and other public
institutions and approved NGOs: Creative START, EU Ecolabel, START-UP Nation, GO Circular,
capital markets and derivative financial instruments, etc.). Of the 384 SMEs surveyed, only 24.7%
attended courses such as Geometric, 4th CSA, WaterWorks 2015, Synamera, Innovoucher, Columbus,
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CoBioTech and others. Almost 64.8% of the SME managers did not attend courses, despite being aware
of the running of governmental and European programs where free lectures are organized with the
support of major institutions such as KPMG, Ecofys, CSR Netherlands and Circle Economy. Figure 9
shows that the managers who attended courses show an increased interest in topics such as EU-funded
financial instruments to finance circular solutions (26.79%), participation in green public procurement
(21.43%) and government programs to support SMEs related to circular actions (17.86%) (Figure 9).

 

Financial instruments run with EU support to fund 
circular solutions

Non-financial tools run with EU support to 
promote circular solutions

Government programs to support SMEs related to 
circular actions

Green Public Procurement

Circular business models
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Figure 9. Assessing the interest of managers in the subjects treated in the specialization courses and in
actions specific to the circular economy.

5. Conclusions

The results of this research highlighted the major contribution of SMEs to the development of
a sustainable economy through their engagement in specific activities and through increasing the
size of their investments. In the last five years, almost six out of ten Romanian enterprises (62.8%)
engaged in activities specific to the circular economy [41]. The most frequent activities were the
consolidation of guarantees for consumers who purchase goods online (14.10%), use of renewable
energy (12.78%), smart and environmentally friendly product design and energy labeling (12.33%) and
the use of advanced manufacturing facilities to achieve clean production (10.13%).

The research revealed that although more than half of the Romanian SMEs have undertaken at
least one activity specific to the circular economy over the last five years, their level of involvement
will remain moderate in the future. The main barriers to the development of a sustainable economy
remain: (1) the low volume of future investments made by small- and medium-sized enterprises
and micro-enterprises due to their small turnover; (2) the reduced rate of participation of business
managers in non-reimbursable grant programs for circular actions and distinct SME programs that
include courses necessary for the specialization and development of new circular business models.

Based on the review of the literature on the strategies, advantages and difficulties encountered in
adopting the circular economy, a quantitative research study was carried out, including a wide range
of areas of activity captured by SMEs, providing knowledge that can support successful actions for
the implementation of the circular economy [60–62]. In Romania, according to the answers provided
by the managers of the interviewed SMEs, the circular economy is seen as a significant strategic
issue. As noted, circular economy activities in Romania’s SMEs are still modest, and we believe that
creating a fiscal, legal or organizational framework coupled with additional governmental actions to
promote the principles of the circular economy would contribute to the successful implementation of
the circular economy. Enhancing collaboration between micro, small- and medium-sized enterprises
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and providing support from large enterprises can also help to successfully implement the circular
economy in Romania.

The size of the sample and the nature of the data used in this study did not allow for detailed
research into the public or private sector, but this information is nonetheless very important and
useful to policy-makers, professionals and economic agents in the business environment and academia.
Research into the circular economy should be deepened at the national level.

Our suggestions for future research can be summarized as follows: (1) analyze how SMEs
can access the human resources and technology needed to successfully adopt the circular economy;
(2) determine the potential for internal and external optimization of the consumption of raw materials,
water and energy; (3) analyze how SMEs can meet the needs of consumers, taking into account the
principles of the circular economy; (4) analyze the effectiveness of the strategies aligned with the
policies of the circular economy at the level of SMEs; (5) carry out a comparative analysis of the
efficiency and the degree of successful implementation of the circular economy between different
countries of the European Union.
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Appendix A

Table A1. Sample structure.

Development
Region

Number of
Companies

Areas of
Activity

Number of
Companies

Number of
Employees

Number of
Companies

Weight in
Total (%)

Sample
Size

North-West
development

region
74,531

Agriculture,
forestry and

fishing
1625

0–9 people 1449 0.28 1

10–49 people 150 0.03 0

50–249 people 27 0.01 0

Industry 8827

0–9 people 7866 1.51 6

10–49 people 812 0.16 1

50–249 people 148 0.03 0

Construction 7157

0–9 people 6378 1.22 5

10–49 people 659 0.13 0

50–249 people 120 0.02 0

Trade 29,052

0–9 people 25,891 4.96 19

10–49 people 2674 0.51 2

50–249 people 488 0.09 0

Hotels and
restaurants

3369

0–9 people 3003 0.57 2

10–49 people 310 0.06 0

50–249 people 57 0.01 0

Transport 4548

0–9 people 4053 0.78 3

10–49 people 419 0.08 0

50–249 people 76 0.01 0

Other services 19,951

0–9 people 17,780 3.40 13

10–49 people 1836 0.35 1

50–249 people 335 0.06 0
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Table A1. Cont.

Development
Region

Number of
Companies

Areas of
Activity

Number of
Companies

Number of
Employees

Number of
Companies

Weight in
Total (%)

Sample
Size

Center
development

region
53,596

Agriculture,
forestry and

fishing
1169

0–9 people 1042 0.20 1

10–49 people 108 0.02 0

50–249 people 20 0.00 0

Industry 6348

0–9 people 5657 1.08 4

10–49 people 584 0.11 0

50–249 people 107 0.02 0

Construction 5147

0–9 people 4587 0.88 3

10–49 people 474 0.09 0

50–249 people 86 0.02 0

Trade 20,892

0–9 people 18,618 3.56 14

10–49 people 1923 0.37 1

50–249 people 351 0.07 0

Hotels and
restaurants

2423

0–9 people 2159 0.41 2

10–49 people 223 0.04 0

50–249 people 41 0.01 0

Transport 3271

0–9 people 2915 0.56 2

10–49 people 301 0.06 0

50–249 people 55 0.01 0

Other services 14,347

0–9 people 12,785 2.45 9

10–49 people 1321 0.25 1

50–249 people 241 0.05 0

North-East
development

region
54,846

Agriculture,
forestry and

fishing
1196

0–9 people 1066 0.20 1

10–49 people 110 0.02 0

50–249 people 20 0.00 0

Industry 6496

0–9 people 5789 1.11 4

10–49 people 598 0.11 0

50–249 people 109 0.02 0

Construction 5267

0–9 people 4694 0.90 3

10–49 people 485 0.09 0

50–249 people 88 0.02 0

Trade 21,379

0–9 people 19,052 3.65 14

10–49 people 1968 0.38 1

50–249 people 359 0.07 0

Hotels and
restaurants

2480

0–9 people 2210 0.42 2

10–49 people 228 0.04 0

50–249 people 42 0.01 0

Transport 3347

0–9 people 2983 0.57 2

10–49 people 308 0.06 0

50–249 people 56 0.01 0

Other services 14,681

0–9 people 13,084 2.50 10

10–49 people 1351 0.26 1

50–249 people 246 0.05 0
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Table A1. Cont.

Development
Region

Number of
Companies

Areas of
Activity

Number of
Companies

Number of
Employees

Number of
Companies

Weight in
Total (%)

Sample
Size

South-East
development

region
52,057

Agriculture,
forestry and

fishing
1135

0–9 people 1012 0.19 1

10–49 people 105 0.02 0

50–249 people 19 0.00 0

Industry 6165

0–9 people 5494 1.05 4

10–49 people 567 0.11 0

50–249 people 103 0.02 0

Construction 4999

0–9 people 4455 0.85 3

10–49 people 460 0.09 0

50–249 people 84 0.02 0

Trade 20,292

0–9 people 18,084 3.46 13

10–49 people 1868 0.36 1

50–249 people 341 0.07 0

Hotels and
restaurants

2353

0–9 people 2097 0.40 2

10–49 people 217 0.04 0

50–249 people 40 0.01 0

Transport 3177

0–9 people 2831 0.54 2

10–49 people 292 0.06 0

50–249 people 53 0.01 0

Other services 13,935

0–9 people 12,418 2.38 9

10–49 people 1283 0.25 1

50–249 people 234 0.04 0

South-Muntenia
development

region
50,624

Agriculture,
forestry and

fishing
1104

0–9 people 984 0.19 1

10–49 people 102 0.02 0

50–249 people 19 0.00 0

Industry 5996

0–9 people 5343 1.02 4

10–49 people 552 0.11 0

50–249 people 101 0.02 0

Construction 4862

0–9 people 4332 0.83 3

10–49 people 447 0.09 0

50–249 people 82 0.02 0

Trade 19,733

0–9 people 17,586 3.37 13

10–49 people 1816 0.35 1

50–249 people 331 0.06 0

Hotels and
restaurants

2289

0–9 people 2040 0.39 1

10–49 people 211 0.04 0

50–249 people 38 0.01 0

Transport 3089

0–9 people 2753 0.53 2

10–49 people 284 0.05 0

50–249 people 52 0.01 0

Other services 13,551

0–9 people 12,077 2.31 9

10–49 people 1247 0.24 1

50–249 people 227 0.04 0
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Table A1. Cont.

Development
Region

Number of
Companies

Areas of
Activity

Number of
Companies

Number of
Employees

Number of
Companies

Weight in
Total (%)

Sample
Size

Bucharest-Ilfov
development

region
147,210

Agriculture,
forestry and

fishing
3211

0–9 people 2861 0.55 2

10–49 people 296 0.06 0

50–249 people 54 0.01 0

Industry 17,435

0–9 people 15,537 2.97 11

10–49 people 1605 0.31 1

50–249 people 293 0.06 0

Construction 14,137

0–9 people 12,598 2.41 9

10–49 people 1301 0.25 1

50–249 people 237 0.05 0

Trade 57,383
0–9 people 51,138 9.79 38

10–49 people 5282 1.01 4

50–249 people 963 0.18 1

Hotels and
restaurants

6655

0–9 people 5931 1.14 4

10–49 people 613 0.12 0

50–249 people 112 0.02 0

Transport 8984

0–9 people 8006 1.53 6

10–49 people 827 0.16 1

50–249 people 151 0.03 0

Other services 39,406

0–9 people 35,117 6.72 26

10–49 people 3627 0.69 3

50–249 people 661 0.13 0

South-West
Oltenia

development
region

41,608

Agriculture,
forestry and

fishing
907

0–9 people 809 0.15 1

10–49 people 84 0.02 0

50–249 people 15 0.00 0

Industry 4928

0–9 people 4392 0.84 3

10–49 people 454 0.09 0

50–249 people 83 0.02 0

Construction 3996

0–9 people 3561 0.68 3

10–49 people 368 0.07 0

50–249 people 67 0.01 0

Trade 16,219

0–9 people 14,454 2.77 11

10–49 people 1493 0.29 1

50–249 people 272 0.05 0

Hotels and
restaurants

1881

0–9 people 1676 0.32 1

10–49 people 173 0.03 0

50–249 people 32 0.01 0

Transport 2539

0-9 people 2263 0.43 2

10–49 people 234 0.04 0

50–249 people 43 0.01 0

Other services 11,138

0–9 people 9926 1.90 7

10–49 people 1025 0.20 1

50–249 people 187 0.04 0
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Table A1. Cont.

Development
Region

Number of
Companies

Areas of
Activity

Number of
Companies

Number of
Employees

Number of
Companies

Weight in
Total (%)

Sample
Size

West
development

region
48,011

Agriculture,
forestry and

fishing
1047

0–9 people 933 0.18 1

10–49 people 96 0.02 0

50–249 people 18 0.00 0

Industry 5686

0–9 people 5067 0.97 4

10–49 people 523 0.10 0

50–249 people 95 0.02 0

Construction 4611

0–9 people 4109 0.79 3

10–49 people 424 0.08 0

50–249 people 77 0.01 0

Trade 18,715

0–9 people 16,678 3.19 12

10–49 people 1723 0.33 1

50–249 people 314 0.06 0

Hotels and
restaurants

2171

0–9 people 1934 0.37 1

10–49 people 200 0.04 0

50–249 people 36 0.01 0

Transport 2930

0–9 people 2611 0.50 2

10–49 people 270 0.05 0

50–249 people 49 0.01 0

Other services 12,852

0–9 people 11,453 2.19 8

10–49 people 1183 0.23 1

50–249 people 216 0.04 0

Total 522,483 522,483 522,483 100.00 384

Source: Authors’ calculation based on information extracted from the National Institute of Statistics of Romania [59].
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Abstract: Based on the strong influence social networks have on managerial decision-making,
as an important aspect of the strategic decision of the company, it is necessary to study how corporate
social responsibility (CSR) actions could be affected by social networks. An analysis of 1725 Chinese
listed firms and 40,484 executives from 2010 to 2014 showed that corporate philanthropy behavior
will diffuse in social networks; more concretely, the higher the degree of social network centrality,
the higher the enterprise’s donation level. Furthermore, the results also show that the role of social
network centrality on corporate donation levels can be moderated by political connections. This
study offers empirical evidence for developing a theoretical framework of CSR interaction and
communication relevant to social networks, and offers insights into corporate philanthropy behavior
based on social networks.

Keywords: corporate philanthropy; information transfer; political connections; social capital; social
network; social network centrality

1. Introduction

Over the past several decades, an increasing amount of literature has focused on the influence
of networks on corporate operations. Social networks have been used to explain a wide range of
outcomes, including performance [1–4], firm policies [5–7], executive compensation [8], knowledge
sharing [9,10], innovation [11], and ethical behavior [8,12]. Many scholars have studied the role of
corporate philanthropy, an important aspect of a company’s strategic decisions, on the enterprise
itself and on society. From the perspective of the political relations, some scholars believe that
corporate donations enhance a company’s political connection with the government, thereby enhancing
that company’s competitiveness. For example, Hadani and Coombes [13] suggested that corporate
donations may allow some firms to stand out from others when faced with political uncertainty.
Porter and Kramer [14] found that a company’s competitiveness can be improved by using corporate
philanthropy as a tool. In addition, firms that are not politically well-connected were shown to benefit
more from corporate donations, as gaining political resources is more critical for such firms [15].
On the other hand, some scholars doubt the positive relationship between nonmarket strategy such as
corporate political activity and corporate performance. According to Mellahi, et al. [16], over one-third
of the studies in their sample do not find positive performance effects of nonmarket strategies. In short,
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within the political and social network environment, corporate philanthropy is an important issue that
needs further study. However, few of them observe the influence on corporate philanthropy from a
network perspective, especially in developing countries.

Charitable donations are a strategic and salient component of corporate social performance [14],
as well as an important aspect of corporate decision-making. We can analyze the relationship between
social networks and corporate donations from two perspectives: information transfer and social
capital theory [17]. On the one hand, the ways in which charitable donation behavior is affected by
external information has commonly received attention from social psychology [18], economics [19],
and other research fields. On the other hand, according to social capital theory [20], studies on the
markets of developed countries reveal that social pressure and networks can increase a company’s
commercial philanthropy [21], or compel them to display “a greater sense of social responsibility” [22].
Therefore, it can be seen that the position of corporate executives in a social network will affect a
company’s donation level. In particular, the literature has confirmed that donations are affected by
social networks from a personal perspective [23–25]. Thus, it is necessary to examine the important,
yet understudied aspect of corporate social responsibility (CSR), that is, the relationship between
executive social relations and corporate donation behavior.

The social network theory posits that individuals tend to change their preferences and decisions
because of other people’s actions [26]. In that way, the presence of social networks among senior
executives can affect firms’ corporate donation decisions [7]. As there is no literature on Chinese market
data to study the relationship between the two, we investigate how social network links between
pairs of firms influence their corporate donation decisions. In particular, we want to be the first to
test whether executives who are socially connected make more similar decisions, which we call the
“diffusion effect.” To address the first component of the research issue, this study builds upon previous
research on corporate philanthropy from an information transmission perspective. We use a matrix to
represent the relationships between the listed firms, and then establish a two-stage firm pair model.

After confirming the diffusion effect of social networks [14,17], we investigate the overall effects
of social network connections on corporate donations. In addition, we note that the firms’ donation
behavior is subject to pressure not only from social networks, but also from political networks,
especially in developing countries [27]. Firms often build political connections to gain government
support and favorable treatment that may effectively mitigate political uncertainties [15]. There are
already studies proving that political connections can independently influence the level of corporate
donations [27,28]. In this paper, we have chosen the executives’ employment network to represent
the social relationships between firms. Social networks can provide information and resources for
executives, and ultimately affect executives’ decision-making. From this perspective, we can see that
both political connections and social networks can provide access to resources. Political connections
also have social attributes: as Scott [29] mentioned in 2000, political associations and connections are
also a kind of social network. Thus, political connections should be taken into consideration in our
study, especially in China, where firms set a high value on them. Therefore, we believe that political
connections have a moderate role in the impact of network connections on donation behavior.

To address the second component of the research question, an ordinary firm-level model is
established to examine whether the position of firms in the social network influences donation
behaviors. According to the analysis, we also added the interaction items of social network centrality
and political connections to the framework to more thoroughly explore the impact mechanism of
social networks.

In a nutshell, the goal of this paper is to analyze how social networks affect donation behavior.
The core premise of this theoretical framework is that the research issue is a combination of two
related problems: whether corporate charitable behavior diffuses through a social network; and if so,
the means by which this is done. The results of an analysis of data on a sample of 1725 Chinese
listed companies and 40,484 executives gathered between 2010 and 2014 suggest that the donation
behavior of enterprises has a diffusion effect on social networks. Based on this, our results indicate
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that the position of a company in the social network is positively related to its donation level. We have
also discovered that some political connections can reduce the effects of social network centrality on
corporate donations.

The rest of the paper is organized as follows. The second section provides a review and discussion
of the relevant literature, developing our theoretical arguments and hypotheses. The third section
presents the methodology, including the sample data, variables, and models. The fourth section reveals
the results of the analyses. Finally, the paper concludes with a discussion of the study’s contributions,
limitations, and implications.

2. Literature Review and Hypotheses

2.1. The Diffusion Effect of Social Networks on Corporate Donations

In the past, several studies have highlighted the role of social networks in the transfer of privileged
information. For example, Cohen, Frazzini and Malloy [1] used social networks to identify information
transfers in the stock market, and the results showed that social networks may be an important
mechanism for how information flow affects asset prices. Cao, Dhaliwal, Li and Yang [3] found that
independent directors with more social connections earn higher returns in their stock transitions than
do others. Indeed, having additional internal and external information is beneficial to corporations
in order to obtain key resources [30], reduce market transaction costs [31], and create competitive
advantages [32]. Based on this, it can be concluded that external information has an impact on
enterprise decision-making. It is also meaningful to understand how executives learn and imitate
such information, because we are living through an unprecedented explosion of information today,
and executives are vulnerable to being overwhelmed by too much complex information [26]. From
the perspective of corporate donations, firms close to one another whose executives are affected by
information from “neighboring firms” make similar decisions [33,34].

Recent studies also reveal that social information affects personal donations [24]; however,
few studies have been conducted on this topic in the corporate world. It is important to explore the
relationship between the two on the corporate level, as donation behavior is a typical decision-making
behavior found within corporations. It is natural for corporations to receive donation behavior
information from a “neighboring firm” through their social network, and this information, in turn,
controls the company’s donation levels by affecting its executives’ behavior.

At the same time, scholars have highlighted that CSR’s influence on companies’ management and
strategy is growing [35,36]. Thus, it is important to continue to explore the motivation of corporate
donations. While there is extensive literature related to driving factors, such as firm value [37], moral
motivations [38], and political motivations [27], an examination of the ways in which social interactions
affect people’s charitable behavior has not been fully developed [39]. Such studies mainly focus on
psychological and cultural backgrounds, emphasizing the interaction and connection between people.
Gautier and Pache [40] reviewed about 30 years’ worth of academic research on corporate philanthropy,
and found that there were only five articles that investigated the impact of executives’ social networks
on firm donations. So far, the existing literature has proved that social networks have a direct impact
on CSR [17,41], but most of these studies are rather limited at the firm level, as well as in terms of
case studies.

Based on these arguments, we address this gap by considering the diffusion effect of the social
network on donation behavior within firm pairs. To compare differences between two companies’
donation levels caused by a social network, we implemented the two-stage model used by Fracassi [26]
in the first part of our research. If the expected impact exists, the firm pairs with social connections are
bound to have similar donation amounts. On these grounds, our first hypothesis is as follows:

Hypothesis 1. The donation behavior of corporations has a diffusion effect in their social networks;
two corporations with social connections are more similar in terms of their donation levels.
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2.2. The Effect of Social Networks Centrality on Corporate Donations

As we know, social networks have always been fiercely debated upon in the literature.
Additionally, concepts of social capital have frequently been considered in the literature [42–44].
Such studies mainly focus on the relationships between different kinds of social networks and the
social capital embedded in them. Several scholars have also combined donation studies with related
issues [45].

Social capital refers to the resources embedded in personal social networks, such as power, wealth,
prestige, etc.; these resources exist in the relationships between people, and one must be connected
with others to obtain them [20]. Witt [46] pointed out that network conditions can help enterprises
integrate into the market and the local network, and adapt to local political, cultural, and economic
conditions. Huggins [47] proposed that firms can gain access to knowledge through network capital to
enhance expected economic returns. As a result, social contact can become an integral part of a business
that cannot be separated from a firm’s overall strategy. Therefore, as an entrepreneur’s management
decision, the influence of social relations should be taken into consideration when analyzing the level
of corporate donation. As firms usually aspire to achieve a positive reputation and prominent status in
their networks [17,48], they often aim to meet the expectations of the other members in the network by
donating more.

In order to measure the degree of social connections of the corporations, we introduced
a social network centrality variable. Social network centrality is a collection of measures that
describe an individual’s position in a social network [4], representing their ability to influence
economic decision-making. Several common measures of centrality have been constructed in previous
literature [49]. In this paper, we use the number of direct ties a corporation has with other firms in the
network to measure the network centrality. In general, high centrality means higher status and power.
This definition is similar to that provided by Lu, Shailer and Wilson [17], whose study also examined
some kinds of donations. They used the number of directors’ relationships with other corporations,
finding that these networks influence corporate political donations. The above analysis indicates that
enterprises in important positions need to meet the expectations of other members to a higher degree.
Thus, our second hypothesis is as follows:

Hypothesis 2. The higher the degree of a social network’s centrality, the higher the enterprise’s donation level.

2.3. The Moderating Effect of Political Connections

Political connections are crosslinks between business and government; they are an important asset
or political strategy [28] for the economy as a whole, as well as for individual businesses within a given
country or emerging economy [50,51]. Some scholars believe that political connections provide access
to information and other licenses for corporations [52], which can reduce the increasing donation
behavior of executives aiming to obtain added resources and prestige. However, some scholars
have come to the opposite conclusion [53], which can reduce the increasing donation behavior of
executives aiming to obtain added resources and prestige. However, some scholars have come to
the opposite conclusion [53]: they believe that these political connections will lead to an increase in
corporate donations. The existence of these contradictory ideas leads us to consider the classification
of political connections. Zhang, Marquis and Qiao [27] distinguished two types of managerial political
connections—achieved political connections and ascribed bureaucratic connections—and found that
the two react differently to government pressure to donate. Marquis and Qian [53] summed up that
there are generally two types of political connections. Thus, we divided them into two categories
according to the type of connection: Connections with People’s Congress/Chinese People’s Political
Consultative Conference (NPC/CPPCC) members and connections with government officials [53].
The literature suggests that the former may have greater symbolic meaning and the latter greater
substantive meaning.
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First, for the NPC/CPPCC member connections, executives are generally chosen by the
government as corporate elites. In other words, these types of political connections are generally
obtained after company executives have attained certain achievements and reached a particular social
status during their tenure. Therefore, executives with this background may pay more attention to
their social reputation and public image, and tend to increase their donation level to achieve a positive
public image [27]. This connection’s influence on corporate donation is in accordance with social
network connections. When companies obtain the resources they require through political connections,
their motivation for obtaining resources through social connections will be reduced. In addition, it is
thought that when the corporate donation level is increased due to influence from one of the two sides,
the influence of the other side will be greatly reduced. Thus, we propose the following hypothesis:

Hypothesis 3A. The higher the degree of the NPC/CPPCC member connections, the weaker the impact of social
network centrality on the level of corporate donations.

Second, contrary to the NPC/CPPCC member connections, executives with connections of
government officials usually have access to the government prior to becoming involved with the
enterprise, and thus, there is no need to maintain ties with the government [27]; even if executives
have left the government, the listed companies can still be supported by the government, and the
company does not have to rely on a commitment to social responsibility in order to receive “favors”
from the government. Theoretically, previous government work experience has made such individuals
very aware of government officials and activities [54], and stable ties secured by connections with
government officials will reduce their eagerness to improve a corporation’s value through donations.
Compared to the former type of political connections, relationships with government officials reveal
that the enterprise attaches great importance to the establishment of a political background from the
very beginning, and will ensure the introduction of managers with political experience. Therefore,
when they are influenced by donation information from other companies, they will be more active in
social responsibility. Thus, we propose the following hypothesis:

Hypothesis 3B. The higher the degree of connections with government officials, the stronger the impact of social
network centrality on the level of corporate donations.

3. Research Method

3.1. Sample and Data Collection

All companies listed in China’s A share market before 2010 were included, with a sample interval
of 2010 to 2014. The listed companies’ Directors Council members and senior management personnel
were used as the basis to build the company employment network; senior management personnel
include the chairman, CEO, general manager, deputy general manager, financial manager, board
secretary, and other personnel stipulated in the company’s articles of association. Our initial sample
contained 2044 listed companies. The samples were screened, and the following were removed:
(1) financial companies and (2) special treatment companies. The reporting structure of China’s
financial sector is different from others, and so it is generally not compared with other sectors.
ST companies usually refer to listed companies with abnormal financial or other situations. They are
more likely to have false information disclosure problems, and are not suitable for comparison with
other listed companies. After screening, the samples included 1725 listed companies and 40,484 senior
managers and directors (hereinafter referred to as executives). The data is mainly from the CSMAR
database (China Stock Market and Accounting Research Database), which is widely used in the study
of listed companies in China. In addition, data not found in the CSMAR database were obtained by
analyzing the annual reports of the listed companies, retrieving Sina Financial websites, and searching
web pages.
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Information on political connections came from the executives’ resume projects on CSMAR;
the biographical items are text information; therefore, we were able to manually sort out the executives’
political connections. According to the actual conditions, we set up two variables to measure the
political connections: political connections with government officials and political connections with
NPC/CPPCC members.

3.2. Dependent Variable

We obtained the company donation data from the financial statements database within the CSMAR
database. The database includes two items: donation expenditure and public welfare donations. If the
public welfare donation is a detailed account of the donation expenditure, the donation expenditure
data were regarded as the amount of the donation. If the two subjects were parallel, both were
regarded as the amount of the donation. Furthermore, the donation data were recorded as zero
when the donation expenditure data were zero, and it was regarded as missing data if the donation
expenditure data were missing; the corresponding companies were deleted in the subsequent study.
The logarithm of the donation amount as the index was used to measure the level of corporate donation
(DON_LEi,t). Since the independent variables in our study lag for one year, the sample interval of
donation level data is from 2011 to 2015.

3.3. Independent Variables

The CSMAR database provides annual resume data for executives. For Hypothesis 1, we used
annual employment information to establish a dummy variable at the firm pair level to measure the
social connections between the two firms. In order to ensure the quality of the data, we distinguished
between executives with the same names by giving each executive set a specific name. We first
established a 40,484-by-40,484 undirected (symmetric) binary adjacency matrix according to the society
connections between all the firm pairs. If two firms appointed one executive at the same time, or two
executives from two firms worked for a third firm at the same time, it is believed that the two firms are
socially related.

As this section studies the relationship between social connections and donation levels at the
firm pair level, a social network dummy variable (NET) was established between firms based on the
executive network. If there is a social connection between employees of the two companies, the value
of the dummy variable is one; otherwise, it is zero.

In order to test Hypotheses 2 and 3, we established an index to measure the degree of social
network centrality between the firms. After generating an undirected employment network matrix
diagram for all the firm samples, the centrality of each node (firm) was used as an index to measure
the degree of social relevancy. For the undirected matrix with n nodes, the degree of node 1 was the
ratio of the sum of the direct connections between node i and other N − 1 nodes, divided by the total
number of nodes in the network, expressed in Model (1). Firms with strong centrality often connect
with many other firms, and have more opportunities to obtain resources and learn behavior from other
firms through the network.

Degreei =
∑N

j=1 NETij(i �= j)

N − 1
(1)

3.4. Moderator Variable

To the above analysis, researchers added the interaction items of DEGREE and political
connections to examine Hypotheses 3A and 3B. Political connections are a common phenomenon in
enterprises at home and abroad. Broadly speaking, they can be regarded as a kind of social connection.
Political connections were divided into two categories: connections with NPC/CPPCC members
and connections with government officials. According to the resume information of executives,
we manually sorted the government job information for executives.
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The NPC/CPPCC member connections refer to the connections executives build with the
government by being members of political councils, such as the National People’s Congress (NPC),
the only legislative body in China, or the Chinese People’s Political Consultative Conference (CPPCC),
an advisory board for the Chinese government. When constructing variables, in order to ensure
that only the political elites were considered, we selected only national or provincial-level political
connections. This variable is represented by REPRESENT_PC, and was calculated by the number of
executives divided by the number of firm executives.

Connections with government officials refer to the connections between individuals who have
been or are being employed by government departments and the government. In China, the national
administration can be roughly divided into five levels: state, department, bureau, division, and section.
If an executive has served or is serving at the division level or above, we believe there is a connection
with a government official. The proportion of executives who have political connections in the listed
companies is used to measure political connections with government officials, and the variable is
represented by BUREAU_PC.

4. Empirical Results

4.1. The Empirical Model of Network Diffusion Effect on Firm Pair Level

We set up a two-stage firm pair model to examine whether two socially connected firms had
more similar donation levels than those that did not have social connections. In the first stage of the
model, the firm’s donation level (DON_LEi,t) is used as the dependent variable, and the variables
that influence the level of corporate donation are used as control variables (CONi,t−1) for regression,
as shown in Model (2). The residual of Model (2) is the part of the donation level that cannot be
explained by the selected control variables: that is, as a measure of the impact of the social network on
the donation level. Next, we define the absolute difference of residuals obtained by the two firms in
Model (3) (DON_DSi,j,t) as the donation level difference of the two.

Don_LEi,t = α0 + α1CONi,t−1 + εi,t (2)

Don_DSi,j,t = abs(εi,t − εi,t) (3)

Through the literature review, we determined that we must add the following control variables
in Model (2); all of these variables can theoretically affect the level of corporate donation, and their
impact has been proven by empirical evidence. We measured the company size (FIRM_SIZE) by the
logarithm of the total assets of the company at the end of the year. The slack cash (SLACK_CASH) is
expressed by the total cash flow of the company divided by the total assets [15]. Advertising intensity
(ADVE_INTE) is expressed in terms of the logarithm of annual sales expenses. We use the date of the
sample year minus the company’s IPO date to represent the company’s IPO age as (AGE_IPO), which
can control the impact of the stock market on the company [27]. We controlled for the size of executive
boards by the number of executives in the company, denoted as NO_EXEC. Whether the chairman and
the general manager (CEO) positions are held by the same person determines the concentration of
management power [55]. If the company chairman and general manager (CEO) is the same person,
the dummy variable DUALITY value is one; conversely, if the positions are held by different people,
the value is zero. We use the return on assets (ROA) to measure company performance FIRM_PERF,
and measure solvency LEVERAGE with the asset liability ratio.

Finally, we add the region-year and industry-year dummy to control the effects of industry and
region on regression results. For industry, we use the China Securities Regulatory Commission Industry
Classification Standards to classify the samples. For region, we divide the firms into three categories
according to registered places. The Chinese regional economy is formed according to the long-term
evolution of the different levels of economic development and geographical location. Mainland China
can be divided into three major economic regions: eastern, central, and western.
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In the second-stage model, the DON_DSi,j,t calculated is the dependent variable, which measures
the similarity between the donation levels of the companies. The employment network variable NET
is the independent variable of the second-stage model, and it is used to measure whether there is a
social connection between two companies. The second-stage model is shown as Model (4):

Don_DSi,j,t = β0 + β1NETi,j,t−1 + β2Ci,j,t−1 + ηi,t (4)

The control variables (Ci,j,t−1) are also added to linear regression Model (4), where ABS_ASEET
represents the difference in total assets between the two firms; the variable is used to control the
impact of the firm size on the regression results. ABS_AGE_EXEC represents the difference between
the average ages of the executives in the two firms. ABS_NO_EXEC and ABS_WOMEN represent the
difference in the number of executives and the proportion of female executives, respectively. We also
added NO_EXEC and AGE_EXEC, which are the sum of the executives and the average age of the
executives in the two firms, respectively.

In addition to the full sample regression, we also conducted regression analysis on samples from
the same industries/regions as well as different industries/regions.

4.2. The Empirical Model of Network Effect on Firm Level

In the last section, we analyze whether the existence of social networks can affect corporate
donation behavior. However, we cannot judge whether the impact of the network on corporate
donation levels is positive or negative through the results. Therefore, this section will analyze the
impact of social network centrality on corporate donation. Simultaneously, we will add political
connection variables into the model to study their impact on corporate donations, and further explore
the effect of the interaction terms between them and the social network centrality.

In this section, we establish linear regression Model (5) to test Hypothesis 2. Consistent with
the first-stage model in the previous section, corporate donation level (the logarithm of donation
amount) is used as a dependent variable, and explanatory variables and control variables are added
to the regression to examine the impact of social network centrality on corporate donation behavior,
as shown in Model (5):

Don_LEit = β0 + β1DEGREEi,t−1 + β2Ci,t−1 + ηi,t (5)

In Models (6) and (7), we continue to add moderator variables based on Model (5) to test the impact
of political connections on the relationship between ownership concentration and corporate donation.

Don_LEit = β0 + β1DEGREEi,t−1 + β2REPRESENT_PCi,t−1 + β3Ci,t−1 + ηi,t (6)

Don_LEit = β0 + β1DEGREEi,t−1 + β2BUREAU_PCi,t−1 + β3Ci,t−1 + ηi,t (7)

Models (8) and (9) are based on Models (6) and (7), with the addition of the interaction items
of the moderator variables and the dependent variable, to test whether they affect the relationship
between social network centrality and the donation level, and draw more conclusions about how social
network centrality affect the corporate donation level.

Don_LEit = β0 + β1DEGREEi,t−1 + β2BUREAU_PCi,t−1
+ β5DEGREEi,t−1*BUREAUi,t−1 + β7Ci,t−1 + ηi,t

(8)

Don_LEit = β0 + β1DEGREEi,t−1 + β2REPRESENT_PCi,t−1
+ β6DEGREEi,t−1*REPRESENT_PCi,t−1 + β7Ci,t−1 + ηi,t

(9)

Similar to the last section, the main control variables that affect the level of corporate donation are
determined, which include the firm size, slack cash, advertising intensity, IPO age, duality, corporate
performance, solvency, and the number of executives. We also added dummy variables to reduce the
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impact of year, region, and industry on regression results. In addition, according to the estimated
results of the second-stage model in the last section, the proportion of female executives also affects
the donation level; therefore, we added the proportion of female executives in the control variables
(WOMEN).

The summary statistics of the variables are shown in Tables 1 and 2:

Table 1. Summary statistics of firm level variables.

Variables Mean Std. Dev No. of. Obs

DON_LE 10.770 4.838 6581
FIRM_SIZE 22.106 1.302 6581

SLACK_CASH 0.040 0.083 6581
ADVE_INTE 17.868 3.038 6581

AGE_IPO 10.220 6.073 6581
FIRM_PERF 0.042 0.074 6581
NO_EXCE 7.762 1.287 6581
DUALITY 0.137 0.3435 6581

LEVERAGE 0.489 1.548 6581

Table 2. Summary statistics of firm pair level variables.

Variables Mean Std. Dev No. of. Obs

NET 0.012 0.109 4,697,720
NET (within industry) 0.012 0.108 1,675,248
NET (cross industry) 0.012 0.110 3,022,472
NET (within region) 0.014 0.118 2,355,591
NET (across region) 0.010 0.099 2,342,129

Same industry 0.357 0.479 4,697,720
Same region 0.501 0.500 4,697,720
NO_EXEC 40.721 7.164 4,697,720

AGE_EXEC 48.663 2.254 4,697,720
ABS_ASSET 2.11 × 1010 1.03 × 1011 4,697,720

ABS_NO_EXEC 5.322 4.510 4,697,720
ABS_WOMEN 0.114 0.0882 4,697,720

ABS_AGE_EXEC 3.451 2.631 4,697,720

4.3. The Empirical Results of Network Diffusion Effect

The regression results of the first-stage model are shown in Table 3. The coefficients and
significance results are basically consistent with previous scholars’ conclusions. Table 4 lists the
regression results of the second-stage models, where the dependent variable is the difference in the
level of donation between companies (DON_DSi,j,t). Our main focus in this regression is the coefficient
of NET. As reflected in Hypothesis 1, we believe that corporate donations can be spread through a
social network existing between executives. When such a social network between two companies is
small, the disparity in donation levels is much smaller. Therefore, the employment network variables
(NET) that represent social networks should have a significant negative coefficient. If the results
indicate otherwise, this means that our hypothesis is invalid. It is worth mentioning that this study
cannot draw the direction of network impact on the donation level; the purpose of the analysis is to
prove the impact of the network on corporate donations.
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Table 3. Network diffusion effect results: first-stage regression.

DON_LE

FIRM_SIZE 0.976 ***
(10.84)

SLACK_CASH 2.453 ***
(2.95)

ADVE_INTE 0.142 ***
(4.44)

AGE_IPO −0.064 ***
(−4.66)

FIRM_PERF 5.433 ***
(3.71)

NO_EXCE 0.248 ***
(2.76)

DUALITY 0.208(1.05)

LEVERAGE 0.076 ***
(2.71)

Industry-year fe yes
Region-year fe yes

R2-sq 0.143
No. of obs. 6581

The dependent variable is the companies’ donation level. *** indicate significance at the 10, 5, and 1 percent levels,
respectively. The OLS (We analyze our questions by ordinary least squares regression, hereinafter referred to as
OLS.) coefficients are reported, with the t-statistics in parentheses. Standard errors are corrected for by clustering
the error term at the firm level (Petersen 2009). The constant is omitted.

In Model (1) in Table 4, only the explanatory variable NET was added. In theory, the second-stage
regression no longer needs control variables, because the first-stage regression already controls for
industry, region, year, size, and other necessary factors. The coefficient is significant at the 1 percent
level, and its value is −0.2005498, indicating that two enterprises with social connections are more
similar on the donation level. Corporate donation information can be spread through the social
network between executives, thereby confirming Hypothesis 1. In Model (2), some control variables
were added based on Model (1). First of all, the size and average age of the executives for each firm pair
(NO_EXEC and AGE_EXEC) was controlled. These two variables were negatively correlated with the
dependent variable. Additionally, the relationship between the NO_EXEC and the dependent variable
is not significant, while the AGE_EXEC coefficient is negative and significant, which proves that the
aging management team is more stable in terms of donation behavior [26]. Furthermore, the results
revealed that the proportion of female executives will affect the similarity of the two donation levels;
ABS_WOMEN is the female ratio dissimilarity of the number of executives between firm pairs. The size
control variables (asset and executive number) are not significant; however, this does not prove that
the impact of size on the level of donation is not significant, as the first-stage model has controlled the
firm size. A dummy year was also added to the models.

Furthermore, from the descriptive statistics of Table 2, social connections are more common in the
same region. In the first stage of the model, we have controlled the industries and regions, but in order
to control the possible heteroscedasticity, two dummy variables (Same industry and Same region)
were added in the second stage of the model. Hence, we assume that when the two companies
are in the same industry or region, the dummy variable value is 1; otherwise, the dummy variable
value is 0. In Table 2, regarding Model (2) we simultaneously added Same industry and Same region
dummy variables. Table 4 Model (2) shows that the Same industry and Same region coefficients were
negative and correlated significantly with the dependent variables in the full sample. Models (3)–(6)
regress the same industry/region models and cross industry/region models, except for Model (3).
The conclusions, however, still significantly support Hypothesis 1.
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In the second-stage regression, the R2-sq is low, but this is not necessarily caused by the insufficient
explanatory power of independent variables. On the one hand, our sample size is very large, which
may affect the goodness of fit of the model; on the other hand, this once again reminds us that there
are many factors that influence the relationship between social relationships and behavior. It is a field
that warrants further study.

Table 4. Network diffusion effect results: second-stage regression.

(1) (2) (3) Same Industry (4) Cross Industry (5) Same Region (6) Cross Region

NET −0.201 ***
(−3.65)

−0.142 ***
(−2.70)

−0.042
(−2.75)

−0.196 ***
(−3.50)

−0.134 **
(−2.36)

−0.161 **
(−2.35)

Same industry −0.250 ***
(−3.48)

−0.317 ***
(−3.85)

−0.177 **
(−2.22)

Same region −0.182 ***
(−3.04)

−0.285 **
(−3.42)

−0.122 **
(−1.99)

NO_EXEC −0.007
(−1.07)

−0.003
(−0.38)

−0.008
(−1.29)

0.006
(−0.83)

−0.017 ***
(−2.68)

AGE_EXEC −0.062 ***
(−3.07)

−0.037
(−1.37)

−0.075 ***
(−3.55)

−0.077 ***
(−3.42)

−0.048 **
(−2.19)

ABS_ASSET −5.39 × 10−14

(−0.15)
−2.92 × 10−14

(−0.03)
−1.89 × 10−14

(−0.05)
−1.18 × 10−13

(−0.31)
−3.26 × 10−14

(−0.10)

ABS_NO_EXEC −0.6.93 × 10−4

(−0.10)
−0.011
(−1.12)

0.004
(0.57)

0.005
(0.61)

−0.006
(0.87)

ABS_WOMEN 0.519 *
(1.74)

0.547
(1.32)

0.515
(1.62)

0.493
(1.41)

0.553
(1.63)

ABS_AGE_EXEC 0.010
(0.91)

0.018
(1.19)

0.006
(0.49)

0.010
(0.79)

0.011
(0.95)

Year FE no Yes Yes Yes Yes Yes

R2-sq 0.000024 0.003 0.003 0.002 0.003 0.003

No. of obs 4697720 4697720 1675248 3022472 2355591 2342129

The dependent variable is the difference of the donation level between the companies. *, **, and *** indicate
significance at the 10, 5, and 1 percent levels, respectively. The OLS coefficients are reported, with the t-statistics in
parentheses. Standard errors are corrected for by clustering the error term at the firm level. The constant is omitted.

4.4. The Empirical Results of the Network Centrality Effect

The results of Table 5 verify Hypotheses 2 and 3A. For Hypothesis 2, the coefficient of network
centrality DEGREE is significantly positive (for models (1) to (5): β > 0, p < 5%). This indicates that the
higher the centrality of social network, the higher the donation level of the enterprise. Overall, we find
strong evidence that companies that are more centrally positioned in a network have higher donation
levels, suggesting that social connections not only affect the similarity of firms’ donation behavior,
bu also influence their total donations. Model (2) confirms that there is a significant positive correlation
between the NPC/CPPCC connections and the corporate donation levels. Model (4) contains the
interaction item of NPC/CPPCC member connections and social network centrality, and the coefficient
of the item is negative (β = −0.7385246, p < 1%). It is concluded that the political connections of
NPC/CPPCC members will buffer the network motivation of corporate donations. Thus, in China,
a listed company with higher network centrality will provide more donations, but if the company
has high NPC/CPPCC member connections at the same time, the positive impact of the political
background on donations will be reduced.

For Hypothesis 3B, the results of Table 5 show that although connections with government
officials are negatively correlated with the level of corporate donations, the coefficient is not significant.
Hypothesis 3B is reversed; however, this does not prove that there is no relationship between the
two. Zhang, Marquis and Qiao [27] only considered the political connections of the CEO; their
research identified a significant negative correlation between connections with government officials
and corporate donation levels in private listed companies in China. The difference indicates that there
may be a more complex relationship between connections with government officials and donation
levels. This remains to be further studied.
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Table 5. Network effect on firm level.

(1) (2) (3) (4) (5)

DEGREE 0.0193 ***
(3.29)

0.019 ***
(3.20)

0.019 ***
(3.27)

0.027 ***
(4.09)

0.015 **
(2.02)

FIRM_SIZE 1.241 ***
(16.42)

1.229 ***
(16.29)

1.248 ***
(16.47)

1.228 ***
(16.27)

1.248 ***
(16.47)

SLACK_CASH 2.984 ***
(3.64)

2.919 ***
(3.57)

2.985 ***
(3.64)

2.942 ***
(3.61)

2.979 ***
(3.63)

ADVE_INTE 0.166 ***
(5.12)

0.162 ***
(5.01)

0.166 ***
(5.12)

0.163 ***
(5.06)

0.165 ***
(5.11)

AGE_IPO −0.063 ***
(−4.58)

−0.060 ***
(−4.31)

−0.063 ***
(−4.53)

−0.059 ***
(−4.28)

−0.062 ***
(−4.53)

FIRM_PERF 5.020 ***
(3.41)

4.94 ***
(3.38)

5.000 ***
(3.40)

4.973 ***
(3.41)

4.988 ***
(3.38)

NO_EXCE −7.66 × 10−6 **
(−2.01)

−8.06 × 10−6 **
(−2.12)

−7.30 × 10−6 *
(−1.92)

−8.15 × 10−6 **
(−2.11)

−7.28 × 10−6 *
(−1.92)

DUALITY 0.174
(0.89)

0.178
(0.91)

0.175
(0.90)

0.181
(0.93)

0.174
(0.93)

LEVERAGE 0.113 ***
(4.17)

0.112 ***
(4.20)

0.115 ***
(4.20)

0.112 ***
(4.21)

0.115 ***
(4.20)

WOMEN 2.26 ***
(3.08)

2.212 ***
(3.01)

2.230 ***
(3.03)

2.188 ***
(2.98)

2.236 ***
(3.04)

REPRESENT_PC 6.573 ***
(3.48)

5.708 ***
(3.04)

BUREAU_PC −1.330
(−1.06)

−1.234
(−0.98)

DEGREE
* REPRESENT_PC

−0.739 ***
(−3.06)

DEGREE
* BUREAU_PC

0.0760
(0.79)

Industry fe Yes Yes Yes Yes Yes
Region fe Yes Yes Yes Yes Yes

Year fe Yes Yes Yes Yes Yes
R2-sq 0.139 0.141 0.139 0.142 0.139

No. of obs 6581 6581 6581 6581 6581

The dependent variable is the companies’ donation level. *, **, and *** indicate significance at the 10, 5, and 1 percent
levels, respectively. The OLS coefficients are reported, with the t-statistics in parentheses. Standard errors are
corrected for by clustering the error term at the firm level. Constant is omitted.

5. Discussion and Conclusions

Hypothesis 1 in this paper argues that firm pairs with social connections are more similar in
their donation level than those without social connections. Resume information was collected from
the executives from listed firms in China to establish a matrix of connections between them and
demonstrate that the linkages cause their donation behaviors to be more similar. The results from our
analysis confirm this hypothesis. Since the Wenchuan earthquake in 2008, charitable donations have
become a common method used by Chinese corporations to fulfill their social responsibilities. The level
of corporate donations has been a significant concern among the public and stakeholders alike [56]. The
externality of the donation decision-making in China deserves serious research. However, the related
research mainly focuses on the plight of culture and system [36,57] and provides suggestions on
countermeasures [58,59]. Thus, this paper further proves that donation decision-making is affected by
social networks, making policy-making externalities seem sensible.

Moreover, Hypothesis 2 argues that there is a positive relationship between social network
centrality and the corporate donation level. This hypothesis is confirmed as well. Previous research
has concluded that the individual pursuit of prestige and status in society can encourage executives to
make decisions in accordance with group ethics. Under these circumstances, executives will try to
match the expectations of the network members to their own behavior [17,25]. Based on this, we also
tested the relationship between corporate donations and the social network centrality, and proved
that the higher the level of social network centrality, the higher the social status, and the higher the
level of donation. This finding is in line with another study that examined the impact of director
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influences on political party donation activity from a network perspective [17]. Similar to our research,
the researchers suggested a positive influence of managers’ and directors’ social network centrality on
the corporate political donations in their corporations.

Next, Hypotheses 3A and 3B state that the relationships between social network centrality
and donation level will be affected by political connections. In other words, we want to examine
the impact of the combination of social networks and political networks on corporate donations.
The related issues have not been discussed in previous literature. However, previous studies have
shown that the government can shape corporate philanthropy through political connections [15,60].
All corporations need to adopt appropriate political strategies to cope with the external environment,
and political connections are one of the most important representatives. Our findings partially confirm
this hypothesis: we have only found a significant relationship between the NPC/CPPCC member
connections and the effect of social network centrality. Therefore, the effects of connections with
government officials still require further research.

5.1. Theoretical and Practical Implications

Our study contributes to the literature associated with corporate donation, social networks,
and political connections in several ways. To start, we examine the diffusion effect of corporate
donations through a social network’s perspective. That verifies some of the views on the externality
of decision-making, which are widespread in society [26]. This paper notes that a firm’s donation
decisions may be affected by their peers through the social network, providing evidence that decision
externalities could also play an important role in corporate donation behavior. The conclusions not only
broaden the existing research on charitable donation motivation, but also provide significant references
for the government and related institutions to utilize in the formulation of social responsibility
management systems. Furthermore, our results complement studies that suggest that corporate
executives actively commit to proper social responsibility to enhance their reputation [61]. Companies
in the center of a network will receive more attention from their peers, and therefore, may choose to
donate in the belief that philanthropy can improve the company’s reputation and status within their
network. In particular, we examine the impact of social networks under different political connections;
which highlights the importance of the institutional context of CSR studies. The institutional context is
especially important in transition countries (e.g., China), as social economic activities can be affected.
This leads to the final point: as far as we know, research on the relationship between social networks
and corporate donation policies based on the latest data from the Chinese market has not been
performed to date. This study is the first attempt in this field; thus, we are able to contribute to
theory development while introducing academic audiences to this increasingly relevant domain.
We believe that researchers cannot ignore the importance of social and political network in influencing
corporate contributions and other corporate public service activities. We can see that social networks,
political connections, and donation-related issues are attracting more and more attention in other
countries’ markets [26,57,62,63]. Prior literature has focused on the sharing of information between
firms’ management [3], as well as the influence of network resources on people’s behavior. Thus,
we have reason to believe that our results are interesting enough to motivate further inquiry and
research on these issues.

To the best of our knowledge, no prior study has explored the diffusion effect of social networks
on corporate donations. Our research may alert firm executives to the significant effect of social
networks on donation behavior. In general, executives should realize that different firms may be
in different network positions to take advantage of social networks. Such awareness may help to
explain the unknown motivation factors of CSR. Then, as both political and corporate networks have
significant roles in promoting donations, the government and related agencies should pay attention
to the coordination and promotion of political and network conditions while deploying charitable
activities. According to the empirical analysis conducted for this article, for the companies with the
NPC/CPPCC connections, the government should pay attention to reducing the mutual influence
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between the social relations and the NPC/CPPCC connections in the process of promoting a company’s
philanthropy. In addition, highly interactive platforms for charity should be regarded as a current
focus. According to our results, if the government can set up a more convenient donation strategy
and a more transparent financial plan for corporations, the spread of philanthropy may be expanded.
Social philanthropy would then experience a positive change, and corporations’ influence would
be maximized.

5.2. Limitations and Future Research

This study has several limitations. First, we have only explored one dimension of CSR: corporate
donation amounts. We are not aware of whether or not a social network would have similar effects on
other corporate socially responsible actions. Future studies could explore the effects of the network on
other CSR activities.

Second, this study only confirms the impact of social networks on corporate donations. Nowadays,
there are many studies on charitable motives. Although this provides a lot of reference for practice and
theory in related fields, it also makes the knowledge framework too broad in scope. Future research
can dig deeper into the association mechanisms between different motivations. Based on the certain
accumulation of research, we can revise and perfect the existing theoretical model, establish new
models that are integrated with other motivations, and promote the development of related research.

Finally, nowadays there is a growing interest in social relationships in academia [3,64]. This is
because the relationship is a very important element in the governance of firms. With the rise of
stakeholder management theory [65,66], it is necessary for companies to use a variety of network
relationships to obtain resources needed for development. Thus, the influence of social networks on
charity is related to the interaction between enterprises and their stakeholders. Therefore, we account
for a measure of the external interaction taking the degree of political connections. In this case, another
question that should be raised is whether other variables affect the relationship between network
centrality and donations.
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Abstract: Climate change induces various risks for supply chains of manufacturing firms.
However, surveys have suggested that only a minority of firms conducts strategic adaptations, which
we define as anticipatory and target-oriented action with the purpose of increasing resilience to climate
change. While several barrier-centered studies have investigated the causality of non-adaptation in
industry, the examined barriers are often not problem-specific. Furthermore, it has been shown that even
in cases when managers perceive no barriers to adaptation at all, strategic adaptations may still not be
conducted. On this background, the present analysis focuses on the logic of adaptive inaction, which we
conceive, in particular, as inaction with regard to strategic adaptations. Adopting an action-theoretical
perspective, the study examines (a) which aspects may shape the rationality of adaptive inaction
among managers, (b) which more condensed challenges of conducting strategic adaptations emerge
for managers, and (c) how the theoretical propositions can be tested. For this purpose, the study
employs an exploratory approach. Thus, hypotheses on such aspects are explored, which may shape
the rationality of adaptive inaction among managers. Subsequently, predictions are inferred from
the theoretical propositions, which allow testing their empirical relevance. Methodologically, the
hypotheses are explored by reexamining existing explanatory approaches from literature based on a
set of pretheoretical assumptions, which include notions of bounded rationality. As a result, the study
proposes 13 aspects which may constrain managers in conducting adaptations in such a way, which
serves the economic utility of the firm. By condensing these aspects, 4 major challenges for managers
are suggested: the challenges of (a) conducting long-term adaptations, of (b) conducting adaptations
at an early point in time, of (c) conducting adaptations despite uncertain effects of the measures, and
of (d) conducting adaptations despite cross-tier dependencies in supply chains. Finally, the study
shows how the propositions can be tested and outlines a research agenda based on the developed
theoretical suggestions.

Keywords: climate change; adaptation; manufacturing firms; strategic management; action theory

1. Introduction

Within research on climate adaptation in industry, adaptation has broadly been conceived as a
question of economic self-interest of firms. Thus, it has been argued that climate change can induce
various risks for firms, which arise from potential climatic impacts on the firm, on its supply chain
network and on its political, economic and natural environment [1–5]. However, data from initial
firm surveys on climate adaptation suggest that only a minority of managers is engaging their firms
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in strategic adaptations [6–8], thus in ‘anticipatory and target-oriented action with the purpose of
increasing resilience to climate change’ [7]. Such findings of a frequently occurring lack of strategic
adaptations in industry have mostly been explained by lists of barriers to adaptation [3,4,9]. At the
same time, a recent study has provided empirical evidence that even if managers do not perceive
any barriers at all, strategic adaptations may still not be conducted [7]. Insights into problem-specific
rationales of managers, which may explain such findings, yet have hardly been developed [7,10].

Based on this background, the present analysis examines the problem-specific logic of adaptive
inaction, which will be defined as inaction with regard to strategic adaptations. Therefore, the
study develops an action-theoretical perspective on the causality of adaptive inaction, which
presumes utility-maximizing targets of managers and adopts notions of bounded rationality [11].
More specifically, the study examines (a) which aspects may shape the rationality of adaptive inaction
among managers, (b) which more condensed challenges of conducting strategic adaptations emerge
for managers, and (c) how the theoretical propositions can be tested. For this purpose, the study
employs an exploratory approach. Thus, hypotheses on such aspects are explored, which may shape,
in particular, the utility-oriented rationales behind adaptive inaction among managers. Subsequently,
predictions are inferred from the theoretical propositions, which allow testing their empirical relevance.
Methodologically, the hypotheses are explored by reexamining explanatory approaches from literature
based on a set of pretheoretical assumptions.

While in reality, other forms of rationales, such as rationales shaped by values, emotions or
habits [12], may similarly influence decisions of managers, the present study exclusively focuses on
utility-oriented, instrumental rationales. Thus, the study only examines a part of reality, though one
which is known to play an important role in strategic decision-making processes in firms [13] including
such decision processes, which relate to climate adaptations [7].

In conceptual terms, the study applies the term agency restraints for designating those aspects,
which shape the rationality of adaptive inaction. In particular, such agency restraints are explored,
which may be faced by managers of manufacturing firms, as the latter have been conceived as being at
risk of various potential impacts of climate change [1].

As an initial step, arguments underlining the importance of strategic adaptations in manufacturing
firms are outlined. Afterwards, the state of research on the causality of adaptive inaction is depicted.
Then, the applied model of action is described and its implications for employing the term agency are
discussed. Subsequently, the employed exploratory approach is depicted. Thereafter, agency restraints
are proposed and testable predictions are inferred. In a final discussion, the proposed agency restraints
are condensed to more abstract challenges of conducting strategic adaptations, and next steps for
analyzing climate adaptations in firms are suggested.

2. The Relevance of Strategic Adaptations for Manufacturing Firms

Various studies have so far examined climate risks for firms, which are linked to potential
climatic impacts on firms, on their supply chain network and on their political, economic and natural
environment [1,2,4,5,8,14–16]. Thus, it has been argued that climate change may influence businesses
in various ways, for example by affecting the reliability of transportation or of water and energy
supply, by affecting work productivity, or by inducing changes in political and economic framework
conditions [1]. Referring to the discussed risks, it has been proposed that non-strategic forms of
adaptations, such as ‘hidden adaptations’ [17,18] respectively adaptations by co-benefits [2,19] may
not suffice, particularly if current emission trends persist, such as projected in the business-as-usual
scenario of the IPCC (RCP8.5) [20]. With regard to strategic adaptations, various measures have
been discussed. For example, adaptations which are supposed to increase the robustness of firms
against direct (biophysical) impacts of climate change have been explored, such as proofing the built
infrastructure of the firm against weather extremes [1,15,21,22]. Furthermore, adaptation options have
been analyzed which may allow business resilience to indirect impacts of climate change, such as to
climatic impacts on economic and political framework conditions. For example, resilience-increasing
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product and management innovations have been discussed in this regard (for a broader overview
of discussed adaptation measures, see [1,15,16,21,22]). However, management practices seem to
predominantly contrast the suggested business relevance of climate risks as a minority of firms is
currently implementing strategic adaptations, according to surveys [6,7].

3. The State of Research on the Causality of Adaptive Inaction

With regard to the causality of adaptive inaction, studies have predominantly examined barriers
to adaptation, thus ‘factors and conditions which hamper the process of developing and implementing
climate change adaptations’ [23]. A literature review, which summarizes the identified barriers to
adaptation in industry, has been conducted elsewhere [7]. However, the barrier-centered perspective
has recently been criticized as it would neglect actors, their strategies and motivation [7,10,23].
Furthermore, barrier-centered studies would tend to neglect the question why and how the barriers
emerge [10,23]. Finally, some barriers, such as financial restrictions, would tend to be suggested
regardless of the problem at hand [23]. The present study takes into account the depicted gaps by
focusing on problem-specific aspects which may shape the rationales behind adaptive inaction.

Only in exceptional cases, studies have developed more theoretically condensed explanations
of adaptive inaction. These exceptional studies have either employed sociological perspectives on
communicative processes and discourses in municipal adaptation politics [10,24] or have examined
the interplay of different psychological factors which can affect intention to adapt [7]. The mentioned
studies especially allow understanding how perceptions relating to climate adaptations emerge as a
consequence of psychological [7] or social [10,24] processes. However, these studies hardly provide
general insights or predictions with regard to the behavior of actors within a particular population.
The present study provides a first contribution to address this gap by developing propositions
on utility-oriented rationales of managers and by inferring testable predictions on prerequisites
of adaptations.

In literature, some scattered insights into utility-oriented rationales behind adaptive inaction can
be detected. For example, rationales induced by the uncertainty of climatic developments have been
analyzed [25–28] and possible strategies of risk reduction have been outlined [29]. Furthermore, some
ideas on different time horizons of economically and climatically induced requirements of action have
been suggested [27,30]. Finally, constraints for adaptations emerging from interdependencies between
actors with diverging interests have been discussed [10,24,31].

The present study aims at systematically examining such utility-oriented aspects of choice with
regard to climate adaptations. For this purpose, the study reviews explanatory approaches of adaptive
inaction which have emerged in adaptation, sustainability and strategic management literature and
reexamines the approaches based on simplifying assumptions about actors and their rationality.

4. Conceptual Foundations: The Employed Model of Action and Its Implications for Applying
the Term Agency

In order to examine the logic of adaptive inaction among managers, the study employs a set of
simplifying assumptions. In particular, it will be assumed that actors aim at utility-maximization, yet
are restricted in this attempt due to incomplete information. The study thus adopts notions of bounded
rationality [11], which have been widely applied in economic theory [13] and have also stimulated
extensive experimental investigations [13].

Furthermore, it will be assumed that managers aim at maximizing the corporate utility of the
firm. Though in reality, managers may also pursue personal ambitions [32], equating the interests
of managers with the corporate interest of the firm has been considered as one way of approaching
reality, at least when conceiving of managers as CEOs [33].

In addition, examining actor rationales implies a focus on a particular kind of non-adapting
managers because rational action requires intention to act [12,34]. Therefore, the study conceives actors
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as such managers, who intend to increase their firm’s resilience, yet abstain from climate adaptations
due to considerations of utility maximization.

Taking together the outlined assumptions, actors will thus be conceived as CEOs of manufacturing firms

• who intend to increase the resilience of their firms to climate change,
• who aim at maximizing the economic utility of the firm, and
• who are disposing of limited information.

Applying these assumptions, the study may contribute to existing debates on the causality of
adaptive inaction in various ways. Thus, by presuming the existence of intention to adapt, the study may
complement insights obtained from studies which have focused on causes for lacking intention to
adapt [7,10,25,35,36]. Thus, the study may show that even if managers consider climate risks as a
relevant business factor, strategic adaptations may still not be conducted due to various rationales.
Furthermore, assuming a utility-maximizing logic of action may extend insights from barrier-centered
analyses of non-adaptation (for reviews, see [7,23]) as removing barriers may foremost support
adaptations if actors expect the adaptation to allow higher utility than inaction.

When examining the logic of adaptive inaction, the study especially focuses on the
problem-specific aspects which shape this logic and terms these aspects agency restraints. Out of
the various notions of agency, which have evolved in the social sciences (for an overview, see [37]), the
study conceptualizes ‘agency’ closely attached to such notions of the term, which have been developed
in rational choice theory [32,38,39], as the latter suit analyses of instrumental rationales. In this sense,
agency will be defined as an actor’s capability to choose deliberately between alternatives in order to
pursue a specific target, while aiming at economic utility maximization. More specifically, adaptive
agency will be defined as the respective capability to deliberately take adaptive action in order to
increase resilience towards climate change, again given the assumption of instrumental rationality.
Vice versa, agency restraints will be conceived as those aspects, which shape the rationality of inaction
with regard to a particular problem by suggesting a higher utility of inaction than of action.

5. Outlining the Explorative Research Design

Due to the infant state of research into utility-oriented rationales behind adaptive inaction, an
exploratory research design is applied. In particular, two steps of argumentation are taken. As a
first step, hypotheses on agency restraints are explored. For this purpose, existing explanatory
approaches from sustainability, adaptation and strategic management literature are reexamined
from the outlined, action-theoretical perspective (see Section 4). In order to activate the invention
of propositions on agency restraints [40], the literature review aimed, in particular, at discovering
discrepancies between requirements and opportunities of conducting adaptations, which may be faced
by managers, who aim at maximizing the economic utility of the firm. In order to detect such potential
requirement-opportunity discrepancies, a combination of keyword and snowball research was applied
in the literature review. Based on a discussion of each of the emerging requirement-opportunity
discrepancies, agency restraints are proposed.

As a second step of argumentation, predictions are deductively inferred from each of the
propositions on agency restraints. The predictions allow testing the empirical effects which the
proposed agency restraints have on adaptation-related choices of managers [40].

It may be noted that conducting respective empirical tests represents the third step of
argumentation within the iterated process of developing (falsifiable) theoretical explanations [40], yet
rests beyond the scope of the present study.

In order to categorize the emerging agency restraints, the latter were assigned to three dimensions,
thus ‘bare aspects’ [41], of the scrutinized problem in line with the topics emerging in the reviewed
literature: the dimensions of time, knowledge and system boundaries, which are conceived as
boundaries between actors in supply chain networks for the purpose of the present study. In the
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following sections, potential agency restraints will be explored along these dimensions. An overview
of the proposed agency restraints and of the inferred predictions will be provided in Section 7.

6. Emerging Agency Restraints along the Dimension of Time

Along the dimension of time, eight potential agency restraints were identified. The suggested
agency restraints refer to two challenges of conducting adaptations, which may arise to managers:
first, the challenge of conducting such adaptations, which may possibly yield benefits only in the long
term (see Sections 6.1–6.4); and second, the challenge of conducting adaptations at an early point in
time (see Section 6.5).

6.1. Managers’ Adaptive Agency with Regard to Investment Horizons

Discussion of Requirements and Opportunities of Action

In order to become effective, some adaptations require long-term investment horizons. This may
concern adaptations of the built infrastructure of the firm or such changes of the product portfolio,
which require long innovation lead time, which is the time needed for research, development,
distribution and product launch [42]. However, employing long-term investment horizons may often
lack expectations of satisfying returns, particularly if high discount rates are assumed. In particular,
discounting relates to the rationale that expectable future returns of investments decrease when
losses are subtracted which occur over time. Such losses are typically conceived as opportunity
costs, which are the missed returns from alternative investments, such as from investments at capital
markets [43,44].

Proposition of Agency Restraints

In the described sense, the proposition (PRO) emerges that opportunity costs of lost returns
from alternative investments constrain the agency of managers to engage their firms in long-term
adaptations (PROTime (T)1).

Deduction of Predictions

The relevance which managers attribute to opportunity costs should decrease if the expected
advantages of the investment increase. Thus, the prediction (PRE) follows that managers who
ascribe a high business relevance to climate risks are more likely to engage their firms in long-term
adaptations (PRET1).

6.2. Managers’ Adaptive Agency with Regard to Long-Term Strategic Planning

Discussion of Requirements and Opportunities of Action

Applying long-term strategic planning horizons can be required for developing some adaptations,
such as construction measures, some product innovations, or changes in long-term contracts.
However, the utility of conducting long-term strategic planning can be questioned by several rationales.

One potential rationale refers to innovation lead time. In particular, short innovation lead time
may question the utility of long-term strategic planning as flexible responses to changing demands
are facilitated. In fact, only 10% of small and medium-sized companies (SMEs) have innovation lead
times of more than 3 years and 28% have respective lead times of less than a year according to a survey
among German SMEs [45], notwithstanding sectoral differences [42,46].

A second potential, adverse rationale concerns the lifespan of businesses. As only 50% of
businesses survive the first five years of their existence [47], perceived risks of short-term mortality
may question benefits of conducting long-term planning, in particular among managers of start-ups.
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Proposition of Agency Restraints

Based on the outlined considerations, the proposition emerges that an uncertain value contribution
of conducting long-term strategic planning restrains the agency of managers to engage their firms in
long-term adaptations (PROT2).

Deduction of Predictions

The prediction follows that long-term adaptations become more likely if managers expect a higher
value contribution of long-term strategic planning. In this sense, long-term adaptations should become
more likely if managers

• consider long innovation lead time to prevail in their firm (PRET2.1) or
• have high confidence in experiencing a long lifespan of the firm (PRET2.2).

6.3. Managers’ Adaptive Agency with Regard to Institutionalized Time Horizons

Discussion of Requirements and Opportunities of Action

Conducting long-term adaptations may also be disincentivized by institutions, which in line
with a very short definition will be conceived as formal and informal rules [48]. Thus, mismatching
institutionalized time horizons may decrease the utility of integrating long-term perspectives in
corporate decision-making processes in various ways.

For example, electoral cycles and related political variability may question the utility of long-term
adaptations due to uncertain future changes of framework conditions, such as potential future
developments of emission trading, CO2 taxes, or caps.

Furthermore, annual or even quarterly reporting obligations for companies at capital markets may
incentivize the optimization of short-term instead of long-term business figures. Respective tendencies
may moreover be supported by requirements regarding the content of the reporting. For example,
companies at capital markets in the European Union (EU) are obliged to report on figures of the past
business year but scarcely on future risks. Thus, in line with the EU directive on annual financial
statements (Directive 2013/34/EU) or its national transposition laws, such as the German trade law
(particularly §289 HGB), SMEs are not obliged to report on future risks. Even large listed companies
are only obliged to disclose such environmental risks that represent relevant business information
(§289 HGB). Notably, considerations of the ‘relevance’ of the respective information are subject to the
discretion of the reporting company (§289 HGB). Moreover, reporting duties concern only such risks,
which may become effective in a time horizon of 2–3 years in future in line with the interests of investors
(International Financial Reporting Standards (IFRS) 7). The Corporate Social Responsibility Directive of
the EU (Directive 2014/95/EU) similarly entails very limited duties of disclosing environmental risks
as only such risks have to be reported, which are connected to high impacts and to high probability.

In addition, time horizons imposed by informal institutions might constrain long-term adaptations.
This may include management customs, such as the focus of entrepreneurial crisis management on
instant reactions to immediate crisis situations [2]. Similarly, routines of planners to extrapolate past
data in forecasting models [42] may hardly provide the insights required for long-term adaptations to
climate change as the latter is dynamic in nature [49].

Proposition of Agency Restraints

Based on these considerations, the following aspects are supposed to constrain the adaptive
agency of managers:

• risks that adaptations induce sunk costs due to uncertain changes in political framework
conditions (PROT3),

• uncertain value contribution of long-term adaptations due to the content of, and due to the time
horizons imposed by, reporting legislations (PROT4), and
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• enforcement costs of imposing a long-term orientation to informal institutions (PROT5).

Deduction of Predictions

Three predictions follow. Namely, that managers are more likely to engage their firms in
long-term adaptations

• if they are aware of adaptation options whose effectiveness and efficiency is scarcely depending
on political framework conditions (PRET3),

• if participating in voluntary reporting schemes, which incentivize the reporting of climate risks
and adaptations, such as the Carbon Disclosure Project (PRET4), or

• if they are in charge of such companies, which already dispose of informal institutions oriented at
long-term risk management (PRET5).

6.4. Managers’ Adaptive Agency with Regard to Time Horizons Imposed by Significant Other Actors

Discussion of Requirements and Opportunities of Action

Furthermore, the expected utility of adapting to long-term risks can decrease if significant other
actors impose short time horizons. For example, an average orientation of investment funds at profits
at a horizon of less than 2 years has been suggested by figures of Morningstar. Thus, the average
stock holding period by investment managers was 1.4 years across the 25 largest open-end mutual
fund categories in 2013 [50]. Thus, allocating resources to the development of long-term resilience,
and not to the maximization of short-term success, may induce risks of reduced attractiveness for
some investors.

Proposition of Agency Restraints

Thus, the proposition emerges that risks of reduced attractiveness for some investors,
such as investment funds, restrain the agency of managers to engage their firms in long-term
adaptations (PROT6).

Deduction of predictions

The prediction follows that managers of family-owned firms or of firms financed by strategic
investors are more likely to engage their firms in strategic adaptations than managers of firms financed
by free-floating shares (PRET6).

6.5. Managers’ Adaptive Agency with Regard to Early Mover Disadvantages

Discussion of Requirements and Opportunities of Action

As potential impacts of climate change may occur at an uncertain point of time in future, taking
precaution may require early action. However, the expected utility of early action can be lower than
that of waiting due to several rationales.

Such rationales may, for example, be shaped by the early state of political and economic
developments in the field of climate adaptation [27,51]. For example, legal obligations for firms
to disclose their climate risks have scarcely evolved so far (at least in the EU, see Section 6.3).
Furthermore, such pressure on companies to adapt, which is emerging from financial markets, is
only beginning to develop, notwithstanding first voluntary reporting initiatives referring to climate
risks and adaptations, such as the Carbon Disclosure Project. In particular, legislative obligations
for institutional investors to report on climate risks relating to their assets—which would induce
subsequent pressure on companies to engage in adaptations—are lacking, notwithstanding one first
approach in France [51]. As a consequence of these aspects, it can be assumed that early adaptations
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of firms may be linked to lower effects on the attractiveness for investors and business partners than
adaptations under more developed framework conditions.

Furthermore, early action in a field of high uncertainty and learning can raise concerns to miss
future technological and scientific developments, which possibly allow a higher effectiveness and
efficiency of the adaptation in question [52]. For example, such beneficial developments might include
future access to improved ‘climate services’, thus to tools, products and information which support
practitioners in dealing with climate change [53]. Thus, managers engaging their firms in strategic
adaptations at present, may face risks of adjustment costs, which have been defined as costs incurred
while learning about new climate conditions [52].

Proposition of Agency Restraints

On this background, the proposition emerges that the agency of managers to conduct strategic
adaptations at an early point in time is constrained

• by efficiency risks of conducting adaptations under immature framework conditions (PROT7) and
• by risks of facing adjustment costs (PROT8).

Deduction of Predictions

The prediction follows that such managers are more likely to engage their firms in
strategic adaptations

• who already perceive relevant business impacts of framework conditions, which relate to climate
adaptations (PRET7), or

• who consider the available practical knowledge required for adaptations as sufficiently
developed (PRET8).

7. Emerging Agency Restraints along the Dimension of Knowledge

Based on literature research, 2 potential agency restraints were identified along the dimension of
knowledge. Both emerging agency restraints refer to the challenge of conducting adaptations despite
discrepancies between required and feasibly achievable levels of knowledge.

7.1. Managers’ Adaptive Agency with Regard to Risks of Negative Externalities

Discussion of Requirements and Opportunities of Action

Conducting adaptations in a utility-maximizing way requires the avoidance of negative
externalities [27,29], which can sometimes be complex. For example, some adaptations, such as the
installation of cooling systems, may increase CO2 emissions. Furthermore, externalities of adaptations
may induce negative social, ecological or economic developments in the supply chain network and
its societal environment. For example, abandoning suppliers from climate-sensitive regions, such
as vulnerable suppliers from arid or flood-prone areas, may increase the resilience of the supply
chain but may worsen the vulnerability of these suppliers. In the same sense, developing ‘green-tech’
innovations, which may also be interpreted as adaptations to climatically induced shifts in demand,
can induce side-effects, such as rebound effects [54] or the consumption of raw materials that are
extracted in a socially or ecologically detrimental way. While such negative externalities of adaptations
may induce reputational risks, their avoidance may in some cases surpass the informatory capacity
of managers.

Proposed Agency Restraints

Thus, the proposition emerges that reputational risks of inducing negative externalities restrain
the adaptive agency of managers (PROKnowledge (K)1).
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Deduction of Predictions

The prediction follows that managers are more likely to engage their firms in strategic
adaptations if

• estimating to dispose of high informational capacities (PREK1.1) or
• if estimating that the measure in question is connected to a low complexity and to a low severity

of potential ecological, social and economic consequences (PREK1.2).

7.2. Managers’ Adaptive Agency with Regard to Risks of Inducing Vulnerability-Increasing Lock-In Effects

Discussion of Requirements and Opportunities of Action

Discrepancies between required and achievable levels of knowledge may moreover induce risks of
maladaptive lock-in effects that potentially decrease future resilience. Lock-in effects have been defined
as constraining effects of decisions, events or outcomes at one point in time on options available at
a later point in time [55]. For example, the installation of cooling systems may be costly to reverse
if climate change requires stronger systems at a later point in time. Similarly, if innovations with
long lead times are aiming at incremental changes, a strategy turn may be difficult if transformational
innovations are instead required in future [56,57].

Proposed Agency Restraints

Thus, the proposition emerges that risks of inducing lock-in effects constrain the adaptive agency
of managers (PROK2).

Deduction of Predictions

The prediction follows that managers are less likely to engage their firms in such adaptations,
which presumably induce lock-in effects (for an overview of critical aspects, see [29]). Thus, such
adaptations should become less likely to occur,

• which are connected to long-lived investments (PREK2.1) and
• which are only reversible at high costs (PREK2.2).

8. Emerging Agency Restraints along the Dimension of System Boundaries

Along the dimension of system boundaries, which are here conceived as boundaries between
actors in supply chain networks (see Section 5), 3 potential agency restraints were discovered.
The identified potential agency restraints all refer to the challenge of conducting strategic adaptations
despite dependencies in supply chain networks.

8.1. Managers’ Adaptive Agency with Regard to Cross-Tier Dependencies of Resilience-Increasing Innovations

Discussion of Requirements and Opportunities of Action

Increasing resilience based on product or management innovations may often depend on cross-tier
cooperation in supply chains. At the same time, the influence that managers can exert on business
partners can strongly vary, for example, depending on the power position which a firm holds within the
respective chain. For example, a small furniture manufacturer intending to change to a more resilient
type of wood may be hampered in this attempt if the furniture retailer rejects the product innovation
supposing that his customers won’t buy the new furniture. Similarly, management innovations aiming
at increased resilience to climate change [1,15,16,21,22] can be hampered. For example, employing
slack time in production processes in order to increase resilience can be inhibited if powerful customers
demand the uninterrupted possibility of just-in-time delivery [1,58].
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Proposed Agency Restraints

Subsequently, the proposition emerges that a low power position in the supply chain network
constrains the agency of managers to initiate and develop resilience-increasing innovations across tiers
(PROSystem Boundaries (SB)1).

Deduction of Predictions

The prediction follows that managers are more likely to engage their firms in cross-tier,
resilience-increasing innovations if considering the position of their company within the supply
chain as powerful (PRESB1).

8.2. Managers’ Adaptive Agency with Regard to Cross-Tier Dependencies of Climate-Sensitive Risk Management

Discussion of Requirements and Opportunities of Action

An effective management of climate risks, too, can depend on cross-tier cooperation. Thus, it
has been repeatedly argued that the effects of hazardous impacts of climate change can ripple
throughout supply chains [1,4,5,8]. In fact, various options of developing cross-tier risk management
exist, such as conducting risk audits among suppliers or supporting vulnerable suppliers in
increasing their resilience [59–61]. However, opportunities to conduct such actions can be limited.
For example, the power position in the supply chain can decide whether risk audits or the adoption of
resilience-increasing measures can be imposed on suppliers [62] and risks reported by suppliers may
not be controllable [63,64].

Proposed Agency Restraints

Subsequently, three potential agency restraints emerge:

• limitations due to having a low power position in the supply chain network (=PROSB1),
• costs of developing, introducing and enforcing a climate-sensitive management of cross-tier risks

(PROSB2), and
• risks of trusting the information disclosed in cross-tier risk management (PROSB3).

Deduction of Predictions

The predictions follow that managers are more likely to engage their firms in cross-tier
risk management

• if considering the position of their company within the supply chain as powerful (=PRESB1),
• if considering the company to be disposing of large (e.g., financial and personnel)

capacities (PRESB2.1),
• if considering climate risks as highly relevant for business success (PRESB2.2), and
• if trust exists in business partners along the supply chain (PRESB3).

9. Discussion

The study has explored agency restraints for managers who aim at increasing the resilience of
their firms to climate change. Table 1 summarizes the proposed agency restraints and the inferred,
testable predictions. Furthermore, Table 1 condenses the proposed agency restraints to more abstract,
major challenges of adaptations, which may be faced by managers.
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As Table 1 shows, 13 potential agency restraints were detected, which can be condensed to
4 major challenges.

First, 6 agency restraints (see PROT1 to PROT6 in Table 1) can be subsumed under the major
challenge of conducting long-term adaptations. In line with the content of the subsumed agency restraints,
the challenge refers to difficulties of conducting such adaptations, which improve resilience in the
long term, yet may not necessarily yield short-term benefits. At the same time, the results depicted in
Table 1 suggest that adaptations may nonetheless occur, depending on considerations of managers
with regard to firm characteristics (PRET2.1/T2.2; PRET4 to PRET6), with regard to recognized adaptation
options (PRET3) and with regard to the extent of perceived climate risks (PRET1).

Second, conducting adaptations at an early point in time emerged as a further major challenge.
The challenge relates to aspects, which imply a higher utility of waiting than of conducting adaptations
(see PROT7 and PROT8). Again, Table 1 also proposes that the occurrence and the effects of this
challenge are variable and may, in particular, depend on the state of developed political and economic
framework conditions (see PRET7) as well as on the quality of already accessible, practical information
(see PRET8).

Third, the emerging major challenge of conducting adaptations despite uncertain effects of the measures
refers to discrepancies between the level of knowledge required for conducting specific adaptations
and the level of knowledge achievable for managers, given limited informatory capacities (see PROK1

and PROK2). However, Table 1 suggests that this challenge may lose its adverse effects on the
implementation of strategic adaptations depending on considerations of managers with regard to
adaptation options (PREK1.2 to PREK2.2) and depending on firm characteristics (see PREK1.1).

As a fourth challenge, Table 1 suggests that conducting adaptations despite cross-tier dependencies in
supply chains may impede strategic adaptations in manufacturing firms. Again, Table 1 suggests that
the effects of this challenge are variable and may depend on actor constellations within the supply
chain network (see PRESB1), on perceived trust in business partners (see PRESB3), on the expected
impacts of climate change (see PRESB2.2), and on firm characteristics (see PRESB2.1).

However, as empirical tests are still lacking, the propositions on agency restraints as well as the
condensed, major challenges still remain tentative. Therefore, future research may conduct statistical
analyses which examine the empirical relevance respectively compare the effects of the proposed
agency restraints on choices of managers relating to climate adaptations.

Depending on the results of such empirical tests, two basic directions emerge for further research.
First, if tests falsify the propositions, new propositions may be invented, which allow explanations of
adaptive inaction in firms. Second, if tests provide some evidence that the proposed agency restraints
actually do affect strategic adaptations in firms, the following, subsequent questions emerge.

Thus, (a) empirically supported insights on agency restraints could be employed as given starting
points for analyzing political and economic framework conditions in support of climate adaptations in
firms. In this sense, it might be examined how framework conditions could be developed in a way,
which is sensitive to the logic of action among managers and which could thus increase the effects of
the respective policies on firm behavior.

In addition, (b) it could be analyzed how framework conditions can induce deeper changes in the
logic of action by influencing the agency restraints themselves. For example, informatory framework
conditions could be analyzed, which aim at an increased awareness of managers towards climate
risks and at improved practical knowledge about adaptation options, as several agency restraints
(as suggested in PROT1, PROT3, PROT8, PROK2, PROSB2; see Table 1) might be addressed in this way.

Limitations of the study especially refer to the employed pretheoretical assumptions. Thus, the
rationales of managers may not only be shaped by the instrumental aim of maximizing the economic
utility of the firm. Instead, rationales may also be shaped by value-oriented, affectual or traditional
(i.e., habitual) rationality [12]. Furthermore, while intention to adapt is presumed in the present study,
such intention can be questioned by various motivational factors as shown in existing, psychological
adaptation studies [7,25]. In addition, differences in actor rationales may occur depending on the sector
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because climate risks can vary between different manufacturing sectors [1]. Finally, social interactions
may shape perceptions of climate risks and of adaptations among managers, and may subsequently
influence the rationales.

10. Conclusions

Employing an action-theoretical perspective, the study has shown that despite considerable
climate risks for manufacturing firms [1], various problem-specific aspects might make managers
attribute a higher utility to inaction than to conducting strategic adaptations. In this regard, the study
has suggested challenges of adaptations as well as conditions, under which the utility of conducting
strategic adaptations may increase. However, empirical evidence of the propositions is still lacking.
Generating such evidence might not only improve insights into the causality of adaptive inaction but
may also promote the further analysis of framework conditions in support of climate adaptations
in industry.
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Abstract: Industrial symbiosis (IS) has proven to bring collective benefits to multiple stakeholders
by minimising underutilised resources, sharing knowledge and improving business and technical
processes. In Europe alone, over €130 million have been invested since 2006 in research projects
that enable IS by developing a methodology, tool, software, platform or network that facilitates the
uptake of IS by different economic actors. This paper discusses and assesses information technology
(IT) developments for supporting IS in Europe, following the five-stage methodology of Grant et al.
(2010). It provides guidance to the applicants and reviewers of publicly funded research projects by
listing the developments and gaps in the newly developed IT tools for IS. Content analysis of publicly
available information on 20 IS supporting IT tools reveals a strong focus on synergy identification but
a lack of support for the implementation stage of IS. The paper indicates that a vast quantity of IT
tools and knowledge is created during the IT tool development stage and newer IT tools now also
include implicit information for identifying IS. It was found that successfully operational IT tools are
either part of a national or local IS programme or owned by a private company. The paper ends with
the recommendation that better mechanisms are needed to ensure that publicly funded IS-supporting
IT tools successfully reach the market.

Keywords: Industrial symbiosis; IT tools; research and innovation projects

1. Introduction

Optimisation of industrial sites through efficiency gains, carbon and energy savings and the use
of renewable energy sources is a starting point to decouple economic growth from environmental
degradation. However, the system boundaries can be widened to include other industries, process
sectors and neighbouring municipalities to collectively strive for resource and energy efficiency and,
ultimately, aim for a circular economy. This cooperative management of resource flows between
businesses and engagement of traditionally separate entities in a collective approach to competitive
advantage is termed as industrial symbiosis (IS) [1,2]. It involves physical exchanges of materials,
energy, water and by-products, as well as sharing social tactics at the firm and multiorganisational
level [3]. This interfirm cooperation or IS [2,4,5] enables businesses to strive for a collective economic
and ecological benefit that is greater than the sum of the individual benefits each company can
achieve [2,6,7]. IS is a crosscutting field that has relevance for policies relating to resource efficiency, the
low carbon and circular economy, eco-innovation, green growth, regional economic development [8]
and many more [9–14].

The political will to promote industrial symbiosis has grown over the last decade to the level of
being fully integrated in Europe’s long-term policies and strategies. Support is provided by all levels
of governance in Europe in the form of the European Resource Efficiency Platform [15], Eco-Innovation
Action Plan [16], Circular Economy Roadmap France [17], National Industrial Symbiosis Programme
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(NISP) and West Midlands Industrial Symbiosis Programme (WISP) [18], etc. Europe invigorated
its commitment to resource efficiency in 2011 by devising the “Roadmap to a Resource Efficient
Europe” [19]. It is no surprise that IS was among the seven “top priority areas” outlined by the
European Resource Efficiency Platform [15] in their 2012 Manifesto and Policy Recommendations. In
2015, the ambition to move away from a linear economy was endorsed with the release of the EU
Circular Economy Package, revised in 2018 [9]. Industrial symbiosis is a means to support circularity
and textbook examples of local industrial symbiosis cases like Kalundborg [6], Rotterdam [20],
Tianjin [21] and many more [22–24] have repeatedly proven the potential of IS to enable progress
towards the circular economy. Specifically, in Kalundborg, the symbiosis activities have resulted in
reduction of CO2 emissions, water savings, biofuel production from waste, reduction of imported
primary materials, etc. [25]. It stands to reason that the material benefits in Kalundborg are coupled
with social and economic benefits for all the parties involved.

Despite the proven benefits of IS, only 0.1% of the 26 million European enterprises are known to be
active in IS [26] based on [27]. There is still a dire need for research and innovation at all levels of social,
technological and commercial fronts to reshape policies, redesign products and processes and introduce
new business models to show the feasibility of the circular economy [28] and of industrial symbiosis in
particular. Starting from the launch of the Energy and the Innovation Unions under Europe’s 2020
Strategy in 2011, symbiosis and circularity have become key priorities in political as well as scientific
agendas [29,30]. In this regard, different funding opportunities have been announced to incentivise
the move towards a low carbon, resource efficient and circular economy, the biggest of which is the
H2020 research and innovation (R&I) funding scheme [31]. Cross-sectoral industrial symbiosis in
process industries is a priority agenda for SPIRE cPPP (contractual Public Private Partnership on
“Sustainable Process Industry through Resource and Energy Efficiency”), and several projects have
received funding in this direction [32]. This paper helps to assess the effectiveness and impact of these
initiatives in European countries, especially focusing on the development of information technology
(IT) tools that support IS.

An interest in IT tools for IS has emerged on the research agenda in Europe, significantly supported
by publicly funded R&I projects. It is evident that there is a need to avoid the pitfalls faced by earlier
IT tools [33]. The literature shows that IT tools for IS have faced difficulties in remaining operational.
In 2000, Chertow [2] presented a literature review of tools and approaches for industrial symbiosis
which included three IT tools developed as part of the Designing Industrial Ecosystem Toolkit (DIET):
DIET (Designing Industrial Ecosystems Tool), FAST (FAcility Synergy Tool) and REaLiTy (Regulatory
Economic and Logistics Tool). The further development of the toolkit was cancelled due to changes
in budget priorities [33]. In 2010, Grant et al. published an analysis of 13 IT tools for industrial
symbiosis by applying a project lifecycle approach to identify the application of these tools in different
project lifecycle stages (identification, assessment, barrier removal, implementation and follow up) of
a symbiosis project [33].

Of the 13 IT tools that were discussed in the paper of Grant et al. (2010) [33], only four tools
were reported to be operational, three of which were developed and implemented in Europe. Presteo,
SymbioGis and CRISP were still operational in 2010 [33]. Of these three, only CRISP, succeeded
by Synergie®, is still operational and constantly updated by the provider. In 2018, Benedict et al.
identified four main barriers to IS and the corresponding IT support [34]. The first barrier is the lack of
compatibility between the variety of required information from different sources and the underlying
data-modelling framework of IT tools for IS creation. Second, technical feasibility and economic
efficiency need to be accompanied by social aspects and mechanisms (willingness, trust, cooperation
and reciprocity) that favour industrial symbiosis [35,36]. Third, the focus of most IT tools support IS
identification (matchmaking), while the other project lifecycle stages of IS are often neglected. Fourth,
the existing IT tools are difficult to access; often, there is no explicit mention of how and for whom
the tool is available, and a gap is eminent in the literature about the management and development
strategy of IT platforms [34].
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This paper revisits the development of IT tools for IS by using the same five-stage methodology
proposed by Grant et al. (2010) [33]. The aim is to objectively map the progress of IT tools for IS and
conclude if the gaps in the development of IT tools for IS that have been identified in literature are
being filled by newer IT tools. To reach this goal, content analysis of publicly available information
on 20 IT tools was carried out and their focus on each of the five lifecycle stages of an IS project
was evaluated. These five stages are, namely, synergy identification, symbiosis assessment, barrier
removal, implementation and follow up [33]. To improve the robustness of the content analysis, the
key performance indicators (KPIs) presented by Grant et al. (2010) for each stage were supplemented
with the work of Van Eetvelde and colleagues (2005 and 2007) [5,36] and Maqbool et al. (2017) [37].

The five stages of any IS project lifecycle as outlined by Grant et al (2010) [33] are discussed below.

1.1. Synergy Identification

Synergy identification occurs through three primary means: new process discovery, resource
(any underutilised materials, capacity, logistics, etc.) matching and relationship mimicking [33]. New
process discovery refers to the identification of an industrial symbiosis enabled by technological
development leading to value addition of a previously discarded by-product or waste through a
novel transformation process [33]. Input–output resource matching refers to finding substitutes of
resources among specific actors. Different models for synergy identification are deployed by public
and private parties, such as IT-enabled identification by semantic matching [38,39], expert facilitated
workshops [40] and integration of energy and material networks to achieve higher efficiency [41].
Relationship mimicking refers to the identification of an industrial symbiosis by making use of a
documented case that resonates with the resources and industrial processes of the actors. However,
relationship mimicking runs the risk of path dependence and, thus, research and innovation projects
are crucial to the aim of innovative IS solutions.

1.2. Symbiosis Assessment

Symbiosis assessment evaluates the outcomes and challenges associated with IS. It is common
practice to evaluate the environomic cost–benefit analysis of symbiotic activities between different
partners [22]. However, other nontechnical aspects were also included in this study. This IS assessment
stage was identified to be covered if the tools included:

• an assessment of compatibility of the IS activity with the national and local regulations;
• an evaluation of and distribution of economic gains between the IS partners;
• an assessment of spatial proximity between IS partners;
• a techno-environmental impact assessment of the industrial symbiosis; and
• the impact on job retention and creation under the symbiosis activity.

Focus on any one of the five aspects was considered sufficient to qualify the IT tool for achievement
of this stage.

1.3. Barrier Removal

The barriers to industrial symbiosis have been enumerated by Van Eetvelde and colleagues [5,36],
Lombardi [26] and Golev et al. [42]. Summarised by Golev et al., the barriers to IS are: lack of
commitment to sustainable development, lack of information, difficulty in trust and cooperation
between partners, technical infeasibility, uncertainty and inconvenience in regulatory compliance, lack
of community awareness and, lastly, economic infeasibility [42]. Some of these barriers need to be
removed within an individual organisation, some may need to be removed between organisations and
still some are outside the bounds of the organisations, in which case, involvement of third parties to
provide leverage and remove barriers is a common practice [43–45]. The barrier removal stage was
considered to be covered if the IT tools focused on:
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• removing legal barriers by providing a platform to jointly enrich legal expertise development [46];
• simplifying access to public investment funds;
• providing information on logistics for symbiotic transfers or the potential impact on existing

material and energy networks;
• information to bring about IS-related emissions reduction and improved energy efficiency; and
• improving stakeholder interaction and overcoming information barriers between

unrelated sectors.

It needs to be borne in mind that these barriers are interlinked and, hence, their solutions can
have effects on each other.

1.4. Implementation

After barrier removal, decisions need to be made for implementing a symbiosis between industries.
This entails the execution of the symbiosis activity, which cannot be decoupled from the selection of
a management approach. Prior to any exchange, the decision on which approach will be useful to
manage the symbiosis is to be made: either it will be self-organised by the participants of IS [7] or it will
be facilitated or managed by a third party, such as a park manager or IS facilitator. In the latter case, the
third party acts as an intermediary enabling cooperation [20,44]. The real-time handling of resource
flows is the functionality that IT tools can provide to support the execution of the symbiosis. Regarding
the selection of the management approach, IT tools can provide guidelines to businesses to support
decision-making. Distribution of tasks and responsibilities between partners, which is defined by the
clauses in the business contracts, also forms a part of the implementation stage. It was stressed in the
work of Grant et al. (2010) that this stage is almost entirely handled by the participating organisations.

1.5. Follow Up (Review and Documentation)

There are two main functions covered in the final stage of the symbiosis cycle: thriving and
propagating. Thriving is about continuous monitoring of impact and auditing to ensure stability of the
activity and regular improvement of the symbiosis process. Disseminating is about publishing the
results and lessons from the symbiosis activity at different levels of detail and diffusion, from own
employees to the public. Documentation and dissemination within and outside the company help to
replicate industrial symbiosis in the future; external outreach helps to generate value by improving the
corporate image of the company and increasing the knowledge base of society. This creates the grounds
for generalising symbiosis opportunities and thus generating IS mimicking by other businesses. IS
tools that include a functionality to report the impact of the synergies or provide an IS case study
database via publicly available online repositories cover this stage of the IS lifecycle. The five-stage
IS lifecycle does not follow a linear pattern and, thus, follow up is a crucial stage for closing the loop
between the implementation and synergy identification stages.

In this paper, the selected IT tools comprised existing and upcoming IT tools. These IT tools have
been or are being developed as part of in-house research and development (R&D) projects by private
companies or as a result of a publicly funded R&I project. To limit the scope of this study, only the
IT tools developed in Europe were included in the assessment. The paper provides an answer to the
following four questions: Is the combination of explicit and tacit knowledge used in identifying IS
opportunities in the newer IT tools? Has the user base of newer IT tools expanded? Is the substantial
focus on the IS identification stage still prevalent? Finally, what are the requisites to help IT tools for IS
remain operational? The objective is to provide guidance for directing public funding and resources to
projects that will help bridge the gap between IT tool development and the widespread application of
IS in Europe.

The following section on methodology is added to define the data collection process and the KPIs
that define the assessment criteria for each IS lifecycle stage. Then, the results and discussion section
discusses the 20 IT tools with respect to their focus on the stages of the IS project lifecycle and insights
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are provided for future research and innovation endeavours. Finally, in the last section of the paper,
conclusions are drawn.

2. Methodology

2.1. Data Collection

An inventory of 69 items was made to start the analysis by using an internet search for the terms
industrial symbiosis, resource efficiency, resource and energy optimisation and circular economy. For
each entry, relevant information was sourced from the publicly available online systems: websites,
brochures and related academic literature. Twenty IT tools for IS were shortlisted from the set of data.
These included 3 IT tools developed as part of in-house R&D projects by private companies; 16 IT tools
developed or updated as part of a publicly funded project, 7 of which are still under development; and
1 IT tool that is being developed as part of independent academic endeavours.

Twelve IT tools that were privately owned and developed outside of Europe were excluded
from the study. Also, 17 projects were discarded because of a lack of focus on industrial symbiosis.
Twenty projects that focus on capacity building for industrial symbiosis were also excluded from the
assessment because they do not deliver IT tools for IS. These 20 capacity-building projects and the 16
publicly funded projects for IT tool development received a funding of almost €137 million from the
European Union (EU) since 2006.

One interview was carried out via Skype with the providers of the iNex platform. Specific
information about the SymbioGis and Celero platforms was collected via email. Also, providers and
researchers of the ZeroWin tool, Synergie®, Nova Light and SymbioSys were contacted via email to
collect updates on their tools. Responses were received from the developers of Synergie®, Nova Light
and SymbioSys. For the rest of the tools, publicly available information was obtained to carry out
the assessment.

2.2. Key Performance Indicators for Content Analysis

To prepare the KPIs for the content analysis of the 20 IT tools for IS, the assessment criteria used
by Grant et al. (2010) [33] was supplemented with some of the principles for park management by Van
Eetvelde and colleagues (2005 and 2007) [5,36] and industrial symbiosis aspects used by Maqbool et al.
(2017) [37]. The resulting assessment matrix is provided in Table 1.

Early in the analysis, it was found that the focus of the IT tools was not equally pointed at all of
the five stages. Hence, a ranking with three levels was used to distinguish the level of focus of different
IT tools on each of the five stages. These three levels are:

• 1 (no or low focus): minimal or no focus on the particular stage;
• 2 (moderate focus): supporting some aspects of the particular stage, but the main focus lies in

another stage;
• 3 (strong focus): tools or projects with core objective and focus on this stage.

By introducing these three levels of measuring the focus on a given IS lifecycle stage, the desired
flexibility for content analysis was introduced. An example of the IT tool developed in the EU funded
H2020 project, EPOS (Enhanced energy and resource Efficiency and Performance in process industry
Operations via onsite and cross-sectorial Symbiosis), is provided to elaborate how the three levels
are used to reach a judgment about the focus of the IT tools. The EPOS IT tool optimises the generic
models of industrial sectors, the so-called sector blueprints [47]. It does so by using techno-economic
and environmental KPIs and identifies possible IS links between the unrelated industrial sectors, which
is where the main focus of the EPOS tool lies. The EPOS User Club website also provides information
on generic IS cases [48] that fall in the stage of follow up. The barrier of communication between
unrelated sectors is overcome by anonymising data in the sector blueprints. Still, the stage where
the main objective lies is synergy identification and thus received a score of 3. This is because the
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effort for anonymising data to provide techno-economic assessment and barrier removal (both stages
scored as 2) are all done to achieve the identification of IS possibilities. The follow up stage received a
score of 1 because, although the EPOS User Club is part of the project website, it is not an integrated
part of the EPOS IT tool. Though no direct reference to the implementation stage was found in the
publicly available information, this stage also received a score of 1 and not a 0 because the project
is still running and this possibility cannot yet be conclusively eliminated. Hence, it was decided to
include three levels of assessing the focus, which helps to avoid making unsupported harsh claims
about the focus of the IT tools under study.

Table 1. Assessment criteria for content analysis of industrial symbiosis (IS)-related projects and
information technology (IT) tools.

IS Project
Lifecycle Stage

Assessment Criteria Presented by
Grant et al. (2010)

Assessment Criteria Based on the Work of Van Eetvelde and
Colleagues (2005 and 2007) Coupled with the Work of Grant et al.

(2010) and Maqbool et al. (2017)

1. Synergy
identification

New Process Discovery/Technology
Innovation
Input–Output Matching
Case Study Mimicking

New process discovery/technology innovation
Input–output matchmaking
Relationship mimicking

2. Symbiosis
assessment

Cost Benefit Analysis (CBA)
Lifecycle Analysis (LCA)
Economic Input–Output (EIO) Analysis
and EIOLCA
Barrier Assessment

Legal: Regulatory compliance
Economic: CBA or best available techniques not entailing excessive
costs (BATNEEC), business case assessment, lifecycle cost
analysis (LCCA)
Spatial: Distance between industrial symbiosis partners, land and
transport availability
Technical/Environmental: Process-based LCA, expert knowledge
Social: Job retention and creation

3. Barrier removal

Technology Development
Regulatory Approval
Financing
Business to Business Contractual
Agreements
Public Approval

Legal: Regulatory approval, business deals
Economic/Financial: Information about public funds and unknown
business opportunities
Spatial: Optimisation of the network design, regional clustering
of resources
Technological: Technology/process development
Social: Stakeholder workshops, community involvement, personnel
(skill) training

4. Implementation Commercialisation and Adaptive
Management

Execution: real-time data handling of resource flows, contracts
Management approach: self-organised, facilitated

5. Follow up Documentation, Review and
Publication

Thriving: External audits, standards, etc.
Disseminating: Documentation platforms, wiki sites, marketing, etc.

Once the content analysis of the IT tools was finished, the scores were aggregated to find the
trends in the development of these IT tools.

3. Results and Discussion

3.1. Content Analysis of the IT Tools

Of the 20 IT tools under study, 8 of these are available on the market. Two of these eight IT
tools—Synergie®(by International Synergies) and iNEX platform (by iNEX Circular)—are products of
private companies that couple their IT tool with IS facilitation services for the customers. Synergie®,
an information and communication technology (ICT) resource management database and platform,
is a web-based tool for IS facilitators. Additionally, the software allows companies to meet quality
assurance protocol and audit requirements by offering database, project management and reporting
functionalities to capture and store information about resources and to easily identify commercial
opportunities for reuse [49]. Additionally, the R&I project SHAREBOX is currently running to include
more functionalities that enhance the IT tool Synergie®. Now, Synergie®can be used, inter alia, by
plant operators and production managers to effectively monitor and trade process resource streams in
real time within their own supply chains or with other companies in a symbiotic industrial system [50].
These factors allowed for a high ranking of Synergie®in all the lifecycle stages of IS, with the highest
focus on synergy identification. The iNEX platform aims to solve the recycling problem and address
the gap in knowledge for waste producers and waste recyclers/users. The iNex platform has been
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active for five years and provides synergy identification and knowledge support about methodologies
to their customers. Because of the focus on matchmaking, the iNex platform scored the highest in
synergy identification.

Two of the available IT tools—IS DATA repository and CIRCULATOR—are self-service tools and
both are freely available platforms for knowledge sharing. The IS DATA repository provides freely
available information about industrial symbiosis in a structured way [51]. The repository is being
developed as part of a project organised by the Eco-Industrial Development Council Section of the
International Society of Industrial Ecology [52]. The aim of the project is to allow for and enable the
construction of varied end-use applications for the research and facilitation of industrial symbiosis.
Hence, the IS DATA repository scored high on knowledge and communication barrier removal, as well
as follow up, because of the publication of IS case studies. CIRCULATOR is a project funded by EIT
RawMaterials and provides customised information to the user in the form of existing cases of business
strategies for circular businesses [53]. Since it is a passive platform which provides information to
users about general IS possibilities, its objective was evaluated to lie in breaking information barriers
and thus scored highest in the barrier removal stage.

Two more operational IT tools (SMILE Resource Exchange and the Italian Platform for Industrial
Symbiosis) are part of national programmes to enhance industrial symbiosis. SMILE Resource
Exchange, part of the Irish National Program, is a free online platform for businesses to connect
and identify opportunities for resource exchange [54]. The platform is coupled with a service provided
by local consultants in different regions of Ireland. SMILE Platform breaks the information and
communication barrier between stakeholders to provide an opportunity for synergy identification.
The Italian Platform for Industrial Symbiosis, managed by the Italian National Agency for New
Technologies, Energy and Sustainable Economic Development (ENEA), provides a platform for local
businesses to search for synergies between the registered companies [55]. The platform is part of the
project “Eco-innovazione Sicilia Project”. The IT tool that is used by ENEA uses geo-referenced data
to identify opportunities between companies and helps establish a network between companies and
stakeholders. Hence, it ranked higher on synergy identification and barrier removal.

At the local level in Belgium, the initiative SYMBIOSE (BE) by the region of Flanders brings
together local actors and supports IS realisation to help reduce the environmental impact of economic
activities [56,57]. Symbiosis 3.0 is the web-platform of this initiative, providing a matchmaking service
to the users. The initiative also helps in providing further information to interested parties about
realising IS. Because of the heavy focus of the platform on the matchmaking service, it scored highest
in the first stage of the IS project lifecycle. The last of the operational IT tools, SymbioSyS, incorporates
tacit knowledge to identify symbiosis matches. It is a freely available tool developed for a variety of
users who do not require expert knowledge to manage it [58]. The literature suggests that SymbioSyS is
a freely available tool [58], however, the IT tool is only provided under agreement with the Universidad
de Cantabria. The IT tool achieved the maximum score of 3 points in synergy identification because of
the use of implicit knowledge to identify IS opportunities. From the literature, it was found that the
SymbioSyS tool also uses geo-referenced data and, hence, scored high in the symbiosis assessment
stage because it provides spatial assessment for synergy.

Six out of 20 IT tools included in this study were inaccessible, of which e-symbiosis, ZeroWin
and Locimap have been developed through European funding. Presteo and SymbioGIS are a result
of a national programme, and Nova Light is a product of a private company. The nonoperational
tools still provide a world of knowledge for future research, for example, the eSymbiosis project,
which successfully integrated tacit knowledge in the process of IS identification with the use of
ontologies [38,39]. It received a score of 3 for the synergy identification stage. There are examples of
new IT tools that use knowledge embedded in nonoperational IT tools. For example, Presteo, based on
the work of Adoue [59], preceded the development of SymbioGis. The web-based tool for input-output
(IO) matching, Presteo, was made for end users to identify symbiosis opportunities [33] and was
followed by SymbioGis, a web-based GIS tool to facilitate industrial symbiosis in Geneva, Switzerland.
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The tool was developed as a result of a collaboration between the local government, university and
the Sofies group [60]. Since the SymbioGis tool was developed to identify IO and service matches,
it also provides a technical and geographical feasibility assessment and, hence, scored high on the
first two stages of the IS lifecycle. Because of the functionality of the tool to provide information on
locations for new facilities based on material flow in the region, it helps to remove the information
barrier. Nova Light is a web-based platform developed by another private business. It was developed
to provide matches between waste producers and consumers. Thus, a score of 3 was given for the
synergy identification stage.

Six IT tools for IS that are under development are part of currently unfinished R&I projects. The
IT tool of FISSAC scored the highest score of 3 in synergy assessment because it is planned to be able
to respond to resource efficiency and environmental performance concerns (by the help of lifecycle
analysis (LCA)) and scored a 2 on synergy identification because it provides matches for the users of
the geo-referenced platform [61]. The set of tools developed by the Maestri project aims to enhance
the overall efficiency of industrial processes [62]. The combination of Maestri front end tools (MSM
and ecoPROSYS) and the Internet of Things platform focuses the most on the assessment stage (3)
and also provides support for breaking barriers for information exchange between different software
tools (scored 2). The BISEPS tool is being developed to bring improvement in energy efficiency for
businesses in business parks by clustering individual energy needs and demands [63]. Since the
focus is on match-making, the score (3) was the highest for the synergy identification stage. The
synergy assessment stage of Symby-Net, the platform developed by the Symbioptima project [64],
scored the highest (3) because this IT tool provides lifecycle sustainability assessments of symbiotic
networks. Symby-Net was developed to be used by industry managers as well as IS facilitators or
park managers [64]. The ERMAT project will provide a web tool to be used for matchmaking purposes.
This IT tool will be freely available for use by the public, while more information will be provided for
a fee [65]. The IT tool for ERMAT scores highest on the first stage of the IS project lifecycle. The last of
the IT tools being developed as part of an R&I project is the EPOS toolbox, the content of which was
discussed as an example in the methodology section.

3.2. Scoring the IT Tools against IS Project Lifecycle Stages

The results of the content analysis are summarised in Table 2. The acquired score gives the
sum of the assigned scores for all IT tools for the respective lifecycle stage. The maximum score is
calculated as 3 × 20, which would be the score had all the IT tools focused on the lifecycle stage with
the highest emphasis.
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The results show that 12 IT tools have their main objective in the stage of synergy identification,
with a prevalent commitment to matchmaking (48 points out of 60). Symbiosis assessment received
second priority when developing the IT tools (35 points). These results coincide with the findings of
Grant et al. (2010). The reason for this trend lies in the fact that matchmaking tools and assessment
methodologies hold the most promise for innovation for academia, IT tool developers and the
facilitators of industrial symbiosis. Closely following the IS assessment stage was barrier removal
(32 points). The focus on the follow up stage is due to the dissemination function of the IT tools.
The implementation stage of the IS project lifecycle shows the least focus (21 points). This is also
not an unexpected result, as once the synergies are identified and assessed and barriers are removed,
then contractual details and commercialisation by the industry does not pose a major difference as
compared to normal business practices [26], resulting in the lowest focus being on the implementation
stage [33] by IT tools for IS.

3.3. Discrepancies Resolved by Newer IT Tools for IS

Similar to the observations made by Grant et al. (2010), the assessment of newer IS-enabling
IT tools still shows a heightened focus on the identification of symbiosis opportunities. This trend
raises the legitimate question of if future research should still focus on developing more tools in the
same trend, or should the focus be shifted to customising the existing tools to embed a management
functionality to provide specific solutions to symbiosis partners. Learning from the available IT tools,
it is evident that there is a lack of IT tools that provide support to implementation and management of
the symbiosis activities, and more research and development efforts are required in that area.

The nontechnical information or tacit knowledge regarding industrial processes, business
interactions, regulatory compliance, etc., is crucial for successful identification and application of IS.
The older IT tools had a limited focus on the inclusion of nontechnical information in the development
framework of the IT. Academia and industry have understood and expressed the importance of
nontechnical barriers and drivers to IS [25,26] and the inclusion of tacit knowledge in the process of
opportunity identification. The newer IT tools developed under R&I projects have focused on the
inclusion of tacit knowledge for symbiosis identification and assessment, be it by the use of ontologies
(projects e-symbiosis and SymbioSys) or by use of a recommender which identifies opportunities based
on machine learning (AI) algorithms [66] (project SHAREBOX).

The other discrepancy in the older IT tools was the limited user profile, mainly targeted at
the IT developer or engineer. This paper shows that more IT tools are being developed for use
by industries that are referred to as participants by Grant et al. (2010) [33]. As mentioned by Van
Capelleveen et al. (2018), organisations need to justify the time and resources invested in exploration
of potential opportunities, the benefits of which are not certain [66]. This becomes even more difficult
when an outsider requests information that may require time and resources and a risk of breach of
confidentiality. IS opportunity exploration via IT tools can help industries control the information
flow outside of the organisation [47]. As more IT tools are being developed for participants (EPOS
toolbox, updates in Synergie under the project SHAREBOX, Maestri IoT, e-symbiosis platform), this
should enhance the application of IS in various industries. The multidisciplinary and cross-sectoral
nature of IS requires the IT tools to be used by a myriad of users. The knowledge that these users have
also differs based on the sector to which they belong. Currently, the existing IT tools are specialised
in solving sector-specific problems, while IS-enabling IT tools should address users from different
sectors to solve cross-sectoral problems, which may result in the development of complex IT tools that
require a high level of expertise to use. This dichotomy is shown in Figure 1. Passive online tools for
matchmaking occupy the block of “nonspecific and easy to use IT tools”; however, these tools have
shown to be less effective [26]. IT developers must ensure to avoid the effort invested to build tools
that fit in the lower half of Figure 1.
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Figure 1. The relationship between specificity and user friendliness of IT tools for IS.

This figure, combined with the findings of this paper, will help researchers, industries and funding
agencies to direct future endeavours in a more efficient and effective manner in order to pave Europe’s
way for resource efficiency and circularity.

The last research question to answer relates to the features of the successfully operational IT
tools. The operational IT tools Synergie and the iNex platform are being developed by IS facilitators
whose core business is coupled with the development of such a tool. The other operational IT tools
for IS are part of local or national symbiosis programmes, such as Symbiose 3.0 and the SMILE
platform, respectively. In both cases, the IT tools have a clear ownership and undergo continuous
improvement. These are the two main features of successfully operational IT tools for IS. Another
supporting mechanism to ensure that IT tools for IS find their way to the market and effectively support
the uptake of IS in industry is through a variety of R&I projects and local initiatives. These projects and
programmes help to build capacity for IS in industry, small- and medium-sized enterprises, academia
and local and national administrative bodies. These capacity-building efforts coupled with IT tools
provide the advantage of focusing on all the stages of an IS project lifecycle that might not be fully
supported by IT tools alone.

The research also showed that more IT tools are being developed with public funding. Five out of
the six nonoperational IT tools included in this study were funded by some public organisation. It is
crucial to use the knowledge created by these nonoperational tools and develop new and improved
IT tools for IS. For example, as a follow up of SymbioGIS, since 2014, a consortium including the
Sofies group has been busy developing a Celero platform to identify and facilitate industrial symbiosis
and cleaner production among companies [67]. Effective mechanisms to support revitalising and
improving publicly funded IT tools for IS need to be put in place in order to disseminate the benefits
to the wider society.

4. Conclusions

This paper provided findings of the assessment and quantification of IS-enabling IT tools by
focusing on the lifecycle stages of an IS project. The study enumerated the strengths and weaknesses
of IT tools for IS; therefore, the KPIs and findings presented in this paper can be used as reference for
self-assessment by applicants of R&I projects for development of new IT tools for IS. The assessment
matrix followed in this paper will also prove useful for funding agents and evaluators.

From the results, it can be concluded that the gaps identified by Grant et al. (2010) are being
eliminated by the newer IT tools developed in Europe. Although the focus of IT tools still mainly
centres on the identification of IS opportunities, the stage of implementation and management of
a symbiosis activity is overlooked by IT development and research efforts. This gap can be easily
bridged by updating existing and nonoperational IT tools for IS.
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It was observed that IT tools have a higher chance of remaining operational when the companies
responsible for developing them can improve their core business by using it. Hence, coupling IT tools
with the services of an IS facilitator or a local or national IS programme increases the chances of the
tools remaining functional and economically viable. It was also observed that newer IT tools utilise
tacit knowledge when identifying symbiosis opportunities and thus attempt to fill the gap in the older
IS-supporting IT tools.

To conclude, the IT tools being developed in Europe are well on their way to proving effective
for wider application. However, better mechanisms are still needed to ensure that IS-supporting IT
tools developed with public funding reach the market and that the capacity developed from successful
R&I projects is made available to peers, industry and the general public for successful application of IS
in Europe.
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Abstract: Circular economy (CE) is an emerging concept that contrasts the linear economic system.
This concept is particularly relevant for cities, currently hosting approximately 50% of the world’s
population. Research gaps in the analysis and implementation of circular economy in cities are
a significant barrier to its implementation. This paper presents a multi-sectorial and macro-meso
level framework to monitor (and set goals for) circular economy implementation in cities. Based
on literature and case studies, it encompasses CE key concepts, such as flexibility, modularity, and
transparency. It is structured to include all sectors in which circular economy could be adopted in
a city. The framework is then tested in Porto, Portugal, monitoring the circularity of the city and
considering its different sectors.

Keywords: circular economy; urbanization; framework; indicators; circular city

1. Introduction

Circular economy (CE) is an emerging concept which is seen as the alternative to the current linear
economy [1]. Its impacts are seen as relevant—now more than ever. Given the present environmental
crisis, alongside economic uncertainty, governments have started seeking alternatives. China has
made successful use of CE to tackle urban pollution and a wasteful system [2]. Its results have also
motivated the European Union (EU) to promote it.

The EU has a variety of international environmental, technological, economical, and social goals.
Particularly, it looks to follow the United Nations (UN) 17 Sustainable Development Goals (SDGs). A
CE can be the answer to a systemic approach that eases the completion of several goals, specifically
Goal 12 [3].

Alongside a CE comes urbanization, so the need to define and understand circular cities. This
gives rise to a new set of research gaps, as the definition of a circular city, how to monitor the city’s
circularity, how to implement this circularity, which indicators to use, and what data to collect [4]. This
paper explores these different research gaps, with a focus on developing a tool to measure and set
goals of circularity in a city.

With this tool, the Circular City Analysis Framework (CCAF), the main goal is to help
municipalities and cooperating actors understand a city’s circularity. It is based on the city’s intrinsic
properties and sectors, as well as the circular economy and the circular city’s characteristics. Moreover,
it is structured to adapt to different cities, to other tools and future indicators. It was tested in the
Portuguese city of Porto, as a case study.

The introduction of this paper is subdivided into the present global context, followed by CE
key concepts. This is then bridged to the circular city definition, which is essential to the framework
development. Finally, the Portuguese context is introduced, together with the northern city of Porto.

Sustainability 2019, 11, 1813; doi:10.3390/su11061813 www.mdpi.com/journal/sustainability94
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Second, it explores the methodology used to develop the framework. This section is subdivided
into a literature review timeline, followed by a description of the framework’s general characteristics.
Relevance of the indicators of the methodology is explained, and a field-by-field description follows.

The case study of Porto is the Section 3, where the framework is implemented to monitor and
reflect Porto’s circularity. This is followed by the Section 4 where the case study results and the
framework functionality are further discussed.

The paper ends with a conclusion. Extra information can be found in the appendixes, such as the
complementary tables of the framework and the table of interviewed experts.

1.1. International Contextualization for Cicular Economy

Internationally, there is a notable effort to tackle environmental challenges such as climate change
and air pollution. Technological disruptions and shifts are also emerging, mainly in the form of
digitalization and new power and storage sources. These new technologies can be used to tackle the
issues in innovative ways, allowing for ambitious goals.

Many countries embrace these goals, believing that the shift towards a more sustainable system
can empower a country, while increasing the lifestyle of their areas and reducing international
environmental stresses.

One of the most relevant sets of goals is that of the SDGs. They encompass different areas,
acknowledging the different possible technologies and trends of the 21st century. These goals have
holistic influence, focusing on social, environmental and economical progression, and are highly
interconnected [5].

The EU also embraced a more sustainable path, reflected in several goals to reduce materials and
energy use. Its goals include, by 2030, increasing municipal waste prepared to reused and recycling to
65%, packaging waste to reuse and recycling to 75%, limit municipal landfill waste to 10% and reduce
marine litter by 30% [6]. Furthermore, the EU strives to meet global environmental goals, such as the
below 2 ◦C target embedded in the Paris agreement, and halve the food waste per capita [7].

This is in line with CE impacts, and the EU has developed an action plan to promote it. The EU,
thus, acknowledges this and promotes CE implementation. It dedicates funds towards it, such as the
Horizon 2020 and LIFE [7], and has also dedicated a set of documents, the BRIEFs, that, in different
sectors, share behaviors and technologies that influence the CE.

1.2. Circular Economy Key Concepts and Impacts

The CE has no strict definition. However, it is commonly understood as a “system that is
restorative or regenerative by intention and design. It replaces the ‘end-of-life’ concept with restoration,
shifts towards the use of renewable energy, eliminates the use of toxic chemicals, which impair reuse,
and aims for the elimination of waste through the superior design of materials, products, systems, and,
within this, business models” [8].

International actors such as the EU, China, Google, and the Ellen MacArthur Foundation (EMF)
are intensifying legislation, technology, and research that promote CE. This allocates the CE into
different levels and sectors, as is expected of an economic system, and its definition adapts to each one.
Therefore, one can expect a different, but not contradictory, definition of a CE for different purposes,
for instance from a business perspective, or a political perspective.

Today, a CE can be commonly understood as a system with a holistic impact that works in loops, at
different levels, which mimic the loops seen in nature [9]. At its core there is the design for second usage,
the goal to eliminate waste and to avoid toxic materials, the importance of waste management, and the
implementation of the 9Rs (reduce, reuse, recycle, recover, refuse, repair, refurbish, remanufacture,
and repurpose) [10].

Moreover, it is acknowledged that the outcome of the CE is a more sustainable economy, referenced
as growth from within. However, to achieve it, businesses need to be transparent and cooperative [11].

95



Sustainability 2019, 11, 1813

This will require a more active, aware, and skilled society. Being flexible, modular, and resilient, it
needs to take innovation into account [12].

CE implementation can have significant economic and environmental impacts. Through a
systemic implementation of a CE, it is estimated that European gross domestic product (GDP) can
increase by 7%, reflecting annual savings of 600 billion EUR, benefits of 1.8 trillion EUR per year, and
the generation of 170,000 jobs by 2035 [6]. Furthermore CE can reduce carbon dioxide emission by 48%
by 2030 and 83% by 2050 [12]. During the same period, primary material consumption can be reduced
32% and 53% [13].

Today, different tools for assessing circularity exist, such as the Butterfly Diagram, the RESOLVE,
mass flow analysis (MFA), and life cycle analysis (LCA) [13–16]. These frameworks were not designed
specifically for a CE in cities but incorporate some of its features. To date, CE research has focused on
the business side and on a global perspective [2]. This framework brings the analysis to the city level,
while discretizing it in sectors.

1.3. Circular City Definiton

Cities host 50% of the world’s population. They are responsible for 85% of the total GDP, 75% of
natural resources consumption, 50% of waste generation, and 60–80% of total greenhouse gas (GHG)
emissions [17]. By 2050, the share of the population living in cities is expected to increase to 70%,
increasing the weight of these areas in economic, environment, and social matters [18]. Therefore,
there is a need to explore circularity in cities, merging these two holistic and impactful trends. With
increasing urbanization, cities are an ideal location to implement circular changes, originating the
circular city concept. There are some cities already embracing this challenge, such as Amsterdam [14],
Glasgow [19] and Barcelona [20], contributing with case studies to the literature [21]. The research in
this specific area is in progress, with a need for more case studies. Moreover, there is a need to monitor
circularity in an urban context, but there is a lack of tools to do so, as well as indicators [16].

However, circular cities face now what CEs faced before: the need of a definition. This definition
still has to embrace the relevant aspects of CEs, but it needs to shift them to the city perspective. This
results in a merging of CE and city dynamics and fundamental structures. The city is a complex system
that involves areas beyond the economy and the CE [22].

Therefore, tools that are developed or are adequate for circular business analysis—such as LCA,
MFA, or RESOLVE—fail to capture the circularity of a city. They are generally too specific or too
broad, since they were not developed specifically for circular cities. However, these tools reflect CEs
and should partially represent the city, i.e., they can still have a role in city monitorization and a
definition [22]. For instance, RESOLVE focuses, among other particularities, on the consumption of
materials and energy. Consumption is still relevant in a city context but is complemented with the
production, as well as the flow, of materials and possible synergies [22]. Being a source of resources,
instead of a drain, is a characteristic of a circular city, as is the capacity to enable connections between
sectors [22]. The resources of a city, focusing on locality, together with its demography, are relevant [22].
They transmit the city context and identity. The infrastructures of the city, concerning mobility, industry,
housing, and offices determine a city’s dynamics. These have a heavy impact in circular terms within
the city context, and must be in the definition of a circular city. Moreover, the city should be adaptable,
embracing new technologies to come (i.e., digitalization, shared mobility, renewable energy, and 3D
printing, inter alia) and, again, allowing synergies and material flows [22].

Finally, it is important to point out that this new approach to monitor a city, as circular and has
a whole, comes with challenges. The city is composed of sectors, which can be represented in the
framework to illustrate the city. These sectors need to be monitored, as well as their interactions, in
terms of circularity, translating the complexity of a multi-sectorial system, which is characteristic of a
city [23]. Despite the recent efforts and progress in this area, there is still a lack of data and indicators
in the different sectors and in the city as a whole for implementation. Besides the lack of circular data
and standardization, these challenges are burdened with a lack of circular city case studies [22].
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1.4. Portugal and Porto Context

The Portuguese CE action plan is aligned with EU directives. It targets parallel goals on air
pollution reduction and energetic dependency, among others. Several programmes support the CE
action plan implementation, such as the Innovation, Technology and CE Fund, Portugal 2020 and
ECO.NOMIA. By implementing a CE, Portugal expects to reduce raw material dependency by 30%,
with a gross value-added (GVA) increase of 3.3 billion EUR [24].

Porto is a northern city of Portugal and was selected for this study given its goal to be a circular
city by 2030. It focuses on industrial symbioses within the Eurocities programme [25]. Symbioses are
important for a CE, as they allow synergies between entities that promote waste reduction and an
increase in efficiency. Industrial symbioses focus these synergies within and between industries.

Porto is geographically part of the Great Porto—responsible for 12% of national wealth—and
the Metropolitan Area of Porto (AMP). The average waste generation in AMP is 588.2 kg per capita
every year [26]. Finally, Porto is culturally and economically defined by different sectors, such as
the wine industry, the cork industry, the sea economy, the agroindustry, furniture technology, and
sustainability [27].

2. Materials and Methods

The development of this paper is based on a literature review, complemented by data sets and
semi-structured interviews of experts on the circular economy field and on the respective sectors of
a city.

During this process—which was carried out throughout the entire development of the paper—the
biggest challenge faced was the gathering of data and indicators, due to the lack of support and
transparency of important entities.

However, other entities were also critical to its development. For instance, literature was gathered
from the EU and the EMF. The interviewed experts contributed to the lack of data and indicators, and
provided a more intuitive and holistic interpretation of circularity in a city.

Finally, different data sets were used. Between them are the Eurostat, the Diário da República
Electrónico (DRE), the Instituto Nacional de Estatística (INE), the PORDATA—mostly supported by
INE—and IRENA data sets. Alongside them were data sets provided by private companies, namely
Cork Amorim and Águas do Porto.

2.1. Literature Review

This paper started with the intent of understanding the impacts of CE in cities. Therefore, a
literature review was carried out, involving academic papers and reports that would be related to a
circular economy.

The EMF is a very active actor in the field [1,12,13,15,27]. With different reports on the subject,
also in collaboration with Google [17] or the World Economic Forum [8], it described the role of a CE,
its economic and environmental impacts, and the lack of research. This was supported by academic
papers confirming reports and providing a more scientific insight. CE key concepts, technologies, and
behaviors result from these reports.

Past case studies regarding the CE in Amsterdam [14] and Glasgow [19] were insightful in how a
CE is implemented and monitored today in a city. Other cities, such as Barcelona [20], London [28],
Lisbon [29], and Stockholm [30], inter alia, were also studied through other entities and academic
research. Alongside it came the definition of a circular city, the tools to monitor it, the in-use indicators,
and sector-specific circular technologies and synergies. After analyzing different cities, the common
relevant sectors and circular city dynamics were sketched.
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The political framework, together with international and national goals, is important to
understand where a CE is heading and the EU’s commitment towards it. Different EU action plans
and directives were part of the literature review to understand this [31–33]. They were then narrowed
down to Portugal’s different action plans and active legislation [24,29,34–44]. Finally, the Porto Circular
Economy Roadmap gave insight into the Porto context, together with regional legislation [25–27,45].

When the framework was already defined, a variety of interviews were carried out with experts
of the different analyzed sectors to gain insight. These interviews are available in Appendix B. A
literature review of each specific subject was carried out at the same time, with the aim to better
understand each sector and to collect data and possible indicators.

2.2. The Circular City Analysis Framework (CCAF)

The created CCAF framework aims to keep the key concepts of a CE adapted to a city perspective
and to capture the circularity of any analyzed city. It is in line with different CE interpretations as well
as the circular city.

Besides the aim to analyze circularity in cities, focus was placed on the framework being simple
and intuitive. This will increase understanding between the city’s many agents, from municipalities,
to academics and enterprises [3]. Therefore, a multi-sector analysis was adopted, representing the
different sectors of a circular city.

The CCAF is composed of the Circular City Diagram (CCD), shown in Figure 1, and three tables.
This display aims to picture the holistic perspective of a city, as well as its multi-sectorial aspects. The
combination and labeling of the fields bring flexibility, adapting to different cities, and modularity,
enabling the integration of different tools and future multi-level analysis. The sectors themselves
showcase the different aspects of the circular city.

The three tables complement the CCD. Firstly, the fields table describes the fields, the relevant
agents, technologies, and behaviors of these fields, its indicators, its goals, and the current situation.
Secondly, the synergies table describes illustrated synergies, the sectors they compromise, the goals,
and the current situation. Thirdly, the policies table lists the policies, its level (regional, national, or
international), and the fields it affects, describes the policy, and presents alternatives. These tables are
present in Appendix A.

The CCD is organized into three areas: the inner circle, the intermediate circle, and the outer
circle. The inner circle gives CE information regarding the city, as well as the source of different
businesses, materials, and energy flows. The intermediate circle focuses on the industries and sectors
that characterize every city. However, it does not reflect every relevant aspect of a city. It is the outer
circle’s purpose to capture aspects with broader fields.

Each field is composed of one or more indicators that aim to reflect the city’s circularity level.
Therefore, not only indicators have to be selected but also goals. These goals are chosen by identifying
realistic circularity levels within a city or go alongside a certified objective set by the EU, country,
or region. For each of the indicators, the % of the completion of such goals is represented, with the
completion of the bar representing the indicator measuring each goal.
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Figure 1. Circular City Diagram (CCD).
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2.3. Circular Economy Indicators

Indicators are widely discussed in CE. The lack of established indicators and data are an
acknowledged barrier to CE´s implementation and are currently under development. In circular
cities, there is the need to define what is relevant and take into account what can be measured [46].

Linear economy indicators are no longer applicable to CEs, and this brings about the need to
develop a new set of indicators to power CEs and circular cities. Despite the recent progress in this
field, there is still room for improvement, especially in the standardization of indicators and data
collection [47].

Academic literature is constantly proposing new indicators for CEs. Even for circular cities, some
indicators are available [3]. However, generally these indicators are not applicable due to the lack of
data. Moreover, different tools use different indicators that generate incomparable monitorization [48].

The CCAF aims to capture the relevant aspects of a city through the different sectors. To do
so, it requires different indicators per sector as well as indicators that allow for comparison of the
different sectors. Some of these indicators are available, but the data to feed them is not. Therefore,
for testing in the Porto case study, a more pragmatic approach was taken, using available data and
available indicators.

Hence, the Porto case study can be analyzed in its different sectors, whereby the functionality of
the framework is shown, but these results cannot be considered definitive or conclusive. This means
that further work must be done in this area to implement the CCAF to its full potential.

Different data sets of indicators were reviewed, and possible indicators for the sectors are already
in the literature review. However, due to the innovative nature of this framework its indicators need
to be tailor-made. This does not mean that other circular, sustainable, or sectorial indicators and
data sets are negligible. These are present in the literature review and are the origin of the CCAF
current indicators. They will also be the foundations of future indicators if further work is done in
this framework.

A starting point for circular indicators is [49], where the SDGs are related to different indicators.
The diverse nature of these indicators goes in line with the CE holistic impact, as well as its
goals. Similar information is gathered in [46], with its proposed indicators more limited to CEs.
Supporting and providing better insight into these indicators is [50], followed by [51,52], where
diverse indicators are applied to EU country comparisons and United States of America (US) city
comparisons, respectively.

An extensive country comparison analysis of sustainable and environmental indicators was
performed in [53]. These indicators become more circular city-, business-, and economy-focused
in [3,4,16].

Regardless of the relevance of this literature review, no data were available for Porto through
these indicators. Furthermore, many of the indicators lacked a sectorial identity. Therefore, available
data sets for Porto, generally found in INE or PORDATA, were used, leveraging on precision, but being
outdated and lacking in circularity. Other indicators for Porto were considered, through sector reports
and interviews. Acknowledgement of different tools such as RESOLVE, MFA, and LCA, together with
city case studies [21], completed the indicator literature review.

An immense number of different indicators have been emerging in spite of the lack of data
and even of their utility [4]. The CCAF requires different types of indicators. On the one hand,
sector-specific indicators that capture the reality of each sector are used; on the other hand, standard
indicators are used, and they apply to every city and allow for sector and city comparisons. This is a
bottleneck of the framework due to the circular city indicators state-of-the-art.

2.4. Field-by-Field Development

To identify the circularity of the city, 13 different sectors were identified and split into three
different levels: inner, intermediate, and outer circles. Fields with more possible synergies were placed
closer to each other, with such synergies mostly happening in the intermediate circle.
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Each field is followed by a list of indicators found in the literature review and proposed by the
authors that can reflect circularity in the sector. Two sets of indicators are identified: possible indicators
and used indicators. The description of the different fields is presented below:

Inner Circle:

• Local resources: The inner circle is solely composed of local resources, allowing this definition to
be flexible enough to embrace different local aspects such as energy, food, material, and cultural
sources. It is connected, at its core, to most of the intermediate circle sectors.

� Indicators used: wind potential (m/s); solar potential (W/m2); green roofs (%);
imports/exports (€/€).

Intermediate circle:

• Renewable energy is in the most central position of the intermediate circle due to its overall
impact. Energy connects to virtually every sector, enabling many inter-sector synergies [5].
Renewable technologies also enable waste reduction, foster efficiency, and bring a diverse and
clean identity to the city and to circularity from the beginning [48].

� Indicators used: renewable penetration (%); access to electricity (%); energy intensity
(GWh/M€).

• Transport sector: A major component of renewable energy is the transport sector, playing a
central role and close to different sectors. It allows synergies and is a buffer to buildings or
renewable energy storage. This sector, as well as the building sector (next to the renewable energy)
and the food sector (next to the building sector), is integral to every city [12]. It faces structural
challenges, with cars being parked 92% of the time and only 1–2% of the total energy used to
move people. Moreover, it accounts for 24.3% of GHG emissions, but can be shifted towards a
more sustainable pathway through sharing systems and electrification [12].

� Indicators used: public transport usage (%); electrical energy consumed in the transport
sector (%).

• Building sector: This central sector in cities generates 14 million jobs in Europe, representing 8.8%
of its GDP. It is responsible for 32% of GHG emissions and 40% of the energy consumption. This
inefficient sector can be influenced by CEs, through material passports and banks, digitalization,
and decentralized renewable power. For instance, 3D printing can reduce material waste and cut
costs by 30% and delivery time by 50% [12].

� Indicators used: retrofitting (%); very degraded buildings (%).

• Food sector: Besides being responsible for 40% of EU land, the food sector accounts for 19% of
the European average household and 45% of the EU Commission budget. However, on average
20% of the food value is wasted through its value chain, and 11% is due to consumers [12].
Digitalization, as well as new technologies (e.g., aquaponic, urban farming, and precision farming)
and circular behaviors, can transform this sector, increasing irrigation efficiency by 20–30% and
reducing pesticide use by 10–20% and fertilizer consumption by 70–90% [12].

� Indicators used: food waste treated (%); food waste treated in small and medium
enterprises (SMEs) (%).

• Water management plays a central role due to its necessity. In many cities, it is an inefficient
sector that can be upgraded through new monitoring technologies and smarter networks [12].

� Indicators used: safe water accessibility (%); water efficiency (%).
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• Waste management is critical to a circular society. This sector’s responsibility is to collect the
waste of different industries and assure for it a second life. This means planning longevity
and designing waste-avoiding toxic materials, while keeping assets in the market at high value
through tight loops [28]. This field limits the intermediate ring, starting in the food sector and
ending in local resources.

� Indicators used: landfilled waste (%); separated waste (Kg/capita*year).

• CE innovation: This field represents the motor of modern business creation, here with a focus
towards a CE [28]. Activities such as reverse logistics can end up being incredibly complex, as
can synergies [54]. An innovative business plan (or disruptive technology) can overcome this
complexity, bringing about a competitive advantage for those who are implementing the CE, and
enable an improved CE scenario. CE innovation is situated on the right side of the intermediate
ring, close to education, due to its natural symbiosis with academic R&D.

� Indicators used: CE innovation budget (%).

• Specific industries are on the left side of the intermediate circle. Their purpose in the framework
is to highlight relevant sectors for the CE and the city. These industries are economically
representative of the city. Moreover, they bring flexibility and singularity to the framework,
allowing cities to monitor their different impactful sectors.

� Indicators used: recycling rate (%); synergies (%).

Outer circle:

• Education is close to CE innovation and is the backbone of every society that seeks progress. It is
an important sector, since CE requires a set of skills that today societies are still lacking [1].

� Indicators used: basic education quitting (%); superior course (%).

• Digitalization is at the bottom, influencing almost every sector. As written in [17], “[p] owering
the circular economy by providing digital solutions and closing the information gap is probably
the best investment that technology companies of our time can make.”

� Indicators used: accessibility to smartphones (%).

• Demographics illustrate the society of a city and, therefore, are next to specific industries that can
be affected by them. These industries are representative of the characteristics and identity that
make every city different.

� Indicators used: balance between men & women (%); heaviest age group (years); active
population (%).

• Policies, being on the top, represent the top-down approach of policies and reflect the legal
framework in which a city is inserted.

� Indicators used: man–woman balance in politics (%).

3. Porto Case Study

This framework was then tested in the city of Porto. The framework´s indicators were quantified
with the best available reports and data, combined with semi-structured interviews with experts in the
field. When quantitative data were not available, only a qualitative analysis was performed. One first
key result is that data paucity is an issue, and more effort will need to be dedicated to data collection.
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However, the framework could help cities decide which indicators to use to start monitoring CE. The
boundaries of this analysis are the Porto geographic limits, with exceptions of expansion to the AMP
or Portugal.

The CCD for Porto is represented in Figure 2, with the fields (Table A1), synergies (Table A2),
and policies (Table A3) tables in Appendix A. The field table lists the used indicators. Below is an
explanation of the different sectors.

 

Figure 2. The CCD of Porto.

Inner Circle:

• Local resources: Porto has good wind and solar potential [55,56]. Porto wants to increase its
green space areas, which will promote a better lifestyle and allow circular synergies, for instance,
through water waste usage. Currently, it has around 0.5% of its area covered by green rooftops, an
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initiative to promote green spaces [45]. Moreover, its import/export is higher than 1; in a circular
city, it should be below 1, i.e., it should generate more than it consumes [57].

Intermediate Circle:

• Renewable energy is taking advantage of the wind and solar potential, representing, in Portugal,
63% of the power generated [58]. The Portuguese grid gives access to, virtually, every citizen [59].
This means that Porto is in line with the national renewable energy values. However, it has an
energy intensity of 1.56 GWh/M€, above the EU average of 1.4 GWh/M€ [58].

• CE innovation: Porto has different innovation hubs with diverse entrepreneurial fronts. Many of
these fronts can have a positive circular impact. Porto Digital, together with OPO Lab and the
innovation hub, are relevant platforms that promote circularity [26]. The budget dedicated for
innovation is 0.009% of the total municipal budget [60,61].

• The food sector is difficult to measure, due to the many stakeholders involved and the difficulty of
keeping track of energy and material flow. In Portugal, Continente, a wholesale market company,
embraced circular practices, making them pioneers among its competitors. Except for this market,
little evidence of steps towards circularity has been found. Continente has seen positive outcomes
due to its efforts in savings, sustainability, and customer engagement. Therefore, it was selected
as a reference, having close to zero food waste, with the rest of the wholesale market making no
contribution. This gives a share of around 21% of food waste being recovered in the wholesale
market [62]. However, the SMEs in the food industry, show no evidence of circularity, and it was
considered 0% [63].

• The building sector is representative of data paucity in the field. It indicates extreme building
degradation of 1.7%, which is not the perspective Porto itself transmits. Porto’s buildings are
usually old, degraded, unoccupied, and not monitored. They are not prepared to embrace
synergies as renewable energies. Nevertheless, there is opportunity to remodel the city, translating
to a retrofitting percentage of 13.6% among all work buildings in the city [64].

• The transport sector does not yet indicate any positive progress. This sector aims for
electrification, shared mobility, and increased usage of public transportation. A percentage
of 19.6% of mobility is indeed through public transport, but electrification is blocked [65]. This
can be attributed to the low incentives for this technology, alongside a monopolized charging
infrastructure that is now stagnating and bottlenecking electric mobility [41]. Representative of
this is the electrical energy consumed in the transport sector: only 0.6%, far below the 10% mark
set by the EU [66].

• Specific industries: Only one was selected for Porto: the cork industry. This industry is a model
of circularity in Porto. Its business relies strongly on cork as a raw material, and it is led by Cork
Amorim. By verticalizing its business model, Cork Amorim expanded from raw materials to
different products—from crop stoppers to space composites [67]. Cork characteristics, together
with this vertical approach, allow Cork Amorim to recycle and reuse its material, allocating it for
different purposes while retaining its value. Its vision and innovative perspective leads to new
market opportunities for cork, bringing possible synergies with every sector of the intermediate
ring of this diagram [68].

• Water management in Porto is an old network and lacks monitoring and nutrient extraction.
It has plans in motion, oriented by Águas do Porto, to create stations to treat wastewater and
generate fertilizer [12]. It features, as expected of Portugal, 100% safe water access, together with
an efficiency of 81% [69]. Its efficiency is blocked by the networks and their monitorization, and
upgrades to increase efficiency—at this level—are expensive and even considered economically
unfeasible [26].

• Waste management: Lipor is responsible for waste management and is a good example in
Portugal and the EU. Only 1% of the waste ends in a landfill; the rest is treated or energetically
valued [70]. Lipor also organizes sensitizing campaigns, with a recent one promoting the use of
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combustors by citizens, in households, generating their own fertilizer. This is reflected in a waste
separation of 46.54 kg/year per capita [71].

Outer Circle:

• Education in Portugal is mandatory between the age of 6 and 18, or until the 12th grade is
finished [40]. This policy promotes an educated society but has yet to translate into impactful
results. Still, 11% of the students in Porto quit basic education, and only 25% of the population
have good grades [72,73]. Despite the efforts to incorporate more students and to provide a better
education—including circular and sustainable behaviors—there is still a lack of skills that CEs
require to thrive, since they rely on a skilled labor force, which can lead a holistic, circular shift
through large enterprises and SMEs [26].

• Digitalization is present in Portugal and Porto. Companies embrace new technologies,
programming is a course gaining more spotlight, and smart metering is a discussed and aimed
solution by large utilities, such as EDP and ENDESA [59]. It is a process that is already underway,
combined with an equipped society and connected to the world through smartphones. In Portugal,
71.6% of the population has access to a smartphone, and this is reflected in Porto [74].

• Demographics represent a gender-balanced society in Porto, with up to 60% being able to work.
It also translates the Portuguese aging trend, with the heaviest age group being 60–69 [75].

• Policies: Portugal, and consequently Porto, is in line with the EU CE action plan and consequent
directives. A more social indicator was used to analyze this field, showcasing the framework
adaptability to embrace different data and indicators. This also showcases the lack of data in
some of the fields. The indicator consists of the percentage of women present in the municipality
directive board. A cap of 30% was selected [76], and Porto overcame this with 36% [77]. In the
framework, this is represented as 100%, indicating that this field has reached its goal.

4. Discussion

Porto is still in the initial stages of becoming a circular city. Nevertheless, the city is part of the
Eurocities group and has the objective of becoming fully circular by 2030 [25]. Evaluating the city
circularity with CCAF shows how the city is doing in some sectors, while still lagging in others.

The different sectors of Porto demonstrate initiative towards circularity. Most significantly, waste
management, water management, and the cork industry are successful examples. CE innovation and
the food and transport sectors require a critical shift towards circularity. The remaining sectors are
already in a circular path and require further measures.

A higher interconnectivity between sectors—synergies that result in less waste and higher
efficiency—is desirable. This can be achieved if the different sectors adopt a circular perception,
together with transparency and cooperation [8].

4.1. Case Study Discusion

In this section, each sector will be discussed. This discussion relies mostly on Porto’s performance,
and lessons can be learned for other cities aiming to shift towards circularity.

Looking at Porto’s local resources, the city has the potential to increase energetic independency
through solar and wind. Economically, a more export-oriented philosophy must be adopted, making
more use of the local resources and recirculating some of Porto’s products. This is in line with
the CE characteristic of being a generator instead of a consumer [15]. Finally, there is a push from
Porto towards the installation of more green areas, which result in a higher life quality and enable
synergies [45].

In the renewable energy field, Portugal is on a promising path, supported by a grid network that
connects the entire country. A next step could be decentralized power adoption that is incentivized by
the government; this would provide more energetic independence and resilience to cities and buildings.
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Porto is increasing its innovation in general, with a higher focus on hubs and cooperation with
universities, and benefits from a platform of entrepreneurs and innovation that promotes CEs. The
actions of enrolling in international projects are a positive aspect of Porto innovation centers and will
lead this transition towards a circular city.

The food sector requires major improvements, especially on the two fronts analyzed by the
indicators. On one hand, the retail sector has yet to increase food waste allocated to a second life.
Continente is an example in this area. On the other hand, food SMEs need to decrease their waste flow,
adopting sharing schemes such as OLIO that allocate flows to citizens who want it [78].

Porto’s housing must both be retrofitted and adopt circular materials and technologies. It must
adopt smarter electrical networks and metering, allowing synergies from decentralized power in
buildings and the integration of electrical vehicles (EVs) as buffers. Smart housing and offices should
be further explored, implementing sharing behaviors and connecting through IoT [12]. Moreover,
retrofit must increase its share in building works and be complemented by material passports and
material banks. For these three actions to happen, legislation is required, focusing on heavier penalties
for the non-registration of materials in buildings, the allocation of local banks of building materials,
and a push to shift retrofitting based on circularity as a viable alternative [79].

Individual transport is the main source of transportation in Porto and Portugal, mostly composed
of fossil fuel powered technologies, despite a good public transport sector [80]. This goes alongside a
political panorama that only slightly promotes the shift to EVs and a very weak charging network for
EVs, with its development blocked by the monopoly of MOBI.E [36,66]. To promote a shift towards
public transportation, Porto can increase the area of prohibited zones for individual transportation,
complemented by restrictions for fossil fuel transportation. More than just a charging network for
EVs, the infrastructure of Porto needs to be rebuilt, focused on the future of mobility and making it
flexible for technologies that will most likely thrive—automation and IoT, for example—in the mobility
system [17].

It is understood that a shift to circularity can happen by connecting specific industries through
synergies, shaping the economic and cultural panorama of the city [12]. In the case of Porto,
other industries to join the cork industry may be the textile, furniture, shoemaking, plastic, rubber,
metallurgic manufacturing, and wine industries [27]. These industries are all present in Porto and all
share opportunities—some due to the ease of implementing circular business models, others due to
the substantial potential and positive impacts that would occur if these circular business models were
implemented [27]. The cork industry is a great example of how circularity can thrive in companies,
with positive impacts on the environment and finances of the enterprise. The ease, compared to most
other sectors, of recovering data in Cork Amorim must be highlighted. Companies such as these have
the opportunity to monitor their business closely and focus on circularity, and to use it as leverage
against competition. This is a sector that is expected to keep expanding, which can use the CE trend to
lead the circular transition.

The Porto municipality and Águas do Porto have a high focus on water management and on
how to upgrade it, especially in matters of losses [26]. The indicators used in this work do not reflect
this situation. It shows the liability of current indicators, and the need for information on relevant
and accessible entities. The political framework, although lacking a set of objectives and oversight, is
organized to tackle the leakage issues, increase synergies by the recovery of nutrients, and upgrade the
digitalization of the network [26].

The waste management sector is well developed, mostly due to Lipor. The greatest achievement
is the almost zero landfilled waste, which should place Lipor as the reference to Portuguese cities.
Nevertheless, many of this waste ends up incinerated, and such solution does not recover most of
the value of the material. Hence, in a circular model, should be a final solution [10]. Lipor is already
promoting a better second-life usage of the waste separation of materials, but it is the company’s
responsibility to design waste in a smart way until disassembly, using materials that are durable and
circularity-friendly [13]. For that to happen, reverse logistics business models need to be explored and
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supported, together with second-life material markets. Moreover, Lipor is asking the citizens of Porto
(and other municipalities) to separate their waste and is educating them on how to directly reuse it at
home. This is being described, by Lipor, as a success programme.

Portugal has a good political framework that promotes education. Porto follows this profile with a
strong college presence, backed by some relevant schools and leads in scholar rankings [81,82]. Moreover,
there is cooperation between innovation hubs and Porto University, together with the creation of a
college course of circular economies. However, Portugal still has to invest in the population’s basic
education and the elderly, who will be a big share of the population in the next several decades. To
achieve the potential of this age group as an example, education programmes focusing on CEs must be
available to elder citizens.

Digitalization is the most impactful field of Porto, with the potential to impact all sectors, bringing
Porto to a circularity-friendly position. It is a trend that has gained traction in past years and is
supported by big enterprises— mainly Google in the circular economy—in every sector. It is reflected
in population access, for instance, smartphone accessibility [17]. All sectors need to have better
monitorization. The cork industry can be a role model in this matter. Allowing the gathering and
treatment of data will foster more reliable indicators that will reflect the current situation of the city in
circular terms more accurately.

According to policies, many incentives are in progress or planned, with the EU being responsible
for many of them. Legislation must be reviewed, with a national effort to focus it on CEs. It must be
accessible and organized to the public, making it easier for individuals and SMEs to understand the
political framework they are navigating in while also reducing the uncertainty of investors by showing
commitment to this path. The indicator of this sector, together with the demographic indicators,
showcases a balanced society without gender discrimination. It is the role of Porto, Portugal, and the
EU to be generally non-discriminatory, not just with respect to gender. This translates into a balanced
and progressive society that will foster awareness, acceptance, transparency, and a sense of community.
This can then foster circular, social, and economic development [83].

4.2. Framework Discussion

The framework fulfilled its purpose of supporting a structured reflection of what Porto’s progress
is in circularity. The relevant fields were identified, and each one was analysed individually. It
provided an idea of overall progress in CE as a city.

The local resources and demographics illustrate Porto’s characteristics, allowing for an
understanding of the intrinsic strengths and weaknesses of the city. The other sectors reflect how far
Porto is from reaching the desired CE goals.

The specific sectors successfully bring identity to the city. It demonstrates that Porto has an
influential cork industry that is an example of circular business. This is an area that adapts from city
to city, and with more industries analyzed in this side of the framework, the city’s economic and
industrial character can be better understood.

Moreover, the fields interact well between each other. They have a mix of individuality and
connectivity that is ultimately showcased by the synergies. These synergies will be further explored and
tested. However, it is already possible to identify possible and ongoing synergies, when complemented
by the tables.

These synergies have even fewer indicators and data support than the fields though. A better
design of these synergies can allow MFAs to be implemented between fields (and within fields),
solidifying the connection between fields and allowing a holistic overview of the city material and
energy flows. This can be achieved with further computational work and data gathering.

Data paucity is a concern for the framework and more broadly to the implementation of CE in
cities. Most cities do not track circularity and are not equipped to gather this data. A good starting
point would be to define the indicators, so that the data can be targeted. A framework like the one
presented in this paper can support the discovery of such indicators and support monitoring efforts.

107



Sustainability 2019, 11, 1813

The CCAF fulfils the objective of monitoring the complexity of city circularity and setting goals.
However, it misses a mapping feature, which would allow the identification of physical synergies and
ease urban planning. This can be tackled with further computational work that connects the CCAF to
intuitive maps, already in use in other analyses [14].

Cities such as Paris, London, Milan, and Amsterdam [23] are already taking steps towards
monitoring CE in cities. The tools usually used are the MFA, the LCA, intuitive mapping, and
RESOLVE [10]. Connecting the first three tools to this framework (even a simplified version that does
not complement all the fields) can bring about a precise understanding of the progress of these cities
towards circularity. Even more, it can bring about the standardization of tools and indicators, pushing
cities to work together towards circularity and enabling comparisons.

Portugal has the opportunity, due to Porto’s and Lisbon’s circularity initiatives, to develop an
environment where CEs in cities can thrive. For that, standard indicators that reflect each city but also
allow one to compare them on a national level can be implemented. National regulators can take an
important role here, making connections between cities and identifying, together with municipalities,
potentials and where each can be improved. Furthermore, intercity synergies can be found through
national level meetings. This can be extrapolated to the EU level.

5. Conclusions

Cities are a hotspot of economic, environmental, technological, and social development [20]. With
an international push towards circularity in cities, a framework that can support municipalities in the
pursuit of CEs is required. This work presents a framework that comes from a holistic definition of
CEs in a city context, and the framework was developed to be modular, flexible, and transparent. The
framework strives to represent the most relevant fields in a circular city and their interactions. It was
developed to be modular enough to be applied in different areas and at different regional scales.

For its improvement, the framework should be applied to new cases and could be upgraded
in several ways. A set of standard indicators that could be used in all cities should be set, and data
should be collected for it. The framework could be coupled with multi-criterion analysis to reflect the
weights of different indicators in each sector and enable city comparisons. It also aims to be flexible
so that different levels of analysis can occur. LCA and MFA of companies from different sectors can
be an extension of this framework, reaching a meso level. This can then be repeated at the product
level, reaching a multi-level analysis characteristic of CEs, achieving the holistic requirement of its
implementation [84].

As stated before, the target users of this framework are municipalities, alongside other agents
promoting and monitoring circularity in a city. It is understood that the framework is intuitive enough
to be used by non-specialist and non-scientific personnel, leading to a reflection of a city’s circularity
from a multi-sectorial perspective. Furthermore, matching the CCAF with an intuitive city map can
create an even better understanding of where to act, who is acting, and the local synergies, and this
can ease urban planning at the same time.

This study could be enriched by (and can inform) the work being done by the European
Commission, together with relevant entities in the CE subject, such as EMF and ESAC, as they
identify indicators to monitor circularity. While all cities are different, some standard aspects exist.
Therefore, modularity and flexibility need to be present in the development of indicators. They need
to be balanced with a standardization and simplicity perspective that allows for city comparisons
and rankings. Consequently, the integration of multi-criterion analysis indicators is achieved, and the
circularity of a city is concisely reflected.

Finally, there is a need, in terms of the analysis of a city in its circularity, for a broader involvement
of agents, reducing the needed assumptions and therefore allowing a reflective understanding of a city
standpoint as well as its future objectives and pathways. Circularity in a city needs to be harmonised
and understood together with other action on decarbonisation [85,86]. With a broad enough work
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group, deeper analysis can become a reality, as this framework with economic, technical, social, and
environmental analyses of possible paths will be complemented.
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Appendix A Framework Tables, for Porto

To complement the framework, three tables were developed. These tables work as the backbone
of the CCD and provide more insight to each sector. They are the starting point to develop the CCAF,
since it is in there that most of the information is stored. However, in this case study, it is important to
remember the lack of data and support. This led to less insightful tables. Nevertheless, as well as the
CCD, the tables need to be updated once more recent and reliable information is gathered.

The first table analyzes each field in more depth. It is divided into different columns, with the
left column listing the different fields. First, it provides a description of each field, contextualizing
the results and providing qualitative informat ion that cannot be reflected by the indicators. Second,
it identifies the principal agents influencing that sector. This can be extremely useful if the CCAF is
merged with an intuitive map, since it indicates which entities should be highlighted. Third, it lists
the technologies in use in each field that promote circularity. This column can be further explored by
matching it with a list of all possible technologies and behaviors that can promote CEs. Again, this
is useful when merging CCAF with other tools, because it determines the context of that field. The
last three columns refer to the indicators that are in use, the current value of that indicator, and the
desired goal.

The second table analyzes the synergies in action in the city. This table is extremely useful, since
an extensive visualization of these synergies in the CCD would increase the framework complexity
and hinder its understanding. As a side note, synergies could be further explored in the CCD if this
framework is adapted into a computational framework. After listing the different synergies in the first
column, the second column indicates the fields that the synergy involves. The next column describes
the synergy itself and contextualizes it in the analyzed city (in this case, Porto). The following two
columns describe the current situation of the synergy, followed by the aimed goal. These two columns
can be further explored, as they apply quantitative goals to the different synergies as well as indicators.

The third table focus on policies. Policies have a heavy impact on city dynamics and its future.
Moreover, due to its holistic and qualitative characteristics, they are difficult to translate into indicators
in the CCD. Hence, this table complements the policies field. It lists different policies, on different
levels, that impact and define the city circularity. Mirroring the two other tables, the policies are
listed in the first column. This is followed by a column identifying the level of implementation of the
policy (regional, national, EU, global, etc.) and then the fields affected by it, similar to the synergies
table. Another column describes the most relevant points of the policy, followed by another with
recommendations on that policy, so that it better aligns with the CE objectives and context of the city.
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Appendix B Table of Interviews

This paper was complemented by a set of interviews, listed in Table A4. These semi-structured
interviews were always desired for the development of the framework.

Due to the holistic characteristic of CEs and circular cities, alongside the lack of indicators,
data, and conceptualization, it was understood that insight from experts in different fields of CEs,
sustainability, and sectors influencing a city would contribute positively to the framework.

The interviewed experts come from different sectors. However, each one has holistic
understandings of the CE impact, certain opinions on the circular city, and expertise in their sector, as
well as insight in other relevant sectors.

The interviews, independent of duration and type, started with particular questions regarding
the position of the expert. They then followed the same procedure as per the literature review. After
obtaining inputs of the different experts’ conceptualization of CEs, their experience with it, how their
sector and business contemplated circularity, and which policies were more influential, it was asked
what indicators they could provide and recommend to monitor circularity—in a city, in their sector,
and in their business.

The interview began with brainstorming. The future of each sector was discussed, different
technologies and trends were analyzed, and the future circular city was considered. Insights were
extremely useful due to the openness of these specific experts. They shared their knowledge and their
opinions and expectations for a circular economy.

At one moment of the interview (but always during the brainstorming), the framework was
presented. Here, it was tested: Questions were asked regarding its adaptability to different cities and
how well the framework captured the circularity of a city. Finally, it was contextualized in the city of
Porto. This part of the interview helped position the different fields in CCD and define their labels.

All the interviews contributed with powerful impacts. It is understood that, in such a holistic
framework and analysis, a broader group of experts should be interviewed. The implementation of
the Delphi method has been suggested in the future, with a broader group of interviewed experts [4].

Table A4. List of interviews.

Name Position–Company Interview Type/Duration

Elsa Rodrigues Monteiro Head of Sustainability and Corporate Communication–Sonae Sierra Face-to-Face/1 h
Diana Nicolau Marketing, Education and Comunication Technician–Lipor Distance/1 h

Joana Sousa Lara Co-founder–Panana Distance/1 h
Pedro Vieira e Moreira Head of IT & Innovation–Águas do Porto Distance/0:30 h

Vítor Martins Head of Environmet–Modelo/Continente Supermarkets, S.A. Distance/1 h

Nuno Ribeiro da Silva
Portugal Director & Invited Professor of Lisbon

University–ENDESA Face-to-Face/2 h

Pedro Pinto Business Development & Franchise Director–Cooltra Face-to-Face/1 h
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Abstract: Since the concept of smart cities was introduced, there has been a growing number
of surveys aiming to identify the dimensions that characterize them. However, there is still no
consensus on the main factors that should be considered to make a city more intelligent and
sustainable. This report contributes to the topic by identifying the most important smart city
drivers from the perspective of professionals from four broad areas of expertise: applied social
sciences, engineering, exact and Earth sciences, and human sciences, which provide important
insights for the understanding of smart and sustainable cities. In this study, we conducted a wide and
detailed literature review, in which 20 potential smart city drivers were identified. The drivers were
prioritized from the results of a survey conducted with 807 professionals that work in the concerned
field. The results showed that the seven drivers identified as the most important to increase the
intelligence of cities are related to the governance of cities.

Keywords: smart city; sustainable city; smart governance; drivers

1. Introduction

In a context of the accelerated growth of cities and the increasing demand for solutions that enable
more appropriate responses to sustainability challenges, researchers have become more interested in
issues related to smart cities. Because of this, recent debates on sustainable urban development have
been intrinsically related to smart cities [1–3]. In fact, it is currently difficult to think of a smart city
without associating it with aspects of sustainability and vice versa.

The concept of a smart city is not new and has evolved in recent decades [4], mainly as an answer
to the challenges imposed by growing urbanization, digital revolution, and the demands of society for
more efficient and sustainable urban services and the improvement of quality of life.

As a matter of fact, the concept of smart cities has been expanded over time, incorporating
variables that reflect ways of dealing with challenges imposed by the transformations resulting from
the way cities are owned and perceived by society. Thus, these variables, which could signify possible
solutions to the growing challenges, have been assuming a much more reactive character than a
proactive and strategic way of thinking of cities.

Recently, several studies have been developed to better understand smart cities from the
dimensions that characterize them [5–9]. These studies began to intensify the multidisciplinary
character of a variety of domains and disciplines [10], which emphasizes different aspects of the
phenomenon depending on the context [11,12]. Although a smart city is still a diffuse concept that can
have several interpretations, [13,14] it is possible to identify the convergence over time of the concepts
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of an intelligent city and a sustainable city [15]. The consensus is that it must be inclusive, secure,
resilient, sustainable, and based on information technologies [12,16,17].

Other studies have also been developed focusing on the challenge of transforming today’s cities
into “smarter cities”, searching for possible drivers that potentiate this transformation. The main
research on this subject can be grouped in studies of technology and governance, with these two
approaches being present in most articles consulted. Technology-related approaches, in short,
aim to improve the efficiency of services and infrastructure (e.g., communication, transport, supply,
etc.), mainly related to information and communication technologies (ICT). On the other hand,
the approaches related to governance focus on management and the interactions between the various
stakeholders in the city, connecting and developing socioeconomic and productive interactions among
networks of urban actors.

Therefore, a more current and comprehensive way of understanding a smart city from the
integration of existing knowledge and experiences is that of an innovative city, which combines aspects
of intelligence and sustainability through a governance that integrates stakeholder interactions and
that uses the technology to optimize services and infrastructure to improve quality of life. It is an
orchestrated city in its actions and projects, interconnected and more intelligent, with the intensive
use of technologies, such as the ones of sensing, information, and communication, in order to increase
the efficiency of energy networks, transportation, and other logistical operations. The technology
provides the means for the improvement and the connection of actors and services aiming to achieve
a sustainable urban development, upgrading the socioeconomic, ecological, logistical, managerial,
and competitive performance of the city and the quality of life of its population, thus ensuring that the
needs of present and future generations are met [15,16,18–24].

Towards the aim of understanding the dimensions that characterize smart cities and the drivers
that stimulate today’s cities to become “smarter”, studies have also been developed to classify how
smart a city is. These studies focused mainly on the development of rankings from terms such as
technology, economics, people, governance, mobility, health, environment, and quality of life, among
others. However, the word smart was always attached to a set of indicators to explain the cities
performance factors from certain contexts [25,26]. However, even today, there is no consensus on the
main factors that should be considered to make cities smarter and sustainable. Studies on this topic
are scarce.

This study addresses this gap and contributes to the literature regarding smart cities; in particular,
it adds to the literature on what factors make cities smarter and sustainable. Therefore, the identification
of the drivers was made more important by the researchers who published on the subject, from a broad
and detailed bibliographic search.

Another contribution is the prioritization of these drivers based on the vision of 807 Brazilian
experts, who have expertise in the priority areas pointed out by the literature on smart cities and
work in four main areas of knowledge: applied social sciences, engineering, exact and Earth sciences,
and human sciences.

The results showed that the twenty drivers identified as important in the literature were also
considered important by experts, and from these, 15 drivers mainly focus on the governance of cities
and the other five focus on technology. In addition, five drivers were rated as “extremely important”
by all experts. The importance of identifying this smaller set of drivers considered as a priority is that
leaders of these cities need to focus on those that are most important, considering the Brazilian scenario
of scarcity of resources and that a great majority of Brazilian cities have the same main problems.

Consider that of the 20 drivers, 15 are mainly focused on the governance of cities. This, at first,
suggests that governance is the main problem faced by cities. We also take this opportunity to reflect
on possible solutions based on governance actions.
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2. Materials and Methods

2.1. General Approach

The main research question of this study was “what are the main drivers for increasing the
intelligence of cities?” To answer this question, we designed an approach in four steps: bibliographic
research, identification of smart city drivers, survey with expert’s opinions, and data analysis.

2.2. Bibliographic Research

Due to the multidisciplinary nature of the studies on smart cities, a wide and detailed
bibliographical search was carried out. Several search engines and databases were used, especially
those available at the “Portal Periódicos da Coordenação de Aperfeiçoamento de Pessoal de Nível
Superior” of the Coordination for the Improvement of Higher Education Personnel (CAPES), Brazil.
This tool provides access to the full texts available in more than 38,000 international and national
periodicals, as well as to several databases (Web of Science, Scopus, Scielo, etc.). The “Portal Periódicos
da Coordenação de Aperfeiçoamento de Pessoal de Nível Superior” includes references and abstracts
of academic and scientific studies to technical standards, theses, and dissertations, among other types
of materials, covering all areas of knowledge. The search was also carried out on the website of the
main scientific periodicals and Google Scholar.

The literature search included papers published in the last 10 years, so that the drivers were more
representative of current reality. The keywords searched were “smart cities”, “smart city”, “smarter
cities”, “smarter planet”, “digital cities”, “sustainable cities”, and “ecological cities”, which were
combined with the terms “drivers”, “dimensions”, “rankings”, and “components”.

To accomplish the bibliographical search, we adopted the recommendations of Webster and
Watson (2002) [27] and of the Preferred Reporting Items for Systematic Reviews and Meta Analyzes
(PRISMA). The main strategy was to initially conduct an exploratory reading based on a brief study of
titles and abstracts in order to exclude all articles that did not have some evidence or information on
the issues addressed. After that, a selective reading was carried out. The articles whose abstracts were
selected went through a full reading, excluding those who did not have relevant primary information
to the research questions. The bibliographic research was finished when we concluded that we were
not finding new papers with relevant information.

Thus, from the keywords, we identified 1827 articles from the last 10 years. After excluding the
418 duplicates, the number of papers was reduced to 1409. From the exploratory reading of titles and
abstracts, we discarded 1150 articles. The exclusion criteria were abstracts that were not clear enough
to identify relevance to our study or whose content did not express this relevance. Papers published in
journals without a peer review system or that did not provide full text were also excluded, as were
articles whose language was not English or Portuguese.

For the remaining 259 articles, we performed a selective reading to verify if our perception of
the contribution to the research from the abstracts was proven. This step resulted in the exclusion
of 116 papers. The exclusion criteria were non-original articles, those which insufficiently described
investigation methods, results that did not contribute to the study, and results whose methodology
did not support their validity.

The remaining 143 articles were analyzed in detail. For the present study, 110 articles were
effectively used, of which 61 were the basis for the choice of drivers. From these articles a spreadsheet
was created containing the most relevant sections to support and answer the research problem. Figure 1
summarizes the literature search using the PRISMA flowchart.
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Figure 1. Literature search from the Preferred Reporting Items for Systematic Reviews and Meta
Analyzes (PRISMA) flowchart.

2.3. Identification of Smart City Drivers

For the identification of the potential drivers for smart cities, a reflective and interpretive reading of
the articles selected in the bibliographic search was carried out, and an examination of the perspectives,
multiplicity, and plurality of approaches was performed. This aimed to understand what was
already done concerning the proposed research and the latest developments in the field of smart
cities. The strategy was to obtain a solid theoretical basis for our study, to order and summarize the
information, to relate the main concepts and knowledge from already published papers to the scope of
the research, and, finally, to identify a set of potential drivers.

In order for a potential driver to be considered of great relevance for increasing the intelligence of
cities, its importance had to be portrayed in at least two works that did not refer to each other. As a
result, we obtained a list containing twenty drivers.

The prioritization of the drivers based on their importance to the increase of the intelligence of
the cities was carried out from the results of the survey of expert’s opinions.

2.4. Survey of Expert Opinions

To carry out the survey, we used a questionnaire developed in an online platform (Google Forms),
containing questions regarding demographic data and questions addressing the importance of the
selected drivers in the bibliographic research. In the questionnaire, experts expressed their professional
opinion about the importance of the contribution of each driver to make a city smarter, according to a
five-point Likert scale, ranging from extremely important to minimally important. The drivers were
randomly presented to avoid responses being influenced by the order in which they appeared.
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We invited professionals that work in the main fields focused on in this report to answer the
pre-test and the reviewed questionnaire. The inclusion criteria were to have expertise in the priority
areas indicated in the literature for smart cities, to have training experience of more than five years,
and to hold a degree in one of the following areas: applied social sciences, engineering, exact and
Earth science, and human sciences.

These areas of knowledge are organized by Coordination for the CAPES from the clustering of
several areas of formation, due to the affinity of their objects, cognitive methods, and instrumental
resources reflecting specific sociopolitical contexts. The areas considered were Applied social sciences
encompass the interdisciplinary areas of knowledge that deal with aspects related to public and private
administration, accounting and tourism, architecture, urbanism and design, communication and
information, law, economics, urban and regional planning/demography, and social services.

Human sciences have a human-centered approach and focus on the connections with history,
beliefs, and the time/local space that can connect them. In this sense, human sciences involve themes
related to anthropology, archeology, political science and international relations, religion and theology
sciences, education, philosophy, geography, history, psychology, and sociology.

Engineering is characterized by the study and application of several branches of technology in order
to materialize ideas in reality through techniques to solve problems and satisfy human needs—that is,
applying methods and scientific vision for solving problems. It includes all engineering courses.

Exact and Earth sciences encompass disciplines based on physical-mathematical calculations, such as
astronomy, physics, computer science, geosciences, mathematics, probability, statistics, and chemistry.

To get the experts opinions, we followed two strategies. The first was to use events in 2017 in
which the authors participated in the organizing committee or as speakers in order to invite the
speakers and participants with a potential to respond to the research. The events were “Corporate
dilemmas—A critical view of the current scenario and practical solutions” held on 25 April 2017,
“Corporate Dilemmas and Smart Cities” held on 25 May 2017, “Smart Cities Connecting with the
Future” held on 24 October 2017, “Smart Cities and Creative Solutions” held on 6 November 2017,
“Smart Cities and Creative Solutions—second meeting” on 16 November 2017, and “International
Seminar on Policies, Incentives, Technology and Regulation of Smart Grids” held on 4 December 2017.

The second strategy was to request the coordinators of expert networks on issues related to
smart cities working in Brazil to appoint specialists. Accordingly, several coordinators of various
agencies cooperated with the questionnaire, such as the Innovation Agency of the Federal University
of Fluminense (AGIR/UFF); the Laboratory of Innovation, Technology, and Sustainability of UFF
(LITS/UFF); the Center for Smart Technologies (CTSMART); Rede Brasileira de Cidades Inteligentes
e Humanas (RBCIH); the Smart City Business America (SCBA); and the Project Management Office
(EGP/Niterói) of the Niterói City Hall.

The experts were invited in person, by e-mail, by Whatsapp, and by Linkedin. Nine hundred and
ninety experts from various regions of Brazil were invited, of which 895 agreed to participate.

To receive the answers of a minimum number of respondents per knowledge area that were
interested in participating in the survey, we used all the sources described above, and the survey took
10 months to complete.

With regards to qualification and professional experience, we decided that participants had to
have at least one of the specialties that make up the four areas of knowledge researched in this paper.
Also, they had to work in fields related to smart cities and have five years of professional experience or
more since, in Brazil, this is usually the minimum amount of professional experience required to carry
out specific activities that require deep knowledge.

The pre-test was executed in person with 10 specialists, using printed questionnaires, to identify
possible doubts and eliminate inconsistencies. Thus, the respondents expressed their opinion about
the overall design of the questionnaire, the clarity and pertinence of the questions, the preferred layout,
and the order of the questions. The questionnaire was reviewed based on the comments received.
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All questions of the survey were completed by the 895 respondents in 16 weeks (from 19 August
2017 to 8 December 2017). The professionals who did not have a complete higher education level and
a minimum of five years of experience were excluded from the sample, as well as professionals from
other areas, which resulted in a sample containing 807 respondents.

2.5. Data Analysis

After completing the data collection, we used Cronbach’s alpha to evaluate the reliability of the
data collection tool and the respondents. For that, the measurement of the variance of the responses
of each item and the variance of the responses of each respondent were made [28]. Cronbach’s alpha
is one of the most important and widespread statistical tools in research involving the construction
of tests and their application, because it accounts for the variance attributed to the subjects and the
variance attributed to the interaction between subjects and items, resulting in an index used to evaluate
the magnitude to which the items of an instrument are correlated. Thus, this makes it possible to
evaluate the average of the correlations between the items that are part of an instrument and the extent
to which the factor measured is present in each item [29].

To prioritize the data, we created the concept of relative median, which is represented by an
indicator that allows for the hierarchization of the drivers in each semantic classification of the Likert
scale. Taking the two lines of Figure 2 as an example, which presents a median equal to four, we can see
that the median in the first line is much closer to the frequency represented by the number three. In the
second line, when you add more cells to the frequency represented by the number five, the median
moves farther to the right. When comparing the first with the second line, although both have medians
equal to four, the driver of the second line can be interpreted as more important, since it received more
classifications as five and kept the other frequencies.

Figure 2. Example of the median position.

The formula used to calculate the relative medians was

RM =

⎧⎪⎨⎪⎩
1 x = 1

m +
Pmed−∑m−1

i=1 ji
ji

2 ≤ x ≤ N
N x = N

⎫⎪⎬⎪⎭
where RM is the relative median, m is the median, Pmed is the position of the median, N is the number
of respondents, and ji is the number of respondents who were assigned a semantic classification of “i”.

3. Results and Discussion

Through the methodology described above, we obtained two main results. The first is the set of
drivers identified from the papers selected in the bibliographic search. The second is the summary of
the information obtained from the survey.

3.1. Selected Drivers

Twenty drivers were selected according to the criteria described in the materials and methods,
as shown in Table 1.
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Table 1. Selected drivers.

Driver Source

Urban planning: Territorial management through the use of tools
and indexes, including urban environmental quality, air quality,

and well-being
[12,15,30–44]

City infrastructure: Management of the basic networks of rainwater,
sanitation and water, and sewage services [30,33,42,45–49]

Smart grids (energy): Intelligent management of energy sources
and energy networks [33,47,49–51]

Smart buildings: Use of sensors to minimize energy consumption
without compromising comfort and safety (e.g., temperature,

lighting, air quality, and natural ventilation)
[32,33,42,49,51–55]

Urban risks: Vulnerabilities, monitoring, prevention, and response
to disasters in cities [32,47,48,56–58]

Sustainability: Efficient management of natural resources to
increase the quality of life of citizens for present and

future generations
[12,15,33,34,38,48,59,60]

Mobility: Multimodal transport (individual and collective),
intelligent urban mobility [15,32,33,47,49,54,55,60–62]

Logistic solutions: Stocking, storage, transport, and distribution of
products with optimization of the logistics chain [33,62–67]

Logistic applications: Radio-frequency identification (RFID),
geographic information systems (GIS), electronic routing of

goods, drones
[47,51–53,62,68–70]

Public safety: Prevention and control of crime and violence by
public entities [32,33,36,47,50,51,71–74]

Health: Quality of public health and care (elective and emergency) [33,40,46,55,75–80]

Innovation: Development of culture, intelligence, and collective
co-creation for new products, services, businesses, or processes [15,30,33,35,48,81–84]

Business networks management: Network of strategic
partnerships (stakeholders) to boost innovation [12,47,48,55,61,81,85,86]

Funding of new solutions: Public or private financial support or
through public-private partnerships (PPP) [12,32,33,47,48,55,72,85,87–91]

Relationship management: Analysis of the influence of the actors
that compose the city as a social group [12,30,33,41,42,81,85,92]

Technological applications for cities: Use of information and
communication technologies (ICT) for smarter solutions [12,30,32,33,42,46,48,52,54,55,62,73,76,82,85,93–97]

The sociotechnical impacts of digitization: Impact of technology
on productive and labor tasks [12,32,35,36,54,85,96,98,99]

Public policies: Planning and development of public policies for an
intelligent city [4,12,32,33,35,41,46,48,55,60,62,85,97,100–103]

Self-regulation: Elaboration and establishment by the community
itself of the rules that discipline the market with the adoption of

ethical standards
[32,85,97,101,104–107]

Regulation: Set of rules developed by state agencies to guide the
economy and mechanisms of social control [30,32,55,72,96,97,101,108–110]

Of the 20 selected drivers, 15 focus mainly on city governance and 5 focus on technology (Table 2).
The drivers were considered for table composition after an interpretive process. In the “Source” column
of Table 1 we cite authors who helped in the construction of the thoughts about smarter cities.
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Table 2. Drivers grouped from their approaches.

Governance Technology

Urban planning Smart grids energy
Cities infrastructure Smart buildings

Urban risks Logistics applications
Sustainability Technological applications for cities

Mobility The sociotechnical impacts of digitalization
Logistic solutions

Public safety
Health

Innovation
Business network management

Funding of new solutions
Relationship management

Public policies
Self-regulation

Regulation

3.2. Survey Results

Initially, we calculated the Cronbach’s Alpha, the value of which was 0.904 and confirmed the
reliability of the questionnaire and the data. Next, we used the demographic data from the first section
of the questionnaire to identify the profile of the respondents, considering their educational area and
their professional experience (Figure 3). For all four areas, at least 70% of the respondents had more
than 10 years’ experience.

Figure 3. Demographic data.

Figure 4 shows the drivers ranked by the relative median. The drivers were classified from the
judgment of the specialists of each training area. Figure 5 presents the same classification for all
the respondents.
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Figure 4. Drivers ranked by the relative median for the four areas of knowledge.
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Figure 5. Drivers ranked by the relative median based on the total respondents.

Table 3 lists the drivers that were rated by experts as “extremely important” (equal to 5) from the
relative median.

Table 3. Drivers ranked as “extremely important”.

Drivers Applied Social Sciences Engineering Exact and Earth Sciences Human Sciences Entire Sample

Urban planning � � � � �

Cities infrastructure � � � � �

Mobility � � � � �

Public safety � � � � �

Health � � � � �

Sustainability � � �

Public policies � � �

Urban risks �

Figures 4 and 5 showed the drivers ranked from the relative median. It is possible to observe that
all these drivers were considered important by the specialists (the relative medians were higher than
3.0), corroborating with the view of the researchers who published on the subject. From this result,
the drivers considered as “extremely important” (equal to five) by training area were investigated
(Table 3), and eight drivers met this requirement (urban planning, cities infrastructure, mobility, public
safety and health, sustainability, public policies, and urban risks).

Taking into account this set of eight drivers, it was investigated which drivers were ranked as
“extremely important” for the training areas, considering as the most relevant those that received the
top rating evaluation for all the areas. Only five drivers met this requirement (urban planning, cities
infrastructure, mobility, public safety, and health). From this evaluation, this set of five drivers was
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considered as the most important for stakeholders to prioritize their decisions, being denominated as the
top five group.

By continuing the analysis of Table 3, it was observed that two other drivers (i.e., sustainability
and public policies) received the top rating in at least two of the four training areas (human sciences
and applied social sciences). This finding corroborated with the analysis by the relative median based
on the total respondents in the sample as a whole, also shown in Table 3. Thus, by adding these two
drivers to the top 5, a top 7 were composed. The driver “urban risks” has only been rated as “extremely
important” by applied social sciences experts.

Figures 6 and 7 present the behavior of the drivers when the evaluations by training areas are
compared with the evaluations carried out by the whole sample.

At the bottom of the scale of importance in Figure 6, three drivers that were evaluated as
“important” stand out as being important but not a priority for all respondents: the sociotechnical
impacts of digitalization, logistic applications, and relationship management, whose relative medians
are between 3 and 4.

Eight drivers showed variations between the relative medians 4.01 and 4.99. These drivers
are considered important but secondary in priority: smart grid energy, innovation, technological
applications for cities, smart buildings, funding of new solutions, self-regulation, business networks
management, and logistics solutions.

Two drivers were presented as borderline. The “urban risks” driver stands out as an “extremely
important” driver for the applied social sciences group, and the “regulation” driver tends to be
considered as a low priority, being very close to the three least priority ones, for three of the four
professional groups researched.

Figure 6. Drivers’ behavior by training areas, related to the whole sample.
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Figure 7. Drivers’ behavior.

Considering the results obtained, and that all seven drivers are related to city governance,
two fundamental questions arose. The first is, “why do drivers with a technological approach not
appear among the top seven given that, in the existing literature, technology is widely addressed?”
Using an analogy with the human body, we think of the heart and the brain as the most important
for its functioning, and we hardly think of the circulatory system, although it is what maintains the
life of these organs. We think of these organs as living parts and, consequently, imply the inclusion of
what is necessary to keep them alive. We believe that something similar happened during the trial.
The fact that, today, technological resources are massively present in our lives means that we do not
think of most of the things we do with the technology being used. For example, when we use our
smartphones, laptops, etc., we know that they are made possible by technological resources, but we do
not think of these. This reasoning means that technological resources are not felt in isolation but are
incorporated into something. Thereby, the technology layer appears in a transverse way, contributing
to the improvement and efficiency of the services and infrastructure of the cities. The literature points
to a strong correlation of these concepts with the governance [32,60,98,99,103] and orchestration of
services [5,10,30,42,87] in cities.

The second question is, “can the top seven drivers be considered as the most important for cities
of all countries?” We believe that they should be considered in relation to the reality of each country,
because the way the city is perceived and owned by society is strongly influenced by the context in
which the cities are inserted.

This understanding is because cities of each country have characteristics that differentiate them
(e.g., government profile, socio-environmental culture, financing capacity, citizen participation, etc.).
Thus, in several cities of other countries, the perception of the problems is different from those in Brazil,
as Brazilian’s cities problems are lack of planning, lack of infrastructure, and lack of adequate basic
services, such as health care.

In recent years, Brazilian society has experienced a serious political and financial crisis, which
has intensified the deterioration of services and urban infrastructure without most management
bodies being able to propose solutions. In this sense, there is a perception of lack of planning, lack of
infrastructure, and lack of adequate basic services, such as those related to health. Thus, concerning
Brazilian cities, the results are fully justifiable. On the other hand, if we consider the studies consulted
during the bibliographic search (Table 1), the results found can also be easily understood from the
following understanding:
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Urban planning: the management of territories through tools and indexes, including urban
environmental quality, air quality, and well-being. This connects with all areas of the city because,
to develop cities, planning is a fundamental tool for defining the priorities that operationalize the
public policies, enabling cities to become more intelligent and sustainable.

City infrastructure: this includes the management of basic rainwater networks, sanitation,
and water and sewage services. These must be managed as living systems, with efficient operation and
management. For this driver, it is reasonable to note the need for large-scale management to provide a
reasonable minimum sustainability of finite resources to citizens.

Mobility: multimodal transport (individual and collective) and intelligent urban mobility are the
key sectors of smart cities. In the future we will have autonomous and electric vehicles providing an
immediate impact on the transport systems [49]. This driver corroborates with what some authors
point out: that there are more favorable conditions for smart city initiatives with these configurations
aimed at public transport [33].

Public safety: the prevention and the control of crime and violence by public entities can use the
potential of an intelligent city, where camera systems, motion detectors, electronic surveillance by
control and command centers, real-time monitoring of security teams (patrolling), and monitoring of
incidents can enhance the safety of smart cities. One well-known success story is New York’s 911 that
associated technologies with a political response to security.

Health: the quality of public health and elective and emergency services are being transformed
in smarter cities. Through the adoption of advanced tools and technologies, the deficiencies found
in municipalities can be supplied with health services that use concepts disseminated in private
health, such as m-health, e-health, telemedicine [77], or the concept of smart health (s-health) that uses
information and communication technologies for the good of individuals and of life in society [46].

Sustainability: the efficient management of natural resources contributes to raising the quality
of life of the citizens for present and future generations. Social, economic, and environmental
sustainability are strategic vectors for smart cities.

Public policies: the planning and development of public policies in favor of an intelligent city
appears crucial for all the groups surveyed, since the municipal administrations are the entities that
depend heavily on local policies to manage the projects, actions, and services. As these management
groups involve various actors, they sometimes may seem to disagree. This view approaches the
theoretical context pointed out by some authors such as Melo, Macedo, and Baptista [62].

Of the twenty drivers identified in the literature review, fifteen have as their main focus the
governance of cities. This, at first, suggests that this is the main problem faced by cities. In Brazil
this is true, since the eight drivers that received a maximum rating are also related to governance.
Thus, possible solutions go through governance actions.

Developing a smarter city cannot be a top-down process. Drivers such as urban planning, city
infrastructure, mobility, public safety, health, sustainability, and public policies demand a holistic and
integrated vision focused on the priorities of society. The participation of the citizens in the initiatives
of smart cities is fundamental for Brazil to avoid a utopia or a biased tendency towards the solution of
having cities with an exclusively business vision.

Governance challenges can build on the helix quadruple, uniting the forces and intelligences of
universities, the market, society, and governments for an integrated and combined solution to local
priorities. A new way of governance for Brazilian cities should be based on intelligent collaboration
and the use of information and communication technologies as a transverse and integrating resource.

In addition, policies aimed at the transformation of cities must be more comprehensive, effective,
and have the integrated participation of all levels of government. In this context, municipal managers
play a fundamental role and should incorporate better efficiency and effectiveness in the intelligent
application of resources into city planning and strategic project execution to improve management.

We must overcome challenges with more innovative solutions. The intensification of public
awareness and engagement programs in the monitoring of the application of resources can also help
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to avoid the deterioration of services and infrastructure in Brazilian cities, since few resources for new
investments are available.

4. Conclusions

The concept of a smart city has incorporated evolutions and expansions over time. This is
mainly from the convergence of the concepts of smart city and sustainable city. It is also due to the
incorporation of variables that reflect ways of dealing with challenges imposed by the transformations
caused by how cities are owned and perceived by society. However, even today, there is no consensus
on the main factors that should be considered to make a city smarter and sustainable.

This paper sought to contribute to the subject by proposing the main question of this research: “What
are the main drivers for increasing the intelligence of cities?” In order to answer this question, we identified
and prioritized potential smart city drivers from a broad review of the literature and a survey conducted
with specialists in the concerned fields who had undergraduate degrees in one of the following areas of
expertise: applied social sciences, engineering, exact and Earth sciences, and human sciences.

The results demonstrated that of the 20 drivers identified in the literature, seven (i.e., urban
planning, cities infrastructure, sustainability, mobility, public safety, health, and public policies) were
considered as the highest priority for the development of more intelligent and sustainable cities.
An eighth driver (i.e., urban risks), did not integrate into this group because it was evaluated with
priority by only one of the areas of knowledge. In addition, three drivers (i.e., the sociotechnical
impacts of digitization, logistics applications, and relationship management) were evaluated as not
being a priority. We also observed that all seven priority drivers are related to city governance.

It was questioned why the drivers with technological approaches do not appear among the top
seven since in the existing literature, technology is widely addressed. It was also asked if the top seven
drivers could be considered as the most important for cities of all countries. Our conclusion is that the
technology layer appears in a transverse way, contributing to the improvement and efficiency of the
services and infrastructure of the cities. The literature consulted points to a strong correlation of these
concepts to the governance and orchestration of services in the cities. However, it is important that the
results are considered in the light of the reality of each country, since the way a city is perceived and
owned by society is strongly influenced by the context in which they are inserted.

The present study has some limitations. First, even though we have done extensive and detailed
bibliographic research, there is always the risk that some important contribution may not have been
addressed in our analysis. The second is that for the prioritization of drivers, we relied only on the
evaluations of Brazilian experts, who have certainly been influenced by the reality of the Brazilian cities.
Thus, local realities should be considered. However, it is important to note that the reality experienced
in most underdeveloped and developing countries are like those experienced by Brazilian cities.

Considering that citizens perceive the cities from their characteristics, this paper did not aim to
compare these perceptions (and consequently the most important drivers from these perceptions) to
the different cities of the world, which would be an interesting development for a further study.
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Abstract: The paper presents a holistic evaluation of the energy and environmental profile of
two renewable energy technologies: Photovoltaics (thin-film and crystalline) and solar thermal
collectors (flat plate and vacuum tube). The selected renewable systems exhibit size scalability
(i.e., photovoltaics can vary from small to large scale applications) and can easily fit to residential
applications (i.e., solar thermal systems). Various technical variations were considered for each of
the studied technologies. The environmental implications were assessed through detailed life cycle
assessment (LCA), implemented from raw material extraction through manufacture, use, and end of
life of the selected energy systems. The methodological order followed comprises two steps: i. LCA
and uncertainty analysis (conducted via SimaPro), and ii. techno-economic assessment (conducted
via RETScreen). All studied technologies exhibit environmental impacts during their production
phase and through their operation they manage to mitigate significant amounts of emitted greenhouse
gases due to the avoided use of fossil fuels. The life cycle carbon footprint was calculated for the
studied solar systems and was compared to other energy production technologies (either renewables
or fossil-fuel based) and the results fall within the range defined by the global literature. The study
showed that the implementation of photovoltaics and solar thermal projects in areas with high average
insolation (i.e., Crete, Southern Greece) can be financially viable even in the case of low feed-in-tariffs.
The results of the combined evaluation provide insight on choosing the most appropriate technologies
from multiple perspectives, including financial and environmental.

Keywords: Life cycle assessment (LCA); carbon footprint; renewable energy systems; photovoltaics;
solar thermal collectors

1. Introduction

Between 1973 and 2016, world electricity generation increased from 6131 to 24,973 TWh,
i.e., 4.07 times, while today almost 81.1% of the world total primary energy supply originates
from fossil fuels (i.e., coal, natural gas, and oil). Emissions of greenhouse gases (GHG), such as CO2

and CH4, from energy generation have been assessed in numerous studies, which often play a key role
in developing GHG mitigation strategies for the energy sector [1,2].

The renewable power generating capacity exhibited the largest annual increase ever in 2017,
with an estimated 178 GW installed world-wide, thus increasing the global total by almost 9% over
2016. Photovoltaics (PV) led the way, accounting for nearly 55% of the newly installed renewable
power capacity and practically more PV capacity was added in 2017 than the net additions of fossil
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fuels and nuclear power combined. The total renewable power capacity more than doubled in the
decade of 2007 to 2017, while non-hydropower renewables increased more than six-fold. In addition,
investments in the new renewable power capacity (including all hydropower) was three times the
investments in the fossil fuel generating capacity, and more than double the investments in fossil fuel
and nuclear power generation combined [2–4].

Cost for electricity from solar PV and wind is rapidly falling. Record-breaking tenders for solar
PV occurred in Argentina, Chile, India, Jordan, Saudi Arabia, and the United Arab Emirates, with bids
in some markets below 0.03 $/kWh. Parallel developments in the wind power sector saw record low
bids in several countries, including Chile, India, Mexico, and Morocco. Record low bids in offshore
wind power tenders in Denmark and the Netherlands brought Europe′s industry closer to its goal to
produce offshore wind power cheaper than coal by 2025 [1,2,5,6].

Global voices for the decarbonization of the energy sector continuously increase, and thus
renewables are expected to become the backbone of future power systems [3,4,6]. Typically, in such
analyses, the GHG emissions are estimated without accounting for the impacts of the complete life
cycle of the studied energy production systems. Life cycle assessment (LCA), carbon footprinting,
and other GHG accounting approaches are commonly used for decision support. In LCA, potential
environmental impacts associated with the life cycle of a product and/or service are assessed based on
a life cycle inventory (LCI), which includes relevant input/output data and emissions compiled for the
system associated with the product/service in question. The comprehensive scope of LCA is useful in
avoiding problem shifting from one life cycle phase to another, from one region to another, or from
one environmental problem to another [7,8]. Although the carbon footprint may have more appeal
than LCA due to the simplicity of the approach, carbon footprints involve only a single indicator
and thus this may result in oversimplification. By optimizing the system performance based only on
GHG emissions, new environmental burdens may be introduced from other environmental emissions
(e.g., NOx and SO2). A holistic or system-level perspective is therefore essential in the assessment,
and the range of emission types included in a study may critically affect the outcome [9–11].

LCA is the methodology to be used when comparing the environmental performance (strengths and
weaknesses) of different energy technologies, among them renewable systems. The idea behind a life
cycle perspective in the context of power generation is that the environmental impacts of electricity are
not only due to the power production process itself, but also originate from the production chains
of installed components, materials used, energy carriers, and necessary services. Through an LCA
analysis, a product is investigated throughout the entire life cycle (“Cradle-to-Grave”) [12–14].

The main scope and motivation of the paper is to utilize detailed LCA and techno-economic results
and present a holistic evaluation of the energy, environmental, and economic profile of two renewable
energy technologies, photovoltaics and solar thermal collectors, both installed in a non-interconnected
island with high average insolation. The former technology has been chosen as it can be employed
from small scale applications to large power plants, while solar thermal systems are mainly focused to
residential applications, but can play an important role in energy saving schemes as they practically
deal with domestic hot water production and can cover significant thermal needs. Various technical
variations will be presented for each of the studied technologies. For the evaluation of each of the
renewable energy systems studied in the paper, the methodological approach followed comprises
two steps: i. LCA and uncertainty analysis (conducted via SimaPro [15]) and ii. techno-economic
assessment (conducted via RETScreen [16]). The paper employs the most recent LCA data and
techno-economic parameters, thus presenting a complete, credible, and updated evaluation of the
studied solar energy based technologies.

2. Materials and Methods

Renewable energy sources (i.e., biomass, hydropower, shallow and deep geothermal, solar, wind,
and marine energies) are considered to be those that are primary, clean, low risk, and inexhaustible [5,6].
Sustainable development requires methods and tools to measure and compare the environmental
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impacts of human activities for various products. In order to understand where net savings in GHG
emissions can be accomplished and the magnitude of the relevant opportunities, renewable energy
systems should be analyzed and compared with the energy systems they would replace. The LCA
methodology has been widely used to study the environmental burdens of energy produced from
various renewable and non-renewable sources [17,18]. An LCA study is generally carried out by
iterating four distinct phases [13]:

Step 1. Goal and scope definition. During the first step, the goal and scope of the study are defined
as well as the selection of the functional unit (FU) and the system′s boundaries. The meaningful
selection and definition of system boundaries and the system′s analysis are important tasks within
every LCA. The functional unit relates to the product function rather than a particular physical quantity
and is typically time-bound.

Step 2. Inventory analysis (LCI). In the second step, a life cycle inventory analysis, of relevant
energy and material inputs and environmental releases, is made up identifying and quantifying inputs
and outputs at every stage of the life cycle. In addition, the characteristics of data collection and
calculation procedures are defined.

Step 3. Life Cycle Impact assessment (LCIA). This is the phase of LCA, with particular respect to
sustainability assessment. During the impact assessment step, the elaboration of which has deliberately
been left open by ISO (International Organization for Standardization) guidelines, the potential
environmental impacts associated with identified inputs and releases are categorized in different
midpoint and endpoint impact categories. LCIA translates emissions and resource extractions into
a limited number of environmental impact scores by means of so-called characterization factors.
There are two mainstream ways to derive these factors, i.e., at the midpoint level and at the endpoint
level. Midpoint indicators focus on single environmental problems, for example, climate change or
acidification. Endpoint indicators show the environmental impact on three higher aggregation levels,
being the (1) effect on human health, (2) biodiversity, and (3) resource scarcity.

Step 4. Interpretation of results. In the last step, the results of the inventory analysis and the impact
assessment should be interpreted and combined, to help decision makers make a more informative
and sound decision. Furthermore, a sensitivity analysis is performed to validate the consistency of
the results.

Depending on the scope of the LCA study, the life stages of energy production systems may
include all or part of: i. Fuel consumption (i.e., to also account for the non-consumable portion of
the produced fuel) and transportation to the plant, ii. facility construction, iii. facility operation and
maintenance, and iv. dismantling. In this section, we present the technical details for the two studied
renewable energy systems: i. Photovoltaics and ii. solar thermal collectors.

2.1. Photovoltaics

Photovoltaics based power generation employs solar panels to produce power on both a
standalone basis using batteries or on a grid-connected basis using an inverter and electrical
utility lines. Currently, commercially available PV modules are considered as not highly efficient
(with typical efficiencies of ~16%), and thus there are intense research and development efforts for
the development of new technological solutions to the challenge of producing commercial PV with
increased efficiencies [10,19]. The rapid decline in installed costs (prices per installed MW have fallen
by about 60% since 2008) has significantly improved the economic viability of PV around the world,
with the global installed capacity escalated at 402 GW in 2017 compared to 8 GW back in 2007 [2,20].
Most of this growth has come from grid connected systems, though the off-grid market has also
continued to expand [21]. Governmental subsidies and other supporting schemes were the initial
driving force that allowed the market penetration of PV systems, but nowadays PV grid parity is a fast
approaching reality in many countries [20,22].

For this research paper, four PV technologies will be evaluated: i. Single crystalline silicon (sc-Si),
ii. multi-crystalline silicon (mc-Si), iii. Copper-Indium-diSelenide (CIS), and iv. amorphous silicon
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(a-Si). A limited number of comprehensive life cycle analyses based on industrial data for PV systems
are available in the literature [23–26] and refer primarily to sc-Si and a-Si cells. Detailed technical
information on PV module efficiencies are provided in Table 1.

Table 1. Technical characteristics of PV cell technologies used in this paper.

Photovoltaic Technology Technical Characteristics

Crystalline
technologies

Single crystalline silicon cells
(sc-Si)

The active material is made from a single crystal
without grain boundaries. The sc-Si cells have the
highest efficiencies (for commercial cells: 13%–18%).

Multi-crystalline silicon cells
(mc-Si)

The cell material consists of different crystals. The
cells have a lower efficiency, but it is cheaper in
production. Commercial mc-Si cells have efficiencies
in the range of 11% to 16%.

Thin-Film
Technologies

Copper-Indium-diSelenide
(CIS)

CIS modules are constructed by depositing extremely
thin layers of photovoltaic materials on a low cost
layer (such as glass, stainless steel, or plastic).
Material costs are lower because less semi-conductor
material is required; secondly, labor costs are reduced
because the thin films are produced as large,
complete modules and not as individual cells that
have to be mounted in frames and wired together.
The efficiency is about 8% to 11%.

Amorphous cells (a-Si)

The efficiency of amorphous cells is about 6% to 9%
and decreases during the first 100 operation hours. A
recently developed thin-film technology is
hydrogenated amorphous silicon.

Thin-film technologies are less expensive overall in the production stages versus crystalline silicon
because the materials and processes to manufacture the wafer-based silicon are far more expensive than
producing thin-film based technologies. The main advantages of thin films are not their conversion
efficiency, but their capital cost and their relatively low consumption of raw materials, high automation,
and production efficiency. Thin films are also easier from integration on residential and commercial
infrastructure. The current drawbacks are that the lower conversion efficiencies require more modules,
which require more roof top space, which is limited on residential and commercial properties.

2.2. Solar Thermal Collectors

There have been a limited number of life cycle analyses looking specifically at solar thermal
technologies. Emissions of GHGs (g CO2-eq/kWh) have been estimated for central receiver systems
between 36.2 and 43, while emissions from parabolic trough technologies have been estimated to 196 g
CO2-eq/kWh [27–29].

The most commonly used types of solar thermal collectors are the flat plate and the evacuated
(or vacuum) tubes systems. Flat plate collectors consist of airtight boxes fitted with a glass (or other
transparent material) cover, all installed on a suitable frame. They typically operate via the
thermosyphonic effect and thus they need no electricity for circulation of the heat transfer fluid.
The typical absorber area for residential applications ranges between 3 and 4 m2, while a storage
tank with a capacity between 150 and 180 L is capable of meeting the hot water demands for a family.
An auxiliary electric immersion heater and/or a heat exchanger, for central heating assisted hot water
production, are used in winter during periods of low solar insolation. Vacuum tube collectors are more
advanced systems employing evacuated sealed glass tubes containing the solar radiation absorbers in
order to minimize heat losses. These collectors exhibit a significantly higher performance compared to
their flat plate counterparts, but at higher cost and they typically fit in more demanding applications
(i.e., northern climates and lower ambient temperatures).
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3. Results and Discussion

In order to validate the environmental impacts a Cradle-to-Grave LCA was implemented for each
of the studied renewable technology. For this purpose, SimaPro 8.5 with ecoinvent version 3.4 was
employed, while ReCiPe 2016 Midpoint Hierarchist (H) was chosen as the LCIA method in this study,
as it provides the most extensive set of midpoint impact categories [15,30].

ReCiPe 2016 is the successor of the Eco-indicator and CML-IA. The purpose at the beginning
of its development was to integrate the “problem oriented approach” of CML-IA and the “damage
oriented approach” of Eco-indicator. The “problem oriented approach” defines the impact categories
at a midpoint level. The uncertainty of the results at this point is relatively low. The drawback of this
solution is that it leads to many different impact categories which makes the drawing of conclusions
with the obtained results complex. On the other hand, the damage oriented approach of Eco-indicator
results in only three impact categories, which makes the interpretation of the results easier. However,
the uncertainty in the results is higher. ReCiPe implements both strategies and has both midpoint
(problem oriented) and endpoint (damage oriented) impact categories.

Midpoint level indicators are direct measurements of the impacts arising from the considered
phenomena. A total of 18 physical quantities were computed from the LCI results, providing a
quantitative description of the single drivers of the environmental impact associated with the study.
These include soil acidification (measured in kg SO2-eq), the emission of GHGs (measured in kg
CO2-eq), ozone depletion (measured in kg CFC11-eq), and so forth.

The hierarchist perspective was chosen as it is the most balanced model based on common policy
principles over a common time frame, compared to the individualistic and egalitarian perspectives,
which consider a short and a long time frame, respectively [31].

Uncertainty analysis focuses on the extent of uncertainties produced in model outputs due to the
existed uncertainties in input values. One of the several methods that propagate uncertainties is Monte
Carlo simulation. This method makes use of an algorithm capable of producing a series of random
numbers, within the uncertainty value of every input and output taken into account in the scenarios
created, for which it assumes a lognormal distribution, with a certain confidence interval. For the
studied systems in this paper, a Monte Carlo analysis was performed using SimaPro 8.5 software for
each scenario and impact category.

3.1. Photovoltaics

3.1.1. LCA Analysis of PV Systems

The LCA results were used for the evaluation of the environmental impacts of various types of PV
technologies. Four different PV systems using crystalline and thin-film technologies (as described in
Table 1) were evaluated in this paper, all having the same nominal capacity of 3 kW. In this section,
the detailed results from the LCA of the studied PV systems are presented in order to determine which
technologies are more hazardous to human health and ecosystem quality in a comparative assessment,
distinguish which lifecycle stage of the PV energy production represents the majority of these impacts,
and finally evaluate their overall energy performance.

The LCA of a PV system starts with the extraction of raw materials and follows along the product
to the end of its life and the disposal of the PV components. The first stage of the process entails the
mining of raw materials, for example, quartz sand for silicon based PVs, followed by further processing
and purification stages, to achieve the required high purities, which typically entails a large amount
of energy consumption and related emissions. Other raw materials included are those for balance of
system (BoS) components, for example, silica for glass, copper ore for cables, and iron and zinc ores for
mounting structures. At the end of their lifetime, PV systems are decommissioned and the valuable
parts and materials are disposed.

Although PV power systems do not require finite energy sources (fossil, nuclear) during
their operation, a considerable amount of energy and emissions are released for their production.
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The environmental issues associated with this energy use for PV manufacturing will also affect the
environmental profile of PV power systems. The environmental themes that are strongly related to
the PV energy system are: Exhaustion of finite resources, human health implications, and climate
change [25,32,33].

The goal and scope of this LCA study was to evaluate over the lifecycle the impacts of the
electricity produced by four different grid-tied 3 kW PV installations and the functional unit was
the production of 1 kWh of produced electricity. The LCIA method used for the characterization of
PV technologies was ReCiPe Midpoint, aiming to highlight the global warming potential and GHG
emissions, fossil fuels, and climate change impacts related to each technology. The results were ranked
from worst to best environmental performance and used to validate the environmental impacts of each
PV system. The objective of conducting the LCA study was to make a comparative environmental
analysis of different PV systems with a focus on comparing crystalline with thin film technologies.

The system boundaries account for all the impacts related to production, transportation, and system
disposal of PV systems. The main parts of the studied systems are: i. The PV-panels, ii. the inverter,
iii. the electric installation, and iv. the roof mounting structure. The process data for a 3 kW PV
installation includes quartz reduction, silicon purification, wafer, panel and laminate production,
and manufacturing of inverter, mounting, cabling, and infrastructure, assuming a 30 years operational
lifetime. The following items were studied for each production stage as far as data were available:

• Energy consumption;
• Air and waterborne process-specific pollutants at all production stages (materials, chemicals, etc.);
• Transport of materials, energy carriers, semi-finished products, and the complete power plant;
• Waste treatment processes for production wastes;
• Dismantling of all components;
• Infrastructure for all production facilities with its land use.

The PV systems have the same nominal installed capacity (i.e., 3 kW) and differ according to
the cell type (single- and multi-crystalline silicon, thin film cells with amorphous silicon, and CIS).
All systems were assumed to be installed on existing buildings (slanted roof installation).

Life cycle inventory analysis involves creating an inventory of flows from and to nature for
a product system. The Ecoinvent v3.4 database was employed for the inventories of PV systems,
which can be assumed to be representative for typical PV installations. The Ecoinvent database
provides detailed and transparent background data for a range of materials and services used in the
production chain of photovoltaics. The delivery of the different PV parts to the final construction place
was assumed as 100 km by a delivery van. This includes the transport of the construction workers.
It was assumed that 20% of the panels are produced overseas and thus must be imported to Europe by
ship. The lifetime of the inverter was assumed to be 15 years.

In Figure 1, the process network for the studied mc-Si PV system is depicted for the cut-off
threshold of 10% (similar figures represent the data for the other three PV types). The thick red line
in the network trees is known as the elementary flow and indicates the environmental bottleneck or
burden in each process.

For the CIS system, 64.2% of all total inflows and outflows are due to the production of the
photovoltaic panel. The installation phase and the inverter require 23.3% and 9.5%, respectively, of the
energy and materials inflow. The main environmental impacts include the panel and cell production,
inverter, and installation/construction phases. There are also impacts associated with the electricity,
transportation, and system disposal, which are taken into consideration. Similar values stand for the
case of a-Si panel: 56.9% for the production phase, and 32.5% and 8% for the installation phase and
the inverter, respectively. For the sc-Si and mc-Si panels, 77.6% and 72.5%, respectively, of all total
inflows and outflows are due to the production of the photovoltaic panel, installation is 13.1% and
16.5%, respectively, while the inverter accounts for 7% and 8.3%, respectively.
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Figure 1. Process network for mc-Si PV system. Cut-off threshold: 10%, total nodes: 11,607.
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From the process networks, it is evident that the production stage contributes the most important
part of the environmental impacts in the life cycle of all studied PV technologies. The elementary
flows indicate that most inflows of materials and energy for both thin-film and crystalline technologies
occur during the cell and panel production phase. Subsequently, large emissions and impacts to
the environment and human health follow this stage of the PV systems′ lifecycle. Based on the
above, we can conclude that the cell and panel production phase are the most important inputs to the
development of a 3 kW PV system, followed by the inverter and construction of the mounting systems.

The environmental impacts of PV systems were calculated through the conducted LCA. The typical
operation of PV systems was taken under consideration. In Table 2 and Figure 2, the aggregated LCA
inventory results for the studied PV systems are presented. These are harmonized data representing
the LCA results (for each impact category) per total electricity exported to the grid (in kWh) by each
3 kW PV system, thus providing a holistic evaluation indicator (i.e., environmental burden per total
energy produced).

Table 2. Aggregated LCA inventory results for the studied PV systems.

Impact Category Unit a-Si CIS mc-Si sc-Si

Global warming kg CO2-eq /kWh 4.35 × 10−2 3.95 × 10−2 4.43 × 10−2 5.24 × 10−2

Stratospheric ozone depletion kg CFC11-eq/kWh 1.70 × 10−8 1.75 × 10−8 2.06 × 10−8 2.45 × 10−8

Ionizing radiation kBq Co-60-eq/kWh 3.95 × 10−3 3.96 × 10−3 4.08 × 10−3 4.45 × 10−3

Ozone formation, human health kg NOx-eq/kWh 9.83 × 10−5 9.09 × 10−5 1.05 × 10−4 1.20 × 10−4

Fine particulate matter formation kg PM2.5-eq/kWh 1.09 × 10−4 9.39 × 10−5 1.04 × 10−4 1.23 × 10−4

Ozone formation, terrestrial ecosystems kg NOx-eq/kWh 1.01 × 10−4 9.26 × 10−5 1.10 × 10−4 1.25 × 10−4

Terrestrial acidification kg SO2-eq/kWh 2.25 × 10−4 2.07 × 10−4 2.21 × 10−4 2.47 × 10−4

Freshwater eutrophication kg P-eq/kWh 3.55 × 10−5 4.62 × 10−5 3.78 × 10−5 4.07 × 10−5

Terrestrial ecotoxicity kg1,4-DCB-eq/kWh 4.69 × 10−1 4.62 × 10−1 1.17 1.13

Freshwater ecotoxicity kg1,4-DCB-eq/kWh 1.11 × 10−2 1.30 × 10−2 1.16 × 10−2 1.17 × 10−2

Marine ecotoxicity kg1,4-DBC-eq/kWh 1.43 × 10−2 1.69 × 10−2 1.53 × 10−2 1.54 × 10−2

Human carcinogenic toxicity kg1,4-DBC-eq/kWh 6.50 × 10−3 4.19 × 10−3 4.17 × 10−3 4.33 × 10−3

Human non-carcinogenic toxicity kg1,4-DBC-eq/kWh 1.46 × 10−1 2.00 × 10−1 1.63 × 10−1 1.64 × 10−1

Land use m2a crop-eq/kWh 1.13 × 10−3 9.60 × 10−4 1.23 × 10−3 1.23 × 10−3

Mineral resource scarcity kg Cu-eq/kWh 6.60 × 10−4 8.21 × 10−4 5.54 × 10−4 5.42 × 10−4

Fossil resource scarcity kg oil-eq/kWh 1.04 × 10−2 9.40 × 10−3 1.08 × 10−2 1.27 × 10−2

Water consumption m3/kWh 4.51 × 10−4 3.22 × 10−4 1.35 × 10−3 1.17 × 10−3

In Figure 2 the relative contributions to the impact categories (based on the ReCiPe 2016 midpoint
evaluation) for the studied PV systems are shown. The cumulative CO2-eq emissions per kWh over
the whole life cycle of the PV systems vary between approximately by 3.9 × 10−2 and 5.2 × 10−2 kg
CO2-eq/kWh.

During the lifecycle of a PV system, initially, the extraction of resources leads to emissions that
affect human health, including carcinogens and respiratory inorganics, while at a second level, the use
of fossil fuel during the production and manufacturing processes releases large amounts of greenhouse
gases in the atmosphere, causing climate change. Processes occurring during the panel production
phase can significantly affect air quality as hazardous substances are emitted into the atmosphere
and biosphere.

According to this analysis, the most severe burdens seem to be gathered to the following
categories: Global warming, fossil fuel resource scarcity, carcinogens, ecotoxicity, and land use.
The crystalline technologies (mc-Si and sc-Si) have increased values in almost all impact categories.
Thin-film CIS exhibits lower impacts in most categories and seems to be an optimum selection from an
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environmental perspective compared to its other counterparts. Results indicate that there are impacts
in all indicators, especially those affecting human health from the substances released into the air
and water. The manufacturing of a-Si PV cells and panels requires silicon and typically the energy
intensive “Siemens process” [34]. On the other hand, thin film PV systems have lower efficiencies and
thus a 3 kW installation will require a larger number of cells and panels and more materials for the
mounting systems. According to this analysis, thin-film technologies require less materials′ inflows
for their construction and installation phases compared to crystalline systems and this coincides with
reduced airborne pollutants, emissions, and energy (also connected with transportation, distribution,
and mounting of the systems).

0% 20% 40% 60% 80% 100%

Global warming
Stratospheric ozone depletion

Ionizing radiation
Ozone formation, Human health
Fine particulate matter formation

Ozone formation, Terrestrial…
Terrestrial acidification

Freshwater eutrophication
Terrestrial ecotoxicity

Freshwater ecotoxicity
Marine ecotoxicity

Human carcinogenic toxicity
Human non-carcinogenic toxicity

Land use
Mineral resource scarcity

Fossil resource scarcity
Water consumption a-Si

CIS
mc-Si
sc-Si

Figure 2. LCA results for the studied PV systems: relative contributions to the impact categories.

For the purposes of this study, two Monte Carlo analyses of the LCA results (repeated for
5000 iterations) were implemented for a comparison between the PV systems in each studied technology
(i.e., crystalline and thin film). The aim of these analyses was to provide an additional validation
(based on a statistical evaluation) for the credibility of the presented results. The first analysis was
conducted between A: a-Si and B: CIS PV systems. During the Monte Carlo analysis, a stochastic
variation of the parameters in the initial inventory database for each of the studied two cases (i.e., A and
B) was performed, altering the LCA results and thus affecting the A−B outcome. A random variable
was selected for each parameter within the specified uncertainty range and the impact assessment
results were recalculated. The same process was repeated by taking different samples (within the
uncertainty range) and all results were stored. After repeating the procedure for a set number of
times (e.g., 5000), 5000 different results were obtained, thus forming the uncertainty distribution of the
impacts (LCIA), with a confidence interval of 95%.

The results in a bar chart form are depicted in Figure 3 showing the percentage of times when
system A has a greater impact than system B (A−B ≥ 0, in orange) and vice versa (A−B < 0, in blue).
This is a balanced graph and, in general, we can conclude that A has increased impacts compared to B
in most of the studied midpoint categories. This is quite evident for the human carcinogenic toxicity
category, in which A has distinctively increased impacts compared to B for 96.6% of the completed
iterations. Respectively, human non-carcinogenic toxicity and freshwater eutrophication are the two
cases that A has a lower impact than B, for almost 80% of the completed iterations.
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Figure 3. Monte-Carlo simulation results of LCIA uncertainties between a-Si (A) and CIS (B) PV systems.

The second Monte Carlo analysis was conducted between A: mc-Si and B: sc-Si PV systems.
Figure 4 presents the results in a bar chart form, showing the percentage of times when system A
has a greater impact than system B (A−B ≥ 0, in orange) and vice versa (A−B < 0, in blue). In this
case, it is evident that case A has lower impacts compared to B in most of the studied midpoint
categories. The impact categories that a balanced result is observed are water consumption, land use,
human non-carcinogenic toxicity, marine, freshwater, and terrestrial ecotoxicity.

 
Figure 4. Monte-Carlo simulation results of LCIA uncertainties between mc-Si (A) and sc-Si (B)
PV systems.

It is very important to stress the fact that the results depicted in Figures 3 and 4 refer to the
comparison of the raw LCA data and not the harmonized results as mentioned in Table 2 and Figure 2
(i.e., LCA results for each impact category per total electricity exported to the grid for each PV
system). Thus, these data do not include the provision for varying energy production for each of the
studied systems.

Various additional technical components, the so-called balance of system (BoS) elements, can also
play an increasingly important role for the comparison of different types of PV technologies with
different efficiencies and thus different sizes of mounting systems for the same electric output. These BoS
elements can have a significant share of 30% to 50%. On the one hand, this is due to the improvements,
which could be observed for the production chain until the output of the final photovoltaic cell.
On the other hand, now a more detailed investigation of these additional elements is available, which,
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for example, also includes the electronic components of the inverter. The low efficiency systems need
larger amounts of the mounting structure and cabling, which partly outweighs the better performance
per kWp of the module alone [26]. Overall, in the entire life cycle of both types of PV technologies,
it was observed that the magnitude of environmental impacts of crystalline was greater than that of
the thin film.

3.1.2. Energy and Economic Assessment of PV Systems

The first step in a pre-feasibility study of a solar (i.e., PV) project is to define the solar energy
potential of the region in which the PV systems will be installed. This serves as a planning tool to
quantify the anticipated electricity production and plant costs. The evaluation of these PV technology
costs require in-depth analysis of site-specific solar energy potential; costs of solar technologies;
customer types; meter types; utility types; physiographic conditions; local, regional, and national laws
and regulations; feed-in-tariffs and financial mechanisms; etc. The techno-economic analysis carried
out in this part of the paper quantifies the energy output and the economic income associated with
each of the studied 3 kW PV power plants. The proposed area for installation of the PV systems is the
island of Crete located in the southern part of Greece, which was selected as a typical representation
of regions with a mild climate and high average insolation that lasts almost throughout the year
(with greater intensity from April to October). These climatic conditions render Crete as one of the best
available locations in Greece for installation of solar systems. The island is not interconnected to the
mainland distribution grid and the necessary electricity is produced via diesel burning conventional
thermal stations, thus increasing the cost (environmental and economic) per produced energy unit.
In addition, Crete presents extreme variations in energy demand throughout the year, with significant
peaks during the summer due to the tremendous increase of the population due to visiting tourists
and increased air-conditioning needs. Thus, the need for decentralized production of electricity is
more than obligatory as the solar grid parity in non-interconnected islands can already be considered
as a fact [22]. On the other hand, the deficiencies in the existing electricity grid and local supporting
schemes/governmental rules for renewables have created a vague scenery for potential investors.
The economic and energy assessment of PV systems was carried out using the RETScreen software.
The completed study involves quantifiable results for energy—economic impacts and savings for the
chosen PV system. The site location for the installation of the PV systems was chosen to be the Acrotiri
area in Chania, while all meteorological data (in the form of the annual time series of average climate
conditions) were extracted from RETScreen referring to a weather station of Souda Bay, Chania.

The results of the RETScreen economic analysis provide a reliable and comprehensive evaluation of
the anticipated technology, the energy production, potential emissions reduction, necessary investment
cost, financial viability, and risks associated with the specific project. The accuracy of RETScreen
is considered to be more than sufficient for preliminary feasibility studies and a small reduction in
accuracy due to the use of monthly rather than hourly solar radiation data is more than compensated
for due to the ease-of-use of the software.

After selecting the location area, the complete RETScreen analysis for each one of the studied PV
systems was conducted. This analysis comprised four discrete steps: i. Selection of the technology
(i.e., sc-Si, mc-Si, CIS, a-Si) and specification of the technical parameters, ii. energy analysis (see results
in Table 3), iii. emissions analysis), and iv. financial analysis.
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For all financial calculations, the electricity price was set to 0.10 €/kWh and we considered that the
installation was funded by own means (no bank loan). For Greece, the employed feed-in-tariff for roof
top PV will decline to 0.8 €/kWh by the end of 2019, but residential installations up to 10 kWp can benefit
from a net-metering scheme, which can allow for compensation at prices up to 0.15 €/kWh [35–37].
In Table 3, the main results of the RETScreen analysis for all studied PV systems are presented. The cell
efficiencies of the PV systems vary (from 6.1% to 17%), but this parameter does not play an important
role as the nominal capacity of all systems is set to 3 kW. On the other hand, the larger the efficiency of
the panel, the less the area needed for the installation (from 17.7 m2 to 49.2 m2). The simple payback
period is 8.8 to 10 years (for regions with same insolation, i.e., Andalucía in Spain, the corresponding
values for residential PV are 7.6 to 12.1 [38]) and IRR values vary from 11.5 to 13.1. The a-Si system
seems to have a higher annual energy yield, and this is practically due to the ability of these systems to
produce more electricity under hazy or cloudy conditions and thus their capacity factor is increased
(21.8%) compared to their counterparts. The electricity produced allows for the mitigation of ~4 tons
of CO2-eq annually for all PV systems.

According to the comparison of the different PV technologies, the anticipated energy production,
emissions reduction, investment cost, financial viability, and risks associated with the four technologies
are approximately the same. All technologies portray relatively equal cost benefit ratios and financial
parameters. This is mainly due to the fact that our selection of comparing 3 kW systems harmonizes
the influence of all technical advantages amongst technologies. On the other hand, the sc-Si system is
the most efficient per cell, thus needing less area per installation compared to the other cases.

3.2. Solar Thermal Systems

3.2.1. LCA Analysis of Solar Thermal Systems

In this section, the detailed results from the LCA of solar thermal collectors will be presented.
The two studied systems are: i. Flat plate collector with copper absorber and ii. vacuum (or evacuated)
tube collector. In order to validate the environmental impacts, a detailed LCA was implemented for
both studied systems.

The goal and scope of this LCA study is to evaluate over the lifecycle, the impacts of the thermal
energy converted to hot water needs and consequently to the equivalent avoided electricity (thus the
functional unit was the saving of 1 kWh electricity for hot water production), for the two types of
solar collectors for use in a typical single house family. For this purpose, SimaPro 8.5 was employed,
while ReCiPe 2016 Midpoint Hierarchist (H) was chosen as the LCIA method as it provides the most
extensive set of midpoint impact categories, aiming to highlight the global warming potential and GHG
emissions, fossil fuels, and climate change impacts related to each technology. The results are ranked
from worst to best environmental performance. These results will be used to distinguish the impacts
of each solar system and can be used during the combined environmental and technical assessment of
installing such solar energy harvesting technologies.

The system boundaries account for all the impacts related to production, transportation,
and disposal for both complete solar systems (excluding auxiliary heating), including various technical
components, heat exchange fluid, installation of copper pipes, transportation of parts, delivery with a
van, and montage on the roof. The main parts of the studied systems are: i. The solar collectors and
absorbers (with an aperture area of 12.3 m2 and 10.5 m2 for the flat plate and the vacuum tube collectors,
respectively), ii. the 200 L heat storage tank, and iii. the roof mounting structure. Both systems are
aimed for installation on existing buildings (slanted roof installation) and their operational lifetime
was assumed to be 20 years. Life cycle inventory analysis involves creating an inventory of flows from
and to nature for a product system. The database, Ecoinvent 3.4, was employed for the inventories of
solar collectors, as it provides detailed and transparent background data for a range of materials and
services used in the production chain of solar collectors.
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In Figure 5, the process network for the studied vacuum tube solar collector is depicted for a
cut-off threshold of 10%. For the flat plate system, 57% and 27.1% of all total inflows and outflows are
due to the production of the collector and the tank, respectively, while for the vacuum tube system,
the corresponding values are 45.3% and 34.8%. Thus, as the networks clearly show, the production
stage of the collector component contributes the most important part of the environmental impacts in
the life cycle for both studied systems.

Figure 5. Process network for the vacuum tube solar collector. Cut-off threshold: 10%, total nodes: 11,607.

In Table 4 and Figure 6, the aggregated LCA inventory results for the studied solar thermal systems
are depicted. These are harmonized data representing the LCA results (for each impact category) per
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total energy produced per aperture area (in kWh/m2) by each solar collector, thus providing a holistic
evaluation indicator (i.e., environmental burden per total energy produced). It is important to stress
the fact that the electricity mentioned above in kWh corresponds to the necessary energy for heating
water, which is substituted by the operation of the solar collectors, which convert solar radiation to
heat transferred to a stored hot water in their tank. As depicted in Table 4, the cumulative CO2-eq
emissions over the whole life cycle of the solar systems are quite close, varying between 2.22 × 10−2

and 2.38 × 10−2 kg CO2-eq/kWh·m2, and the lowest value corresponds to the vacuum tube collector.

Table 4. Aggregated LCA inventory results for the studied solar thermal systems.

Impact Category Unit (per m2) Flat Plate Collector Vacuum Tube Collector

Global warming kg CO2-eq/kWh 2.38 × 10−2 2.22 × 10−2

Stratospheric ozone depletion kg CFC11-eq/kWh 1.29 × 10−8 1.36 × 10−8

Ionizing radiation kBq Co-60-eq/kWh 1.61 × 10−3 1.88 × 10−3

Ozone formation, human health kg NOx-eq/kWh 6.50 × 10−5 6.89 × 10−5

Fine particulate matter formation kg PM2.5-eq/kWh 8.78 × 10−5 8.61 × 10−5

Ozone formation, terrestrial ecosystems kg NOx-eq/kWh 6.66 × 10−5 7.07 × 10−5

Terrestrial acidification kg SO2 eq/kWh 2.07 × 10−4 2.01 × 10−4

Freshwater eutrophication kg P-eq/kWh 3.89 × 10−5 4.16 × 10−5

Terrestrial ecotoxicity kg1,4-DCB-eq/kWh 8.55 × 10−1 9.31 × 10−1

Freshwater ecotoxicity kg1,4-DCB-eq/kWh 6.42 × 10−3 6.94 × 10−3

Marine ecotoxicity kg1,4-DBC-eq/kWh 9.27 × 10−3 1.00 × 10−2

Human carcinogenic toxicity kg1,4-DBC-eq/kWh 6.56 × 10−3 6.53 × 10−3

Human non-carcinogenic toxicity kg1,4-DBC-eq/kWh 2.24 × 10−1 2.44 × 10−1

Land use m2a crop-eq/kWh 1.25 × 10−3 1.52 × 10−3

Mineral resource scarcity kg Cu-eq/kWh 1.02 × 10−3 1.03 × 10−3

Fossil resource scarcity kg oil-eq/kWh 5.45 × 10−3 5.38 × 10−3

Water consumption m3/kWh 2.39 × 10−4 2.33 × 10−4
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Figure 6. LCA results for the studied solar thermal systems: relative contributions to the impact categories.

In Figure 6, the relative contributions to the impact categories (based on the ReCiPe 2016 midpoint
evaluation) for the solar systems are depicted. The results are mixed, with the two systems exhibiting
similar environmental impacts in most categories, but the vacuum tube collector has the highest values
in most cases.
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For the purposes of this study, a Monte Carlo analysis of the LCA results was implemented
through a comparison between the two studied solar collectors (A: Flat plate and B: Vacuum tube
collector), which was repeated for 5000 iterations. In Figure 7, the results of the uncertainty analysis
are depicted in a bar chart form, showing the percentage of times when collector A has a greater
impact than collector B (A−B ≥ 0, in orange) and vice versa (A−B < 0, in blue). It is clear that for
the studied solar collectors, A has increased impacts compared to B in most of the studied midpoint
categories. Land use is the only case that A has a lower impact than B, for 53.4% of the completed
iterations. It is important to keep in mind that these outcomes refer to the direct LCA results, which are
non-harmonized (i.e., they do not take into account the environmental impacts per energy production
and per aperture area for each system).

 

Figure 7. Monte-Carlo simulation results of LCIA uncertainties between flat plate (A) and vacuum
tube (B) collectors.

3.2.2. Energy and Economic Assessment of Solar Thermal Systems

The comparative techno-economic assessment of the installation of the two solar thermal collectors
was carried out through RETScreen. The installation location site was chosen to be the Acrotiri area in
Chania, while all meteorological data (in the form of annual time series of average climate conditions)
were extracted from RETScreen referring to a weather station of Souda Bay, Chania. After selecting the
location area, the complete RETScreen analysis for each solar collector was conducted. This analysis
comprised the following discrete steps: i. Determination of the annual hot water needs for the studied
single family house, ii. selection of the auxiliary hot water heating system (i.e., diesel based heating
equipment), iii. selection of the solar collector technology (i.e., flat plate and vacuum tube) and
specification of the technical parameters, iv. energy analysis (see aggregated results in Table 5), and v.

financial analysis.
For all financial calculations, the electricity price was set to 0.15 €/kWh and we considered that

the installation was funded by own means (no bank loan). The hot water needs for a typical family
house with four occupants (taking as granted a 100% occupancy rate and 24 operating hours per
day) were estimated to be 2817 kWh per year. A typical auxiliary hot water heating system burning
diesel was considered for backup. In Table 5, the main results of the RETScreen analysis for the
studied solar thermal collectors are presented. Both selected systems are typical flat plate and vacuum
solar collectors installed in Greek houses and they can be considered as top-class products, while the
purchase cost of the vacuum tube collector is significantly higher, i.e., 1300 € vs. 900 € [39].
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The thermal losses coefficient, FrUL, is increased for the flat plate collector compared to the
vacuum tube system, i.e., 4.6 vs. 1.7 (W/m2)/◦C, respectively. This is due to the completely different
thermal losses suppression design followed in each system, which practically makes the vacuum tube
collector unaffected by variations in the ambient temperature. In addition, the solar fraction value
(practically denoting the percentage of hot water needs covered by the system annually) for the vacuum
tube system is higher that the flat plate collector (i.e., 62.7% vs. 55.3%, respectively). On the other hand,
it is evident that overall, this parameter does not play an important role in the energy outcome of the
systems, as finally the flat plate collector provides slightly more energy per aperture area throughout
the year. This is mainly due to two reasons: i. The weather conditions in Crete (high intensity solar
radiation for extended time periods and with increased ambient temperatures throughout the year) are
favorable for solar systems and thus the advantageous thermal insulation and the ability to reach high
temperatures of the vacuum system is not necessary, ii. the pump in the vacuum system requires more
electricity due to increased friction in the collector (more complex circulation system).

The comparison of the annual energy-fuel consumption and the economic savings between the
base case (auxiliary hot water heating system) and the solar collectors was performed for both the
studied systems. Annual savings of 352 € (flat plate system) and 341 € (vacuum tube system) are
anticipated, and their economic viability is obvious. The simple payback period is 2.6 and 3.8 years
and IRR values of 41.8 and 28.5 for the flat plate and the vacuum tube system, respectively. The above
mentioned results prove that the selection of a flat plate system is rather mandatory for typical
installations in Crete (southern part of Greece) while vacuum tube systems could be selected for energy
demanding applications or northern climates.

3.3. Life Cycle Carbon Footprint

As indicated in the previous analysis, the studied renewable energy systems have environmental
impacts during their production phase, but through their operation (i.e., production of clean energy)
they manage to mitigate significant amounts of emitted greenhouse gases due to the avoided use of
fossil fuels. In the following section, we will comment on the overall environmental profile of various
energy production technologies through the concept of a carbon footprint (thus focusing on global
warming impacts). The measurement of life-cycle greenhouse gas emissions involves calculating the
global-warming potential of electricity production through life-cycle assessment of each energy source.
The findings are presented in units of global warming potential per unit of electrical energy generated
by that source, i.e., gCO2-eq/kWh. The goal of such evaluations is to analyze the complete life cycle of
the energy generating technology, from material and fuel mining through construction to operation
and waste management [40,41].

In Table 6, the values of the emitted, avoided, and the lifetime balance for the greenhouse
gases and the total energy produced from photovoltaics and solar thermal systems are presented.
Both technologies avoid the emission of significant amounts of GHG through their operation and
energy production. It is evident that the magnitude of the total avoided emissions is higher for
photovoltaics compared to solar thermal systems and this has to do with the difference in the concept
and the installed capacity of the two technologies.
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The carbon footprint for the studied renewable systems was calculated, and in addition, typical
values for other energy production technologies (either renewables or fossil-fuel based) are also
depicted in Table 6 [40–45]. The carbon footprint for solar thermal collectors is lower compared to
photovoltaics, while both technologies alongside with wind, hydroelectric, and nuclear are quite far
from fossil fuel based power plants (which exhibit carbon footprint values ranging from 400 to 1050).
This is an expected result as the environmental advantage of renewable over conventional energy
sources is unambiguous.

4. Concluding Remarks

The energy and environmental profile for photovoltaics and solar thermal collectors were presented
in the previous sections of the paper. For each technology, various technical variations were presented,
i.e., thin film-crystalline silicon photovoltaics and flat plate-vacuum tube solar collectors. In the
following paragraphs, a synopsis of the results for each renewable technology is presented alongside
the detailed discussion and conclusions.

Regarding the photovoltaics, all studied systems were selected to have the same nominal installed
capacity of 3 kW, representing a typical choice for residential applications. The production stage
contributes the most important part of the environmental impacts in the life cycle of all studied PV
technologies (followed by the inverter and construction of the mounting systems), as 60% to 70%
(depending on the system) of inflows of materials and energy for both thin-film and crystalline PV
systems occur during the cell and panel production phase.

The crystalline technologies (mc-Si and sc-Si) have increased values in almost all environmental
impact categories. Thin-film CIS exhibits lower impacts in most categories and seems to be an optimum
selection from an environmental perspective compared to its other counterparts. On the other hand,
a-Si PV cells require an energy intensive manufacturing process, which affects their environmental
profile. The cumulative CO2-eq emissions per kWh over the whole life cycle of the studied PV systems
vary between approximately 3.9 × 10−2 and 5.2 × 10−2 kg CO2-eq/kWh.

The efficiencies vary from 6.1% to 17%, with thin-films based PV systems exhibiting the lowest
values, but this parameter does not play an important role as the nominal capacity of all systems is
identical (i.e., 3 kW). On the other hand, the larger the efficiency of the panel, the less the area needed
for the installation (from 17.7 m2 to 49.2 m2) and less materials will be required for the mounting
systems. The simple payback period of the systems is 8.8 to 10.0 years and IRR values vary from 11.5 to
13.1. The a-Si based systems seems to have higher annual energy yields due to their ability to produce
more electricity under hazy or cloudy conditions and thus their capacity factor is increased (21.8%)
compared to their counterparts (values ~20.5). The electricity produced allows for the mitigation of
~4 tons of CO2-eq annually for all PV systems. In general, the anticipated values for energy production,
emissions reduction, investment cost, financial viability, and risks associated with the four 3 kW PV
technologies are quite similar. For real case installations, parameters, like total cost and necessary area
for installation, might play a decisive role for the final selection amongst the proposed technologies.

In terms of the studied solar thermal collectors, the comparison of flat plate and vacuum tube
systems aimed at stressing the advantages and disadvantages of both technologies. The production
stage of the collector component contributes the most important part of the environmental impacts
in the life cycle for both studied systems. Thus, for the flat plate system, 57% and 27.1% of all total
inflows and outflows are due to the production of the collector and the tank, respectively, while for
the vacuum tube system, the corresponding values are 45.3% and 34.8%. The two systems exhibited
similar environmental impacts in most categories, but the vacuum tube collector has the highest values
in most cases. The cumulative CO2-eq emissions over the whole life cycle of the solar systems are
quite close, varying between 2.22 × 10−2 and 2.38 × 10−2 kg CO2-eq/kWh·m2, and the lowest value
corresponds to the vacuum tube collector.

Both collectors can cover more than half of the annual hot water needs (equal to spending
2817 kWh in a typical auxiliary hot water heating system) for a family house with four occupants, as the
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solar fraction values are 62.7% and 55.3% for the vacuum tube and the flat plate collector, respectively.
The vacuum tube collector is practically unaffected by variations in the ambient temperature due to its
significantly lower thermal losses coefficient, but this technical advantage is not reflected in its final
energy outcome mainly due to the favorable weather conditions (i.e., extended time periods with
high intensity solar radiation and increased ambient temperatures) in the selected installation location,
which make the flat plate collector equally efficient, and to the increased electricity consumption of its
pump. In addition, the purchase cost of the vacuum collector is almost 45% higher, thus stressing the
fact that for typical installations in southern climates (i.e., Greece), the flat plate system should be the
principal option. The economic viability of both systems is proven as the simple payback period is
2.6 and 3.8 years for the flat plate and the vacuum tube system, respectively.
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Abstract: The social investment, natural resource consumption, and pollutant emissions involved
in steel production can be evaluated comprehensively using the emergy analysis. We explored
the sustainability of the steel production system from four aspects: input index, output index,
input–output index, and sustainability index. The results showed that the maximum inputs were
the intermediate product/recyclable materials produced within the production line; energy sources
were mainly non-renewable and the emergy value of pollutants discharged was rather low. The
environmental load rate of the pelletizing and sintering processes were the highest and the proportion
of recycled materials for puddling and steel-making were the highest. The emergy investment rate of
rolling was the highest; the emergy value of the pollutants discharged in each process was very small,
and the emergy yield ratio was highest in the rolling process. Pelletizing, sintering, and steel-making
were input consuming processes, but the sustainability index of puddling and rolling processes
was sound. The whole process line can be sustainable, considering the useful intermediate and
recyclable products.

Keywords: emergy analysis; pollution impact; resource consumption; steel production;
sustainable development

1. Introduction

Steel is widely used in construction, transportation, packaging, renewable energy, and other
industries and the world’s crude steel output exceeded 1.6 billion tons in 2016 [1]. However, it
is also an energy-intensive industry, whose carbon dioxide emissions account for 6% to 7% of
global anthropogenic carbon dioxide emissions due to large amounts of fossil fuel consumption [2].
The treatment of solid waste such as steel slag, iron dust, and coal ash generated during production has
caused a series of environmental problems [3]. Steel production relies on the natural ecosystem and
human economic system feedback resources and the resulting waste flows into the natural ecosystem
and could affect human health. A research framework that considers the human economic system,
natural ecosystem, and the steel production system is required to evaluate the sustainable development
of the steel industry. The ecological economics evaluation method that comprehensively considers
economic development, resource consumption and environmental protection is an important tool for
evaluating sustainable development. Its application to the steel industry is an important research topic
for the sustainable management of the industry.

Among the existing eco-economic evaluation methods, the material flow analysis does not
consider the contribution of the ecosystem to production [4,5]; the evaluation using life cycle assessment

Sustainability 2018, 10, 4749; doi:10.3390/su10124749 www.mdpi.com/journal/sustainability159



Sustainability 2018, 10, 4749

is based on human preferences [6]; economic analysis mainly depends on market and shadow prices,
and its outcome is not objective enough; energy analysis usually does not consider the different effects
provided by energy from different sources [7,8].

In contrast to other analytical methods, H.T. Odum considered the natural energy hierarchy of
the universe in which many joules of one kind must be degraded to generate a few joules of another
and propose the concept of “emergy” [9]. Odum measures, values, and aggregates energy of different
types by their transformities. Transformities, defined as the emergy per unit energy, are calculated
as the amount of one type of energy required to produce a heat equivalent of another type of energy.
To account for the difference in quality of thermal equivalents among different energies, all energy
costs are measured in solar emjoules (sej), the quantity of solar energy used to produce another
type of energy. Fuels and materials with higher transformities require larger amounts of sunlight to
produce and therefore are considered more economically useful [10]. The emergy analysis is an energy
ecological method based on the principle of physical thermodynamics. The indicators of economic
system and ecosystem can be uniformly converted into emergy values. By incorporating aspects of
energy quality and ecological hierarchy to evaluate the contribution of the natural environment to
the human-economic system, this methodology allows for balancing of the needs of both human and
natural systems, expressing the socio-economic-environmental effects in common terms [11]. Emergy
with corresponding indices and ratios has been proved to be an effective and robust tool to understand
the resource flows supporting both the natural ecosystem and macro-economic system, and can be
used to measure their overall performances and sometimes sustainability [12]. This method has been
widely accepted as an effective ecological evaluation tool to assess comprehensive performances of all
kinds of systems with different scales and functions [13–16].

In the field of industrial production, Brown and Ulgiati added ecological service indicators to the
emergy production system to evaluate the power production system [17]. Geng et al. used emergy
analysis to evaluate the environmental performance and sustainability of industrial parks [18] and
Yuan et al. analyzed the recycling effects of different methods for construction waste through the
emergy theory [19]. In the field of renewable energies industry, a comprehensive energy and economic
assessment of biofuels was conducted by Ulgiati, based on economy, energy, and emergy and a
proposal to integrate ethanol production with industrial activities with a “zero emission framework”
was suggested [20]. Takahashi and Ortega made an emergy assessment of oleaginous crops cultivated
in Brazil, available to produce biodiesel, to determine which crop is the most sustainable [21]. Zhou et
al. analyzed a farm biogas based on emergy analysis and found that the farm biogas project has more
reliant on the local renewable resources input, less environmental pressure and higher sustainability
compared with other typical agricultural systems [22]. In the field of steel production, Zhang et
al. used emergy analysis to assess the sustainability of Chinese steel production from 1998 to 2008,
showing that its sustainability was very low and continued to decline [23]. Pan et al. evaluated the
sustainability of Chinese steel eco-industrial parks based on the emergy theory and found that after
the implementation of material recycling and energy cascade utilization, all indicators were superior
to the traditional production chain [24].

In order to understand the energy efficiency, environmental impact, and sustainable development
of steel industry, a systematic method to measure the comprehensive performances of steel enterprise
is urgent. The emergy analysis can be an effective method for evaluating sustainable development,
considering the social investment, natural resource consumption, and impacts of pollutant emission
from the steel industry. However, the current application of emergy analysis to the steel industry
has only focused on the sustainable development from a fixed resource type. A detailed inquiry into
the various material resources for the steel production process is needed to analyze the productivity
and sustainability of the steel industry. Therefore, we explored the detailed inputs of renewable and
non-renewable resources from three aspects: natural ecosystem, human economic system, and steel
production system. In addition, we analyzed each sub-link of the steel production line to explore the
status and potential of energy consumption. Finally, the efficiency and sustainable development of
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steel production were examined in detail from the input-, output-, input–output- and comprehensive
sustainability indexes of steel production. This will allow for the examination of the dependence of
steel production on different systems as well as the role of recycling in the production process and
identification of the sustainable development index that considers the environmental impacts and
waste discharge.

2. Materials and Methodology

2.1. Evaluation Framework

Our research target was a steel production system (Figure 1), whose boundary is the area of
steel production enterprise. Steel production consumes a lot of resources, and generates various
wastes. Three categories of system are defined for emergy accounting and for the understanding of
the system interactions. (1) The natural system represents the natural environment, which has not
been substantially altered by human intervention. (2) The human economics system is dominated by
human beings and deals with the production, distribution, and consumption of goods and services in
a particular society. (3) The steel production system in this paper refers to an industrial system that
contains pelletizing, sintering, puddling, steel-making, rolling, and other related auxiliary process.
The resources are derived from natural and human economic systems; the products are sold to the
human economic systems, the pollutants are returned to the natural ecosystem while affecting human
health, and some wastes that could be reused (here defined as recyclable materials) are returned to the
production line. Based on the emergy algorithm, we abbreviate the renewable resources from natural
system as R, the non-renewable resources from natural system as N, the renewable resources from
human economics system as FR, the non-renewable resources from human economics system as FN

and the product for human economic system as Y. In addition, some products (such as sinter, pellet,
etc.) are defined as intermediate products, because they can be sold on the market, but they are also
used in other parts of the steel production system. However, the effect of pollutant emissions from
the steel production plant on other systems is useless or even harmful. Here, we used dotted lines to
describe their pathway (Figure 1). The production process could refer to the entire steel production
line, but also to a sub-process, such as sintering process.

 

Figure 1. Material and energy flow diagram of the steel production process.
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The inputs of different systems include renewable and non-renewable resources. The resource
input from the human economic system is also needed, to be supported by the natural ecosystem.
For example, the electricity supplied by the human economic system depends on coal or water
resources supplied by the natural system. However, considering that the power system needs a large
number of other production equipment, the proportion of natural resources input is relatively low,
so the electricity is classified into the resource input of the human economic system. The natural
resources, such as coal and lime, are direct supplies of the natural ecosystem.

2.2. Data Collection and Calculation of Emergy

2.2.1. Data Collection

This study explored the sustainable development of steel production system. The steel factory
studied was a combined factory, consisting of sintering, pelletizing, puddling, steel making, steel
rolling and power generation. It had an annual production capacity of 1.2 million tons of pellets, 9.15
million tons of sinter, 4.65 million tons of pig iron, 4.5 million tons of billets and 3.2 million tons of
coils. Its production pathway is shown in Figure 2. The products of the factory can enter the market or
the next production link of the factory directly.

 

Figure 2. Flow diagram for the steel production process.

Data Source: Considering the different conditions of production across years and the imperfection
of some material flow monitoring, we used data from the environmental impact assessment report
of a standard steel factory—the Yuhua Steel Co. Ltd. in Wuan City, China. We collected the report
directly from the authors, who conducted field investigation and technical demonstration on the entire
steel enterprise. Data were collected for natural renewable and non-renewable resources, human
economic renewable and non-renewable resources, intermediate products and recycled materials as the
input raw data; pollutants, products, intermediate products, and recycled materials were the output
raw data.

Data processing methods: Various input–output indexes must be comparable to evaluate the
efficiency and sustainability of the whole system. In this study, the emergy analysis method was used.
The specific algorithm was firstly to convert different input and output elements into energy or mass
data, followed by calculation of the emergy conversion rate. Finally, the original data were multiplied
by the emergy conversion rate to obtain the solar emergy value (sej) of each index (Table 1).

2.2.2. Impact Evaluation of Emissions

For the steel production process, although most input–output indexes could be calculated as the
product of original data and emergy conversion rate, the pollutants produced in the process could
not be simply multiplied by their emergy conversion rates. Because pollutants are harmful to people
and environment rather than a useful resource, their emergy value should be calculated from their
negative effects.

Even if the pollutants from the production process are within the national permissible limits after
remediation, there are still some gaps between the emission concentration and the environmental
quality standards suitable for human survival. These pollutants need a lot of air within the environment
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to dilute to the acceptable concentration. This environmental service is defined as services for diluting
pollutants. However, these pollutants may cause ecological and economic losses (biodiversity loss,
ecosystem degradation, damage to human health) before reaching the acceptable concentration. These
losses contain certain emergy values. Therefore, the ecological impacts of effluent pollutants are in two
parts: dilution of ecosystem services and emergy loss of emission.

The calculation of emergy for diluting ecological services was done according to Ulgiati and
Brown [25]. However, the pollutants are regarded as by-products in the literature [25] and the service
used for dilution is regarded as renewable resources provided by the environment. We considered the
pollutants as harmful waste rather than by-products since they cannot be utilized under the current
technical level of the research enterprise. As an effluent waste, pollutants can only be a harmful
substance, whose disadvantages are expressed by the damage to natural and human resources. The
value of this damage is essentially negative emergy.

1© Calculation of Emergy for Diluting Ecological Services

Firstly, the environmental quality of diluted pollutants was calculated. The pollutant studied in
this paper was only exhaust gas. Therefore, the air quality of diluted exhaust gas was calculated as

Md,air = d × W
c
− Me,air (1)

where Md,air is the quality of the air used to dilute pollutants; Me,air is the quality of the air emitted
from the steel production process; d is the air density (1.23 kg/m3); W is the amount of pollutants
discharged annually; c is the acceptable concentration of pollutants.

The mass of diluted air was converted to emergy by diluting the kinetic energy of air. By
multiplying by the conversion rate of emergy, the emergy value of diluted air can be obtained.

Emd,air = Ed,air × Trair =
1
2
× Md,air × v2 × Trair (2)

where Emd,air is the emergy value of dilute air; Ed,air is the kinetic energy of dilute air; Trair is the
transformity of wind, here it is 1.50 × 103 sej/J; Md,air is the quality of the air used to dilute pollutants;
v is average annual wind speed, here it was chosen as 1.5 m/s.

2© Calculation of emergy loss of emission

Human resources were considered as a slow renewable resource, and the generation and use
of pollutants would lead to irreversible losses. In this report, the DALY method proposed by WHO
was used to quantitatively assess the damage of pollutants to human beings [22]. Emergy loss was
calculated as

Emmanpower = ∑ Mi × DALYi × τH (3)

where Emmanpower is the emergy of human resource loss, sej; i is the ith pollutant; Mi is the quality of the
ith pollutant; DALY is the impact factor of the ith pollutant; τH is the emergy unit of human resources
per year, which is equal to the annual total emergy use of a country or region divided by its population,
and here τH equaled 1.32 × 1016 sej/person [24,26].

The specific indicators and results of the calculation are shown in Table 1.

2.2.3. Emergy Evaluation of the Steel Industry

From the material and energy flow diagram of the production process, the different sub-processes
of the steel factory were systematically sorted out. The input and output indexes were converted into
heat or mass data. The original data were multiplied by the corresponding emergy conversion rate to
obtain the solar emjoule value (sej) of each index. Because of the large amount of data, the summary
results are shown in Table A1 at the end of this paper. The main body of this paper only gave the
emergy input–output statistics of the steel production system (Table 2).

163



Sustainability 2018, 10, 4749

T
a

b
le

1
.

Ye
ar

ly
em

er
gy

es
ti

m
at

e
of

po
llu

ta
nt

s
in

th
e

st
ee

lp
ro

du
ct

io
n

pr
oc

es
s.

P
ro

d
u

ct
io

n
P

ro
ce

ss
P

o
ll

u
ta

n
t

P
o

ll
u

ta
n

t
D

is
ch

a
rg

e
M

a
ss

/t

D
is

ch
a
rg

e
V

o
lu

m
e

o
f

W
a
st

e
G

a
s/

m
3

A
cc

e
p

ta
b

le
C

o
n

ce
n

tr
a
ti

o
n

/μ
g

/m
3

[2
7
]

M
a
ss

o
f

th
e

A
ir

U
se

d
to

D
il

u
te

P
o

ll
u

ta
n

t/
t

E
m

e
rg

y
o

f
th

e
A

ir
U

se
d

to
D

il
u

te
P

o
ll

u
ta

n
t/

se
j

D
A

L
Y

/K
g

o
f

E
m

is
si

o
n

E
m

e
rg

y
L

o
ss

o
f

E
m

is
si

o
n

/s
e
j

E
m

e
rg

y
o

f
T

o
ta

l
Im

p
a
ct

s
o

f
P

o
ll

u
ta

n
ts

/s
e
j

Pe
lle

ti
zi

ng
SO

2
29

5.
26

3.
11

×
10

9
20

1.
82

×
10

10
3.

06
×

10
16

5.
46

×
10

−5
[2

8]
2.

13
×

10
17

2.
43

×
10

17

D
us

t
85

.5
1

5.
10

×
10

9
80

1.
31

×
10

9
2.

21
×

10
15

3.
75

×
10

−4
[2

8]
4.

23
×

10
17

4.
25

×
10

17

N
O

x
53

0.
91

3.
12

×
10

9
50

1.
31

×
10

10
2.

20
×

10
16

8.
87

×
10

−5
[2

9]
6.

22
×

10
17

6.
44

×
10

17

Si
nt

er
in

g
SO

2
23

15
.3

8
1.

99
×

10
10

20
1.

42
×

10
11

2.
40

×
10

17
5.

46
×

10
−5

[2
8]

1.
67

×
10

18
1.

91
×

10
18

D
us

t
96

7.
46

4.
23

×
10

10
80

1.
48

×
10

10
2.

50
×

10
16

3.
75

×
10

−4
[2

8]
4.

79
×

10
18

4.
81

×
10

18

N
O

x
45

03
.1

9
2.

02
×

10
10

50
1.

11
×

10
11

1.
87

×
10

17
8.

87
×

10
−5

[2
9]

5.
27

×
10

18
5.

46
×

10
18

Pu
dd

lin
g

SO
2

17
8.

81
3.

85
×

10
9

20
1.

10
×

10
10

1.
85

×
10

16
5.

46
×

10
−5

[2
8]

1.
29

×
10

17
1.

47
×

10
17

D
us

t
71

3.
47

3.
54

×
10

10
80

1.
09

×
10

10
1.

84
×

10
16

3.
75

×
10

−4
[2

8]
3.

53
×

10
18

3.
55

×
10

18

N
O

x
44

9.
03

3.
85

×
10

9
50

1.
00

×
10

10
1.

86
×

10
16

8.
87

×
10

−5
[2

9]
5.

26
×

10
17

5.
44

×
10

17

St
ee

l-
m

ak
in

g
D

us
t

52
8.

30
2.

24
×

10
10

80
8.

11
×

10
9

1.
37

×
10

16
3.

75
×

10
−4

[2
8]

2.
62

×
10

18
2.

63
×

10
18

R
ol

lin
g

SO
2

84
.3

3
2.

00
×

10
9

20
5.

18
×

10
9

8.
75

×
10

15
5.

46
×

10
−5

[2
8]

6.
08

×
10

16
6.

95
×

10
16

D
us

t
37

.8
5

2.
00

×
10

9
80

5.
80

×
10

8
9.

78
×

10
14

3.
75

×
10

−4
[2

8]
1.

87
×

10
17

1.
88

×
10

17

N
O

x
17

0.
97

2.
00

×
10

9
50

4.
20

×
10

9
7.

09
×

10
15

8.
87

×
10

−5
[2

9]
2.

00
×

10
17

2.
07

×
10

17

Po
w

er
Pl

an
t

SO
2

53
5.

52
1.

08
×

10
10

20
3.

29
×

10
10

5.
56

×
10

16
5.

46
×

10
−5

[2
8]

3.
86

×
10

17
4.

42
×

10
17

D
us

t
87

.1
8

1.
08

×
10

10
80

1.
33

×
10

9
2.

24
×

10
15

3.
75

×
10

−4
[2

8]
4.

32
×

10
17

4.
34

×
10

17

N
O

x
42

4.
64

1.
08

×
10

10
50

1.
04

×
10

10
1.

76
×

10
16

8.
87

×
10

−5
[2

9]
4.

97
×

10
17

5.
15

×
10

17

164



Sustainability 2018, 10, 4749

T
a

b
le

2
.

Em
er

gy
in

pu
ta

nd
ou

tp
ut

in
th

e
st

ee
lp

ro
du

ct
io

n
sy

st
em

.

It
e

m
s

R
e

so
u

rc
e

T
y

p
e

In
d

e
x

e
s

E
m

e
rg

y
It

e
m

s
R

e
so

u
rc

e
T

y
p

e
In

d
e

x
e

s
E

m
e

rg
y

se
j

se
j

In
pu

t
O

ut
pu

t

N
at

ur
al

sy
st

em
R

en
ew

ab
le

re
so

ur
ce

s
(R

)
Fr

es
h

w
at

er
2.

35
×

10
18

N
at

ur
al

sy
st

em
Po

llu
ta

nt
s

SO
2

2.
81

×
10

18

A
ir

2.
30

×
10

20
D

us
t

1.
20

×
10

19

N
on

-r
en

ew
ab

le
re

so
ur

ce
s

(N
)

Be
nt

on
it

e
1.

92
×

10
19

N
O

x
7.

37
×

10
18

Po
w

de
re

d
ir

on
7.

58
×

10
21

H
um

an
ec

on
om

ic
s

sy
st

em
Pr

od
uc

ts
(Y

)
Si

nt
er

2.
75

×
10

21

Li
m

es
to

ne
1.

46
×

10
21

Pi
g

ir
on

2.
51

×
10

21

H
ig

h
m

ag
ne

si
um

po
w

de
r

8.
59

×
10

19
Bi

lle
ts

te
el

3.
88

×
10

21

Ir
on

or
e

8.
70

×
10

19
R

ol
le

d
st

ee
l

9.
89

×
10

21

C
oa

l
2.

02
×

10
20

St
ee

lp
ro

du
ct

io
n

sy
st

em
In

te
rm

ed
ia

te
pr

od
uc

ts
Pe

lle
t

1.
31

×
10

21

Pu
lv

er
iz

ed
co

al
2.

62
×

10
19

Si
nt

er
7.

23
×

10
21

Ir
on

bl
oc

k
9.

41
×

10
19

Pi
g

ir
on

1.
01

×
10

22

Fe
rr

oa
llo

y
1.

14
×

10
19

Bi
lle

ts
te

el
1.

00
×

10
22

D
oo

m
it

e
6.

55
×

10
19

R
ec

yc
le

d
m

at
er

ia
ls

D
es

ul
ph

ur
iz

in
g

Sl
ag

6.
20

×
10

18

Fl
ou

r
6.

00
×

10
17

D
us

ta
nd

as
h

1.
57

×
10

20

So
il

lo
ss

7.
53

×
10

20
D

es
ul

ph
ur

iz
ed

gy
ps

um
2.

36
×

10
19

H
um

an
ec

on
om

ic
s

sy
st

em
R

en
ew

ab
le

re
so

ur
ce

s
(F

R
)

La
bo

r
2.

64
×

10
20

Si
nt

er
re

en
tr

y
8.

26
×

10
20

In
ve

st
m

en
ti

n
fix

ed
as

se
ts

2.
32

×
10

20
Bl

as
tf

ur
na

ce
sl

ag
1.

21
×

10
21

N
on

-r
en

ew
ab

le
re

so
ur

ce
s

(F
N

)
Th

er
m

al
po

w
er

el
ec

tr
ic

ity
6.

78
×

10
20

Bl
as

tf
ur

na
ce

ga
s

2.
12

×
10

21

C
ok

e
po

w
de

r
4.

15
×

10
9

H
ot

bl
as

ts
to

ve
flu

e
ga

s
2.

29
×

10
22

C
ok

e
4.

71
×

10
20

St
ee

ls
la

g
1.

32
×

10
21

N
ut

co
ke

7.
76

×
10

18
D

us
tm

ud
5.

38
×

10
19

W
hi

te
as

h
1.

01
×

10
21

Ir
on

ox
id

e
sk

in
2.

38
×

10
19

St
ee

lp
ro

du
ct

io
n

sy
st

em
In

te
rm

ed
ia

te
pr

od
uc

ts
Si

nt
er

7.
23

×
10

21
R

em
ai

nd
er

re
si

du
e

1.
62

×
10

19

Pe
lle

t
1.

31
×

10
21

St
ea

m
pr

od
uc

ti
on

5.
58

×
10

19

Pi
g

ir
on

1.
01

×
10

22
C

on
ve

rt
er

ga
s

pr
od

uc
ti

on
2.

87
×

10
20

Bi
lle

ts
te

el
1.

00
1
×

10
22

Ir
on

ox
id

e
sl

ud
ge

2.
19

×
10

19

R
ec

yc
le

d
m

at
er

ia
ls

Bl
as

tf
ur

na
ce

ga
s

2.
12

1
×

10
21

St
ee

ls
cr

ap
8.

75
×

10
19

C
on

ve
rt

or
ga

s
2.

87
×

10
20

El
ec

tr
ic

it
y

3.
03

×
10

20

D
us

ta
nd

as
h

4.
00

×
10

19
N

it
ro

ge
n

9.
03

×
10

20

W
at

er
tr

ea
tm

en
ts

lu
dg

e
5.

39
×

10
19

O
xy

ge
n

1.
38

×
10

20

Si
nt

er
re

en
tr

y
2.

01
×

10
20

Pe
lle

tr
et

ur
n

1.
09

×
10

20

St
ea

m
co

ns
um

pt
io

n
5.

74
×

10
19

St
ee

ls
cr

ap
9.

89
×

10
19

El
ec

tr
ic

it
y

3.
03

×
10

20

N
it

ro
ge

n
9.

03
×

10
20

O
xy

ge
n

1.
38

×
10

20

165



Sustainability 2018, 10, 4749

2.2.4. Emergy Indexes Used in This Study

The emergy evaluation indexes were compiled according to the input–output system and resource
utilization of the steel industry (Table 3).

Table 3. Emergy indexes used in steel production system.

Items Indexes Formulation

Input index Environment loading ratio (ELR) Non-renewable resources (N + FN)/Renewable
resources (R + FR)

Proportion of recycled materials used
(PRM) Recycled materials used/Total input

Emergy investment ratio (EIR) Human economics system input/Natural system
input

Output index Environmental impact rate (EnIR) Pollutants/Products
Product rate (PR) Products/Total output

Input–output index Emergy yield ratio (EYR) Products/Human economics system input

Total emergy yield ratio (TEYR)
(Products + Intermediate products + Recycled
materials)/(Human economics system input +

Natural system input)

Net emergy yield ratio (NEYR)
(Products + Intermediate products + Recycled

materials-Pollutants)/(Human economics system
input + Natural system input)

Emergy input–output rate (EIOR) Products/Total input

Total emergy input–output ratio (TEIOR) (Products + Intermediate products + Recycled
materials)/Total input

Net emergy input–output ratio (NEIOR) (Products + Intermediate products + Recycled
materials − Pollutants)/Total input

Sustainability index Emergy sustainable development index
(ESDI)

Emergy yield ratio (EYR)/Environment loading
ratio (ELR)

Total emergy sustainable development
index (TESDI)

Total emergy yield ratio (TEYR)/Environment
loading ratio (ELR)

Net emergy sustainable development
index (NESDI)

Net emergy yield ratio (NEYR)/Environment
loading ratio (ELR)

3. Results and Discussion

3.1. Structure of Inputs and Outputs in the Steel Industry

The whole process of steel production was analyzed in terms of input and output. The beneficial
effect of steel production on people was positive, and both its harmful effect on people and the use of
human beneficial emergy were negative, as shown in Figure 3. There was little difference between
input and output of the system; the emergy loss was minimal, and the emergy output rate was high.

Among the three systems, the steel production system had the highest overall input and output,
which included intermediate and recyclable products. Apart from the intermediate products that could
be sold and used directly, the proportion of recyclable materials in various input–output indicators
was also the largest. In addition to gas and other resources, these materials were mostly solid wastes
such as steel slag, dust particles, etc. After being treated and collected, they accounted for 43% of
the emergy value of inputs. The harmless treatment of steel production process played an important
role. If these materials were not properly recycled, more resources would need to be invested from
the natural ecosystem and human economic system, and the impact of the associated direct emissions
would be close to the beneficial emergy value derived from the product itself. Regardless of the input
of steel production system, the input resources were mainly non-renewable resources, which was
consistent with previous findings [23,24].
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Figure 3. Structure of the emergy inputs and outputs in the steel production process.

In the input and output of each system, both renewable resources of natural ecosystem and
human economic system accounted for a very low proportion, suggesting that the environmental
load of steel production was high. In addition, the emergy value of pollutants discharged into the
natural ecosystem was very low. Although the steel industry is a typical high pollution enterprise, the
proportion of its pollution impact on overall input and output was not particularly serious based on
the emergy analysis. Under the pressure of environmental protection, the steel factories have fared
better. The impact of pollutants was relatively small when the pollutants were treated and reusable
resources/wastes recovered as much as possible. In addition, compared with other steel enterprises in
China [23,24], this research enterprise does not discharge waste water and the amount of waste gas
pollutants was also significantly less. This indicated that the environmental protection technology of
this enterprise was at the forefront in China.

3.2. Variation in Emergy of Different Production Links

Input–output indexes were analyzed from four aspects: input indexes, output indexes, the
relationship between input–output indexes, and comprehensive sustainability indexes, considering
different types of superimposed effects. The emergy production efficiency of each sub-production
process and the whole production process was also analyzed (Table 4).
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Table 4. Emergy indexes used in steel production system.

Items Indexes Pelletizing Sintering Puddling Steel-Making Rolling
Whole
Process

Input index Environment loading
ratio (ELR) 31,191.381 145,338.975 14.418 21.239 39.481 17.242

Proportion of recycled
materials used (PRM) 0.014 0.061 0.090 0.098 0.024 0.093

Emergy investment ratio
(EIR) 0.177 0.038 1.588 4.876 39.481 0.251

Output index Environmental impact
rate (EnIR) 0.001 0.001 0.000 0.000 0.000 0.001

Product rate (PR) 0.994 0.914 0.324 0.891 0.989 0.243

Input–output
index Emergy yield ratio (EYR) 6.987 32.669 20.920 12.234 42.917 8.777

Total emergy yield ratio
(TEYR) 7.020 35.708 64.647 13.735 43.397 21.992

Net emergy yield ratio
(NEYR) 7.013 35.668 64.640 13.732 43.395 21.982

Emergy input–output
rate (EIOR) 1.038 1.116 1.205 1.095 0.940 0.411

Total emergy
input–output ratio

(TEIOR)
1.043 1.219 3.723 1.229 0.951 1.031

Net emergy input–output
ratio (NEIOR) 1.041 1.218 3.723 1.229 0.951 1.030

Sustainability
index

Emergy sustainable
development index

(ESDI)
0.000 0.000 1.451 0.576 1.087 0.509

Total emergy sustainable
development index

(TESDI)
0.000 587.384 4.484 0.647 1.099 1.276

Net emergy sustainable
development index

(NESDI)
0.000 945.265 4.483 0.647 1.099 1.275

3.2.1. Input Indexes

By analyzing the relationship among different input indexes, the dependence of the production
process on different systems and resource types could be understood. Environmental load rate (ELR)
reflects the proportion of input of non-renewable and renewable resources. The ELR for pelletizing and
sintering processes at the front end of production chain were much higher than other processes. Thus,
the whole production process needed to invest a large amount of non-renewable resources to start
production, then the demand for non-renewable resources was greatly reduced. The ELR of whole
process was 17.242, which was lower than the values for other steel enterprises in China, but there was
still some great environmental stress (ELR > 10) [23,24].

The proportion of recycled materials used (PRM) reflects the extent of waste disposal during steel
production. If the waste materials cannot be recycled for further production, they can easily become
an additional environmental burden. Therefore, the PRM index, acting much like the decomposer in
the ecosystem, plays an important role in a sustainable industrial production system. Both puddling
and steel-making processes have a high PRM, so that these processes can better absorb and digest the
waste in the whole steel production process (Table 4).

Emergy investment ratio (EIR) is different from ELR and is used to explore the relationship
between inputs from the human economic system and natural ecosystem. The EIR of the rolling
process was higher because it had no input from the human economic system, except some electricity;
so the proportion of natural resources input was significantly increased. In pelletizing, and sintering
processes as well as the entire line, the input from the human economic system was much greater
than that from the natural ecosystem, indicating that the dependence of steel production on human
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economic system was greater than on natural ecosystem. The EIR of the entire line was similar to other
steel enterprises, though it varied with years [23].

3.2.2. Output Indexes

Environmental impact rate (EnIR) reflects the emergy of discharged pollutants per unit product,
which can measure the negative environmental impact of products. The EnIR of each process was
low, and the EnIR of puddling, steelmaking, and rolling, were less than 0.001 (Table 4). Thus, the
environmental costs of production consistent with emission standards was relatively small, based on
emergy analysis. In particular, this paper considered pollutants as emissions and were analyzed among
the output emergy; however, some studies regarded pollution as the loss of input emergy [24,25].

Product rate (PR) refers to the proportion of target products relative to all other outputs. The
very low PR for the whole process was due to the fact that only the final steel was used as the product
in this analysis, excluding the huge intermediate products and recycling materials. The PR of the
puddling process was much lower than that of other sub-processes. Many of the emergy invested in
the puddling process was converted into recycled materials which are subject to further processing.
The emergy efficiency of the production cycle could be greatly increased by increasing the PR of the
puddling process.

3.2.3. Input–Output Indexes

The traditional Emergy yield ratio (EYR) reflects the emergy of the output (product) under a
certain amount of purchased emergy. It can be seen from the Table 4 that the EYR of rolling processes
was much higher than that of other processes. The main reason was that compared with pelletizing
and sintering processes, the most important resource inputs for rolling were the intermediate products
produced in the previous process, which needed not be purchased. The EYR of steelmaking was low
due to the high input of natural resources such as oxygen and nitrogen. The EYR of whole process
was 8.777, which was larger than other steel enterprises, meaning the research enterprise was more
competitive [23–25]. Total emergy yield ratio (TEYR) represents the output of all products (including
the sum of final products and recyclable materials) under a certain purchased emergy. The net emergy
yield ratio (NEYR) represents the output of all products minus pollutants under a certain purchased
emergy. Because the emergy value of pollutants was much lower than other outputs, there was little
difference between the TEYR and the NEYR. The difference of TEYR and NEYR from each process
was similar to the difference of the EYR. The TEYR and NEYR of puddling process were high, because
it used less purchasable resources. Also, not only the pig iron products, but the recyclable materials
were produced with a great deal of emergy value. So, the investment rate of puddling process was
much higher than that of other processes.

The emergy input–output rate (EIOR) is developed to reflect the amount of emergy products
produced by the system, considering all the input resources at the same time. The total emergy
input–output ratio (TEIOR) explores the total output of products, intermediate products and recyclables
that are produced after inputting resources. The net emergy input–output ratio (NEIOR) represents the
total product mentioned above minus the pollutant emergy value after inputting resources. Compared
with the EYR, the EIOR not only considers the input and output efficiency of purchased resources,
but also comprehensively analyzes the conversion efficiency of all input resources in the process. As
shown in Table 4, the EIOR differed little among the various processes and the input–output ratio
of each process was almost slightly greater than 1, and the emergy efficiency of each process was
high. The TEIOR and the NEIOR of the puddling process were greater than 3. The emergy production
and conversion efficiency was rather high under the comprehensive consideration of various inputs
and outputs.
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3.2.4. Sustainability Indexes

The emergy sustainable development index (ESDI) reflects the sustainable development of the
system. The relationship between the ESDI and sustainable development can be summed up as follows:
when the ESDI is greater than 1 but less than 10, it indicates that the system is developing and relatively
dynamic, and the emergy of sustainable development is in good condition; an ESDI greater than 10
indicates that the economy is underdeveloped; ESDI less than 1 indicates a consumption-oriented
system and the development is unsustainable [30]. The ESDI of pelletizing, sintering, puddling,
steel-making, and the whole process line were all less than 1, which meant that the production
consumed a large amount of non-renewable resources, and the ELR was high. However, the ESDI of
other steel enterprise were lower, being less than 0.1 [23,24]. The ESDI of the puddling and rolling
processes were greater than 1 but less than 10, suggesting that the emergy sustainable development
of puddling and rolling processes were in good condition. Considering all the useful outputs, such
as intermediate and reusable products, emergy sustainability indexes (TESDI and NESDI) have been
greatly improved. The TESDI and NESDI of puddling, rolling, and the whole process were within a
reasonable range of 1 to 10. It could be seen that if the steel production line recycled the intermediate
products of each process, it could achieve sustainable development; if not, the system has a high
environmental load rate and cannot develop sustainably.

4. Conclusions and Recommendations

4.1. Conclusions

Based on the emergy of various input–output indicators, the total input and output emergy of
the steel production line was not very different; the largest input was the intermediate products and
recyclable materials produced in the production process; the recyclable materials accounted for 43%
of the total input. The input emergy was mainly non-renewable resources, and the ELR was high;
the emergy of pollutants discharged was very low, indicating that the environmental impact of steel
production was small if the pollutants were discharged after treatment.

The ELR of pelletizing and sintering processes that occurs in the front-end production line was
the highest; the proportions of recycled materials used for steel-making and puddling were the highest,
and played the greatest role in ‘waste’ absorption. The EIR in rolling were the highest since its
dependence on natural system was the greatest. The emergy value of pollutants from each process was
very small, and the EnIR was close to or below 0.001. The PR was only 0.324 in the puddling process,
and the emergy efficiency of production could greatly increase if the product rate of puddling was
improved. The EYR of sintering and rolling processes were the highest. Both the TEYR and NEYR of
puddling were the highest. There was little difference between the procedures in the EIOR, TEIOR,
and NEIOR after considering all resource inputs simultaneously.

The ESDI of pelletizing, sintering and steel-making were less than 1, indicating an unsustainable
production process but puddling and rolling processes were reasonable. Considering the intermediate
products and recyclable materials, the TESDI and NESDI of puddling, rolling and the whole
process were between 1 and 10, and the development was acceptable. Therefore, the steel
production process could achieve sustainable development if various intermediate products could be
recycled considerably.

4.2. Recommendations

This paper systematically analyzed the input and output of the steel production line, but the
research process still needs to be improved and further explored. Pollutants discharged from the steel
production process will have adverse effects on human and other biological health in the ecological
environment. Due to absence of corresponding methods and data for assessing biological hazards, this
part of the study was omitted for the time being. The pollutant could be evaluated more accurately once
the biological hazards are considered in future studies. The type of pollutants from the steel production
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process were much more varied than the particulate matter, sulfur dioxide, and nitrogen oxides studied
here. After determining the influence of other pollutants for inclusion in future evaluations, the results
would be more comprehensive.

In addition to emergy analysis, other eco-economic assessments have also been tried to evaluate
the sustainability of steel production. For example, the life cycle assessment method, which mainly
concerns the environmental impact of goods and services, has been used at different scales [31–34].
Although each method has its own advantages and disadvantages, it may be more scientific and
informative to combine several eco-economic assessments with emergy analysis.
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Abstract: In this study, we propose a safety risk assessment process using the fuzzy extension of
the technique for order of preference by similarity to ideal solution (TOPSIS) for assigning priorities
to risks in worksites, in order to promote the health, safety and well-being of workers, issues that
are embedded within the concept of sustainability, specifically belonging to the social sphere of
sustainability. The multicriteria method works in cooperation with a simple quantitative risk analysis
and assessment process, the proportional risk assessment technique (PRAT), the functionality of
which is based on real data. The efficiency of this approach is validated through treating a construction
project example in Greece, and the results are compared with real fatal and non-fatal accidents data
for the years 2014–2016. This integrated multicriteria approach can be used by risk managers as a tool
for assessing safety risks and making informed decisions about the manner that a constraint budget
would be spent in order to maximize health and safety in workplace.

Keywords: risk assessment; Fuzzy TOPSIS; construction safety; PRAT method; sustainability

1. Introduction

Preserving the health, safety and well-being of labor on work sites is a key concern worldwide
as part of the effort to increase the productivity and promote the sustainable growth of business.
The World Health Organization (WHO) [1], refers to sustainable development as a strategy to “meet the
needs of the present world population without causing adverse effect on health and on the environment,
and without depleting or endangering the global resource base, hence without compromising the
ability of future generations to meet their needs.” Recently, the U.S. Occupational Safety and Health
Administration (OSHA) [2] recognized that actions for ensuring occupational health and safety can be
integrated into sustainability efforts and benefit from sustainability movement dynamics in order to
make work sites safer and healthy.

In addition, reduced accidents costs can save private and state budget resources that can be used
more efficiently in sectors that need them more. Reports of the International Labor Organization (ILO)
state that in the region of Europe and Central Asia, for the period 2009–2015, there were 64,230,125
workdays lost in the manufacturing sector due to injuries caused by accidents in the workspace and
44,723,674 workdays lost in the construction sector, as well [3].

Moreover, the European Agency for Safety and Health at Work [4] and the ILO [3] reported that,
according to estimates, the cost of work-related injuries and illnesses worldwide is up to 3.9% of gross
domestic product (GDP), namely about €2680 billion. As for the European Union (EU), injuries and
illnesses related to the workplace costs 3.3% of its GDP, namely €476 billion annually, a part of which
could be saved using more efficient health and safety practices, and thus, redirected to help treating
many serious economic and societal problems.

Sustainability 2019, 11, 615; doi:10.3390/su11030615 www.mdpi.com/journal/sustainability178
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Today, OSH issues are considered to be very important for organizations for economic
(e.g., decrease lost working days), environmental (e.g., environmental hazards for employees), and
social issues (e.g., ethical working conditions). Actually, the idea of sustainability has been utilized as a
frame for OSHA and also for the Occupational Safety and Health (OSH) standards and techniques [5].
So far, the majority of OSH topics have been associated with organizations’ compliance with legislation
requirements, while a great part of the literature has recently incorporated OSH issues into the concept
of social responsibility of organizations, which should go beyond the law by adopting voluntary OSH
standards. However, the voluntary trend of organizations has lately gained ground in the context
of the social responsibility of organizations to contribute to sustainable development [5,6]. This is
integrated into the context of organizations as a commitment to OSH issues beyond the law which
should be achieved through voluntary OSH standards (e.g., OSHAS 18001, ISO 45001). By this logic,
the concept of sustainability is utilized as a frame to classify current OSH standards and techniques.

The main contribution of this study is the integration of the fuzzy extension of the most popular
compromise programming multicriteria method, the technique for order of preference by similarity to
ideal solution (TOPSIS), with a proven efficient quantitative technique for risk assessing and analysis,
the proportional risk assessment technique (PRAT). The proposed process aims to be a useful tool for
making informed decisions and assist systematic knowledge transfer between managers and engineers
and practitioners. This study is organized into six sections: (1) the introduction, (2) the review of recent
scientific literature, (3) the description of the fuzzy TOPSIS method, (4) the description of the proposed
approach, (5) the application and results discussion, and (6) the conclusions.

2. Literature Review

In recent years there has been rising interest in the research field of occupational health and safety
hazards assessment. Marhavilas and Koulouriotis [7] developed the “proportional risk assessment
technique” (PRAT) and a “decision matrix technique”, for quantification of risks, and applied them
to a Greek aluminum extrusion company. Marhavilas and Koulouriotis [8] used an assessment
approach using both stochastic and deterministic processes, and applied it in the largest Greek
industry, the Public Power Corporation (PPC) and Aneziris et al. [9] proposed a model for construction
projects risk quantification. Aminbakhsh, Gunduz, and Sonmez [10] used an approach for robust
construction risks assessment while allocating budget. Marhavilas et al. [11] proposed an approach
based on time-series harmonic analysis of accidents in the workplace. Guo and Haimes [12] proposed
a framework for precursor analysis to assist the development of a precursor monitoring and decision
support system. A great recent review on quantitative risk analysis is presented in Goerlandt et al. [13].
In the study of Dehdasht et al. [14] used the Decision Making Trial and Evaluation Laboratory
(DEMATEL) method in association with Analytical Network Process (ANP) for risk assessment,
specifically in oil and gas construction projects. Also, [15] and [16] used ANP and fuzzy systems
for e-procurement risk factors estimation in a manufacturing company. The study of Jo et al. [17]
analyzed data from accidents in Korean construction sector between years 2011 and 2015, in order
to provide crucial information for defining policies to reduce construction accidents. Ghodrati, Yiu,
Wilkinson, and Shahbazpour [18] proposed models to predict the safety outcome in the construction
industry. Wu et al. [19] used neutrosophic sets for modifying operators that used with multiple
attribute decision-making methods to assess risks in engineering construction projects.

In addition, great reviews of research directions and contributions in the occupational safety
and health field with applications in the construction industry were undertaken by [20], and [21].
Recently, [5] conducted a comprehensive review to map the field of the interaction of sustainability and
health-safety management systems, and provides an analytic description of the usage of occupational
health and safety management standards in work sites. Finally, [22] proposed a framework for
incorporating the fuzzy extension of a popular multicriteria decision making method, such as AHP,
with a quantitative method for prioritizing risks in the workplace.
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TOPSIS, was introduced by Hwang, C.L., and Yoon [23] as a multicriteria method for ranking and
selection of alternatives using distance measures. The fuzzy-TOPSIS which is the extension of classic
TOPSIS to fuzzy logic, has been introduced by [24], including ratings and weightings description
by triangular fuzzy numbers. There is a wide range of applications for TOPSIS. Jozi and Majd [25],
used TOPSIS for identifying risks from pollutants in the steel production process. Mahdevari, Shahriar,
and Esfahanipour [26] proposed a process based on fuzzy TOPSIS for assessing health and safety risks
and produce balanced budget plans, and Jozi, Shoshtary, and Zadeh [27] used AHP and TOPSIS for
prioritization of hazardous factors identified by a Delphi method application in a construction project.
Cococcioni, Lazzerini, and Pistolesi [28] proposed a multi-objective learning evolutionary algorithm
for the classification of workers according to their risk perception for assigned tasks. TOPSIS is used for
selecting the best Pareto-optimal solution. The TOPSIS method is used to select the best Pareto-optimal
solution, among those generated by a non-dominated sorting artificial bee colony (NSBC) algorithm.

3. The Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) and Fuzzy
TOPSIS Methods

3.1. TOPSIS Method

The functionality of the TOPSIS method is based on the consideration of two ideal solutions,
the positive and the negative one. Then, the method works to find the shortest distance from the
positive ideal solution and the longest distance from the negative ideal solution. TOPSIS belongs to
the compromise programming methods, as its main principle is that the feasible solution sets’ ranking
depends on both their proximity to the positive ideal solution (PIS) (Equation (1)) and the negative
ideal solution (NIS) (Equation (2)) [29].

LPIS =

(
m

∑
j=1

(∣∣∣ f+j − f j(x)
∣∣∣)2

) 1
2

(1)

LNIS =

(
m

∑
j=1

(∣∣∣ f−j − f j(x)
∣∣∣)2

) 1
2

(2)

where x ∈ A, and m = number of alternatives,
Taking into consideration the fact that in TOPSIS the Euclidean distance measure is applied (p = 2)

for the calculation of the distance from the positive ideal solution and the negative ideal solution,
this comprises a special case of the compromise programming methods.

The method’s model can further be simplified by expressing the distances from the optimal and
the worst points of the analysis for the closeness coefficient of each alternative in a function form, as
shown for the benefit criteria ( f+t ) and the cost criteria ( f−k ) respectively (Equations (3) and (4)).

f+j = {X = max(or min) ft(x)(or fk(x)), ∀t(or k) εB(and K) } (3)

f−j = {X = min(or max) ft(x)(or fk(x)), ∀t(or k) εB(and K) } (4)

The basic concept of this method is based on the monotonicity (increasing or decreasing) of each
criterion, implying the easiness of defining the positive ideal solution and the negative ideal solution.
Therefore, the alternatives’ ranking depends on their distance from the best and the worst points of
the analysis. The shorter the distance from the optimal solution and the farther the distance from the
worst solution, the better the alternative.
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The closeness coefficient (ci), for the alternatives’ ranking, is measured according to Equation (5)
based on their distance from the positive ideal solution (S+

i ) and the negative ideal solution (S−
i ) [23,29].

Ci =
S−

i
S+

i + S−
i

, 0 ≤ Ci ≤ 1 (5)

However, the uncertainty that real-world problems involve, increase the complexity of the
decision making process, and as a result exact numeric values cannot represent decision maker’s
preferential system. For this reason, the use of linguistic variables introduced, to facilitate decision
making ranking process.

3.2. Fuzzy TOPSIS Method

Initial efforts for extending the TOPSIS method to fuzzy sets were made by the study of Rebai [30]
in which proposed the first fuzzy extension of TOPSIS method to rank alternatives using types of
non-cardinal measures for measuring attributes’ performance in a framework named “BBTOPSIS”.
However, the fuzzy extension of the TOPSIS method, used in the present study was, firstly, introduced
by [24] to express the uncertainty existing in multicriteria decision support methods and specifically in
the experts’ judgements. Given the fact that the TOPSIS method aims at the alternatives ranking based
on their distance from the PIS and NIS, these two points have to be identified first. Hereafter, each
alternative’s distance is measured from PIS and NIS and the alternative with the smallest distance
from the PIS and the largest distance from the NIS is considered the best [29].

At first, as the analysis alternatives have been evaluated according to their severity and probability
through the use of linguistic variables, they converted into fuzzy numbers according to the selected
fuzzy scale. The normalization process is applied so as fuzzy numbers ranging between 0 to 1
(Equations (6) and (7)).

r̃ij =

(
lij
u+

j
,

mij

u+
j

,
uij

u+
j

)
, 0 ≤ Ci ≤ 1 (6)

r̃ij =

(
l−j
u+

j
,

l−j
m+

j
,

l−j
l+j

)
, l−j = min

i
lij ∀j− (7)

The normalized fuzzy decision matrix, in case of m alternatives and n criteria, is constructed
as follows:

R̃ =
[
r̃ij
]

m×n, u+
j = max

i
uij ∀j+ (8)

where r̃ij refers to the normalized values of
(
lij, mij, uij

)
The weighted normalized value ṽij is the product of the multiplication of weights

(
w̃j

)
with the

normalized fuzzy decision matrix r̃ij. The weighted normalized decision matrix is obtained as:

Ṽ=
[
w̃jr̃ij

]
=

[
ṽij

]
m×ni = 1, 2, . . . , m j = 1, 2, . . . , n (9)

Thereafter the fuzzy PIS and NIS are estimated as:

A+ =
(
ṽ+1 , ṽ+2 , . . . , ṽ+n

)
=

{
max

i
vij

∣∣(i = 1, 2, . . . , m; j = 1, 2, . . . , n)
}

(10)

((A− = (ṽ−1 , ṽ−2 , . . . , ṽ−n ) =

{
min

i
vij

∣∣(i = 1, 2, . . . , m; j = 1, 2, . . . , n)
}

(11)
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Finally each alternative’s distance from the PIS (d+i ) and NIS (d−i ) points is calculated to be ranked
using the closeness coefficient Ci as follows:

d+i =
n

∑
j=1

d
(

ṽij, ṽ+j
)

(12)

d−i =
n

∑
j=1

d
(

ṽij, ṽ−j
)

(13)

Given that, the distance between two triangular fuzzy numbers (TFN) is obtained as

dv(m̃,ñ) =
√

1
3

[
(l1 − l2)

2 + (m1 − m2)
2 + (u1 − u2)

2
]

Ci =
d−i

(d+i +d−i )
With d+i , d−i ≥ 0 and Ci ∈ [0, 1]

(14)

4. The Proposed Approach

The proposed risk assessment framework, works as follows: the well-known multicriteria
compromise programming method, the fuzzy TOPSIS, is used for corresponding the decision maker’s
values and opinions regarding the importance of safety risk factors. In cooperation with this, PRAT [7]
has been selected, due to its simplicity and effectiveness, to handle the real accidents’ data and evaluate
safety risks. This TOPSIS-PRAT mixed approach aims to provide to the risk manager a tool that can
produce results using real-world accident data and the decision maker’s value system and specific
experience, as well. The flowchart of the proposed approach is shown in Figure 1.

 
Figure 1. Flowchart of the proposed approach.

As illustrated, after identifying the safety risk factors for a given project, calculations for TOPSIS
and PRAT realized separately. Next, the integrated fuzzy TOPSIS and PRAT (IFTPR) index is
constructed as a part of the risk management process. Finally, the risk factors are ranked according to
their merged index score, and the risk manager makes the decision about the tolerance of the total
risk of the project. Figure 2 focuses on showing in more detail the cooperation framework of the
two approaches.

Note that indexes P, S, Fr, R, TFN, PIS, NIS, Ci and the scores TPS and IFTPR are explained in
details in the next Section 5.
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Figure 2. The fuzzy technique for order of preference by similarity to ideal solution (TOPSI)S and
proportional risk assessment technique (PRAT) methods’ integration steps.

5. Application in a Construction Project

The proposed method was applied in a construction project of a total building renovation in the
region of Halkidiki, Greece. The project was the reconstruction of a luxurious 5-star hotel with about
200 rooms, suites and bungalows. In addition, the facilities include a large swimming area with a
complex of pools, and many rooms with private gardens and exclusive pools, as well.

The building area is up to 10,000 m2 including foyers, halls, a conference center and a fitness
room. More specifically, the building was initially constructed in the 1980s and with only some
minor improvements of the furniture had been used since then. It is worth mentioning that
reconstruction activities included strengthening the stability of the building, a complete replacement of
all electromechanical installations and the plumbing networks, as well. Furthermore, all the window
frames of the building were replaced while its energy efficiency was upgraded. In addition, decoration
and furnishings were also completely renewed. According to the TOPSIS methodology, an expert site
manager is needed for making the prerequisite judgments that the method uses to build its output
rankings of the safety risk factors. In our case, the supervising project manager of the construction
company plays the role of the decision maker for making the judgements required by the multicriteria
method employed.

For validating the functionality of the method, we used real accident data for the years 2014, 2015
and 2016 from the Hellenic Statistical Authority (ELSTAT), which is an independent authority being
the national statistics representative of Greece in the service of the EU and in any other international
organization. These data are collected constantly every year from ELSTAT and conform to the ESAW
methodology [31,32]. The main goal of our approach is to create a hybrid ranking of risk factors
consisting of the ranking of the most frequent and severe safety risk factors using the real data and
PRAT method, and the preferential system corresponding to the judgements of the expert using the
fuzzy TOPSIS method.

The present study aims to provide project managers a tool for ranking risks and consequently,
lead to efficient accident preventing investments, in order to minimize total risk.

5.1. TOPSIS Method Calculations

The nine risk factors included in this study (Table 1) are these used by the ELSTAT’s
methodology, which follows the European Statistics on Accidents at Work (ESAW) methodology [31,32].
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After that, the linguistic variables’ scale defined according to the decision maker’s preferential system.
Tables 2 and 3 present the linguistic variables for evaluating the analysis criteria regarding severity
and probability respectively.

Table 1. The risk factors of the analysis and their codes.

Description of Risk Factors Code

Contact with electrical voltage, temperature, hazardous substances F1
Drowned, buried, enveloped F2
Horizontal or vertical impact with or against a stationary object (the victim is in motion) F3
Struck by object in motion collision with F4
Contact with sharp, pointed, rough, coarse material agent F5
Trapped, crushed etc. F6
Physical or mental stress F7
Bite, Kick etc. (animal or human) F8
Other contacts-modes of injury not listed in this classification F9

Table 2. Probability-frequency scale, including ten gradation levels, in order to estimate the
probability factor.

Probability
Factor (P)

Description of Undesirable Event Frequency of Events Occurring

10 Unavoidable 1 event during a time period of Δt << 103 h
9 Almost assured 1 event during a time period of Δt < 103 h
8 Frequent 1 event during a time period of Δt almost equal to 103 h
7 Probable 1 event during a time period of 103 < Δt < 10ˆ4 h
6 Probability slightly greater than 50% 1 event during a time period of 104 < Δt < 105 h
5 Probability 50% 1 event during a time period of Δt almost equal to 105 h
4 Probability slightly less than 50% 1 event during a time period of 105 < Δt < 106 h
3 Almost improbable (or remote) 1 event during a time period of 106 < Δt < 107 h
2 Improbable 1 event during a time period of Δt almost equal to 107 h
1 Impossible 1 event during a time period of Δt > 107 h

Table 3. Gradation severity of harm factor in association with the undesirable event.

Severity of Harm Factor (S) Description of Undesirable Event

10 Death
9 Permanent total inefficiency
8 Permanent serious inefficiency
7 Permanent slight inefficiency
6 Absence from work > 3 weeks, and return with health problems
5 Absence from work > 3 weeks, and return after full recovery
4 Absence from work > 3 days and < 3 weeks, and return after full recovery
3 Absence from work < 3 days, and return after full recovery
2 Slight injuring without absence from the work, and with full recovery
1 No human injury

Then the TFN scale is constructed expressing the smallest possible value (l), the most promising
value (m), and the largest possible value (u) that describes each fuzzy event. In the present paper, the
following fuzzy scale is applied (Table 4).

According to the TOPSIS process, the construction expert selected as the decision maker has to
evaluate each factor of this analysis, and make judgements regarding their severity and probability.
These judgements are presented in Table 5. Next, the total risk for each factor is estimated by
multiplying the TFN probability with the TFN severity.
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Table 4. Fuzzy scale for linguistic variables evaluation.

Probability Factor (P) Severity Factor (S) Triangular Fuzzy Scale

P10 S10 (0.80, 0.90, 1.00)
P9 S9 (0.75, 0.85, 0.95)
P8 S8 (0.70, 0.80, 0.85)
P7 S7 (0.55, 0.65, 0.75)
P6 S6 (0.50, 0.60, 0.65)
P5 S5 (0.35, 0.55, 0.60)
P4 S4 (0.25, 0.40, 0.45)
P3 S3 (0.20, 0.30, 0.35)
P2 S2 (0.15, 0.20, 0.25)
P1 S1 (0.00, 0.10, 0.15)

Table 5. Analysis factors’ evaluation.

Factor P TFN (P) S TFN (S) TFN (P x S)

F1 P5 (0.35, 0.55, 0.60) S8 (0.70, 0.80, 0.85) (0.245, 0.440, 0.510)
F2 P5 (0.35, 0.55, 0.60) S2 (0.15, 0.20, 0.25) (0.053, 0.110, 0.150)
F3 P7 (0.55, 0.65, 0.75) S8 (0.70, 0.80, 0.85) (0.385, 0.520, 0,638)
F4 P7 (0.55, 0.65, 0.75) S7 (0.55, 0.65, 0.75) (0.303, 0.423, 0,563)
F5 P3 (0.20, 0.30, 0.35) S3 (0.20, 0.30, 0.35) (0.040, 0.090, 0.123)
F6 P6 (0.50, 0.60, 0.65) S7 (0.55, 0.65, 0.75) (0.275, 0.390, 0.488)
F7 P5 (0.35, 0.55, 0.60) S3 (0.20, 0.30, 0.35) (0.070, 0.165, 0.210)
F8 P6 (0.50, 0.60, 0.65) S2 (0.15, 0.20, 0.25) (0.075, 0.120, 0.163)
F9 P2 (0.15, 0.20, 0.25) S2 (0.15, 0.20, 0.25) (0.023, 0.040, 0.063)

From Table 5 the PIS (0.385, 0.520, 0.638) and NIS (0.023, 0.040, 0.063) points are estimated
according to Equations (10) and (11). Then, the closeness coefficient Ci is calculated with the use of
Equations (12)–(14) (Table 6). Given the fact that the factors’ ranking is based on their risk, when the
coefficient Ci is more close to 1 the factor is considered to be of high-risk and when the coefficient Ci is
more close to 0 the factor is considered to be of low risk.

Table 6. The Ci estimation.

Factor d+ d− Ci Normalized Ci

F1 0.119 0.369 0.757 19.20%
F2 0.415 0.067 0.138 3.50%
F3 0.000 0.480 1.000 25.36%
F4 0.086 0.397 0.823 20.87%
F5 0.436 0.046 0.095 2.41%
F6 0.131 0.349 0.727 18.44%
F7 0.369 0.115 0.237 6.01%
F8 0.401 0.080 0.166 4.21%
F9 0.481 0.000 0.000 0.00%

3.943

5.2. Proportional Risk Assessment Technique (PRAT) Method Calculations

In parallel, the risk estimation using the PRAT method proceeds. This simple process uses real
accidents data included in Tables 7 and 8. For each safety risk factor, a risk value (R) is calculated by:

R = P × S × Fr (15)

where P is the probability of an accident type occurring, S is the severity of harm for a given risk factor,
and Fr is the frequency of an accident type occurrence. According to Tables 2, 3 and 9, these three factors,
can take values in the scale of 1–10, besides the quantity R that can be expressed in the scale of 1–1000.
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Table 9. Gradation of the frequency (or the exposure) factor in association with the undesirable event.

Frequency Factor (Fr) Description of Undesirable Event

10 Permanent presence of damage
9 Presence of damage every 30 s
8 Presence of damage every 1 min
7 Presence of damage every 30 min
6 Presence of damage every 1 h
5 Presence of damage every 8 h
4 Presence of damage every 1 week (182.5 h)
3 Presence of damage every 1 month (730 h)
2 Presence of damage every 1 year (8760 h)
1 Presence of damage every 5 years (43800 h)

The real data included in Tables 7 and 8 were used to define the values for P, S, and F factors,
which are illustrated in Table 10.

Table 10. Classification of important hazard sources after PRAT.

Description of Risk Factors
Probability
Factor (P)

Severity of
Harm Factor

(S)

Frequency
Factor (Fr)

Risk
Value

(R)

Normalized
Risk Value

Tables 7
and 8

Tables 7
and 8

Tables 7
and 8

Contact with electrical voltage,
temperature, hazardous substances F1 10 10 3 300 14.08%

Drowned, buried, enveloped F2 8 10 2 160 7.51%

Horizontal or vertical impact with or
against a stationary object (the victim is
in motion)

F3 10 10 4 400 18.78%

Struck by object in motion collision with F4 10 10 4 400 18.78%

Contact with sharp, pointed, rough,
coarse material agent F5 10 7 2 140 6.57%

Trapped, crushed etc. F6 10 10 3 300 14.08%

Physical or mental stress F7 10 7 1 70 3.29%

Bite, Kick etc. (animal or human) F8 10 8 2 160 7.51%

Other contacts/modes of injury not
listed in this classification F9 7 0 0 0 0.00%

No information - 10 10 2 200 9.39%

Sum 2130 100.00%

In this analysis, the level of each factor is considered as follows:
For estimating the level of factor P, we use the average time for an accident to occur (Table 7,

column 8), and for severity factor (S) we considered that if a risk factor resulted to at least one fatal
incident for each year, it is assigned the highest level (10). The rest of the factors were assigned levels
according to the expert’s experience. Regarding factor Fr, we have assigned different levels according
to the “average time for a (fatal) accident to occur” (Table 8, column 8) data. For computing the
values of the columns “Events/hour” and “Average time for an event (hours)” in Table 7, we have
considered the working weeks being 48 per year, having 5 working days each, and 16 working hours
per day, resulting in a total of D = 1 × 48 × 5 × 16 = 3840 hours/year. It is worth mentioning that
the construction company uses two shifts per day, namely 16 working hours. After computing the
R values, we sum these values for every factor. The normalized risk value for each factor defined by
dividing each factor’s R value with the total (Table 10).
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5.3. Integrated TOPSIS with PRAT

The IFTPR index consist of the TOPSIS score (TPS) with a weighting of w1 = 50%, and the risk
value (R) calculated with PRA technique, with a weighting of w2 = 50%. Initially, we considered these
factors (TPS and R) as equally important for computing the IFTPR.

IFTPR = 0.5 × TPS + 0.5 × R (16)

The calculations leading to this index are shown in Table 11, while ranking of risk factors according
to the IFTPR index are illustrated in the last column of Table 12. In addition, Table 12 summarizes
rankings with solely fuzzy TOPSIS, PRAT, and real fatal and non-fatal accidents.

Table 11. Calculations for the integrated fuzzy TOPSIS and PRAT (IFTPR) method ranking.

Description of Risk Factors
PRAT

(R)
F-TOPSIS

(TPS)
IFTPR

(0.5 × R + 0.5 × TPS)

Contact with electrical voltage, temperature,
hazardous substances 14.08% 19.20% 16.64%

Drowned, buried, enveloped 7.51% 3.50% 5.51%

Horizontal or vertical impact with or against a stationary
object (the victim is in motion) 18.78% 25.36% 22.07%

Struck by object in motion collision with 18.78% 20.87% 19.83%

Contact with sharp, pointed, rough, coarse material agent 6.57% 2.41% 4.49%

Trapped, crushed etc. 14.08% 18.44% 16.26%

Physical or mental stress 3.29% 6.01% 4.65%

Bite, Kick etc. (animal or human) 7.51% 4.21% 5.86%

Other contacts-modes of injury not listed in this classification 0.00% 0.00% 0.00%

No Information 9.39% 0.00% 4.69%

Table 12. Rankings of risk factors for the different approaches used.

Real Fatal
Accidents Data

Real Non Fatal
Accidents Data

Fuzzy
TOPSIS

PRAT
F-TOPSIS &

PRAT

a b d e f

F3 (32.61%) F3 (37.44%) F3 (25.36%) F3 (18.78%) F3 (22.07%)
F4 (32.61%) F4 (22.27%) F4 (20.87%) F4 (18.78%) F4 (19.83%)
F1 (10.14%) F5 (12.17%) F1 (19.20%) F1 (14.08%) F1 (16.64%)
F6 (1.14%) F6 (9.83%) F6 (18.22%) F6 (14.08%) F6 (16.26%)
F2 (4.35%) F7 (9.80%) F7 (6.01%) F2 (7.51%) F8 (5.86%)
F8 (1.45%) F1 (2.88%) F8 (4.21%) F8 (7.51%) F2 (5.51%)
F5 (0.72%) F8 (1.18%) F2 (3.50%) F5 (6.57%) F7 (4.65%)
F7 (0.72%) F9 (0.07%) F5 (2.41%) F7 (3.29%) F5 (4.49%)
F9 (0.00%) F2 (0.01%) F9 (0.00%) F9 (0.00%) F9 (0.00%)

5.4. Results

Table 12 summarizes rankings with applying solely the Fuzzy TOPSIS, and PRAT methods and
rankings extracted by the data of real fatal and non-fatal accidents.

According to the TOPSIS results (Tables 6 and 12), the decision maker evaluates the F3 (horizontal
or vertical impact with or against a stationary object) as the most important risk factor in the project.
Next, he ranks F4 (Struck by object in motion-collision with), and third F1 (Contact with electrical
voltage, temperature, hazardous substances), while F6 (Trapped, crushed, etc.) has ranked fourth.
This ranking corresponding the decision maker’s previous experience is in accordance with the ranking
from the real data of fatal accidents, which means that the manager is informed about the four most
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important risks that workers treat in their workplace in a construction project. As for the remaining five
factors, the decision maker ranks F7 (Physical or mental stress), and then F8 (Bite, Kick, etc. (animal
or human)), F2 (Drowned, buried, enveloped) and F5 (Contact with sharp, pointed, rough, coarse
material agent), respectively. Note that the F9 (No information), although existing in the statistical
data, cannot be evaluated by the decision maker. The rankings of the rest four factors illustrate that the
manager has no clear view about how important these risks are, and so, a supplementary process is
needed to support the decision maker’s opinion in order to make better informed decisions.

According to the PRAT results, most important factors are F3 and F4, followed by F1 and F6,
which have a relative small difference from the first two factors. In the next three places are the F2, F8
and F5 factors, having clearly smaller risk value than the previous four factors. The next two factors
are F7 and F9 that due to their relatively small frequency of appearance have the last two places in the
list. Note that the PRAT ranking does not include the “No information” factor since it only exists for
statistical reasons.

The cooperation of the fuzzy TOPSIS and PRAT methods results in clearly more efficient output
than applying each method separately. Also, it can be stated that this ranking is an indicator
about which safety measures should the manager chose with a priority when he allocates the
constrained budget.

More specifically, the factors “Horizontal or vertical impact with or against a stationary object”
(F3), “Struck by object in motion collision with” (F4), “Contact with electrical voltage, temperature,
hazardous substances”(F1) and “Trapped, crushed etc.”(F6) are proved to be much more important
risk sources than the other factors since they cause about 74.8% of the total accidents.

The next group of factors including “Bite, Kick etc.” (F8), “Drowned, buried, enveloped” (F2),
“Physical or mental stress”(F7) and “Contact with sharp, pointed, rough, coarse material agent”(F5)
are ranked to have smaller importance due to the small numbers of real accidents caused during
the last three years. In addition, as illustrated by the given judgements, the decision maker has no
such previous experience in the work site of a construction project since the rankings are extracted by
fuzzy TOPSIS.

Grouping the risk factors in such a manner, illustrates that the decision maker is relatively
experienced since he recognizes the four most important risk factors. As for the rest of them, probably
because he rarely treats such a kind of risks, the ranking of the expert is quite different than reality.
The informed ranking list after applying PRAT and merging with fuzzy TOPSIS results is, as expected,
slightly different than the original constructed with the multicriteria method alone, and surely could
be used for allocating constrained budget more efficiently to measures that can prevent accidents in
the workplace. The contribution of merging these two powerful methods is that the ranking of the
decision maker is modified and transformed to obtain facts about accidents that are closer to reality.

6. Conclusions

As OSHA [2] states in a recently published report “A building, no matter how energy efficient
or healthy for occupants, is not sustainable if a construction worker is killed while building it”.
Furthermore, an employer can really be considered as sustainable only if it ensures the safety and
health of their employees [2]. Conforming to these statements, an assessment of risk factors in the
workplace is a key aspect in every project. Accidents can surely lead to exceeding budget and time
constraints and often can cause lengthy and costly trials and compensation payments for a company.
On the other hand, investments in safety measures can reduce risks to a tolerable amount, but in
order to do this, near optimal allocation of available budget is crucial. The main contribution of the
proposed approach is the cooperation of the fuzzy extension of TOPSIS multicriteria method, the fuzzy
TOPSIS, with a simple quantitative process (PRAT) the function of which is based on real accident data.
The TOPSIS method is based in linear programming and works with distances from the positive and
negative ideal solution. More specifically, it is considered an ideal and a non-ideal solution, and the
process aims to find the shortest distance from the positive ideal solution and the longest distance from
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the negative ideal solution. This synergic framework is employed for assessment and prioritization
of risks that construction workers often treat in their work sites. Generally, fuzzy TOPSIS is used to
express the decision maker’s experience and PRAT to update knowledge and experience of the expert,
using real accident data.

Regarding the implications of the present approach, in practice it can be a very useful framework
for risk managers and management practitioners for supporting semi-automatic and fast safety risk
prioritization that benefits both from the expertise of the manager, and from real data that the decision
maker may not know when treating emergency instances, and then allocating constrained budget in
such a manner as to maximize health and safety and minimize the total risk in the workplace. Also, the
proposed approach can be used as a knowledge and experience transfer tool from more experienced
risk managers to less experienced practitioners in order to assist them in learning how to make
informed decisions. In addition, the framework of the present study, and more specific data, can be
used to develop hybrid multicriteria methods with other existing quantitative techniques for specific
sectors of an economy such as manufacturing and heavy industry where frequently serious accidents
occur. Nevertheless, the present process could be improved in the future, by employing sensitivity
analysis on the weights of TPS and R that fuzzy TOPSIS and PRAT contribute to the integrated index
IFTPR in order to understand if there are some circumstances under which it is needed as a method to
override others.
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Abstract: The process of prefabrication housing production (PHP) has been inevitably faced with
diverse challenges. A number of factors affect the successful implementation of PHP. However,
the critical success factors (CSFs) remain unrevealed. This paper aims to examine the CSFs for
the planning and control of PHP projects. A total of 23 factors were identified as a result of
literature review, in-depth interviews and pilot studies with experts in the construction industry.
A questionnaire survey was conducted with designers, manufacturers, and contractors in China.
The result showed that the top five CSFs were: (1) designers’ experience of PHP, (2) manufacturer’s
experience of PHP, (3) project manager’s ability to solve problems, (4) maturity of techniques used
in the detailed design phase, and (5) persistent policies and incentives. The 23 CSFs were further
categorized into five groups via exploratory factor analysis, namely: (1) technology and method,
(2) information, communication and collaboration, (3) external environment, (4) experience and
knowledge, and (5) competence of the project manager. In particular, “technology and method”
played the dominant role. This study contributes to the existing body of knowledge via a holistic
approach covering the key actors of PHP such as designers, manufacturers as well as contractors
to examine CSFs of PHP. These findings provided designers and project managers with a useful
set of criteria for the effective project planning and control of PHP and facilitated the successful
implementation PHP.

Keywords: prefabrication housing production; planning and control; critical success factors; China

1. Introduction

Prefabrication housing production (PHP) has been widely promoted all over the world to improve
quality, reduce waste and energy consumption, and provide a safer work environment [1–3]. Similar
terms used in different countries or regions include “off-site production or off-site construction”,
“industrialized building/housing/construction”, “prefabrication, preassembly, modular and off-site
fabrication”, and “prefabrication construction” [4–6]. PHP is an emerging construction method in
which building components can be produced in a controlled environment and assembled quickly
on site. According to previous PHP practices in different regions in the world such as Sweden,
Singapore, and Malaysia, additional complexity is introduced into PHP because of more requirements
for cooperation and coordination [7–9]. In addition, PHP has a higher demand for information
delivery across all stakeholders in the supply chain and is more complex in terms of project planning,
organization, coordination, and communication [10]. Compared to the construction process of
non-prefabricated houses, the organization of PHP is more complicated because of the inclusion
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of more new stakeholders, such as offshore manufacturers, transporters, and local authorities [11].
Consequently, these kinds of complexity will lead to inefficiencies and uncertainties in PHP and will
present new challenges for the planning and control of projects [12]. Therefore, the planning and
control of PHP become more difficult due to the increased challenges and complexity.

In addition to traditional project objectives (i.e., time, cost, quality, and safety), productivity and
sustainability are project objectives of PHP [13]. This is due to the rapid urbanization process and the
growing demand to achieve a resource-conscious and environmentally friendly society [14,15]. Due to
available resources and various project features, PHP’s performance is not always better than on-site
construction methods. For example, previous studies have identified a large number of barriers to
PHP practices (e.g., lack of policies and regulations, technical difficulties, high costs, and fragmented
industry structure and supply chain) [5,16–18]. The majority of issues that lead to delay, poor quality,
and cost overrun in PHP are in the construction stage where the process of installation and erection is
carried out [19]. Stricter planning and control measures should be adopted in the design, components
production, and assembly process in order to achieve these objectives These measures include fewer
design changes, more effective materials logistics management, a higher degree of standardization,
and a more reliable components production schedule [20–23]. If not employed appropriately, PHP
may suffer from a series of issues such as production delays, substantial cost overruns, and order
change [24,25].

A considerable number of studies have been conducted on project critical success factors (CSFs).
However, there is no consensus regarding the factors that influence the success of PHP projects [26,27].
Previous studies have shown that project success factors are not common to all types of projects. Many
researchers had identified CSFs that are specific to certain kinds of projects such as public–private
partnerships (PPP) infrastructure projects, six sigma projects, international construction projects, and
green building projects [28–31]. However, few studies have explored CSFs to improve their project
planning and control (PP&C) outcomes in PHP. The study conducted by Ismail et al. (2012) on
management factors for PHP is an exception. Only management-related factors were highlighted
in Ismail’s study [32]. Other factors such as supply chain-related factors, technical factors, and
industry-related factors were largely overlooked. PHP has undergone rapid growth in China in recent
years, thus providing the opportunity for a comprehensive investigation. As such, the overall aim of
this study is to fill this research gap in the field of PHP by identifying CSFs. The specific objectives are
to (1) identify the CSFs of PHP projects, (2) explore the underlying relationships among factors related
to the successful implementation of PHP, and (3) provide a useful reference for key stakeholders of
effective PP&C of PHP. The next section provides a literature review.

2. Literature Review

2.1. PHP in China

PHP has been gradually adopted in China since the middle 2000s [14,15,33]. This is due to
common factors such as the sustainable development of the national economy, the growth of labor
costs, and the increasing demand for sustainability. Over the past half-century, PHP in China went
through various stages: an initial development stage (1950–1970s), an exploratory development stage
(1980–early 2000s), and an expansion development stage (middle 2000s–now) [15]. With the growing
demand for environmental protection and labor shortages in China, PHP has been developed and
expanded gradually since the middle 2000s. Especially in the past three years, the government has
released a lot of policies and initiatives in order to promote the adoption of PHP. An increasing
number of developers such as Vanke Corporation, Beijing Uni-construction Real Estate Development
Corporation, and Country Garden have entered the market. More than 100 manufacturing plants
specifically designed for PHP have been invested in by companies such as the China Construction
Science & Technology Group (Beijing, China), the China Mingsheng Drawing Technology Group
(Changsha, China), and Yuhui Construction Corporation (Harbin, China). A variety of building
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systems such as “prefabricated shear wall structure systems” and “prefabricated reinforced concrete
shear wall structural system” have been successfully implemented in China. Under the current
situation, all the stakeholders in the industrial chain, such as the government, developers, designers,
manufacturers, and general contractors, have started to devote enormous resources to prefabricated
buildings. A huge number of PHP projects have started or have been implemented. Research into
critical success factors for project planning and control in prefabrication housing production has
become crucial. Although many scholars have fully explored CSFs in relation to construction projects,
CSFs for PHP have not yet been systematically discussed. Therefore, this research plugs a gap.

2.2. PP&C and Project Success in PHP

Effective planning and control of construction activities are essential to achieving exceptional
performance [34,35]. PP&C involve a systematic and iterative process of defining directives, executing
and adjusting them according to project feedback [36]. Various project objectives such as delivery on
time, keeping the project costs within budget, and meeting the quality requirements must be satisfied
to deliver a successful project. Additional objectives such as safety, sustainability, and reliability are
equally or even more important in PHP.

Various factors can affect the performance of construction projects. Previous studies have
identified many critical success factors (CSFs) for construction projects. Chan et al. (2004) identified five
groups of factors influencing the success of construction project implementation, namely project-related
factors, project procedures, project management actions, human-related factors, and the external
environment. Zwikael and Globerson (2006) explored the impact of 16 planning processes and
identified the most sensitive processes for a successful project [37]. Ling et al. (2009) established
24 project practices that were significantly correlated with Singaporean firms’ project performances
in China, especially those relating to risk management [30]. Li et al. (2011) grouped the factors
that affected the successful delivery of green building projects into five components, namely project
manager’s competence, technical and innovation-oriented factors, human resource–oriented factors,
coordination of designers, and contractors’ support from designers and senior management [31].
Liu et al. (2014) identified CSFs such as sound feasibility analysis, effective interface management,
and effective conflict management that contribute to the success of public–private partnership (PPP)
infrastructure projects in different phases. O’Connor et al. (2014) presented 21 CSFs including owner’s
planning resources, timely design freeze, capability of the fabricator, and heavy lifting equipment for
the successful implementation of modularization in projects [38]. Heravi et al. (2015) explored the
influence of project stakeholders and identified four critical stakeholder groups including the project
owner, developer, designers, and contractors [27].

3. Research Methodology

3.1. Overall Research Framework

The research goal of this paper is to explore the CSFs of PHP. To achieve this purpose, this study
follows the research framework proposed by Deng et al. [39] and Arif et al. [40]. Arif et al. identified
17 key variables related to political risk management of international construction companies through
literature reviews and pilot studies. In order to research the rank and relationships of affecting
factors, the factor analysis and average score methods were introduced in their study [40]. Deng et al.
explored the factors that inhibit the promotion of SI system building by conducting an investigation
through a questionnaire [39]. Then the mean score method was used to explore critical factors,
and factor analysis was applied to explore the potential relationship between initial variables in
the questionnaire. The research methodology of this study is based on a literature review, in-depth
interviews, a questionnaire survey, ranking, and exploratory factor analysis (Figure 1). Statistical
Product and Service Solutions software 19.0 provides professional factor analysis and in this study
was also applied to conduct mean score ranking.
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Figure 1. Research methodology flow chart.

3.2. Questionnaire

The preliminary list of variables was formulated based on (1) a literature review, and (2)
in-depth interviews with PHP experts. In order to ensure the reliability of the survey, the research
group selected five experts with long-term prefabricated construction experience in authoritative
enterprises as respondents. The five experts cover all types of related companies. Before conducting
a full investigation, a pilot study was conducted with selected experts in the field of construction
management to verify the initial list of variables. Five experts who had over 10 years of working
experience and participated in more than eight PHP projects were invited to revise the initial list of
variables. The profiles of these experts are listed in Table 1. The questionnaire was refined based on
the feedback received from the pilot survey. Finally, 23 variables that influence the implantation of
PHP were obtained (Table 2).

Table 1. The profiles of the five experts.

Experts Type Company
Working

Experience
Major

The Number of
PHP Projects

Participated In

1 Manufacturer

Company A: One of the earliest
companies in China to manufacture
the prefabricated components, it is

very representative as a manufacturer

12 Civil
engineering 12

2 Design

Company B: The Company B is one of
the largest six design institutes in
China and is authoritative in the

design of prefabricated buildings.

15 Architecture 20

3 Contractor
Company C: A company with the

highest qualification and level in this
field of prefabricated construction

12 Civil
engineering 10

4 consulting
company

Company D: Company D specializes
in the consulting of prefabricated

housing production
15 Civil

engineering 25

5 Contractor
Company C: A company with the

highest qualification and level in this
field of prefabricated construction

12 Civil
engineering 8
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Table 2. The preliminary list of 23 factors.

Code Factors Sources

F1 Well-developed specifications and regulations [15,39]
F2 Persistent policies and incentives [5,41,42]
F3 Sustainability request by the local government [43,44]
F4 Difficulty to obtain planning permission by the local government [11]
F5 Designers’ experience of PHP [26,45]
F6 Involvement of the designer during the production and construction stage [46]
F7 Involvement of contractors and manufacturers during the design stage [9]
F8 Project manager’s proportion of time spent on planning and control [27,47,48]
F9 Design processes management method [11,49]
F10 Manufacturer’s experience of PHP [5,23]
F11 Sufficiency of manufacturers and suppliers of prefabricated components [11,39]
F12 The quality management method of prefabricated components [15,50]
F13 Rationality of the transportation method of prefabricated components [11,51]
F14 The maturity of manufacture technology [52]
F15 Skills and knowledge of labors [15,17,39,53]
F16 Project manager’s ability to solve problems [54]
F17 Effective communication among participants [9,55,56]
F18 Project manager’s attitude towards planning and control [27,47,56]
F19 Information sharing among participants [10,57]
F20 The maturity of techniques used in the detailed design phase [11,58]
F21 Efficient coordination between off-site and on-site [59]

F22
Adoption of Information and communication technology (ICT) such as building

information modeling (BIM), enterprise resource planning (ERP), and radio
frequency identification (RFID)

[60–63]

F23 Rationality of the assembly planning method [52,64]

The survey was conducted in March–May 2017. A snowball sampling technique was adopted
because of the lack of sampling framework. A similar technique was used in studies by other
scholars [5,39]. By means of the snowball sampling technique, the questionnaire can be shared
through social networks by the initial respondents (e.g., 25 initial respondents from popular design,
manufacturing, and construction firms in this research) to approach a wider range of respondents.
This questionnaire was distributed to 400 professionals (designers, manufacturers, and contractors).
They are the main actors in the supply chain of PHP and have a significant influence on PP&C of
PHP [11,13]. A total of 136 valid responses were obtained, including 42 from designers, 43 from
manufacturers, and 51 from contractors. Therefore, the response rate of this study is 34%, which was
higher than in similar studies (28.2%) conducted by Yuan [65] and Liu et al. [66] (25.8%) in the building
and construction industry in China. Additionally, this rate was higher than the average response rate,
ranging from 20% to 30% in the construction industry [67,68]. Therefore, this sample was adequate for
data analysis. The profile of the sample group indicated that 12.5% of the respondents were senior
managers, 34.56% were middle managers, and 52.94% were engineers and technicians. The majority
of the respondents (83.8%) have more than three years of experience in PHP. In addition, 36% of the
respondents have more than five years of experience. Considering that China’s prefabricated houses
were built on a large scale after 2015, the survey participants are reliable.

In addition, the average years of working experience of the respondents was 5.4 years, which is
higher than in a similar study conducted in Cao et al. [39] (2.4 years); the maximum years of experience
in PHP of the respondents was 15. This result was acceptable as most of the PHPs in China were
completed in the last 10 years, as stated by Zhang et al. [15]. This research result was consistent
with previous studies (2014) as the precast concrete frame was the main form of PHP. This survey
covers most of the regions in China that have developed PHP. The geographical distribution of the
respondents is shown in Figure 2.
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Figure 2. Geographical distribution of the respondents.

4. Data Analysis Method

In order to rank the importance of variables, the mean score (MS) method is introduced into
this research. The five-point Likert scale (1 = Least important, 2 = Slightly important, 3 = Important,
4 = Very important, and 5 = Most important) was used to calculate the MS of each factor. To check
whether respondents in three key stakeholders (designers, manufacturers, and contractors) gave the
same ranking, the MS of the individual variable under the same category was analyzed. MS showed
the relative importance of each factor. The MS method is usually considered as a research method to
rank the relative importance of factors [40,66]. If the MS of several factors is exactly the same, the factor
with the lower standard deviation (SD) is assigned a higher level. Furthermore, factor analysis, which
is a statistical method to detect clusters of related variables [39], was used to group variables into a
small number of underlying factors. In this study, factor analysis was used to explore the interrelation
of 23 variables so that critical factors contributing to the implementation of PHP can be obtained.
The frequencies of the responses and their percentages are shown in Table 3.

To test whether each variable was significantly important to the implementation of PHP, a
one-sample t-test was conducted. Considering the five-point Likert scale, 3.00 is the mid value, that
is, the test value [5]. As shown in Table 4, all 23 variables had significant importance, meaning that
the p-values were below 0.05 and the mean scores were above 3.00. Several issues and tests have
been widely considered and used in previous studies to determine whether each group of data is
suitable for performing factor analysis [39,40]. In this study, the procedure recommended by Deng
et al. was followed [40]. The ratio of the sample size to the number of variables is 6, which was
higher than the ideal ratio of 5:1. So, for the factor analysis, the sample size is already sufficient.
The Cronbach’s alpha is 0.875, which is higher than the desired 0.80. This indicates that all data are
reliable. The Kaiser–Meyer–Olkin (KMO) index should be greater than or equal to 0.5, while the
Bartlett’s test of sphericity (p < 0.05) should be used to verify whether factor analysis is suitable for
data analysis.
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Table 3. The frequencies of the responses and their percentages.

F Least Important Slightly Important Important Very Important Most Important Mean Value

F1 2 (1.47%) 7 (5.15%) 33 (24.26%) 66 (48.53%) 28 (20.59%) 3.82
F2 0 (0%) 3 (2.21%) 25 (18.38%) 67 (49.26%) 41 (30.15%) 4.07
F3 2 (1.47%) 7 (5.15%) 34 (25%) 61 (44.85%) 32 (23.53%) 3.84
F4 3 (2.21%) 6 (4.41%) 27 (19.85%) 73 (53.68%) 27 (19.85%) 3.85
F5 0 (0%) 1 (0.74%) 6 (4.41%) 36 (26.47%) 93 (68.38%) 4.63
F6 1 (0.74%) 1 (0.74%) 41 (30.15%) 63 (46.32%) 30 (22.06%) 3.88
F7 1 (0.74%) 2 (1.47%) 39 (28.68%) 58 (42.65%) 36 (26.47%) 3.93
F8 0 (0%) 1 (0.74%) 53 (38.97%) 59 (43.38%) 23 (16.91%) 3.76
F9 3 (2.21%) 8 (5.88%) 31 (22.79%) 65 (47.79%) 29 (21.32%) 3.8
F10 0 (0%) 4 (2.94%) 5 (3.68%) 44 (32.35%) 83 (61.03%) 4.51
F11 1 (0.74%) 6 (4.41%) 26 (19.12%) 77 (56.62%) 26 (19.12%) 3.89
F12 3 (2.21%) 17 (12.5%) 60 (44.12%) 32 (23.53%) 24 (17.65%) 3.42
F13 4 (2.94%) 7 (5.15%) 59 (43.38%) 40 (29.41%) 26 (19.12%) 3.57
F14 1 (0.74%) 9 (6.62%) 57 (41.91%) 55 (40.44%) 14 (10.29%) 3.53
F15 3 (2.21%) 13 (9.56%) 24 (17.65%) 29 (21.32%) 67 (49.26%) 4.06
F16 0 (0%) 2 (1.47%) 18 (13.24%) 77 (56.62%) 39 (28.68%) 4.13
F17 0 (0%) 1 (0.74%) 48 (35.29%) 59 (43.38%) 28 (20.59%) 3.84
F18 0 (0%) 0 (0%) 40 (29.41%) 67 (49.26%) 29 (21.32%) 3.92
F19 0 (0%) 3 (2.21%) 47 (34.56%) 58 (42.65%) 28 (20.59%) 3.82
F20 3 (2.21%) 5 (3.68%) 17 (12.5%) 61 (44.85%) 50 (36.76%) 4.1
F21 0 (0%) 2 (1.47%) 47 (34.56%) 54 (39.71%) 33 (24.26%) 3.87
F22 5 (3.68%) 9 (6.62%) 39 (28.68%) 65 (47.79%) 18 (13.24%) 3.6
F23 2 (1.47%) 7 (5.15%) 33 (24.26%) 66 (48.53%) 28 (20.59%) 3.82

Table 4. Results of MS method and factor analysis.

Code Mean Value SD p-Value Rank
Components

1 2 3 4 5

F23 3.897 0.913 <0.001 a 9 0.852 - - - -
F14 3.566 0.956 <0.001 a 22 0.842 - - - -
F22 3.603 0.929 <0.001 a 20 0.738 - - - -
F20 4.103 0.913 <0.001 a 4 0.689 - - - -
F12 3.419 0.993 <0.001 a 23 0.670 - - - -
F9 3.801 0.917 <0.001 a 18 0.646 - - - -

F13 3.581 0.970 <0.001 a 21 0.537 - - - -
F6 3.882 0.780 <0.001 a 11 - 0.789 - - -
F7 3.926 0.822 <0.001 a 7 - 0.747 - - -

F19 3.816 0.781 <0.001 a 16 - 0.740 - - -
F21 3.868 0.796 <0.001 a 12 - 0.733 - - -
F17 3.838 0.752 <0.001 a 14 - 0.698 - - -
F3 3.838 0.896 <0.001 a 15 - - 0.805 - -

F11 3.890 0.786 <0.001 a 10 - - 0.760 - -
F4 3.846 0.868 <0.001 a 13 - - 0.654 - -
F1 3.816 0.871 <0.001 a 17 - - 0.651 - -
F2 4.074 0.757 <0.001 a 5 - - 0.641 - -
F5 4.625 0.608 <0.001 a 1 - - - 0.847 -
F10 4.515 0.710 <0.001 a 2 - - - 0.845 -
F15 4.059 1.121 <0.001 a 6 - - - 0.768 -
F16 4.132 0.686 <0.001 a 3 - - - - 0.764
F18 3.919 0.633 <0.001 a 8 - - - - 0.737
F8 3.765 0.733 <0.001 a 19 - - - - 0.720

Cronbach alpha 0.883 0.803 0.824 0.798 0.708
Initial eigenvalues 6.567 3.861 2.160 1.464 1.405

Variance (%) 28.553 16.786 9.392 6.366 6.111
Cumulative variance (%) 28.553 45.339 54.732 61.097 67.208

a The one-sample t-test result is significant at the 0.05 level (two-tailed).
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5. Research Findings and Discussion

5.1. Ranking of the Factors

This section aims to research those factors that have the greatest impact on the PP&C of PHP
on the basis of the MS method. The mean values in Table 4 range from 3.419 for the factor quality
of prefabricated components to 4.625 for the factor designers’ experience of PHP. This result proved
that all the respondents considered these 23 factors to be critical to PHP. As for the ranks of the
23 factors in three categories, as respondents in different stakeholders had different knowledge and
roles, their ranks were not completely consistent. The top five factors according to the overall ranking
are discussed further.

5.2. Designers' Experience of PHP

The most critical factor to the successful implementation of PHP is designers’ experience of PHP
(mean value = 4.625). Respondents in the three categories all agreed that this variable was the most
significant. Designers’ performance, from inception to completion, is critical to a successful project [26].
The design of PHP is very different from the conventional design. On the one hand, the design must
be largely finished prior to the production. The fast production and assembly of building components
need accurate design. On the other hand, the design changes can reduce the benefits of PHP because of
the high rework cost, as indicated in a PHP project in Sweden [45]. Incompetent design may ultimately
lead to production quality problems such as joint failure, poor thermal insulation, and water vapor
penetration. In addition, PHP has a greater advantage in terms of component standardization and
modularity [16]. If designers have adequate experience on the standardization of design, there will be
an improvement in both the project constructability and the speed of construction.

The architectural design and the detailed design of prefabricated components in PHP projects are
clearly separate in China. This is evidenced by the fact that the manufacturer is only a subcontractor.
Designers’ experience of PHP would have a significant influence on the subsequent detailed design
of prefabricated components. As the detailed design takes inputs from customer requirements
and architectural design, it is important for both manufacturing and on-site construction [61].
An experienced designer would consider requests from manufacturing and construction before going
ahead. The design result completed by experienced designers would eventually bring value to the
construction, e.g., fewer design errors, more efficient manufacturing productivity, and lower cost.

5.3. Manufacturers’ Experience of PHP

Manufacturers’ experience of PHP was ranked the second most important factor (mean value =
4.515). The ranking of this variable in the three categories was consistent. The importance of this factor to
the implementation of PHP has been recognized in various PHP markets such as Singapore, Taiwan, the
USA, and Turkey. The manufacturing phase is an extra stage compared with the traditional construction
method [18,51]. However, in terms of prefabricated structural components such as precast walls, the
advantage of quick installation would be undermined by work delays caused by poor management of
manufacturing. It has been recognized in PHP projects in Singapore that late delivery by the precast
components’ manufacturers is the most common issue for the main contractors [59]. The knowledge
and experience of production managers are crucial to consider when making production plans to
achieve on-time delivery [69]. For projects located in the downtown, the potential delays caused by
traffic congestion and strict size and load restrictions on transportation [70] must be considered when
delivering prefabricated components from manufacturers’ plants to the construction site.

The quality of the prefabricated components significantly influenced the installation productivity.
Physical damage to the components frequently occurred, especially during the storage and
transportation process. Without rich experience in practice, physical damage to the components,
such as corners and broken ribs, would happen without using appropriate battens during stacking.
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Moreover, the probability of damage to finished components increases when conducting loading and
unloading tasks [71].

5.4. Project Manager's Ability to Solve Problems

The project manager’s ability to solve problems was ranked the third most important factor (mean
value = 4.132). This result is consistent with the findings of Jabar et al. (2013a), whose study was based
on a survey of the Malaysia PHP market [54]. As the problem-solving skill was the most important
competency of a project manager apart from technical knowledge. Only the ranking of this variable in
the designers’ group was not consistent. “F6: Involvement of the designer during the production and
construction stage” was ranked third by the respondents in the designers group. This result indicates
that the respondents in the designers group are more concerned with the association between designers
and subsequent activities. The project manager is the person in the PHP project who coordinates
on-site and off-site activities and is responsible for the project objectives. The time taken for vertical
transportation of prefabricated components depends on the weight and size of the prefabricated
components and the loading capacity of available hoists and cranes [17]. In this circumstance, the
project manager needs to reduce the duration of the subsequent activities to control the overall
construction schedule.

5.5. The Maturity of Techniques Used in the Detailed Design Phase

The maturity of techniques used in the detailed design phase is ranked the fourth most important
factor (mean value = 4.103). The ranking by manufacturers and contractors is consistent with the
overall ranking, as their activities are all affected by the upstream stakeholder. The detailed design is
a multi-disciplinary design that includes assembly design and analysis, mold design, and piece and
connection design. The detailed design phase is essential in PHP as the role of detailed design is to
transform construction drawings into assembly drawings, in which the dimension of each component
and the connection method are labeled. In China, the detailed design process is very time-consuming
as the detailed design process is based on two-dimensional computer-aided design (CAD) drawings.
Taking the external wall as an example, this process is dependent on the designer’s knowledge to
determine which part of the wall can be prefabricated. Then the detailed assembly drawings of the
wall are produced based on the location of the wall, the design specification, and the production
constraints. If there are design changes, the detailed design needs to be reprocessed to keep consistent
with the overall design of the building.

Sacks et al. (2004) had proposed that the design and detailing tasks of precast concrete should be
automated [72]. With the development of three-dimensional (3D) modeling software and building
information modeling (BIM) technology, the way building information is represented and managed
has the potential to be revolutionized [52]. Although the value of BIM has been recognized by
designers in the construction industry, the applications of BIM are limited to visualization, collision
detection, and construction simulation [60,73–75]. In terms of the detailed design of a PHP project,
numerous limitations related to the information exchange in both geometric shape information and
other semantically meaningful information between architects (the Industry Foundation Classes (IFC)
format) and fabricators (the Standard ACIS Text (SAT) format) have impeded the BIM technology in the
detailed design phase [58]. The data interoperability between the software widely used by designers
(e.g., Autodesk Revit, Tekla Structures, ArchiCAD, and Graphisoft) in the construction industry and
the software that was popular in manufacturing (e.g., Catia, Solidworks, and Unigraphics (UG)) has
not yet been achieved.

5.6. Persistent Policies and Incentives

The persistent incentive policies factor took fifth place (mean value = 4.074). The ranking of this
variable in the three categories is consistent as the policies have a common influence on all stakeholders.
The adoption of prefabrication involves capital investment and technology innovation when no mature
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technical systems exist, especially in developing countries such as China and Malaysia. When the
PHP is still in its infancy, contractors are more willing to choose a mature method rather than new
ones without incentives from local government [39]. In European countries, China, and Australia, the
government plays a crucial role in the construction industry. Government policies should be favorable
to the prefabrication initiative in order to increase the adoption of prefabrication [41,76]. In the last
five years, a growing number of contractors in China have invested in precast concrete plants due to
the government’s preferential policies. It is apparent that persistent incentive policies have promoted
the development of PHP in China.

5.7. Exploratory Factor Analysis

There are three steps in factor analysis: a test for suitability of data, factor extraction, and factor
rotation. The value of KMO of this study is 0.806, which is higher than the minimum desirable value
of 0.5, and Bartlett’s test of sphericity was statistically significant (x2 = 1733.497, df = 253, p < 0.001 <
0.05). This result proved that factor analysis can be used in this study.

This study uses a combination of varimax rotation method and principal component analysis
to analyze all 23 factors. After that, five clusters with eigenvalues greater than 1 were extracted,
accounting for 67.208% of the variance (Table 4). Each of the 23 CSFs belongs to only one cluster, with
a factor loading value greater than 0.5. The number of initial variables in all five clusters is greater
than or equal than three. Therefore, the factors in each cluster can accurately reflect the features [39].

All the affecting factors are divided into five clusters through principal component analysis.
The five clusters can be labeled as (1) technology and method; (2) information, communication, and
collaboration; (3) the external environment; (4) experience and knowledge; and (5) the competence of
the project manager.

5.7.1. Cluster 1: Technology and Method

The cluster “technology and method” consists of seven CSFs, namely (1) the rationality of the
assembly planning method; (2) the maturity of the manufacturing technology; (3) the adoption of
information communication technology (ICT) such as BIM, enterprise resource planning (ERP), and
radio frequency identification (RFID); (4) the maturity of the techniques used in the detailed design
phase; (5) the quality management method of prefabricated components; (6) the design processes
management method; and (7) the rationality of the transportation method of prefabricated components.
This cluster reveals 28.553% of the total variables.

This cluster involves factors related to technologies and methods used in different stages of a PHP
project such as design, manufacture, transportation, and assembly. As the design stage accounts for
more than 70% of the cost and has a significant influence on a project, it is the earliest stage at which
new technologies have been applied. Accurate design is required in the PHP to avoid design changes
in the production and construction stage. There is a need for technological enhancement in the design,
manufacturing, and construction process, especially for improvement in the design and construction
technology. As for the design technology, some Chinese design firms are still based on two-dimensional
(2D) application tools such as AutoCAD for drafting, while some design firms are trying to transition
to a BIM platform such as Autodesk Revit. In addition, during the production process, BIM can
be combined with an automatic production line by providing component dimensional information
for the detailed component diagram. The automatic production line uses a computer-aided design
to computer-aided manufacturing (CAD-CAM) controlled concrete distributor to spread the right
amount of concrete according to CAD and robots to place the mold and reinforcement [77].

It is recognized that design automation dramatically improves the productivity of the PHP
project as a variety of design rules and constraints were imposed by the manufacturer and the client.
The configuration system proposed by Jensen et al. [78] can support and facilitate the design automation
by adding rules in SolidWorks (a manufacturing CAD tool) and sharing information through Extensible
Markup Language (XML) with Autodesk Revit. Design processes management methods are also
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important to PHP. One well-known design processes management method is the design structure
matrix (DSM) method, which represents the complex design processes in a matrix form. DSM can
expose the driver of rework clearly and early to avoid potential risks during project planning [79].
The sequence deviation quotient (SDQ) is another design processes management method proposed by
Haller et al. to detect and control superfluous iteration as well as control the risk of time overruns and
quality issues within the design phase of PHP [45].

The assembly planning has influences on the manufacturing process as the manufacturer must
deliver the prefabricated components to the construction site prior to assembly. Push and pull are two
familiar planning methods. In contrast with the traditional planning method, which is “push”-based,
lean construction advocates for a planning method that is “pull”-based [64]. Most contractors in
China adopted the push method. Consequently, all the prefabricated components have been produced
beforehand and delivered to the construction site. As the prefabricated components such as precast
concrete components are usually bulky, they will block the construction site [59]. Meanwhile, it is
difficult to search for the appropriate component from the storage stacks, which increases the assembly
cost. When using the pull method, the components are delivered to the construction site only if the
contractor needs it.

The manufacturing technology involves mechanization and automation. The level of
mechanization is higher than the level of automation in China. Investment in various machines
(e.g., casting machines that pour the concrete onto tables with high accuracy, tilting tables designed for
the manufacture of large reinforced concrete elements, and floating machines to smooth the surface
finish of precast products) in the precast concrete plant improves productivity.

Although the level of mechanization is relatively high in China, sometimes the quality of
prefabricated components cannot satisfy the requirement of customers. Low precision of junction
and broken nibs are the two main quality issues. Such quality issues often caused repair or rework.
As these issues were detected at the construction site, the resulting costs are higher than be detected
in the plant. Six Sigma theory and total quality management have been used in the manufacturing
industry to improve the quality of products [80]. The precast concrete firms should use these quality
management methods to avoid these quality issues.

The transportation cost of precast components is jointly determined by the number of truckloads
used in the delivery process and the unit cost of delivery. The weight and size of the precast concrete
components to be transported mainly affect the number of truckloads. The unit cost of delivery is
directly affected by the distance between the manufacturer’s plant and the construction site [16].

5.7.2. Cluster 2: Information, Communication, and Collaboration

The “information, communication, and collaboration” cluster consists of five CSFs: (1) involvement
of the designer during the production and construction stage, (2) involvement of contractors and
manufacturers during the design stage, (3) information sharing among participants, (4) efficient
coordination between off-site and on-site, and (5) effective communication among participants.
This cluster reveals 16.786% of the total variables.

The information required in the management of PHP includes materials, prefabricated
components, quality inspection, inventory, and transportation. Traditionally, the information was
recorded in notebooks. Data will be entered into the computer for control processing until engineers
return to the office. There are spatial and time gaps between the plant (on-site) and the office, which
increases the difficulty of communication [81].

The precast concrete systems have two major advantages, namely low cost and speedy erection.
Only when good coordination is achieved among all the key stakeholders involved in a project can
problems such as delays in production, erection schedules, and constructability be avoided [16]. A huge
amount of rework may also be needed in the design stage due to the inefficiency of communication
between the designer and manufacturer. Moreover, the contractor’s good communication with the
designer and the manufacturer is also essential to the success of the project in the erection stage [16].
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Prefabrication also required advanced coordination between professionals [51]. Close coordination
between prefabrication and construction processes is needed as these two groups of activities run
in parallel [61]. Stakeholders in the supply chain should communicate with each other as early as
possible in order to improve business efficiency [4].

5.7.3. Cluster 3: External Environment

The cluster “external environment” consists of five CSFs: (1) sustainability request by the local
government, (2) sufficiency of manufacturers and suppliers of prefabricated components, (3) difficulty
of obtaining planning permission from the local government, (4) well-developed specifications and
regulations, and (5) persistent policies and incentives. This cluster reveals 9.392% of the total variables.
Various studies suggest that the environment includes many aspects such as economy, politics, society,
and industry [26,30] as external factors affecting the project’s success. The factors belonging to this
“external environment” can be classified into political environment and industrial relation environment.

Well-developed specifications and regulations are also key to the successful implementation
of PHP [5]. The specifications and regulations provide the basis for the design of prefabricated
buildings, prefabricated components production, quality checking, and evaluation. In the last three
years, these specifications and regulations have steadily improved in China. One of the important
reasons to promote PHP is the requirement for environmental protection and energy savings [14,82,83],
as sustainability is a long-term goal of rapid urbanization. Although some regions in China have
created incentives such as tax exemptions and rewards, the process of obtaining planning permission
is slow. The design and construction planning must be approved by several agencies.

Designers, manufacturers, and contractors involved in the PHP are the three main stakeholders in
the supply chain [11,13]. For the contractor, the manufacturer is the supplier that provides prefabricated
components. Therefore, the supplier selection process is important for the planning and control
of appropriate components [84]. The manufacturer also needs to order materials such as cement,
reinforcement, molds, insulating panels, and concrete admixtures from other upstream suppliers.
The precast fabricators must preorder materials before confirming an order to reduce the production
time span and decrease the risk of late delivery [22]. If the qualified precast manufacturers are few,
a lack of serious competition may lead to higher prices. In the context of China’s new urbanization,
government incentives of have been the driving force for the advantages of PHP [85]. Government
policies have affected market demand and supply as well as the technological update.

5.7.4. Cluster 4: Experience and Knowledge

The “experience and knowledge” cluster consists of three CSFs: (1) designers’ experience of PHP,
(2) manufacturers’ experience of PHP, and (3) skills and knowledge of laborers. This cluster reveals
6.366% of the total variables.

The manufacturers’ performance is crucial to the successful promotion of PHP. One of the main
factors that hinder performance improvement is a lack of expertise and experience, which may lead
to poor design and practices [16]. The above factor may eliminate the advantages of PHP such as
predictable schedules. For example, a lack of expertise in components design may cause severe conflicts
between manufacturers and designers; a lack of manufacturing experience can cause delays in the
flow of deliveries to the construction site; a lack of competence on the part of the contractor can lead to
delays in the installation schedule [86]. Furthermore, the on-site assembly and joining of prefabricated
components require skilled workers, especially those with machine-oriented skills, both on-site and
in the factory [17]. The transition from on-site construction to prefabrication construction requires
workers to master new knowledge related to machine operation and maintenance.

5.7.5. Cluster 5: Competence of the Project Manager

The cluster “competence of the project manager” consists of three CSFs, namely (1) the project
manager’s ability to solve problems, (2) the project manager’s attitude towards planning and control,
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and (3) the project manager’s proportion of time spent on planning and control. This cluster accounts
for 6.111% of the total variance among all the critical factors (Table 4).

A critical factor affecting communication and planning is the competence of the project
manager [26,87]. The conception of competence includes not only knowledge and skills, but also
attitudes, behaviors, and work habits [87]. In a PHP project, the project manager needs to coordinate
and communicate with relevant stakeholders to achieve the objectives. The project manager should
have problem-solving competence, which means being able to identify, analyze, and solve problems [29].
The project manager should invest adequate time to ensure that activities are executed according to the
plan or make the plan reliable.

6. Conclusions

The promotion of PHP is complex as it involves a variety of stakeholders as well as activities
executed in different locations. These kinds of complexity present significant challenges for PP&C
of PHP projects. This study provides a comprehensive list of factors that affect the successful
implementation of PHP, based on in-depth interviews, a literature review, and the questionnaire
method. This study identified 23 CSFs using the mean score method. The relationships between
these critical factors were examined and analyzed by means of factor analysis. Although empirical
evidence for this study is from the Chinese PHP market, the methodology derived from this study
may provide a reference for similar studies in other PHP markets, according to the characteristics and
situations faced in these different environments. Hence, this study contributes to the existing body of
knowledge via a holistic approach covering the key actors of PHP such as designers, manufacturers,
and contractors and the factors that inhibit the promotion of PHP in the broader global community.
The findings of this study can provide stakeholders involved in PHP with a useful set of criteria. Also,
the findings would enable PHP practitioners to possess a deeper understanding of the factors that are
critical to successful implementation of PHP.

This study identified 23 factors and ranked them in terms of relative importance. All 23 factors
were critical as they all have mean scores above 3. The top five CSFs are designers’ experience of
PHP, manufacturers’ experience of PHP, project manager’s ability to solve problems, the maturity of
the techniques used in the detailed design phase, and consistent policies and incentives. Although
these five CSFs were identified based on the Chinese PHP market, significant influences on the
implementation of PHP have also been recognized in other countries such as the USA, Australia,
Sweden, Turkey, and Malaysia. Factor analysis was used to determine the main factors that affect the
PP&C of PHP. The results revealed five clusters that account for 67.208% of the overall factors. The five
clusters are (1) technology and method; (2) information, communication, and collaboration; (3) the
external environment; (4) experience and knowledge; and (5) the competence of the project manager.

The primary limitation of this study is that not every form of PHP practices was covered.
The survey sample mainly covered precast concrete frames as these are the main form of PHP practices
in China in recent years. The form of PHP practices may be different according to the characteristics of
different regions. Thus, future investigations of various PHP practices in different regions or different
stages of development of PHP should be considered in future research.
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Abstract: Accurate prediction of substation project cost is helpful to improve the investment
management and sustainability. It is also directly related to the economy of substation project.
Ensemble Empirical Mode Decomposition (EEMD) can decompose variables with non-stationary
sequence signals into significant regularity and periodicity, which is helpful in improving the accuracy
of prediction model. Adding the Gauss perturbation to the traditional Cuckoo Search (CS) algorithm
can improve the searching vigor and precision of CS algorithm. Thus, the parameters and kernel
functions of Support Vector Machines (SVM) model are optimized. By comparing the prediction
results with other models, this model has higher prediction accuracy.

Keywords: cost prediction of substation project; Ensemble Empirical Mode Decomposition;
Cuckoo Search; Support Vector Machines

1. Introduction

The prediction of the cost level of the power grid project is an important part of the economic
evaluation of the power system. Grid projects are often capital-intensive and have high technical
requirements [1]. It is of great significance to predict the cost level of grid projects effectively for
improving the investment efficiency and sustainability. Grid projects mainly include transmission
projects and substation projects, and these two types of projects are directly related to the safety
production, normal operation, and economic benefits of the power grid. At present, there are many
researches on the cost prediction of transmission project [2,3]. Whereas, few scholars have studied the
cost prediction of the substation project [4,5]. In the construction of substation projects, a reasonable
cost prediction can provide decision support and reference for the power grid companies, which is
also helpful to promote the sustainable development of the investment in substation projects [6].
However, due to the impact of regional economic development, the surrounding natural environment
and project management level, the cost of substation projects often tends to be non-linear, irregular,
and difficult to predict [7].

Scholars around the world have conducted in-depth studies on the cost of transmission and
substation projects. The researches mainly include the construction and prediction of transmission
project cost index [8,9], the analysis of transmission and substation project cost affecting factors [10–12],
and the prediction of substation project cost [13], etc. In terms of constructing the cost index,
Liu et al. [8] built the cost index of power grid projects by considering different technologies and
voltage classes, and obtained the total project cost index by weighting the typical program, in which
the weight could be determined by the Paasche index analysis method or Laspeyres index analysis
method. Tao et al. [3] selected more than 300 cost indicators of transmission projects from 2002 to
2010, and pointed out that changes of transmission project cost were affected by the previous period.
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The Markov chain prediction model was applied to describe the changes of each period. In addition,
the total investment of transmission project was composed of the construction cost, the installation
cost, the equipment cost, and other expenses. From the four parts, nine key indicators were selected
as the comprehensive cost index to be predicted. Hua et al. [9] constructed cost index analysis
and prediction model based on Autoregressive Integrated Moving Average Model (ARIMA) and
exponential smoothing models, and then, realized the process of modeling and obtained forecast results
through SPSS software, which have some references meaning for the application of prediction method.

In terms of the analysis of affecting factors of project cost, Wang et al. [12] set up the evaluation
system of cost index of 500 kV transmission project according to the samples of transmission project cost.
Activity Based Classification (ABC) analysis, key parameter simplification, and principal component
analysis were applied to deal with the samples. Three level indexes and their calculation formulas
were obtained through calculation. Furthermore, the Least Squares Support Vector Machine (LSSVM)
based on particle swarm optimization was used to calculate and verify the evaluation index system;
the results proved that the proposed model has high prediction accuracy. The influence of various
factors on the cost of substation engineering was studied from the aspects of technology, organization,
external environment, and cost parameters in [13].

In the prediction of project cost, the prediction methods mainly include time series method,
multiple regression model, and intelligent prediction method, and the selection of prediction
methods could affect the accuracy of prediction results directly. Xu et al. [14] pointed out that the
building cost index had been widely used to measure the cost level of the construction industry.
However, to improve the accuracy of measurement, the interaction between the cost indices and other
variables (such as consumer price index) should be considered. Therefore, the cointegration theory
and Vector Auto Regression (VAR) model was proposed for predicting the changes of construction
cost, which could assess the risk and uncertainty of rising costs. Zhu et al. [15] took the situation
of the region, transaction date, transaction conditions, and individual factors into account firstly to
construct a hierarchical structure system of real estate price factors. Then, the 1–9 scale was used to
build the comparison judgment matrix and the ranking weight of case level relative to price could be
calculated layer by layer. Moreover, the stochastic fuzzy regression analysis method was introduced
to predict the cost of residential buildings accurately. Shahandashti et al. [16] pointed that the cost
of highway construction could vary greatly over time, which was directly related to the income of
highway contractors. Therefore, the research selected sixteen indices from the National Highway
Construction Cost Index (NHCCI) as candidate indices through the literature research. Based on the
results of the co-integration test, a Vector Error Correction (VEC) model was established to predict the
construction cost index of national highway and the results showed that the multivariate time series
model was more accurate than the single variable model.

In the field of intelligent prediction model, scholars had explored a series of high-precision intelligent
prediction methods. Qin et al. [17] considered qualitative and quantitative cost index as an input set
and a single cost as an output set of indicators. The correlation of housing project cost input indicators
could be eliminated by means of principal component analysis. Support Vector Machines (SVM) and
LSSVM were applied, respectively, to predict the cost of 25 residential projects in Hangzhou, in which
the prediction error was within 7%. Zhou et al. [18] predicted the cigarette sales based on LSSVM
and optimized the LSSVM parameters on the basis of the improved Cuckoo Search (CS) algorithm.
The introduction of inertia weights in the path and location updates of the cuckoo nest helped to avoid
falling into local optimum. When considering the after-effectiveness of cigarette sales, the best time delay
was determined by comparing the prediction accuracy under different delay numbers, and the cigarette
sales at the current time and five time periods ahead was proved to be corresponding by calculating the
actual data. Besides, this article made multi-step prediction through the iterative method and predicted
the sales volume of cigarettes in different periods in the future, which improved the dynamics of the
prediction. Shao et al. [19] proposed that it was of great practical significance to explain the dependence
between medium-term demand and external variables scientifically. He solved the problem of nonlinear
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power demand prediction by combining Ensemble Empirical Mode Decomposition (EEMD) method with
semi-parametric model. The model could capture the potential important features, including the climate
and economic development from the original electricity demand data. Reliable confidence interval of
longer term fluctuation trend was obtained by means of predicting the actual monthly electricity demand
data from Suzhou and Guangzhou.

However, the accuracy of the existing prediction methods cannot meet the requirements of the
modern management of power grid projects. In view of the above problems based on the traditional
prediction methods, this paper proposes an optimized SVM model based on the improved CS algorithm
that decomposed by EEMD to predict the substation projects’ cost.

2. Basic Theory

2.1. EEMD

Empirical Mode Decomposition (EMD) method can decompose the irregular signal into a number
of well-characterized Intrinsic Mode Function (IMF) components, and EMD algorithm is essentially
a stationary signal process [20–24]. However, due to the existence of modal aliasing in the EMD
algorithm, the precision and breadth of the EMD algorithm are restricted. In this paper, it is chosen
to add the uniformly distributed Gaussian white noise signal to the EMD to decompose the signal,
in order to avoid the EMD algorithm modal aliasing influences. This decomposition method is the
EEMD algorithm, and the steps of the algorithm are as follows [25–28]:

1. Determine the number of decomposed IMFs and the number of decompositions
2. Add Gaussian white noise sequence to the input signals
3. Normalize the signals after adding the white noise sequence
4. Decompose the normalized signals to obtain multiple IMF components and one surplus variable:

X(t) =
N

∑
i=1

M

∑
j=1

cj,i(t), i = 1 . . . N, j = 1 . . . M (1)

x(t) =
1
N

N

∑
i=1

M

∑
j=1

cj,i(t) =
N−1

∑
i=1

σi(t) + r(t), i = 1 . . . N, j = 1 . . . M (2)

Among them r(t) is the remainder. The method is applied to predict the cost level of substation
project. The original irregular cost data can be decomposed into a number of stationary IMF
components through the EEMD processing, which are then input into the SVR model for prediction.
Finally, the predictive value of substation project cost level can be obtained by adding the total amount.

2.2. SVM

SVM was proposed by Cortes and Vapnik in 1995 [29–31], which can solve the small sample and
complex nonlinear regression problems effectively. It maps the data Xi into high-dimensional space
F by nonlinear mapping φ, and performs linear regression in high-dimensional space. The mapped
linear function is f (x) = ωφ + b, which is used to solve the optimal function Equation (1) by finding
the weight ω and threshold b in the linear function, according to the SVM criterion [32–35].

min
1
2
‖ω‖2 + C

l

∑
i=1

ξi (3)

s.t.

⎧⎪⎨⎪⎩
yi(ωφ + b) ≥ 1 − ξi

ξi ≥ 0
C > 0

(4)
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The above problem can be transformed into a dual problem by introducing Lagrange multiplier
αi ≥ 0, βi ≥ 0, thus the classification decision function of SVM becomes:

f (x) = sgn(
l

∑
i=1

yiαiK(xi, xj) + b) (5)

K(xi, xj) in the formula is a kernel function. This paper selects radial basis function (RBF) as a
kernel function.

K(xi, xj) = exp(−‖xi − xj‖2

2σ2 ) (6)

where σ is the width of the kernel function.
The key to the accuracy of SVM regression model is the penalty factor C and the width of kernel

function σ [36]. Therefore, this paper chooses the improved CS algorithm to optimize C and σ in order
to improve the generalization ability of SVM.

2.3. Optimized CS Algorithm

The CS algorithm can search the optimization much faster and more accurately by simulating the
random walking process of cuckoo in the search for the suitable egg laying hosts [37–39]. According to
existing research, the CS algorithm has the following three rules [40,41]:

1. The number of eggs produced by a cuckoo per time is 1.
2. The host bird’s nest where high-quality eggs are located is the optimal solution and will be

retained for the next generation.
3. The number of host nests is certain, and the probability that cuckoo eggs are found by nest

owners is Pa ∈ [0, 1].

During the search, cuckoo’s flight search path follows the Lévy distribution, namely:

x(t+1)
i = x(t)i + α ⊕ L(λ) i = 1, 2, · · · , n (7)

where x(t+1)
i and x(t)i are the bird’s nest positions of the (t + 1)th and the tth generation, n is the number

of cuckoo, ⊕ is the point to point multiplication, and L(λ) is the Lévy flight path. The relationship
between searching path and time is as follows:

L(λ) ∼ u = t−λ(1 < λ ≤ 3) (8)

In the traditional CS algorithm, the probability of finding cuckoo eggs and the step size α of
position updating are fixed values, which leads to the problems of the weak global searching ability,
slow convergence speed, and low precision. Therefore, an improved cuckoo algorithm is proposed in
this paper to update the values of Pa and α dynamically, as follows [42,43]:

Pa(t) = Pamax − t(Pamax − Pamin)

N
(9)

α(t) = αmaxe
ln( αmax

αmin
)×t

N (10)

where t and N are the number of current iterations and the total number of iterations, Pamax and Pamin

are the maximum and minimum values of the detection probability, αmax and αmin are the maximum
and minimum step coefficients.

However, CS algorithm has defects of lacking of search vitality and slow speed of.
The optimization ability of CS algorithm can be improved effectively by adding Gauss perturbation [44].
Assuming that the optimal location of the nest x(i)i , (i = 1, 2, · · · , n), is obtained after the calculation of t
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times CS iterations. In order to prevent the next iteration of x(i)i and maintain the Gaussian disturbance,

the next phase of x(i)i is searched. Suppose that the matrix pt = [x(t)1 , x(t)2 , · · · , x(t)n ]
r

is made up of the

better position x(i)i of the bird’s nest, x(i)i is a d-dimensional vector, and the dimension of pt is d × n.
Matrix pt combined with Gaussian perturbation is the basic step of GCS algorithm, namely:

pt = pt + a ⊕ ε (11)

where ε is a random matrix with the same order of pt, which follows N(0,1) distribution, and a is
constant. In the search for a better nest position vitality at the same time, the position of the bird’s nest
can be overextended easily because of the large random range of ε. Therefore, the selection of suitable
a is particularly important. After obtaining a reasonable set of pt and comparing it with each nest in pt,
only a better nest position is reserved to obtain a better set of nest positions pt [45].

3. Substation Project Cost Prediction Model Based on EEMD-GCS-SVM

The cost prediction of substation project is affected by many factors, and the cost level is
non-stationary and irregular. The specific process of substation project cost prediction model based on
EEMD-GCS-SVM is shown in the Figure 1. Specific steps are:

Figure 1. Flow chart of the Ensemble Empirical Mode Decomposition (EEMD)-GCS- Support Vector
Machines (SVM) prediction model.

1. Decompose the substation cost data to obtain the IMF components and surplus variables through
the EEMD method, and normalize the data.

2. Initialize the parameters and kernel functions of SVM model, input the normalized decomposed
variables into SVM model, and find and determine the optimal parameters and kernel function of
SVM model by using GCS algorithm. In order to search for the best parameters of the prediction
model faster, the range of c, ε are set as [0.01, 100], [0.01, 100], respectively. Then, train the
prediction model by plugging the historical data into the model and search the best parameter by
using the GCS Algorithm. Firstly, set the Nnest (number of birds’ nest) as 20, while Pa (probability
of bird’s eggs by bird’s nest owner) is 0.45, and N (number of iterations) is 200. After that,
randomly generate Nnest bird nest location W = (W1, W2, ..., Nnest)T. Each bird nest Wi has s
parameters (s = the number of weights between input layer and hidden layer + the number of
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weights between hidden layer and output layer + the number of translation factors + the number
of expansion factors). The predicted values of each bird’s nest were calculated, and the nest
which has the smallest error in the 20 nests is found, marked as Wbest. Then Wbest retain to the
next generation.

3. Train the SVM model by using the training set, and then input the test set data to obtain the
predictive value of the cost data.

4. Example Analysis

4.1. Basic Data

There are a lot of voltage levels in the substation projects. 220 kV is a widely used voltage level of
substation projects, and its cost data is more easily obtained at the same time. Thus, take the cost level
data of 220 kV new outdoor substation projects at certain place in 2014–2016 (as shown in Table 1) as an
example to validate the model. The cost level of substation projects is represented by the cost per kVA
as the research data sample. Starting from the data of the first sample project, taking approximately
equal time as the interval between the selected samples, we get the cost data of 72 samples, and sort
them according to the completion time of the projects.

Table 1. The cost level of 220 kV new outdoor substation project at a certain place.

Serial
Number

Cost
(Yuan/kV·A)

Serial
Number

Cost
(Yuan/kV·A)

Serial
Number

Cost
(Yuan/kV·A)

Serial
Number

Cost
(Yuan/kV·A)

1 284.22 19 396.62 37 438.26 55 285.86
2 337.44 20 279.78 38 314.15 56 288.38
3 369.32 21 257.53 39 299.14 57 321.98
4 347.03 22 259.8 40 454.53 58 466.19
5 419.99 23 290.07 41 342.54 59 398.09
6 358.64 24 275 42 344.12 60 498.41
7 449.02 25 320.91 43 370.65 61 425.52
8 383.35 26 343.77 44 304.73 62 342.21
9 308.3 27 306.23 45 329.5 63 423.47

10 346.53 28 335 46 355.37 64 367.21
11 262.64 29 381.5 47 296.73 65 330.49
12 297.97 30 394.85 48 319.74 66 275.96
13 257.35 31 400.6 49 371.6 67 297.36
14 235.51 32 430.9 50 298.83 68 364.17
15 339.83 33 354.63 51 361.29 69 292.85
16 407.24 34 390.91 52 427.77 70 354.06
17 348.25 35 371.08 53 283.38 71 347.54
18 284.35 36 372.2 54 294.15 72 278.54

First of all, decompose the cost level data by EEMD into five IMF components, and the decomposition
results are shown in Figure 2.

(a) 

(b) 

Figure 2. Cont.
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(c) 

(d) 

(e) 

(f) 

Figure 2. The result of the EEMD. (a) Original data; (b) IMF1; (c) IMF2; (d) IMF3; (e) IMF4; and
(f) IMF5.

From the decomposition results, each IMF component obtained after the EEMD algorithm
shows obvious regularity and periodicity, the algorithm helps to improve the prediction accuracy of
subsequent SVM model. Then, the first 54 sets of cost data are taken as training group, the decomposed
IMF components and the surplus components are input into the GCS-SVM prediction model,
respectively, for training. The total cost of each component is reduced to the predictive value after the
prediction results of each component are obtained. The latter 18 sets of cost data are used as test group
to verify the prediction effect of the model.

4.2. Results Analysis and Comparison

After training the forecasting model, the best value of c and ε are 29.8425 and 0.4871, respectively.
In order to verify the accuracy of the model, the GCS-SVM model without EEMD algorithm,
the EEMD-CS-SVM model with the non-optimized CS algorithm, and the EEMD-GCS-SVM model are
used to predict the samples in this paper. The results are shown in Figure 3a–c.

It can be seen from Figure 3a–c that the prediction result by EEMD-GCS-SVM model, which has
been decomposed by EEMD and optimized by GCS algorithm, has the highest fitting and prediction
accuracy. The results indicate that the EEMD and GCS algorithm is helpful to improve the accuracy of
the model.

In addition, BP neural network model, SVM model, GCS-SVM model, EEMD-CS-SVM model,
and EEMD-GCS-SVM model are, respectively, used to predict the data of the test set in this paper,
and the error comparison results are shown in Table 2 and Figure 4.

According to the above table, the RMSE of the EEMD-GCS-SVM model is 0.51, MAE is 0.43,
and MAPE is 0.13%, which indicates that the prediction accuracy is higher than EEMD-CS-SMV and
GCS-SVM, and is significantly better than the BP neural network model and the SVM model.

The boxplot can directly reflect the accuracy of each model. It can be seen from the boxplot that
the prediction error of EEMD-GCS-SVM is smaller. It means that this model is more accurate than
other models, and is more suitable for the prediction of the cost level of 220 kV substation project.
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(a) 

 
(b) 

(c) 

Figure 3. Prediction results. (a) The prediction result by EEMD-CS-SVM; (b) The prediction result by
GCS-SVM; and (c) The prediction result by EEMD-GCS-SVM.
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Table 2. Comparison of the model errors.

Model BP SVM GCS-SVM EEMD-CS-SVM EEMD-GCS-SVM

RMSE (yuan/kV·A) 78.47 53.45 24.76 36.02 0.51
MAE (yuan/kV·A) 57.85 42.10 16.71 31.38 0.43

MAPE 16.42% 12.36% 4.72% 9.28% 0.13%

Figure 4. Comparison of the model errors.

5. Conclusions

With the development of power system reform, it is urgent to improve the cost management level
of power grid project. Thus, it is of great significance to control the cost level of grid projects effectively
for improving the investment efficiency and sustainability. However, the prediction of substation
project cost level is difficult, and the prediction accuracy of the traditional method is insufficient.

(1) The EEMD-GCS-SVM model established in this paper can effectively improve the prediction
accuracy of substation project cost with a MAPE value of only 0.13%, which is much better than
that of the un-optimized and EEMD models.

(2) EEMD method can decompose irregular and non-stationary sequence signals into multiple IMF
components and surplus components. The decomposed signals show regularity and periodicity
obviously, which improves the prediction accuracy of the model.

(3) On the basis of CS optimized SVM parameters and kernel function, adding Gauss perturbation can
effectively improve the search vitality and range of CS algorithm. The optimal SVM parameters
are obtained, the calculation of kernel function is faster, and the computational efficiency and
prediction accuracy is improved in the model.

However, the research only analyzed the cost prediction of the 220 kV substation due to the
limited availability of data. Besides, there is no verification and analysis of more regions. Thus, more
types of data should be widely used to verify the ability of the modified model in the further study.
In future research, we will continue to apply the model to more prediction fields and explore more
scientific and accurate prediction methods.
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Abstract: Engineering, Procurement, and Construction (EPC) of oil and gas megaprojects often
experience cost overruns due to substantial schedule delays. One of the greatest causes of these
overruns is the mismanagement of the project schedule, with the piping works (prefabrication
and installation) occupying a majority of that schedule. As such, an effective methodology for
scheduling, planning, and controlling of piping activities is essential for project success. To meet
this need, this study used the Critical Chain Project Management (CCPM) to develop a piping
construction delay prevention methodology, incorporating material procurement processes for EPC
megaprojects. Recent studies indicate that the traditional scheduling method used on oil and gas
mega projects has critical limitations regarding resource scarcity, calculation of activity duration,
and dealing with uncertainties. To overcome these limitations, the Theory of Constraints-based
CCPM was proposed and implemented to provide schedule buffers management. Nonexistent
in literature, and of critical importance, is this paper’s focus on the resource buffer, representing
material uncertainty and management. Furthermore, this paper presents a step-by-step process and
flow chart for project, construction, and material managers to effectively manage a resource buffer
through the CCPM process. This study extends the knowledge of traditional resource buffers in
CCPM to improve material and procurement management, thus avoiding the shortage of piping
materials and minimizing delays. The resultant process was validated by both deterministic and
probabilistic schedule analysis through two case studies of a crude pump unit and propylene
compressor installation at a Middle Eastern Refinery Plant Installation. The results show that the
CCPM method effectively handles uncertainty, reducing the duration of piping works construction
by about a 35% when compared to the traditional method. Furthermore, the results show that,
in not considering material uncertainty (resource buffers), projects schedules have the potential
for approximately a 5% schedule growth with the accompanying delay charges. The findings have
far-reaching applications for both oil and gas and other sectors. This CCPM case-study exemplifies
that the material management method represents an opportunity for industry to administrate pipeline
installation projects more effectively, eliminate project duration extension, develop schedule-based
risk mitigation measures pre-construction, and enable project teams to efficiently manage limited
human and material resources.

Keywords: CCPM; piping construction; material procurement management; resource competition;
buffer management; PERT/CPM; stochastic simulation; construction delay
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1. Introduction

1.1. EPC Megaprojects Schedule Under-Performance

Over the last decade, EPC (Engineering, Procurement, and Construction) megaprojects (>1 billion
USD), especially within the petrochemical and oil and gas industries, have experienced substantial
cost overrun and prolonged schedule delay. Frequently, the burden of these overruns and delays fall
on the contractor. This is most commonly the case in lump-sum turn-key contracts where the EPC
contractors manage the contractual liabilities of the project. In these projects, the contractors are at risk
of incurring considerable financial damages for poor project performance [1]. The frequency of project
overruns experienced in the petrochemical and oil and gas industry, and the resultant contractor losses,
suggests a major need for managerial process improvement.

Poor schedule management is one of the greatest causes of these overruns on mega-EPC
projects [2]. The traditional scheduling management process, Program Evaluation and Review
Technique/Critical Path Method (PERT/CPM), is found to be lacking, namely in its ability to handle
resource constraints and project uncertainty. Therefore, this study proposes a Critical Chain Project
Management (CCPM) which is better equipped to handle resource constraints and provides a more
transparent uncertainty management process. While certain authors are dedicated to this topic, no
existing literature discusses the management of the resource buffer (material availability uncertainty).
Therefore, this paper presents a supplementary procurement management process, including schedule
management of the uncertainties, to both fill the research gap and aid practitioners in effectively
estimating project schedules. This process was developed for piping installation (one of the major
petrochemical and oil and gas activities) and validated through an executed Korean EPC project.

1.2. Problem Background: Fluctuation of Korean EPC Contractors’ Revenue in Overseas Market

As already stated, the focus of this paper is the oil and gas industry. In practice, the global oil
and gas projects market consists of: (1) upstream, development of oil and gas fields for production;
(2) midstream, transfer oil and gas through pipelines; and (3) downstream, converting oil and gas
to petrochemical products. Globally, spending on oil and gas (EPC) projects has been in decline,
with approximately USD 437 billion worth of work performed in 2016, a 42% decrease from 2014.
Within the last few years, this market has experienced severe decline in the investments and cancellation
of capital projects due to this steep downturn. In response to this downturn, oil and gas EPC companies
have taken great lengths to improve their overall business portfolio including effective partnering,
complementing skillsets [3].

Similar to the global trends, the Korean oil and gas EPC contractors working internationally have
experienced profit fluctuation and project volatility. This has been caused by variables, including oil
price drop, global market recession, etc. The total annual overseas onshore and offshore contracts
executed by Korean EPC contractors has substantially reduced over the last few years, as shown in
Figure 1. In 2014, the total value for mainly oil and gas projects awarded to Korean EPC contractors
was about USD 39 billion (approximately 80% of total overseas plant projects of USD 52 billion).
This was substantially reduced to only USD 9 billion in 2016 with only a slight bounce-up in 2017
(USD 13 billion) potentially due to the crude oil price recovery [4].

This downturn has resulted in major Korean EPC contractors’ hardships such as earning shock
due to insolvency at overseas construction sites. In a study of six Korean oil and gas EPC contractor’s
overseas experience, the losses experienced ranged from USD 80 million to 1.2 billion from 2013 to
2016 [2]. This is not an isolated occurrence. To date, most international overseas oil and gas (mainly
plant) EPC contractors are experiencing cost-overruns, schedule delays, and outstanding disputes
and claims on their projects [1]. This problem is further intensified by the loss of work in floating
or fixed-platform oil and gas production facilities. While these projects once encompassed a major
portion of overseas profit, most Korean EPC contractors now experience large deficits and losses in
performing mega offshore EPC projects (fabrication of oil and gas production facilities). According to
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some media reports, major Korean shipbuilders’ cumulative financial damages were about USD 12
billion over the last few years due to their under-performance in megaprojects [2].

To exacerbate low profits, these contractors often experience poor project performances [1].
The main causes of the losses and damages include: (a) poor estimation resulting in bid/contract
amount insufficient to cover project expenses; (b) poor project management, control, and engineering
due to inexperience/lack of knowledge; resulting in (c) schedule delays and associated penalties;
and (d) poorly managed claims, disputes, legal remediations, etc. [2]. Among these, industry experts
believe that the most significant is schedule delays. These delays come with significant penalties,
upward of USD 1–2 million per day of delay (so-called delay liquidated damages) [5].

With low profits caused by low project availability and poor project performance, it is ever more
important for EPC contractors to prevent the delay of the schedule and reduce the length of the project
duration. Although many activities exist, none is more critical than piping installation, namely the
procurement of piping materials. As such, this paper presents the Critical Chain Project Management
(CCPM) used to develop a piping construction delay prevention methodology, incorporating material
procurement processes for EPC megaprojects to prevent project delay on mega-EPC projects, leading
to higher contractor profits.

Figure 1. Total annual contracts amount by Korean EPC contractors on overseas projects [4].

2. Plant Piping Construction: Major Causes for Delays

In an onshore EPC project, piping construction comprises more than 40% of the work volume for
the entire project, and welding is the major critical activity. From the lessons learned and experience of
recently completed oil and gas EPC mega projects interviewed by the researchers, the main reasons
for the delay of piping construction were determined to be resource constraints, lack of material
management, and unrealistic work durations.

The critical resources for piping construction are those involved with welding: the welder, welding
materials, and welding equipment. There are limited quantities of these resources, e.g. qualified
welders, yet many simultaneous activities will require welding. The most common error for Korean
mega-project EPC oil and gas contractors is not taking into consideration this limited resource. This is
often caused by using the traditional Critical Path Method (CPM), ignoring resource constraints.
To meet their developed schedules, welders must be mobilized without any constraint, which is
impractical for most onshore EPC project sites.
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The next main project management error is an insufficient, or lack of, material management plan.
As stated, the piping activities are on the critical path, as are the procurement of piping materials [6].
Typical schedules include only milestones on the estimated time of arrival of piping materials. As such,
the contractor is only notified of an issue once the material delivery is delayed. The contractor is
not able to recognize the problem until a delay has already occurred [7]. Neither the PERT/CPM
nor CCPM methods can sufficiently manage this process [8]. This paper presents a supplemental
material management process, likely the paper’s greatest addition to literature and the general body of
knowledge of this paper.

Finally, during the estimation process, the schedulers often develop unrealistic work durations.
This negatively impacts either efficiency and/or the ability for contractor’s to meet their contractual
schedule. This research has found the greatest error to be the use (or misuse) of schedule
contingency/float. Often these contingencies are “hidden” within activities by schedulers, minimizing
project management teams’ ability to effectively manage the resultant float. The CCPM scheduling
process, with the “buffer” concept, is proposed to mitigate this issue (explained in greater detail below).

CCPM Scheduling Process: The Use of a Buffer

A key part of estimating a project’s cost and schedule is a contingency and scheduling float, called
a buffer for CCPM and this paper. This buffer allows flexibility for unknown and/or unplanned
occurrences without negatively impacting the schedule. There are two traditional methods used by
Korean oil and gas contractors for estimating a buffer size: cut and paste and square root methods.
In the cut/paste method a “safe estimate” (includes duration to account for uncertainty) is cut and
half of the duration is attached to the end of all tasks. In the root square error method, uncertainty is
calculated through the difference of the safe and average estimate. The uncertainty is then calculated
through the square root of the sum of squares [9,10].

The CCPM buffer calculation differs to the traditional method. First, as opposed to CPM’s critical
path, CCPM has a resource-constrained critical, known as the critical chain [11,12]. The CCPM critical
chain accounts for the resource competition (resource loaded) and includes duration buffers that are
non-work schedule activities to manage uncertainty. CCPM’s buffers fall into three categories [13]:

i. Project Buffer

A. Placed at the end of the critical chain
B. Protects target finish date from slippage along the critical chain

ii. Feeding Buffer

A. Placed at each point where a chain of dependent activities is not on the critical chain
B. Protects the critical chain from slippage along the feeding chains

iii. Resource Buffer

A. The period of preparing resources to be used for critical chain activities
B. Protects the delay of starting activities due to resource constraint

In CCPM, buffers are separate activities. The size of each buffer reflects the duration uncertainty
of the dependent activities leading up to that buffer. Instead of managing the total float of network
paths, the critical chain method focuses on managing the remaining buffer durations against the
remaining duration of chains of activities. The CCPM buffer management process is typically split
into three stages: OK, Watch and Plan, and Act. The OK stage is where approximately 100% to 67%
of the buffer is left and no action is required. Next, in the Watch and Plan stage (67% to 33% buffer
remaining) remaining buffers are continuously reduced. The trend needs to be monitored and the plan
needs to be set for the action. Finally, in the Act stage, the buffers are exhausted, and it is thus time to
execute the action (overtime work, additional resources, etc.) based on the plan.
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3. Novelties and Contribution

Previous studies verified that CCPM is applicable to real projects [14–17] and can be used to
manage project schedules [18,19]. These studies focused on architecture and civil industries, but did not
consider plant construction. Previous studies have introduced, evaluated, and developed the CCPM
concept, but lack CCPM implementation within a realistic environment [17]. In addition, no previous
research has presented CCPM for robust schedules or sufficiently discussed how cost and quality
fluctuate with schedule management.

This paper adds to the general body of knowledge by presenting a CCPM process applied
to a robust EPC plant project schedule such that can be used by practitioners in a real-world
scenario. However, the major uniqueness of this study is that it manages to integrate a material
resource management process into the CCPM process. This proposed process will allow project
managers to check the availability of the piping materials needed for installation in advance to avoid
delays. Through this process, piping materials are seen as a resource and any unintended absences’
schedule impacts are managed through a “resource buffer” flexibility. The proposed method’s superior
performance (compared to traditional CPM without a material management process) is verified
through Monte Carlo Simulations of a project case-study.

This study focuses on producing a superior schedule management process for field installation
of piping units for plant construction projects, validated through an executed Korean EPC project.
This analysis has been isolated to the construction portion of the project and has ignored the engineering
and procurement schedule and cost impacts. This isolation allows a focused discussion on the different
construction management techniques (PERT/CPM vs. CCPM), removing variables that are not the
focus of this paper. (Although the procurement schedule is also not included in the PERT/CPM vs.
CCPM analysis, its management is discussed through a separate process.) Below, the four research
steps (RS) taken are described. These research steps are also illustrated in a box-flow in Figure 2.

(RS1)Investigating existing PERT/CPM schedule limitations and Proposing the CCPM process as a
way of mitigating limitations for PERT/CPM,

(RS2)CCPM Application on a sample, theoretical piping installation project,

(a) Propose the application step: CPM Schedule→Resource Allocation and
Leveling→Creating Critical Chain Activities→Creating Buffers→Material Risk
Management with Resource Buffer (details in Section 8).

(RS3)Propose a supplemental resource management process for piping material risk analysis,

(a) Identify the risk factors for project delay
(b) Propose the way to insert the resource buffer as a schedule milestone
(c) Propose the flow chart for material management process

(RS4)Apply CCPM and resource management process to two processes (Crude Pump Unit and
Propylene Compressor Unit) within a previously executed Middle Eastern Refinery Expansion
Project (performed by Korean EPC), verifying:

(a) Deterministic Schedule Analysis: CPM vs. CCPM applied resource management process
using MS Project

(b) Probabilistic Schedule Analysis: CPM vs. CCPM applied resource management process
using @Risk (schedule risk simulation software, Palisade, Sydney, Australia) on a
previously executed Korean projects.
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Figure 2. Research Methodology and Process.

4. Relevant Literature

Critical Chain Project Management is a method and collection of algorithms based on the Theory
of Constraints (TOC). This theory is a management philosophy that proposes focusing on constraints
is a better strategy to achieve the goal. The idea of CCPM was first introduced by Eliyahu M. Goldratt
in 1997 [20]. After its introduction, many researchers have studied the efficacy of CCPM. Studies have
included providing clarity on CCPM’s use [21], presenting advantages and disadvantages of the CCPM
approach [22], comparing traditional and TOC project management processes [23], and proposing
an enhanced framework combining Supply Chain Management (SCM) and CCPM to manage EPC
project uncertainty [24]. Wang et al. proposed an improved CCPM framework that addressed two
major challenges in CCPM-based scheduling such as buffer sizing and multiple resources leveling
to enhance the implementation of CCPM. This study’s results displayed that performing multiple
resources leveling in CCPM-based construction scheduling was both feasible and effective [25].

Although research in CCPM has been exhaustive, the systematic assessment of its performance
within probabilistic schedules has been identified as a gap in the literature [26]. Specifically, no previous
research has presented algorithms for robust schedules, sufficiently discussed how cost and quality
fluctuate with schedule management, and/or were conceptual, lacking specific application. This paper
seeks to bridge these gaps.

A subsection of CCPM, management of buffers, has also been studied. There exist general
guidelines of managing buffer through the three layers (i.e., “OK”, “Watch”, and “Plan”) [27].
In addition, Lee [28] experimented how the duration and cost of a project fluctuated depending
on how the three levels of buffer management were set up. Alternatively, Lee [14] studied how to set
the levels of buffer management according to the project’s schedule margin. However, none reflect the
characteristics of an EPC project.

As stated, a need was found in incorporating the material management procurement process into
a scheduling process, currently missing in literature and industry. Several researchers have studied
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managing the procurement process through differing scheduling processes. Yeo and Ning proposed the
enhanced framework for procurement by coupling the concepts of SCM and CCPM [24]. Bevilacqua
developed a prioritization method for work packages, within the critical chain context to minimize
the risks related to accidents in refinery plants [15]. Feng proposed a model with multi-resource
constraints, which could be applied to the critical chain construction of the A-bid section in the
South-to-North Water Diversion Project [18]. Dong attempted to apply the CCPM theory to the
maintenance period arrangements of power plant electrical equipment, and a mathematical model of
optimizing the maintenance period was established [19]. Jose Finocchio Jr. discussed the adequacy
of the CCPM for scheduling projects involving shutdowns on an oil platform [29]. These findings
were used as foundation for the scheduling portion of this research, but lack applicability to EPC
mega-project procurement.

Previous studies, performed by practitioners, studied the relationship between PERT/CPM
and CCPM in industry use. PERT/CPM and CCPM methodologies can coexist in project-based
organizations [30] because “CPM employs one time estimate and one cost estimate for each activity; PERT
may utilize three time estimates (optimistic, expected, and pessimistic) and no costs for each activity. Although
these are distinct differences, the term PERT is applied increasingly to all critical path scheduling” [31].
Nowadays, PERT is commonly used in conjunction with the CPM, while PERT/CPM is the most widely
used terminology for project management techniques. Even though PERT/CPM is the most widely
used technique, many studies have shown it is lacking, containing fundamental limitations [32,33].
The most significant limitation of PERT/CPM is the inability to consider resource constraints and poor
management of project uncertainty.

While PERT/CPM estimates an optimized schedule, the process only considers the work
sequence and relations for planning the schedule, ignoring resources availability [11]. Resource
optimization, such as resource leveling or resource smoothing, is a recommended scheduling practice
to ensure resource availability is considered and is included in the CCPM process [11]. Alternatively,
the traditional uncertainty management approach of PERT/CPM is also lacking. In this traditional
process, schedulers create “safety time” or a “safety margin” to protect against project growth during
execution caused by unknowns, often based on worst case scenarios [20]. This results in project
uncertainties being “buried” and unrealistically long project durations [33]. The CCPM process
includes separate buffer activities which are transparent safety margins allowing a more efficient
schedule risk (safety margin) management process.

Researchers conclude that CCPM is superior in reliable planning and the execution process.
CPM was found to offer no execution methodology, a fundamental limitation, and it is recommended
that CPM should subordinate to CCPM during execution of the scheduling control [34]. CCPM also
better manages limited essential resources (high-capacity lifting cranes, professional welders, piping
fitters, etc.), experienced in recently EPC megaprojects in the middle east Asia. This is illustrated from
the following quote, “CPM is as scheduling method to identify the shortest time a project could be accomplished
assuming resources are Infinite, whereas CCPM is a method of planning and managing projects that put the
main emphasis on the resources required to execute project tasks” This implies that CPM alone does not
make sense for field resource allocations and supports this paper’s use of CCPM as a more applicable
scheduling analysis tool for EPC megaprojects [30]. Goldratt [20] and others pointed out with rectifiable
reasons that the reliance on CPM as the sole schedule planning methodology frequently causes projects
to miss deadlines and commitments to stakeholders. A major risk omitted from mitigation in CPM is
the contention for scarce resources [34].

5. RS1: CCPM Application

CCPM differs from PERT/CPM mainly due to its inclusion of resource dependencies and fixed
nature during the project period [12]. CCPM improves the project plan by ensuring that it is feasible and
immune from reasonable common cause variation such as uncertainty or statistical fluctuations [33].
As stated, CCPM is based on the TOC, in which there is always at least one constraint. In TOC,

227



Sustainability 2018, 10, 1817

a focusing process is used to identify constraints and reorganize around said constraint to minimize
impacts [20]. CCPM uses logical relationships and resource availability and ensures activities durations
do not include safety margins. It also uses statistically determined buffers, aggregated safety margins
of activities placed at strategic points on the project schedule path. This accounts for limited resources
and project uncertainty, limitations of PERT/CPM as discussed above.

In conclusion, CCPM mitigates the CPM limitations in the following ways [12]:

(1) Risk Management: Unexpected risks management and risk absorption with buffer management.
(2) Focused Oversite: Management attention remains centralized on critical chain which is fixed.
(3) Resource contention: The project duration is dependent on Resource Availability no later than the

logical sequence of activities.

6. RS2: CCPM Application to Pipe Installation Works

The authors have chosen to apply CCPM on a sample piping installation project. To allow the
reader a better understanding of the project, a brief description of activities, relations, durations,
and basic scheduling follow. A sample piping field installation for plant construction project was
developed with activities, relations, and general schedule seen below in Table 1. The case study in
this paper basically uses “day” as the time unit for activity duration, according to a common industry
practice for EPC projects. The critical path activity is activity Nos. 1→3→5→6 and the project duration
is 18 days.

Table 1. Sample project—piping installation work.

Activity No. Predecessor Successor Relations Duration (Days) Resource Name

1 2, 3 FS 2 A
2 1 4 FS 4 B
3 1 5 FS 6 B
4 2 6 FS 2 B
5 3 6 FS 4 C
6 4, 5 FS 6 A

The project was then resource loaded for each resource for the sample project. Resource
competition occurs for activity numbers 2, 3 and 4. Resource B is allocated to both activity numbers 2
and 3 from Day 3 to Day 6, and both activity numbers 3 and 4 from Day 7 to Day 8. Figure 3 depicts
the weakness of the traditional scheduling method: the schedule cannot be realistically completed
in 18 days due to the resource constraints. If this were at true error, the project schedule would be
delayed due to poor schedule estimating techniques.

Figure 3. Critical path for sample project and resource allocation (labor). (A: Resource A, B: Resource
B, C: Resource C).

To solve the resource competition, the activity sequence is rearranged based on resource
B. This results in increasing the project duration from 18 days to 20 days. After resolving the
resource constraint, the critical path activity is revised to a critical chain activity, activity numbers
1→3→2→4→6.
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Next, safety margins, or buffers, are introduced to the schedule. The estimation of the buffer
size is dependent on each activity and its safety margin. To reduce the behaviors and time wasting
associated with having excessive embedded safety, CCPM recommends that the task estimates are
reduced by half the length of a “normal” duration [20]. To develop the buffer to be used for this
research, this paper relies on the findings of previous studies. Many researchers estimated the project
buffer as the 50% of a total sum of the 50% safety margin [13,16,28,35–37]. However, Lee [38] suggested
that it is not reasonable to estimate the buffer to 50% of work duration and proposes 20% of work
duration be applied by Monte Carlo simulation. Liu [39] insisted that the buffer should be estimated
according to the worker’s ability and experience. Cho [40] argued that, when estimating the safety
margin, the positive case in the 3-point estimation needs to be eliminated. Han [41] concluded that
Many factors are considered when estimating a buffer.

For simplicity, and as this is common practice, the authors assume (as illustrates in Figure 4)
that each activity has a 50% safety margin for the beginning, providing a project buffer of 50% of the
total sum of the safety margin [20]. However, a project buffer with 40% or 30% of the total sum of
the safety margin are compared when this process is applied to the project case study in Section 10.
The critical chain activity is activity numbers 1→3→2→4→6 and the project duration is reduced to 15
days. The buffers include a feeding buffer (one day) and a project buffer (five days) (Figure 4).

Figure 4. Critical chain activities (resource leveling) and inserting Buffers (project buffer and feeding
Buffer). (A: Resource A, B: Resource B, C: Resource C, FB: Feeding Buffer, PB: Project Buffer).

7. RS3: CCPM Incorporating with Material Resource Management

Previous researchers concentrated on project buffer and feeding buffer size and there is a lack of
investigations into the resource buffer [42]. Resource buffers have been treated only as a milestone
activity notifying the start of successor activities. This leaves project managers at a disadvantage for
managing this uncertainty and represents a gap in existing literature. Valikoniene proposed including
resource buffers as time buffers with the assigned resources and cost, and concluded that “application of
the resource buffers on average shortens project duration” [42]. In this study, resource buffers were created
as a milestone activity for project schedule and it proposed the resource (material) management process
is a flow chart. When simulating the projects for the case studies, the resource buffers are considered
as time buffers with durations of 0–1.7 days. Concerning this gap in the literature, the checking and
monitoring piping material availability is currently not supported by the CPM and CCPM processes
used in practice. To fill this void, this study proposed a method to manage the materials related to
the work activity from the concept of resource buffers. These resource buffers are inserted alongside
the critical chain within the schedule to ensure that the appropriate people and skills are available
to work as soon as needed [20]. Researchers suggested placing milestone activities in the CCPM
schedule to indicate the timing for the delivery. However, supplementary to the schedule management,
the practitioner should use the resource management process presented within this paper.

The resource management process proposed is depicted in Figure 5 as a flow chart. As can be
seen, this process is complex and requires collaboration and efficient communication between the
project manager (reviewing milestone schedules), material manager (monitoring piping availability
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and source of replenishment), and construction manager (controlling resource use and allocation
within the work sequence).

Figure 5. Flow Chart for Material Management Process.

Many factors can contribute to a delay in the availability of piping material, and the solution
differs depending on the case. In a previous study, the risk factors contributing to the material issue for
the plant construction project were presented. Kim, Yong-Su, Hwang, Moon-Hwan, Park, and Chan-Sik
indicated the most common reason for delay is mobilization of workers, which accounts for 25% of
project delays. They went on to account 13% of delays due to lack of project planning accounts, 11% of
delays due to a delay in arrival of material, 2% of delays due to equipment mobilization and lack of
qualified workers each [43]. Kim [44] insisted that the risks of design change and additional works
have a significant impact on project duration. Kang [45] indicated that a delay of material procurement
and logistics as well as a design change while construction work is in progress are the major factors for
project delay.

8. RS4: Case Study of CCPM Application with Material Resource Management

The purpose of this section is to validate the application of the CCPM on the piping field
installation work for a plant construction project. The following shows the project outline and piping
unit information for the case study, which was recently completed. Table 2 depicts the work quantities
for each case described below.

i. Project Name: Refinery Expansion Project (Middle East)
ii. Contractor: D Company
iii. Project Duration: 50 Months
iv. Unit: Crude Pump Unit (CPU)/Propylene Compressor Unit (PCU)
v. Discipline: Piping Field Installation

CPU (Case 1): The function of the Crude Pump Unit (CPU) is to transport the crude oil to the
storage tank. It consists of three pumps that have suction, discharge, and min. flow lines. Diameter
inch (DI) is the unit of measurement for pipe welds. If a particular spool has five joints of 6” diameter,
the total DI for the pipe welds is 30 DI (6” × 5 joints = 30 DI).

PCU (Case 2): The function of the Propylene Compressor Unit (PCU) is to compress the propylene
gas to transform it into a liquid state to minimize the propylene gas loss and increase the efficiency of
the refinery. The unit consists of one compressor unit with three suction lines and one discharge line.
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Table 2. Work Quantity for Both Cases.

Case Line No. Description Piping Size
(Inch)

Piping D/I *
PKG Q’ty ** (Test)

Field

Crude Pump Unit
(CPU-Case 1)

54”-P-006 Pump Suction
Header 54 1689 1

42”-P-268 G-001 Suction 42 326 1

42”-P-271 G-002 Suction 42 182 1

42”-P-274 G-003 Suction 42 452 1

36”-P-021 Pump Discharge
Header 36 955 2

20”-P-023 Min. Flow Header 20 996 1

24”-P-269 G-001 Discharge 24 570 1

12”-P-270 G-001 Min. Flow 12 223 (Min. Flow Header)

24”-P-272 G-002 Discharge 24 613 1

12”-P-273 G-002 Min. Flow 12 186 (Min. Flow Header)

24”-P-275 G-003 Discharge 24 651 1

12”-P-277 G-003 Min. Flow 12 233 (Min. Flow Header)

Propylene
Compressor Unit

(PCU-Case 2)

20”-P-1968 K-001C Suction 1 20 380 2

14”-P- Return Line 14 476 (Discharge)

14”-P- K-001C Suction 2 14 218 2

12”-P- Return Line 12 96 (Discharge)

16”-P- K-001C Suction 3 16 122 2

16”-P- Return Line 16 240 (Discharge)

18”-P- K-001C Discharge 18 326 1

(Note: * Pipe D/I = pipe diameter—inch, which is typical unit of work-quantity for ping installation). ** PKG
Q’ty = Pipe spool package quantity).

8.1. Deterministic Schedule Analysis: CPM vs. CCPM

To prepare a schedule, the following condition is assumed in this study:

(1) The schedule is limited to the field welding for piping work.
(2) The resources are welding teams (other resources such as cranes, loaders, operators, painting

crews, insulation crews, etc. are not considered.)
(3) The day productivity is 8 DI/welder. Available resources are six welding teams for crude pump

unit and four teams for propylene compressor unit.
(4) Piping welding is conducted by piping work package based on the isometric drawings.
(5) The work sequence requires the pump and header line to be welded first followed by the branch

lines due to the space constraint.

Tables 3 and 4 indicate the package number, isometric drawing number, work sequence,
work quantity, resource allocation (welding team), and work duration for the crude pump unit
and propylene compressor unit.

As stated, in preparing the CCPM schedule, resource leveling and buffer creations are performed.
Since resource leveling was performed when making the CPM schedule, the buffers can now be
created and inserted into the CCPM schedule. In this study, the safety margins are assigned differently
based on the activity, resource, and project, so the safety margin is set as three cases of 50%, 40%,
and 30%. Tables 3 and 4 summarize the inputs setting for CCPM simulation. After creating the project
buffer, feeding buffer, and resource buffer, they are incorporated into the CCPM schedule, as shown in
Figures 6 and 7 for the crude pump unit and propylene compressor unit, respectively.
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Table 5 shows a comparison of the CPM Schedule and the CCPM Schedule with a 50% safety
margin. The units differ for the critical path (critical chain) activity and project duration. Critical
Path for CPU-Case 1 is: Activity Nos. 2→3→4→5→11→19→21, while critical chain is: Activity Nos.
2→3→4→5→11→19→20. This is the result from the resource leveling. Critical chain for PCU-Case 2
is also different with critical path due to resource leveling. Applying CCPM to the project reduces the
overall project duration by about 48 days from 134 days to 86 days for CPU-Case 1 and by about nine
days from 76 days to 67 days for PCU-Case 2.

Table 5. Schedule comparison of CPM and CCPM (safety margin 50%).

Units Description Critical Path/Critical Chain Project Duration

Crude Pump Unit
(CPU-Case 1)

CPM Activity Nos. 2→3→4→5→11→19→21 134 Days

CCPM
(Safety Margin 50%) Activity Nos. 2→3→4→5→11→19→20 86 Days

Propylene Compressor
Unit

(PCU-Case 2)

CPM Activity Nos. 14→16→2→6→7 76 Days

CCPM
(Safety Margin 50%) Activity Nos. 14→17→2→6→7 67 Days

However, setting the safety margin at 50% for all projects would be impractical. To check the
sensitivity due to the safety margin, a CCPM schedule was prepared in this study and 40% and 30%
safety margins were applied for both units (Table 6).

Table 6. Deterministic schedule analysis: CPM vs. CCPM with different safety margins.

Project (Unit: Day) CPM
CCPM with Safety Margin

50% 40% 30%

Crude Pump Unit (Case 1)

Project Duration 134.0 86.0 93.0 97.0
Project Buffer 18.0 15.0 12.0

Feeding Buffer (1) 4.0 3.0 2.0
Feeding Buffer (2) 1.0 1.0 1.0

Propylene Compressor Unit (Case 2) Project Duration 76.0 67.0 71.0 76.0
Project Buffer 21.0 16.0 12.0

With a smaller safety margin, the CCPM-predicted project duration increased, although it is still
shorter than the CPM project duration. In the case of the crude pump unit, the project duration of CPM
is 134 days. However, the project duration of CCPM with a 30% safety margin is 97 days including 15
days of buffers. For the propylene compressor unit, while the project duration in both CPM and CCPM
with a 30% safety margin is 76 days, CCPM has a 12-day project buffer. For both projects, CCPM is
more capable of reducing the project duration even when applying a 30% safety margin.

8.2. Case Studies for Probabilistic Simulation; CPM vs. CCPM

In this study, the Monte Carlo Simulation Model (MCSM) and @Risk Program (schedule risk
simulation SW) are used for validating the project duration. The simulation procedure for the piping
installation work is as follows:

i. Developing Model: Create the schedule using MS Project (network diagram).
ii. Defining Parameter: Define the piping installation work and input the project duration

(parameter).
iii. Defining Uncertainty: Define the PERT distribution (three-point estimation) for each

activity duration.
iv. Simulation: Check and analyze the total project duration.
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The simulation is conducted 1000 times with random input and confidence of 85%. The project
buffer is considered a fixed value as it is calculated from the project duration. Each activity is applied
to PERT distribution (three-point estimating), a probabilistic distribution function, and each three have
different values: minimum, most likely, and maximum. For the CCPM, the three cases of maximum
value are 30%, 40%, and 50% followed by the safety margin proposition. For both CPM and CCPM,
the minimum value is −10% and the most likely value is the project duration by the MS Project.

The resource buffer is presented as a milestone in the project schedule, so it has no duration and
does not affect the schedule. In field application, the resources would be delayed for various reasons.
The resource buffer is therefore considered a parameter. It could have a three-point distribution as a
beta-distribution (i.e., most likely, pessimistic (min), and optimistic (max)). For example, each resource
buffer has the most likely case of 1 day, a minimum value of 0 days (no delay), and a maximum value
of 1.7 days, which is calculated based on the sum of all resource buffers being less than the sum of all
project buffers. Figures 8 and 9 show the results of CCPM simulation.

Figure 8. Project Duration for CCPM with: (a) Safety Margin of 50%; and (b) resource buffer
applied (CPU-Case 1).
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Figure 9. Project Duration for CCPM with: (a) safety margin of 50%; and (b) resource bugger
applied (PCU-Case 2).

8.3. Comparison of Analysis Results—Probabilistic Simulations

8.3.1. CPM vs. CCPM without Resource Buffer

The summary of the simulation results between CPM and CCPM with various safety margins is
shown in Table 7. In the case of the Crude Pump Unit (CPU-Case 1), the result indicates that the CPM
project duration would have a range of 134 to 152 days. The project duration range of CCPM with a
safety margin 30% is 95 days to 103 days. The CPM project duration from @Risk with 85% confidence is
146 days, while it is 101 days for CCPM (SM 30%). As confirmed at the deterministic schedule analysis
(Section 8.1), CCPM is capable of shortening the project duration from 146 days to 101 days at 85%
confidence in the probabilistic schedule analysis as well. CCPM, moreover, clearly indicates the project
buffer to response to the project risk, while CPM could not present the project buffer. Comparing
the project duration between deterministic and probabilistic analysis, the project duration of CPM
increases from 134 days to 146 days (difference: 12 days) at 85% confidence, while CCPM (SM 30%)
is from 97 days to 101 days (difference: four days only) at 85% confidence. These results ensure that
CCPM is more stable than CPM and has the benefit of reducing the project duration. For applying the
safety margin, as safety margin decreases from 50% to 30%, the project buffer is also reduced from
18 days to 12 days and the project durations are increased for both deterministic analysis (from 86
days to 97 days) and probabilistic analysis (from 91 days to 101 days). When it comes to the size of the
project buffer, CCPM with SM 30% is still valid against CPM. In the case of Propylene Compressor
Unit (PCU-Case 2), the same results are observed.
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Table 7. Summary of simulation results.

Project Description
Project Duration
(Deterministic)

Project
Buffer

MCSM (@Risk)

Min ML Max Confidence 85%

Crude Pump Unit
(Case 1)

CPM 134 134.0 141.2 151.8 146.3
CCPM (SM 50%) 86 18 83.7 88.4 94.6 91.0
CCPM (SM 40%) 93 15 91.5 95.4 99.8 98.4
CCPM (SM 30%) 97 12 95.1 98.6 103.3 100.8

Propylene
Compressor Unit

(Case 2)

CPM 76 74.0 79.3 88.6 83.5
CCPM (SM 50%) 67 21 65.7 69.0 73.5 72.3
CCPM (SM 40%) 71 16 69.5 72.3 77.4 74.5
CCPM (SM 30%) 76 12 74.3 77.2 81.3 80.4

(SM: Safety Margin, ML: Most Likely).

8.3.2. CPM vs. CCPM with Resource Buffer

This paper has claimed that the resource buffer is a greatly underutilized tool. To test its efficacy,
a simulation is performed on the CCPM schedule in which the resource (material) buffer is considered.
The findings are presented in Table 8. The duration of the resource buffers was determined to be 0–1.7
days for the PERT distribution. As can be seen, applying the resource buffer increases the project
duration (comparing Table 7 to Table 8 findings). For example, Table 7 shows the CCPM (SM 50%)
duration as 91 days (85% confidence), while Table 7 depicts 96 days for CCPM (SM 50%) with the
resource buffer. Similar findings can be finding when comparing all SMs amongst the two Case Studies.

These findings illustrate that, without a resource buffer, projects are more likely to have extended
schedules due to not adequately taking into account potential delivery delays. For example, when using
a SM of 50%, the Crude Pump duration of 91 days includes no delivery delays. This means that when
a delivery delay occurs, the project manager will likely have to pull from the project buffer “fund”
which is likely allocated to other risks. Alternatively, the project manager using data from Table 8
will be better prepared to handle delivery delays and less likely to have schedule delays due to said
delivery delays (as the project includes contingency for such an event).

It is also interesting to note that the project durations when applying CCPM with resource buffers
are less than those of CPM. For example, in the case of CPU-Case 1, the project duration for CCPM
(SM 30%) is 106 days at 85% confidence, while the project duration for CPM is 146 days. Although
the CPM schedule will have ample float, it will likely be less efficient and/or result in the bidder not
being competitive.

Table 8. Simulation result of CCPM schedule applying the resource (material) buffer.

Project Description Project Duration
(Deterministic)

Project
Buffer

MCSM (@Risk)
Remarks

Min ML Max Confidence 85%

Crude Pump Unit
(Case 1)

CCPM (SM 50%) 86 18 88.7 93.2 101.3 96.3
Resource

Buffers are
added from 0

to 1.7 days

CCPM (SM 40%) 93 15 96.0 100.6 106.2 103.9
CCPM (SM 30%) 97 12 98.4 103.4 109.2 106.4

Propylene
Compressor Unit

(Case 2)

CCPM (SM 50%) 67 21 66.2 70.2 74.7 72.8
CCPM (SM 40%) 71 16 70.2 74.1 78.5 76.7
CCPM (SM 30%) 76 12 74.8 78.5 85.0 81.5

(SM: Safety Margin, ML: Most Likely).

9. Conclusions

Through an investigation of scheduling of a crude pump unit and propylene compressor unit,
it was found that the traditional PERT/CPM scheduling method may be prone to overestimating project
durations (~35% increase of duration when compared to the CCPM method in this study). Alternatively,
excluding material uncertainty (represented by the resource buffer) in schedule development, a project
has a greater potential for schedule growth due to improper risk preparedness (5% schedule growth
potential found in this study). In summary, this paper finds that the CCPM scheduling technique,
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when coupled with adequate use of resource buffers and a procurement management process, is more
apt at effectively and efficiently managing a project’s risks.

The impacts of resource buffer on project duration are lacking in the literature. As such, the results
of this paper represent an addition to the existing body of knowledge. Furthermore, this study provides
practitioners a useful platform to manage piping installation work, eliminate project duration extension,
and enable project teams to effectively manage limited human and material resources using the buffer
management and material management processes.

10. Recommendations for Future Research

This study was conducted for piping field installation work for an EPC plant project. It was
demonstrated that construction scheduling needs to be expanded to engineering and procurement
scheduling. A method of estimating the buffer size needs to be developed and validated, such as
project buffer, feeding buffer, and resource buffer, which is more reliable and realistic. While this
study only considered the labor resource (welder), for the further study, additional resources such
as equipment, scaffolding, etc. will be considered. The case study in this paper used “day” as the
time unit basically (although it incorporated decimal points of project buffers), according to a common
industry practice. Using “hour” time unit in the CCPM analysis might have some advantages (namely
more precision to better present the sensitivity of resource allocations), which might be covered in
future research.
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Abstract: This paper focuses on an investment decision-making process for sustainable development
based on the profitability impact factors for overseas projects. Investors prefer to use the discounted
cash-flow method. Although this method is simple and straightforward, its critical weakness is
its inability to reflect the factor volatility associated with the project evaluation. To overcome
this weakness, the Value-at-Risk method is used to apply the volatility of the profitability impact
factors, thereby reflecting the risks and establishing decision-making criteria for risk-averse investors.
Risk-averse investors can lose relatively acceptable investment opportunities to risk-neutral or
risk-amenable investors due to strict investment decision-making criteria. To overcome this
problem, critical factors are selected through a Monte Carlo simulation and a sensitivity analysis,
and solutions to the critical-factor problems are then found by using the Theory of Inventive
Problem Solving and a business version of the Project Definition Rating Index. This study examines
the process of recovering investment opportunities with projects that are investment feasible and
that have been rejected when applying the criterion of the Value-at-Risk method. To do this,
a probabilistic alternative approach is taken. To validate this methodology, the proposed framework
for an improved decision-making process is demonstrated using two actual overseas projects of
a Korean steel-making company.

Keywords: Value-at-Risk; probabilistic alternative approach; Theory of Inventive Problem Solving;
Project Definition Rating Index; optimal project profitability

1. Introduction

Since 2005, Korean steel-making companies have been attempting to establish overseas steel
plant projects (SPPs). The experience of Korean steel-making companies in overseas SPPs is relatively
low, whereas their experience in domestic SPPs is extensive. Korean steel-making companies have
suffered numerous difficulties due to the uncertainty and risks of overseas SPPs [1]. Stakeholders are
consistently exposed to risks when managing a project at any stage in the engineering, construction,
procurement, or sustainment life-cycles [2–5]. The risks can lead to project failure [6]. Risk management
of the project can be achieved through the economical application of resources to identify, assess,
and prioritize risks as well as minimize, monitor, and control the likelihood or impact of unfortunate
events, while maximizing the realization of opportunity [7]. The purpose of risk management is to
ensure that uncertainties do not cause deviation from the project goals. Therefore, for sustainable
project development, investors need to be aware of and deal with the risks associated with a project.

In particular, investors dealing with projects for sustainable development should be careful when
making investment decisions. Investors have traditionally used the discounted cash flow (DCF)
method to make decisions when investing in projects and it is widely used because it is simple to use
and understand. The value of the DCF method is based on the cash flow of the investment project.
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In this paper, the factors affecting cash flow are defined as profitability impact factors. The disadvantage
of the DCF method is that it does not reflect risk, and so, it has difficulties in recognizing, preventing,
and overcoming the risks of the project. A way to reflect these risks is the Value-at-Risk (VaR)
method which can be applied as an improved project-profitability indicator to estimate the future
uncertainty risks. The VaR method, introduced in the late 1980s by major financial institutions, is one
of the risk-measurement methods that can be used to quantitatively predict the amount of loss due
to risk. While the input factors used in the DCF method have fixed values, the input factors used
in the VaR method have variable values depending on the risks. Although the VaR method has
the advantage of reflecting the risk, its disadvantage is that the decision criterion is conservative due to
excessive recognition of the risk, which often leads to loss of an investment opportunity for investors.
In previous studies, the VaR method for various projects has been applied to evaluate the risk by
reflecting the project [8–11]. For sustainable development, investors need to select good investment
opportunities that are less risky and more profitable for their projects. Therefore, this paper proposes
a method to support investors’ through a probabilistic alternative approach that takes advantage of
the VaR method. VaR has been used in previous studies to analyze risk factors through sensitivity
analysis to select risk priorities [12–14]. This paper proposes a probabilistic approach to compare and
analyze alternatives using the Theory of Inventive Problem Solving (TRIZ or TIPS) and the business
version of the Project Definition Rating Index (PDRI) as a differentiating method from previous studies.
Unlike previous studies, this method is not limited to presenting only alternatives, it also presents
new input factors that reflect the risks and helps determine whether various alternatives are actually
applicable for sustainable project development.

The objective of this paper is to propose an alternative approach for the optimization of project
profitability through a quantitative evaluation of the various risks using the profitability indicators
of sustainable investments. The contribution of this paper is the proposal of an alternative business
perspective that can quantitatively analyze the project risk factors and improve the project value from
a sustainability perspective in project development. This paper is organized as follows: Section 2
discusses the need for research from an investigation of the relevant literature; Section 3 introduces
the project evaluation methodology for traditional decision-making processes and for improved
decision-making processes; Section 4 identifies the factors that affect project value in terms of risk
management and a method is suggested for quantitatively analyzing risk factors using a proposed
probabilistic alternative approach employing TRIZ and PDRI; Section 5 validates this paper through
a case study of two actual steel plant projects, and finally, a conclusion summarizes the paper and
discusses limitations and future plans.

2. Related Work

A major indicator of project profitability is the results from the DCF method, which is a well-
established valuation method for steel-plant projects (SPPs), for which cash flows are used [15].
The DCF method measures the future cash flows of a project from which the gains are converted into
the present value (PV) [16]. The DCF method is typically represented by the net present value (NPV)
and the internal rate of return (IRR), which are useful in the assessment of a reasonable value in terms
of the difference between the present value and the future cash flow value [15]. However, SPPs can be
inaccurately assessed when using traditional evaluation methods due to the large size of a project,
its long-term operation period, the risk characteristics according to the uncertainty of the contract
complexity, varying degrees of management flexibility, and the financial structure [15,17–19].

While making investment decisions for overseas SPP projects, investors analyze the project
profitability according to the impact of various risks and they should estimate the realistic losses
from the risks to ensure the sustainability of the development and their investments. This means
that the NPV and IRR output variables must be calculated under uncertain input variables that vary
within a certain range and shift with the occurrence of hazardous events; it is then possible to obtain
NPV and IRR probability distributions [20]. In the VaR method, two risk definitions are applicable:
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the potential-loss degree of the asset portfolio and the potential-profit standard deviation [21]. Risk
can be understood as the potential-loss amount. The VaR is defined as the maximum amount of loss
reserves in the time horizon of the portfolio at a given confidence level. The confidence level is defined
by each company according to its standards and its financial condition [22]. The main purpose of
the VaR is the quantification of the potential losses under normal market conditions [23]. Here, it is
essential to pay attention to the term “normal.” Fundamentally, the VaR does not make use of unusual
market circumstances, such as the Great Depression of 1929 or the financial crisis of 2008. Therefore, to
establish a risk-prevention plan with project-profitability forecasting, investors should focus on normal
market conditions as well as abnormal conditions, as well as on the fluctuations in extreme situations.

Ye et al. [8] considered the VaR value as the NPV and carried out an infrastructure-project
investment evaluation for which an NPV at-risk method was utilized. Habibi et al. [9] dealt with
the conditional VaR of a cash-flow stream in the presence of an exchange-rate risk. Caron et al. [10]
used the VaR to obtain an improvement in balancing the overall portfolio of power-plant projects for
a company operating in the engineering and contracting industry. These studies attempted to consider
the risk variability by using the NPV at-risk method from the perspective of the investor, the creditor,
and the project constructor. The limitation of these studies, however, is their sole use of the NPV as
a project-evaluation index derived from a Monte Carlo simulation. Monte Carlo simulations can be
further utilized for the evaluation of potential risks with a sensitivity analysis, and Gatti et al. [12] used
Monte Carlo simulations to calculate the VaR estimates for project-financing transactions, whereby
suggestions were made regarding the ways that important issues can be discussed in the development
of a model for the improvement of the project value.

Value engineering (VE) is used as an alternative approach in the engineering phase of a project.
Miles [24] technically analyzed various cases using VE as a problem-solving system. Lbusuki [25]
suggested the correct systematic approach of VE and a target-costing method for cost management.
These studies mainly focus on approaches that improve the technical aspects of products. To increase
the effectiveness of the VE practice, TRIZ can be applied at VE idea-gathering meetings [26].
The versatility of TRIZ means that it can be applied to business issues as well as the technical aspects
of projects [27]. The TRIZ technique is used in this paper to solve the problem of major risk factors that
are derived from an analysis of a Monte Carlo simulation.

TRIZ techniques are used in various disciplines and fields. Kim and Cochran [28] reviewed
a number of TRIZ concepts from the perspective of the axiomatic-design framework. Yamashina et
al. [29] proposed an effective integration of TRIZ and quality-function deployment, enabling
technological innovations for the effectiveness and systematic operability of new products. John
and Harrison [30] identified ways in which TRIZ tools and methodologies could be used to innovate
the environment and then presented a way TRIZ could be applied as a sustainable design tool for
specific purposes. Ilevbare et al. [31] moved away from the traditional TRIZ literature by exploring
the challenges that are associated with the acquisition and application procedures for TRIZ beginners
based on their practical experience as well as the benefits that are associated with the attainment of
TRIZ knowledge. Souchkov [32] provided a brief overview of the manner in which TRIZ can benefit
the business world, whereby business and management innovations are improved and implemented.
This study evaluates project risks through the application of the business version of the PDRI,
which is widely used by project managers of SPPs, and TRIZ-based solutions are proposed for which
a project-risk evaluation result is employed.

3. Project-Evaluation Methodology

The methodology of this study consists of two tasks. The first task is to assess risk applied project
evaluation. The second task is to select alternatives for optimal profitability by applying a probabilistic
alternative approach to risk in project evaluation. The overall methodology framework of this paper is
shown in Figure 1.
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Figure 1. Overall project evaluation framework.

3.1. Traditional Decision-Making Process for the DCF Model

Project evaluation is based on a cash-flow model. Essentially, the cash-flow model defines
the pro forma income-statement elements and the discount-rate elements as profitability impact factors.
Figure 2 shows an example of a pro forma income statement.

Figure 2. Example of a pro forma income statement.

To assess the project value, a reasonable cash-flow model that reflects the profitability impact
factors that are the input variables of the DCF method should be established. This paper defines
the following 15 profitability impact factors, (1) capital expenditure; (2) material cost; (3) labor cost; (4)
net working capital; (5) overhead cost; (6) sale price; (7) production; (8) exchange rate; (9) corporate tax
rate; (10) debt-to-equity ratio; (11) risk-free interest rate; (12) market risk premium; (13) beta; (14) cost
of debt (COD) before tax; and (15) country risk. Further, this paper introduces the necessary calculation
formulas. A capital cost that represents the weighted average cost of capital (WACC) is relevant here;
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it consists of the cost of equity (COE), the COD, the debt-to-capital ratio (DCratio), and the corporate
tax rate (TAX). In this case, the COE is derived using the capital-asset pricing model [33]. The risk-free
interest rate (Rfree), market risk premium, and beta also need to be considered. The cost of debt refers
to the borrowing of the interest rate in project financing.

COE = Rfree + beta × (market risk premium − Rfree), (1)

WACC = (1 − DCratio) × COE + DCratio × COD × (1 − TAX), (2)

To calculate the project profitability, it is essential to obtain a discount rate which is an index of
the project risks, as follows:

Discount rate = WACC + Country risk premium, (3)

The project cash flow is divided into the construction-period component and the business-period
component, and each part constitutes the cash inflows and outflows that are associated with the 15
profitability impact factors presented above.

Through the DCF method, a project is assessed using the NPV and the IRR. Further,
the profitability of these two indicators is verified using the cash flow, as follows:

NPV =
N

∑
t=1

CFt

(1 + r)t−1 , (4)

where t is the year of the project period, N is the total project period, CFt is the cash flow of the year,
and r is the discount rate.

IRR = r value when the NPV = 0, (5)

where r is derived using a trial-and-error method.

3.2. Improved Decision-Making Process for the VaR Model

During the planning stage of projects, investors consider the various risks. However, if traditional
economic evaluation criteria such as the NPV and the IRR are being used, the investors are then
at risk of overlooking the volatility of the project uncertainty risks [34]; therefore, it is necessary
to consider the change in profitability according to the fluctuation of the risks. By developing
a sophisticated probabilistic model of the future cash flows, investors can determine the project
investment based on risk-based decision criteria. In this study, an improved DCF method is used, to
which the profitability impact factors that reflect the project risks are applied. The improved DCF
method is called VaR-based NPV at Risk (NPVaR) and is based on a cash-flow model [8]. The main
difference between the traditional DCF method and the NPVaR method is the determination of
whether each of the profitability impact factors accurately reflect the risks of the project. A Monte
Carlo simulation shows the way that this distribution can be calculated for a given project, and how it
can comprehensively measure the business risks of the project [10]. In fact, a Monte Carlo simulation
can be easily applied to explain numerous types of practical assumptions regarding the probability
distributions of the profitability impact factors of the cash-flow model. The probability distribution for
each profitability impact factor of the NPVaR method is determined based on a number of literature
researches [15,35,36].

In this paper, VaR refers to the NPV for the maximum loss that may occur during a relatively long
operation period of a project, whereas the general VaR, which is used in financial sectors, refers to
the amount of loss for a relatively short period of time. The NPVaR method is applied to the VaR in
terms of the NPV as it applies a discount rate on the cash flow of the project during the project period.
As shown in Figure 3, NPVα is defined as the NPV corresponding to the significance level of α; that is,
it refers to the minimum NPV at the (1 − α) confidence level [8].
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Figure 3. Probability distribution of the net present value (NPV).

Figure 3 shows two definitions of simple profitability forecasting for which the volatility of
the risks is considered. These definitions will be used as the decision-making criteria in the following
section. First, the expected NPV (NPVexp) is defined as the mean NPV of a probability distribution.
The NPVexp is a level of profitability that can occur under normal circumstances. The second definition
is the NPVα, the lower cumulative α% NPV of the probability distribution. The NPVα is a level of
profitability that can occur under severe circumstances. Therefore, if the investors decide on whether to
execute a project using the NPVaR, they will be able to receive assistance during the decision-making
process by identifying the maximum number of losses that might occur during the operation period
of the project. If the NPV, which does not consider the risk volatility, is not used as a traditional
decision-making tool, the project profit may be less than the expected NPV, or a loss might result
due to the unknown risks of an actual project. To prevent the uncertainty risks, this paper presents
decision-making criteria that are determined by the nature of the investors according to the risk
circumstances and in consideration of the risk volatility.

4. Probabilistic Alternative Approach

In terms of project evaluation, the NPVaR is presented as the decision-making criteria; although
previous studies have been limited to the VaR decision-making process [8,10,20,35,36]. The authors of
this current study noticed that the decision-making criterion for project investment is more conservative
as it reflects the profitability impact factors of the project risks. When the investment is approved in
the VaR process, the distinction from previous studies is not evident. The focus of this paper, however,
is the actions that investors can take when their investment is rejected in the VaR process, which are
discussed below.

First, in this study, the major risk factors are recognized based on previous studies of the many
risks that arise for investors who are dealing with overseas construction projects, as well as on
the database of a steel-making company. The major risk factors can be tabulated according to their
associations with the profitability impact factors, as follows. A database of overseas constructions
should be set and analyzed to identify the relevance between the associated major risk factors
and the profitability impact factors. The analysis of the project profitability, for which the Monte
Carlo simulation was employed, is a sensitivity analysis that finds the most influential factor
among the profitability impact factors. Second, the business version of the PDRI, which is based
on major risk factors, is helpful in determining the alternatives for achieving the optimal project
profitability. The success regarding the optimal profitability requires identification of the most
influential factors, analysis of the problems that are associated with the risks, and a TRIZ-based
derivation of the optimal solution.
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4.1. Identification of Overseas-Project Risk Factors

In this paper, the proposed method is used for the data analysis to make relationships between
the profitability impact factors and the associated major risk factors, and the risk factors of overseas
investment projects are determined based on the literature references that are associated with
the overseas construction cases that are discussed in the remainder of this paper. The methods
that have been widely used to evaluate the success of projects are the PDRI [37] and the front-end
loading (FEL) index [38]. This study also includes an additional nine references in which other
overseas and domestic plant projects have been assessed. It is advantageous that a variety of the risks
that can occur in overseas construction-project cases can be recognized. Table 1 shows 66 overseas
construction-project risk factors that are related to the contents of the literature references.

As shown in Table 1, the risk factors of overseas construction projects are largely classified
into internal and external risk factors. The external risk factors are related to the project-investment
environment and the internal risk factors are related to the managerial regulations of the project
itself. For the classification, the risk factors have been organized into categories that are based on
the literature references. The classification considers most of the risk factors, while also considering
the investors during the investment-decision step.

When they are utilized in real-life projects, the major risk factors can be added and subtracted
depending on the nature of the project. Additionally, it is more effective to build a database of risk
factors so that investors can document a company’s overseas experiences. In this study, a business
version of the PDRI is analyzed based on the 66 previously mentioned risk factors to find the associated
risk factors according to the profitability impact factors, as shown in Table 2.
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Table 2. Relationships between the profitability impact factors and the associated major risk factors.

Profitability Impact Factors
Associated Major Risk Factors

External Risk Factors Internal Risk Factors

Capital Expenditure C. D. F. I. J. L. N. Q.
Material cost G. J. L. M. N.

Labor cost C. L. O. P.
Net working capital L. M.

Overhead cost L. M.
Sale price B. E. G. J. K.

Production B. G. K. R.
Exchange rate G.

Corporate tax rate A. B. C. E.
Debt/(equity + debt) H.

Cost of equity
Risk-free interest rate H.
Market risk premium B. I. J.

Beta B.
Cost of debt H. I. J.
Country risk A. B. C.

A. Credibility of Local Government, B. Economic Stability, C. Local Social & Cultural Characteristics, D.
Geographical conditions, E. Legal Standard, F. Status of infrastructure, G. Market conditions, H. Financing Plan, I.
Project Organization, J. Contract Condition, K. Scope of Work, L. Expenses, M. Process & Technology, N. Engineering
Period, O. Health, Safety & Environment, P. Procurements, Q. Construction Period, R. Completion Requirements.

The level of risk associated with overseas projects is greater than that of domestic projects.
Therefore, as the role of the investors is the planning of projects and the provision of project investments,
it is important for the investors to recognize and respond to such risks in advance. Also, it is essential
to set the cash-flow model to predict the project profitability; and to reflect the cash-flow model for
each of these risks, it is important to analyze the relationship between the profitability impact factors
and the risk factors in advance. This study defines the major factors that affect the project profitability
according to 15 factors based on the pro forma income statement shown in Figure 2 of the risk factors
of overseas projects, as shown in Table 2. The relationships between the profitability impact factors
and the associated risk factors is linked to the references on overseas projects [48–51]; furthermore,
these relationships are utilized in the problem-solving of this paper.

This paper presents a method which is applicable to an increase in the NPVα, which is
an important indicator of investment decisions based on the relationships between the profitability
factors and the associated major risk factors. It is important to identify the major contributors among
the profitability impact factors; to find these factors, the use of a sensitivity analysis is recommended.
A sensitivity analysis refers to the impact on the input variables in terms of the value of the results [52].
In a profitability-forecasting model that utilizes the NPVaR through an analysis of the major profitability
impact factors affecting the NPVα, the investors may establish a risk-prevention plan; if the investors
can analyze the critical profitability impact factors influencing the NPV and manage the volatility of
the controllable risk factors, the probability of the retention of the NPVexp, the initial expected project
profit, will be further increased.

4.2. Developing Alternatives and the Alternative Selection Process

In order to develop alternatives, the major risk factors are first identified by recognizing the risks
given in Table 1 and assessing the priorities of these risks. The most vulnerable risk factor can be
selected by analyzing the relationship between the profitability impact factors and the associated major
risk factors given in Table 2 and then checking the pre-assessed PDRI scores. The most vulnerable
risk factors are used in the idea meetings to discover alternatives to TRIZ. In this study, additional
project evaluation is performed using probabilistic alternatives as the input factors in order to select
an optimal alternative. The schematic process of this methodology is shown in Figure 4.
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Figure 4. Flow diagram for alternative development and alternative selection.

4.2.1. Business-Version of PDRI

As shown in Figure 4, the investors first determined the weight of each risk factor of the project.
This activity is an early part of the process of creating the business-version PDRI on a project-by-project
basis. The major risk factors are identified in Table 2 using the most influential profitability impact
factors given in the previous section. The list of 66 elements of the business-version PDRI was originally
identified and categorized according to 10 references [37–47]. The elements were weighted in order
of importance using the inputs from 15 experienced project managers and estimators who each have
between 10 and 20 years of experience. An example of the business version of PDRI is presented in
Appendix A. These employees used the TRIZ to seek out alternatives to overcome the most vulnerable
risk factors that were applied for the weighted evaluation table.

4.2.2. TRIZ

The TRIZ offers a systematic approach to gain an understanding and definition of difficult
problems. Difficult problems typically require unique solutions, and the TRIZ offers a variety of
strategies and tools to facilitate the formulation of creative solutions. One of the earliest theory-based
discoveries of large-scale projects is that most of the problems that require creative solutions typically
reflect a need to overcome the dilemma or the tradeoff between two contradictory factors. A key
goal of the TRIZ-based analysis is the systematic application of strategies and tools to find superior
solutions that overcome the need to enact tradeoffs or compromises between the two contradictory
elements. Twelve TRIZ principles are introduced in this current study to find alternatives, as shown in
Appendix B.
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4.2.3. Probabilistic Alternative Selection

The profitability impact factor of alternatives based on TRIZ is first transformed into probabilistic
values through a literature review and the company’s internal database. Based on the previously
derived alternatives, the probability-distribution fit is used to formulate probability distributions.
The transformed probabilistic values are used as the input variables to perform the Monte Carlo
simulation using the VaR method. Among the found alternatives, the alternative with the largest
NPVα is salient to solve the risk problem. The largest NPVα is the optimal project value.

5. Case Study

The leading Korean steel-making company, P, encountered many difficulties during their
participation in three overseas projects. The Indonesian Krakatau project (Project K) of 2009,
experienced difficulties such as a sales decrease due to a change in the local-market conditions
and high steep-price volatility in the local market. The Brazilian Companhia Siderúrgica do Pecém
project (Project C) of 2011, was hindered by difficulties such as a construction delay due to local-union
strikes, an increase in the investment cost that was caused by inflation and political issues, and local
policing and environmental issues. The current statuses of these projects considering the corresponding
difficulties are as follows. A long-term demand in the market had not been established for Project K,
so the sale price slowly decreased while profitability was even worse. In Project C, the investment
cost became much larger than expected due to the frequent design changes and decreased workability.
Overseas SPPs can pose serious risks and various detrimental environmental conditions in accordance
with the investment uncertainties in the target countries. Investors should be more cautious in terms
of investment decisions, as the risks of overseas SPPs are greater than those of local projects.

In this section, first, the profitability of two projects is analyzed with the traditional DCF-based
decision-making process. Second, the profitability of the projects with the improved decision-making
process is analyzed based on the NPVaR method. The difference between the two results is then
analyzed and discussed. Finally, the selection of alternatives for the optimal profitability of the two
projects is validated through a probabilistic alternative comparison of the major risk factors derived
from the improved decision process.

5.1. Traditional DCF-Based Decision-Making Process

The case models for Project K (Indonesia, 2009) and Project C (Brazil, 2011) are shown in Table 3,
based on the profitability impact factors that were formulated from the pro forma financial-statement
and the discount-rate elements. Values that are as close to the real values as possible serve as the basis
for the modelling of both cases. The profitability impact factors are estimated based on the company’s
financial and accounting disclosure documents that are stored in the Republic of Korea (ROK)’s
electronic disclosure system. The cash-flow data for Project K and Project C, are presented in Tables 4
and 5, respectively.
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Table 3. Case information for a cash-flow model.

Profitability Impact Factors Unit
Project K
(Indonesia, 2009)

Project C (Brazil, 2011)

Construction/Operation period Year 3/15 4/20
* Capital expenditure Million USD 3000 3800
Material cost Million USD per year 480 460
Labor cost Million USD per year 300 280
Net working capital Million USD per year 40 30
Overhead cost Million USD per year 50 30

Sale price Million USD/Million
tons 680 640

Production Million USD per year 3 3
Revenue Million USD per year 2040 1920
Exchange rate KRW/USD 1065.92 1122.10
Corporate-tax rate % 28 34
Debt-to-equity ratio 1.5 (60%/40%) 1.0 (50%/50%)
Cost of equity % 7.758 6.901
Risk-free interest rate % 4.341 3.691
Market risk premium % 7.392 7.219
Beta 1.12 0.91
Cost of debt after tax % 3.622 2.845
Cost of debt before tax % 5.031 4.311
WACC % 5.277 4.873
Country risk premium % 3.400 3.400
Discount rate % 8.677 8.273

* Capital Expenditure (CAPEX) is amortized on a straight-line basis calculation.

Table 4. Cash-flow data sheet for Project K (Indonesia, 2009).

Period Construction Operation

Year 1 2 3 4 5 . . . 15 16 17 18

Cash outflow *(1000) *(1000) *(1040) *(40) *(40) . . . *(40) *(40) *(40) -
Capital Expenditure *(1000) *(1000) *(1000) - - . . . - - - -
Net working capital - - *(40) *(40) *(40) . . . *(40) *(40) *(40) -

Cash Inflow - - - *718 *718 . . . *628 *634 *641 *647
Profit after tax - - - *622 *622 . . . *572 *578 *585 *591

Depreciation saving - - - *56 *56 . . . *56 *56 *56 *56

Net cash flow *(1000) *(1000) *(1040) *678 *678 . . . *588 *594 *601 *647

* Unit: Million USD.

Table 5. Cash-flow data sheet for Project C (Brazil, 2011).

Period Construction Operation

Year 1 2 3 4 5 . . . 21 22 23 24

Cash outflow *(950) *(950) *(950) *(980) *(30) . . . *(30) *(30) *(30) -
Capital Expenditure *(950) *(950) *(950) *(950) - . . . - - - -
Net working capital - - - *(30) *(30) . . . *(30) *(30) *(30) -

Cash Inflow - - - - *644 . . . *600 *604 *607 *611
Profit after tax - - - - *580 . . . *536 *539 *543 *546

Depreciation saving - - - *64 . . . *64 *64 *64 *64

Net cash flow *(950) *(950) *(950) *(950) *614 . . . *570 *574 *577 *611

* Unit: Million USD.

Table 4 shows the spending of the capital expenditure (CAPEX) from equity to debt; the CAPEX
sequence uses the debt after the spending from the equity. Loan repayment is a method of fully
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amortizing loans, and it starts five years after the beginning of the operation period. The principal is
repaid evenly during the remaining operation period. It is assumed here that the entirety of the CAPEX
is a depreciable asset and is amortized on a straight-line basis calculation throughout the operation
period. All products are sold out every year, thereby negating the need for a goods inventory. The net
working capital is a plant-operation cost that is addressed one year prior to the start of the operation
period and is then recovered in the final year of the operation period. This cost is used in the additional
equity because debt is strictly defined by a term sheet for the CAPEX calculation.

Table 6 shows the calculation results of four of the profitability indicators, including the NPV and
the IRR, using two cash-flow tables.

Table 6. Profitability-calculation results.

Profitability Indicators Project K (Indonesia, 2009) Project C (Brazil, 2011)

NPV (Million USD/Billion KRW) 1432/1525 901/1011
IRR (%) 15.25% 11.08%

Decision Making Result Investment approval Investment approval

All profitability indices are excellent and indicate that the implementation of the two projects
should be approved. Both projects show NPVs that are greater than zero and IRRs that are greater
than the discount rate (Project K is 8.677% and Project C is 8.273%), which is the minimum acceptable
rate of return (MARR). Traditionally, investors would not hesitate in making the decision to invest in
these projects. In practice, however, each of the profitability impact factors has a risk volatility. These
profitability indices are prone to change depending on the potential economic situations. In the next
section, the investment decision-making process is described using a new profitability index that
reflects the risk variation.

5.2. Improved Decision-Making Process Based on the NPVaR Method

This case study is also based on the cash-flow model in Table 3. In traditional methods,
the profitability impact factors are all fixed. If the profitability impact factors of each project are
variable due to uncertainty risks, the decision-making results regarding the investment can be varied.
In the improved decision-making process, the probability distribution of each profitability impact
factor is set, as shown in Table 7, and these can be applied to a Monte Carlo simulation to forecast
the project profitability considering the risk volatility.

Table 7. Probability-distribution-fitting results for major profitability impact factors.

Profitability Impact Factors Unit
Project K (Indonesia, 2009) Project C (Brazil, 2011)

Probability
Distribution

Variation
Probability

Distribution
Variation

Capital expenditure Million USD Triangular
Min: 2900

Mode: 3000
Max: 3200

Triangle
Min: 3600

Mode: 3800
Max: 4600

Material cost Million
USD/Year Triangular

Min: 470
Mode: 490
Max: 530

Triangle
Min: 440

Mode: 460
Max: 490

Labor cost Million
USD/Year Uniform Min: 280

Max: 310 Uniform Min: 260
Max: 290

Net working capital Million
USD/Year Uniform Min: 30

Max: 50 Uniform Min: 25
Max: 35

Overhead cost Million
USD/Year Uniform Min: 40

Max: 60 Uniform Min: 25
Max: 35
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Table 7. Cont.

Profitability Impact Factors Unit
Project K (Indonesia, 2009) Project C (Brazil, 2011)

Probability
Distribution

Variation
Probability

Distribution
Variation

Sale price
Million

USD/Million
tons

Exponential
β: 26.7

Min: 620
Mean: 680

Triangle
Min: 600

Mode: 630
Max: 650

Production Million
USD/Year Uniform Min: 2.8

Max: 3.1 Uniform Min: 2.95
Max: 3.1

Exchange rate KRW/USD Beta

α1: 1.1427,
α2: 3.4881

Min: 755.75
Max: 1973.80

Normal μ: 1122.10
σ: 175.92

Corporate tax rate % Triangular
Min: 25

Mode: 28
Max: 30

Uniform Min: 34
Max: 34

Debt/(equity + debt) Uniform Min: 0.55
Max: 0.70 Uniform Min: 0.45

Max: 0.60

Cost of equity

Risk-free
interest rate % Uniform Min: 1.0783

Max: 5.8217 Uniform Min: 0.9135
Max: 5.1265

Market risk
premium % Triangular

Min: 5.6759
Mode:
5.6759

Max: 10.4031

Uniform Min: 5.2502
Max: 8.8857

Beta Uniform Min: 1.07
Max: 1.17 Uniform Min: 0.89

Max: 0.91

Cost of debt before tax % Uniform Min: 2.90
Max: 6.70 Triangular

Min: 3.128
Mode: 3.128
Max: 6.106

Country risk % Uniform Min: 2.4
Max: 4.4 Uniform Min: 3.0

Max: 3.8

A probability-distribution fitting produces probability distributions that are used for the fitting of
a set of data that has been accumulated for more than 10 years with respect to the variable profitability
impact factors. The probability distributions that present a similar fit are assumed to lead to an excellent
profitability estimation. A variety of probability distributions can be produced, some of which
can be adapted more easily to the gathered data than others, depending on the characteristics of
the profitability impact factors [53]. A probability-distribution fitting and Monte Carlo simulation
are presented in this study, using the commercial statistical software @Risk for Excel Version 6.3.1
(Palisade Corporation, Ithaca, NY, USA).

A Monte Carlo simulation is presented here by using the cash-flow data from Tables 4 and 5 and
the probability distributions of the major profitability impact factors of Project K (Indonesia, 2009) and
Project C (Brazil, 2011) from Table 7. The number of simulation repetitions is set to 10,000 to ensure
the reliability of the simulation using the @Risk software. The derived simulation results are as close
to reality as possible, and it is assumed that the investors are risk-averse. Two of the NPV probability
distributions of the two projects were derived from the Monte Carlo simulation, as shown in Table 7.
The detailed simulation results are also given in Table 8.

In the DCF methods, the two profitability indices are the NPV and the IRR, as can be seen in Table 6.
Usually, the two investment cases would be approved where the NPV is larger than zero and the IRR
is larger than the discount rate (MARR). The two projects are ideally set up to receive investments.
However, according to the improved method, both projects are rejected. This investor attribute means
that the decision-making criterion is based on the decision criterion NPVα > 0. The significance level
that serves as the reference for the estimation of the NPVα is typically set at 5% (confidence level
of 95%) [8,10]. Because the NPV0.05 values of these projects, which represent the profitability index
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of the improved decision-making method, are negative, the risk-averse investors would reject both
projects based on the decision criterion (NPV0.05 > 0). Therefore such investors might miss suitable
investment opportunities compared to relatively risk-neutral or risk-amenable investors. To resolve
this problem, a method is suggested for enabling investors to find probabilistic alternatives to the risks
for target projects.

Table 8. Simulation summary statistics for the net present value (NPV).

Item Project K (Indonesia, 2009) Project C (Brazil, 2011)

Probability Distributions of
the Net Present Value (NPV)

Minimum *(1030) *(1047)
Maximum *6139 *2665

Mean *764 *704
Std. Dev. *673 *506
NPV0.05 *(138) *(92)

Decision-making Result Investment rejection Investment rejection

* Unit: Billion KRW.

5.3. Probabilisic Alternative Approach for Optimal Profitability

In this section, a method is proposed for the optimal increase of the NPV0.05. First, it is important
to find the major contributors among the profitability impact factors, as this will identify the most
influential profitability impact factor. To find this factor, investors should use a sensitivity analysis,
which investigates the impact of the input variables on the results [52]. In a profitability-forecasting
model that utilizes the NPVaR method, through an analysis of the major profitability impact factors
affecting the NPV0.05, risk-prevention alternatives can be identified. Thus, if investors can find
the critical profitability impact factor that has the most influence on the NPV through a sensitivity
analysis, they can connect the associated risks, as shown in Table 2, by using a backward tracing
method to seek the requisite solutions.

In Table 9, the most influential profitability impact factors are the sale price and the CAPEX in
Project K and Project C, respectively. This paper utilizes the risk information in Tables 1 and 2 to find
solutions to reduce the risk-factor volatility by using the business-version PDRI and the proposed
TRIZ problem-solving method [27,54].

As shown in Table 10, in Project K, the sale price has five associated risk factors that are weighted
in advance by overseas SPPs experts. According to this method, the risk factor “G. Market Condition”
is the most influential factor, while the risk factor “G1. Volatility of market demand” is the most
vulnerable PDRI score. In Project C, the CAPEX has eight associated risk factors that are also weighted.
The risk factor “I. Project Organization” is the most influential factor, while the risk factor “I3. Ability
of contractor” is the most vulnerable PDRI score.
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Table 9. Sensitivity analysis of the net present value (NVP) for the two projects.

Project K (Indonesia, 2009) Project C (Brazil, 2011)

Table 10. Most vulnerable risk-factor selection.

Project K

Weighted Relation between
Major Profitability Impact

Factors & Risk Factors

 

Business-Version PDRI

 

Project C

Weighted Relation between
Major Profitability Impact

Factors & Risk Factors

 

Business-Version PDRI
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The three hypothetical alternatives that are presented for each project were identified through
a process of long discussion. The alternatives were derived from the application of the TRIZ method.
Further, the probability distribution of each alternative is weighted with the assumption of the situation
of each alternative, where it is assumed that the alternatives only affect the corresponding risk factor,
and the probability distribution of each alternative can be found by using the distribution fit. The Monte
Carlo simulation derived the best alternative using the NPV0.05, for which a 10,000-time repetition was
performed for each alternative. The simulation results are shown in Table 11.

Table 11. Investment decisions for the net present value (NPV0.05) for the identification of
the alternatives from an improved process.

Risk Factor
TRIZ Method Probability

Distribution
Variation

NPV0.05

(Billion KRW)

Proposed
Decision
Making

Alternative Solution

G1.
Volatility of
Market
Demand
(Project K)

9. Continuous
action—Interrupted
action Uniform

Min: 630
Max: 630

(204) Rejection

→ Planning associated
downstream project

11. Direct
action—Indirect action
→ Ensuring local buyers

Exponential
β: 26.7
Min: 626.2
Mean: 686.8

(40) Rejection

12. Preliminary
action—Preliminary
counteraction
→ Ensuring long-term
off-takers

√
Triangular

Min: 626
Mode: 656
Max: 676

65 Approval

I3.
Ability of
Contractor
(Project C)

3.
Homogeneity—Diversity
→ Ordering EPC
Lump-sum Turnkey

√
Triangular

Min: 3900
Mode: 4000
Max: 4200

26 Approval

4.
Expansion—Reduction
→ Utilizing competitive
bid techniques

Triangular
Min: 3400
Mode: 3400
Max: 4800

(147) Rejection

7.
Standardization—Specialization
→ Collaboration-capable
local companies

Triangular
Min: 3500
Mode: 3600
Max: 4700

(126) Rejection

In Project K, the sale price decreased due to the provision of discounts to the long-term off-takers.
In Project C, the CAPEX increased because the EPC Lump-Sum Turnkey contract method transfers
the construction risks to a contractor who then spends more capital. Viewed through the DCF
indicators such as the NPV and the IRR, the results calculated for both projects worsened because of
the cost of the risk hedges; however, an alternative in each project is the positive NPV0.05 in Table 10,
whereby the decision criterion is fulfilled. Eventually, both projects could be approved by the investors
according to the selected alternatives. Rather than looking for ways to overcome the uncertainty risks
by listing the risk items when the risks are being resolved, it is preferable for the investors to quantify
the weighted risk items for each project in advance and find the solutions using the TRIZ method.

The two cases in this study are projects currently in progress. Project K was completed in
December 2013 and has been operating for three years; however, the company has experienced
financial difficulties for three consecutive years. As the number of fixed sale points is low, the selling
prices of the products are continuously falling. Project C was completed in June 2016 and has been
operating for six months. Unlike the CAPEX of 3800 MUSD that was expected at the feasibility-study
stage, the final CAPEX is 4500 MUSD, which is an increase of 18.42%. Although the investors decided
to approve both projects based on traditional decision-making methods, the final results of these
projects still need to be monitored, since the interim results are not promising. To prepare for this
situation, the improved method recommended in this study provides an additional opportunity to
protect the projects against the related risks. The effectiveness of the proposed method was verified

260



Sustainability 2018, 10, 747

by reviewing the actual project results from two overseas SPPs, thereby allowing for a comparison
of the results from the traditional and improved methods. However, this study is limited because
the solutions that are provided by the alternative approach cannot be verified with respect to the two
presented cases.

6. Conclusions

Korean steel-making companies need a new decision-making process for selecting profitable
projects that result in successful overseas investments for sustainable development. In traditional
decision-making process, it is difficult to reflect risks, and improved decision-making processes have
thus been proposed in several studies. The improved decision-making process used in this paper is
the NPVaR method, for which the investment decision-making criteria regarding overseas SPPs are
derived according to a project-profitability estimation. Unlike the traditional decision-making process,
the improved method reflect the risks of the profitability impact factors that affect SPP projects and this
supports better decision-making by Korean steel-making companies. In particular, if the prospective
investment project is rejected after the initial decision-making process, the subsequent actions that
the investors should take are described in this study. Notably, he “probabilistic alternative approach”
described in this study is not covered in detail in other studies and it is a significant contribution. This
approach entails financial arbitrage so that decision makers can be presented with several choices to
avoid risky situations. Further, this approach can be extended to the field of options-valuation research.

However, this study has two limitations. First, the methodology of this paper considers only
the macro business elements to evaluate the project value and does not consider the micro technical
aspects. Technical project evaluation is made primarily on the basis of practical experience and
engineering knowledge. Technical project evaluation is different from business project evaluation
because it is difficult to appreciate its value. The proposed methodology does not describe the technical
aspects of the project, so the results may be less realistic. To overcome this problem, this study proposed
that the project be evaluated based solely on a cash flow model. Therefore, future research needs to
present a model for evaluation of micro-technology in project value evaluation. Second, it is assumed in
this study that the selected alternative influences only one input variable of the probabilistic alternative.
However, it is more realistic to consider that selected alternatives can affect various profitability impact
factors in a project. A simple methodology is assumed in this study and simulation is performed to
verify the effectiveness of the probabilistic alternative approach. In the future, the authors propose
analyzing the various effects of profitability impact factors by thoroughly analyzing the alternatives.
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Appendix

Category Element
Definition Level Score

0 1 2 3 4 5

A.

Credibility of Local Government

A1.
Local administrative procedures and
practices

A2. Maturity of legal system
A3. Consistent local policy

Category Total 0

B.
Economic Stability

B1. Economic condition of employer
B2. Economic condition of local country
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Category Total 0

C.
Local Social & Cultural Characteristics

C1. Local social stability
C2. Local labor situation
C3. Cultural traits
C4. Local reactions of project

Category Total 0

D.

Geographical conditions
D1. Climate feature
D2. Soil condition
D3. Distance from Korea

Category Total 0

E.

Legal Standard
E1. Local standards of design
E2. Licensing standards
E3. Tariff standards
E4. Environmental regulations
E5. Repatriation of profits procedure
E6. Local content requirement

Category Total 0

F.
Status of infrastructure

F1. Local infra and utility level
F2. Difficulty of infra and utilities use contracts
F3. Future additional expansion possibilities

Category Total 0

G.

Market conditions
G1. Volatility of market demand
G2. Local competitors Status
G3. Local market share
G4. Exchange rate fluctuations
G5. Inflation fluctuations
G6. Interest rate fluctuations

Category Total 0

H.

Financing Plan
H1. Additional potential projects in progress
H2. Cash flow stability
H3. Debt equity ratio

Category Total 0

I.

Project Organization
I1. Considering joint venture
I2. Ability of employer
I3. Ability of contractor
I4. Ability of local companies

Category Total 0

J.

Contract Condition
J1. Similar experiences
J2. Liquidated damages
J3. Contract terms changeability
J4. Unclear contract terms
J5. Steel purchase conditions
J6. Force majeure
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Category Total 0

K.
Scope of Work

K1. Characteristics of product
K2. Construction schedule

Category Total 0

L.
Expenses

L1. Initial investment
L2. Operation costs
L3. Reasonable Contingencies

Category Total 0

M.
Process & Technology

M1. Conformity of new process
M2. Level of applied technology

Category Total 0

N.

Engineering Period
N1. Layout planning
N2. Constructability/Complexity
N3. Design for Scalability
N4. Major equipment selection
N5. Timeliness of design
N6. Value engineering

Category Total 0

O.

Health, Safety & Environment
O1. Work safety management
O2. Construction safety facilities
O3. Pollution prevention Plan

Category Total 0

P.
Procurements

P1. Personnel procurement plan
P2. Equipment procurement

Category Total 0

Q.

Construction Period
Q1. Suitable working method
Q2. Equip./Material transport
Q3. Local company collaboration
Q4. Local materials quality
Q1. Security & Safety
Q2. Commissioning & Acquisition requirements

Category Total 0

R.
Completion Requirements

R1. Document Management
R2. Performance requirements

Category Total 0
Total Score 0

Appendix

12 TRIZ Principles for alternatives

Principle 1: Combination–Separation
Part of an object or process step is combined to form a uniform object or process. Separate uniform

objects or uniform processes to form independent parts or phases.
Principle 2: Symmetry–Asymmetry
Change the symmetrical shape or property to an asymmetrical shape or property or change

the asymmetrical shape or property to a symmetrical shape or property.
Principle 3: Homogeneity–Diversity
Change from a homogeneous structure, system or environment to a complex structure, another

system, or environment. Reduce the variety of structures, systems, or environments.
Principle 4: Expansion–Reduction
Increase or decrease the number of functions in the system or process. Increase or decrease

the amount, duration, cost, speed, or other attribute of the process.
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Principle 5: Mobility–Immovability (Dynamic–Static)
The fixed part of the system or environment is movable, and vice versa.
Principle 6: Consumption–Regeneration
Elements that are consumed by a system or process are regenerated within the same system or

process. The consumed and accomplished elements are removed or modified in other applications.
Principle 7: Standardization–Specialization
Use more standardized processes, procedures, methods, and products. Take advantage of special

processes, products, or methods.
Principle 8: Action–Reaction
Action–Reaction boosts the effect you desire. Acquire the opposite effect and amplify.
Principle 9: Continuous Action–Interrupted Action
Critical processes must be performed without interruption or idle time. They should be carried

out on a constant load and constantly monitored. Hinder continuous action; prepare to pause in
a continuous process.

Principle 10: Partial Action–Excessive Action
Use surplus or excessive action to achieve maximum or optimum effect. Protect sensitive areas

from undesired behavior. Focus on the essential tasks to achieve maximum or optimal results.
Strengthen your activity in areas that yield optimal results.

Principle 11: Direct Action–Indirect Action
Replace indirect action with direct action immediately. Or replace direct action with indirect

action immediately.
Principle 12: Preliminary Action–Preliminary Counteraction
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Abstract: The value of travel time savings (VOTTS) is one of the most important variables for
calculating the benefits of transportation projects. However, the way it is currently calculated (usually
via discrete choice models) is complex, tedious and subject to a reasonable level of uncertainty.
Furthermore, the method is not easily understood by government officials who use the VOTTS
for appraisal and the citizens are not fully aware how such values are calculated. This lack of
understanding and transparency in methodology may lead to misuse of the VOTTS during transport
project appraisals which in turn can result in unfair transport decisions for citizens, government and
the environment. To solve these problems, a fuzzy logic rule-based approach is proposed. With this
approach, the rules can be made based on economic and behavioral theories by experts, government
officials and citizens (via surveys). This approach makes it understandable to everyone how values
are calculated. To test the applicability of the approach, a simple numerical example is presented by
estimating the VOTTS of various countries using their gross domestic product-purchasing power
parity (GDP-PPP) and the traffic congestion level. Results are then compared to values obtained from
a recent metanalysis on VOTTS in Europe and some official VOTTS.

Keywords: value of travel time savings; fuzzy logic; rule-based systems; transport project evaluation;
cost benefit analysis; traffic congestion; transport planning

1. Introduction

The value of travel time savings (VOTTS) is a very important component of most cost-benefit
analyses (CBA) of transportation projects. It is estimated that travel time gains make up about 60 to
80% of the benefits of transportation infrastructure projects [1]. It is well-known that transportation
infrastructure projects have both socio-economic and environmental effects which means that any
mistakes in the project evaluation could result to socio-economic and environmental problems in the
long run. Such an important evaluation variable like VOTTS could have serious consequences for the
goals of sustainability of transportation projects if not calculated properly. Given the importance of
this variable, it is no surprise that most developed countries like the Netherlands, UK, Denmark and
Sweden have established recommended values which are used for project evaluation [2–4]. These
recommended values are usually calculated via stated preference surveys where respondents are
given choices to make a trade-off between cost and time. Discrete choice models are then applied to
the responses to calculate the average VOTTS. The methods used in the survey design and model
estimations are well-established (standardised) and are mathematically rigorous, thus making the
results generally acceptable. Although this process sounds straightforward, the actual effort needed to
carry out the surveys, estimate the values and arrive at the recommended VOTTS is very enormous
and time consuming. For this and other reasons, most national value of time studies are carried out
every 5 to 10 years.
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Despite the effort, time, money and expert knowledge required for such studies the results are
still very much subject to uncertainties. The main sources of uncertainty in such studies are from the
design of the survey and the model estimation. Sometimes there is ambiguity in the attribute levels to
use for time and cost as these also affect the estimated VOTTS [5,6]. It is also possible that respondents
do not answer as expected (non-trading habits) or get tired because of the many trade-offs they make
(usually between 6 and 12 trade-offs) [6]. Furthermore, the chosen model may not fully capture how
respondents make their choices. For instance, there is uncertainty in the type of theory respondents use
to select their response as most models currently use utility maximisation whereas regret minimisation
could also be used [7,8]. In most studies, the uncertainties in the design and model estimation are
normally just discussed and some solutions offered to mitigate them. There are usually not many
discussions on alternative approaches for calculating the VOTTS. The main reason is that the models
used are based on economics and behavioural theories which have long been established and there is
available expertise and commercial software for both survey design and model estimations.

The complexity of the survey design, and model estimation techniques make most studies
understandable only to experts. Additionally, the sample of respondents used in the survey may
not be a good representative of the whole population. To solve this issue, estimated values must be
converted to recommended VOTTS after a weighting by distance, income and trip purpose [2–4].
These recommended VOTTS are then presented to the government. To give further credibility to the
method of calculating values, the whole process is normally subjected to external audit by various
experts in the field [3]. Obviously, it is difficult to explain such designs and models to government
officials who use these values for project evaluation. Therefore, such recommended VOTTS are usually
taken at face value, albeit with a bit of scepticism. There is, however, not much that can be done about
it since government officials are usually not experts in the topic.

Very few studies have proposed a different, transparent and practical approach for the estimation
of VOTTS. Most studies are usually focused on developing more complex methods to capture better
human behaviour [5]. Other studies focus on improving the survey design techniques to make it easier
for people to respond and improve the plausibility of results [9,10]. One important reason for the lack
of different approaches for estimating VOTTS is that it is not observable but rather derived from a
trade-off involving cost and time. These models are generally grouped under the name of discrete
choice modelling [11,12]. In this modelling framework, travellers are faced with a series of trade-offs
between a longer journey at cheaper cost and a shorter journey with a higher cost. The VOTTS is then
calculated and interpreted as a traveller’s willingness to pay to save an hour of travel time [11,12].
Other studies have also used such trade-off techniques to estimate the distribution of VOTTS in a
non-parametric way [13,14].

Generally, the VOTTS of an individual cannot be directly calculated using a classical regression
technique. Some studies have used meta-analysis to create regression models to estimate VOTTS, but
they must assume a model [15,16]. What is normally done is to use the income to infer the VOTTS for
example by saying VOTTS is about some percentage of the hourly income, the so-called cost saving
approach (CSA) [16]. Apart from income, studies have shown that variables like comfort of the travel,
trip length etc. also affect VOTTS [16]. However, even though all these variables are known to affect
VOTTS, it still not certain to what extent they do so.

To tackle the problem of the uncertainty and understandability of VOTTS results, a new estimation
approach is proposed based on fuzzy logic and expert knowledge. Fuzzy logic is a well-known
technique for handling uncertainty [17]. The main advantage is that it is close to the way humans think
and express uncertainty. So, a variable maybe considered high, low, very high etc. Also, humans often
make simple rules to help them in decision making. Fuzzy logic has been applied successfully to solve
many transportation problems ranging from traffic control to transportation planning. A review of the
applications of fuzzy logic in transport can be found in [18]. In contrast to previous studies, this paper
does not focus on using fuzzy logic for choice modelling (route choice, mode choice) [19–22] but rather
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it proposes to use a fuzzy inference system (FIS) to directly estimate VOTTS of an individual, country
(or at least of a group of people).

The proposed approach is chosen for two reasons. First, the rules can be implemented based
on economic and behavioural theories, by experts, government officials, citizens (via surveys) etc.
The rules can be updated or modified periodically according to current trends. This makes it
understandable to everyone how VOTTS are calculated.

The second reason is that the model outputs and the uncertainties of the current methods can be
incorporated in the model input and output of the fuzzy model. For example, findings from various
VOTTS studies using choice models and other related techniques can be used to define membership
functions for inputs, rules and the final output.

Given the nature of the proposed method, equating the VOTTS calculated by the fuzzy method
with that estimated from standard discrete choice and related economic models is not justified because
the values are calculated from rules rather than by economic theory. The main purpose of this paper
is to put forward a research agenda for a fair, more transparent rules-based approach for the future
calculation of VOTTS which will be used for evaluating transportation projects. The proposed method
is easy to implement and can be used as an alternative means of calculating VOTTS or as a supporting
tool for VOTTS estimations from discrete choice or other related econometric models.

The rest of the paper is organised as follows. In the next section a brief description of the current
method for estimating VOTTS using discrete choice is presented. This is followed by a description
of fuzzy logic and the fuzzy inference system in general. Thereafter, a conceptual model of the
proposed approach is presented and discussed. Then a simple numerical example is presented using
the proposed approach to illustrate the method and check validity of outputs. Finally, a discussion of
how the proposed fuzzy method can be improved and incorporated into current VOTTS estimation
methods is presented.

2. Theoretical Background

2.1. Value of Travel Time Savings (VOTTS) from Discrete Choice Model

The VOTTS is derived from choices made by individuals in a stated choice experiment. The
simplest experiment consists of a series of choices between time and cost attributes. The choice
experiments are carefully designed using efficient designs such that the VOTTS can be estimated [9].
Discrete choice models use the theory of utility maximization which postulates that when faced with
choices rational individuals choose the one that maximises their utility [23]. In the context of VOTTS,
the systematic utility function (U) can be expressed as a linear function of both cost and time defined
as follows [3,23]:

U = βcC + βtT (1)

where βc and βt are the marginal utilities of the cost of travel (C) and travel time (T), respectively. The
VOTTS savings is derived as the ratio βt

βc
. This is the marginal rate of substitution between time and

money [3]. Note that the complete utility function contains an unobserved error term which is assumed
to follow a certain distribution usually distributed independently, identically extreme value [23]. This
assumption leads to classical logit models. Using the choices made by respondents, the parameters βc

and βt can be estimated using standard techniques like maximum likelihood estimation.

2.2. Fuzzy Logic and Fuzzy Inference System (FIS)

In this section, a brief description of fuzzy sets and fuzzy inference systems is given. The goal is
not to go into the details of this method as it is well established; rather, the focus is on the elements
relevant for this paper. A more concise introduction to fuzzy logic and fuzzy inference systems can be
found in [24].
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2.2.1. Fuzzy Sets

Fuzzy sets introduced by Lofti Zadeh [17] is an alternative way of representing uncertainty. In
classic set theory, an object either belongs to a set or it does not. Fuzzy sets help to represent the
uncertainty (or lack of complete information) whether an object belongs to the set or not [25]. This is
achieved by assuming that the object belongs to the set with a certain degree in the closed interval [0 1].
Formally, a fuzzy set is defined as: Let X be a universe of discourse. The fuzzy set A is characterised
by its membership function [25,26]:

μA(x) : X → [0, 1] for x ∈ X (2)

The membership functions usually represent “linguistic” variables such that they are easily
understandable. For example, the cost of travel may be described by the linguistic variables, high,
medium and low each with their corresponding membership function. Using these membership
functions, membership values can then be assigned for each cost of travel in a specified range of values.
This membership value indicates how low, medium or high a given travel cost is. The most common
membership function is the triangular membership function defined as [25,26]:

A(x) =

⎧⎪⎨⎪⎩
x−a
b−a f or a ≤ x ≤ b
c−x
c−b f or b ≤ x ≤ c

0 otherwise
(3)

The fuzzy number is usually represented by A = (a, b, c) its centre value b, the left and right
values a and c.

2.2.2. Fuzzy Rules

These are rules made using the linguistic variables like low, medium, high. They enable decision
making in a simple and human-like manner. Fuzzy rules are usually of the form IF A then B [27].
Where A and B are linguistic variables representing input and output respectively. For example, a
simple transportation rule could be IF travel time of a mode is HIGH, THEN mode share is expected to
be LOW. It is then left for experts to decide which range of travel time is considered HIGH and which
range of mode share is considered LOW. Once this is known, these rules can then be used to make
decisions concerning expected mode shares given the travel time of the mode. One advantage of using
fuzzy rules for decision making is that we do not have to know the exact value of the variables (input
or output) but just a range. This is very close to the how humans think since it is more likely that
they use simple rules to make decisions with approximate values rather than complex mathematical
equations and exact values [27].

2.2.3. FIS

This is a decision-making system which uses a set of fuzzy rules. The FIS uses a set of input and a
knowledge base (rules and data) to make inference about a set of outputs [24,25]. The rules and data
are usually supplied by experts with experience in that subject. A fuzzy inference system is made up
of 5 components [24] (Figure 1):

• A fuzzification unit: this transforms the crisp value into the interval [0 1] using a specified
membership function.

• A rule-base: this contains IF-THEN rules used to represent a link between the input and
output variables.

• A database: this contains the membership functions of the linguistic variables used in the
fuzzy rules.

• Decision unit: this is where an inference is made by using the specified rules to get a fuzzy output.
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• Defuzzification unit: In this unit, the fuzzy output from the decision unit is converted to a final
crisp output.

Figure 1. Fuzzy inference system (FIS). Adapted from [24].

In contrast to most artificial intelligence (AI)-based techniques which are black-box models,
all inputs, rules and outputs of a fuzzy inference system can be easily scrutinised and modified
accordingly. This makes it very suitable for evaluating variables like VOTTS which are subject to
debate and uncertainty.

In the next section, we present a conceptual model using FIS which can be used to support the
estimation of VOTTS. The conceptual mode is general and can be used in any a VOTTS studies.

3. Methodology

3.1. Proposed Conceptual Model

A generalised rule-based model for estimating the VOTTS is proposed. The model is basically a
FIS comprising of rules defined by a consensus of experts, citizens and government officials (Figure 2).
This is to increase the transparency and understandability of the process used to calculate the VOTTS.
The output of the model is the VOTTS. The input for the model can be various variables which have
significant effects on the VOTTS. The proposed model may be constructed based on values from
previous VOTTS or independently. The structure of the model is explained below.

Figure 2. Conceptual model.
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3.1.1. Input Variables

The chosen input variables should be those that are known to directly affect the VOTTS. Generally,
many variables affect the VOTTS like the transport mode [28], the region [29], temporal differences [30],
individual differences [31]. However, for appraisal purposes, the VOTSS is usually not differentiated
by all these variables except by the transport mode [32]. Various studies have shown that income has a
significant effect on the VOTTS [4,15]. However, care should be taken when using this variable since it
automatically gives higher VOTTS to those with high income and lower VOTTS to low income earners.
For the purpose of the model, an average income can be used, or income can be excluded entirely. This
is to ensure that everyone is considered equal during the calculation of the VOTTS.

Another important variable is the comfort of travel. It has been shown in various studies that
travellers’ VOTTS are higher when a trip is made in a crowded or congested condition [33,34]. This
comfort variable can be easily incorporated in the proposed model through surveys on the travel
conditions or other directly thorough calculated delays. Other variables like trip distance can also
be used but it is debatable how much effects they have and whether it is appropriate to differentiate
VOTTS based on trip distance [4,29,32].

The choice of input variables to use should be made via consensus between, experts and
government officials considering evidence from previous studies.

3.1.2. Membership Functions

The membership functions and linguistic variables can be easily defined by experts and
government officials or by citizens (via surveys). For example, government can classify income
levels as low, medium high, experts can classify trip distance as short, medium and long distance and
citizens can classify transport comfort levels as low, medium and high comfort through a survey.

The shape of the membership functions (triangular, trapezoidal, Gaussian etc) can be chosen
based on expert advise). This also applies to the defuzzification techniques to use. Note that optimizing
membership functions can also be performed automatically without expert intervention. Most
techniques rely on genetic algorithms [35–38]. These methods can also be applied in this context.
However, if such methods are used, they should be subject to evaluation before the final results
are accepted.

3.1.3. Rule Base

The rule base should be defined by experts, government officials and through surveys from
citizens. The rules should be understandable, plausible and fair. An example of a rule could be:

IF Comfort Level is low THEN VOTTS is HIGH. This rule is easy to understand for experts,
government officials and citizens. The rule is also plausible because, when people travel under
uncomfortable conditions they would want to arrive at their destination as quickly as possible (i.e.,
higher VOTTS). Finally, this rule is fair because it does not distinguish between the rich and poor, or
type of travel mode etc. This is true for all modes and for all groups of travel and travel purposes.

3.1.4. Output Variable

The output is the VOTTS. Since the true value is not known, experts together with government
officials can agree on values. The advantage of this model is that the exact values do not need to be
known but just a range of values. These range of values can be supplied by experts or from previous
studies like those in [15,16]. Also, linguistic variables like Low, Medium, High, Very High can be used
to describe VOTTS. This can depend on different factors such as previous studies, GDP of the country,
availability of transport funds. For example, VOTTS of 15 $/h may be considered high in one country
and medium in another country.
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3.1.5. Feedback Loop

To improve the model accuracy, a feedback loop between input and output should be maintained.
This can be done by periodically updating rules, membership functions to reflect current trends. These
periodic updates can be done based on recent surveys or value of time studies or based on economic,
social or environmental trends. This will make the proposed method compatible with existing discrete
choice models. The feedback loop can also be used as a means of validating output from the model
and comparing it with those of discrete choice models. For example, if recent studies show that a new
variable is now important in calculating the VOTTS, this variable can be included when building the
rule-base. This can also be done if a variable becomes less important for instance due to technological
advances. A typical example is the use of automated vehicles instead of a normal car. The idea of
wasting time in traffic becomes questionable because an automated vehicle could provide comfort like
an office and allow productive use of the time spent in congestion.

3.2. Numerical Example

To illustrate the proposed approach, a simple numerical example is presented using two input
variables, economic prosperity of the country and travel comfort level. These two variables are chosen
because the way in which they affect VOTTS is easily understandable, plausible and fair to all (within
the country). The economic prosperity of a country determines the wage-rate which in turn determines
how much money travellers can trade-off for shorter travel time. According to previous studies,
VOTTS increases with increase in GDP with an elasticity close to 1.0 [16].

The variable comfort of travel is normally determined by the level of crowding in case of public
transport or by the traffic congestion level for car travel. Studies have shown that the lower the
comfort level, the higher the VOTTS. The way this is represented is through crowding and congestion
multipliers which have been estimated depending on the level of comfort [33,34].

In this example, the gross domestic product-purchasing power parity (GDP-PPP) is used as input
variable instead of the nominal GDP. This is because it reflects both the economic prosperity and
standard of living of the country [16].

For the comfort level of travel, the average number of hours spent in traffic congestion is used. Of
course, this applies to car travel but it is possible to illustrate the method with it. Other variables like
public transport crowding can also be used if available. The GDP-PPP data is from the World Bank
2017 ranking [39]. The congestion data is from the INRIX traffic scorecard report 2017 [40]. The values
for the VOTTS are based on ranges from previous studies [16].

Linguistic Variables

Five Linguistic variables are used for the GDP and 4 variables for the traffic congestion level. The
output variable (VOTTS) has 4 linguistic variables (Table 1).

Table 1. Linguistic variables.

Linguistic Variables

Gross domestic
product (GDP) ($k)

Low
[0 20]

Lower
Middle
[10 40]

Middle
[30 60]

Upper Middle
[50 80]

High
[60 130]

Traffic (h) Low
[0 20]

Moderate
[10 40]

Congested
[30 60]

Highly
Congested

[50 120]

Value of travel time
savings (VOTTS) ($/h)

Below Average
[0 10]

Average
[5 20]

Above average
[15 30]

Very High
[25 40]
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The values chosen for the membership functions of the linguistic variables are those that reflect
the names of the variable (Figure 3). The approach is to first determine how many linguistic variables
are needed for each input and output, then the most representative value is assigned as the middle
value of each linguistic variable. The value for the middle linguistic variable is chosen close to the
overall average value for each variable. For example, the average GDP for all countries in the list
is $42.64k so the linguistic variable “Middle” is in the range [30 60] with GDP values between $40k
and $50k surely “Middle”. After that, the next criteria is that there should be a reasonable overlap
between the variables [24]. Starting from the middle linguistic variable the other linguistic variables
are created such that the overlap gives a reasonable membership function value [24]. Similar approach
is applied to both the traffic congestion and VOTTS variables (Figures A1 and A2 Appendix A). There
are various methods of constructing membership functions for linguistic variables [41,42] but this
approach is adopted for simplicity. In practical applications, it is expected that membership functions
and linguistic variables will be selected based on expert opinion with contribution from both the
government and citizens or by optimization [35–38].

Figure 3. Membership function and linguistic variable for gross domestic product (GDP).

3.3. Rules

A total of 26 rules are generated. The rules are made based on how the two variables (GDP and
Traffic) are expected to affect the VOTTS (see Section 3.2). Some selected subsets of the rules are shown
in Table 2 below (see Appendix A, Figure A3, for all rules).

Table 2. Example Rules.

No Rule

3 IF GDP is Low AND Traffic is Congested THEN VOTTS is Average

10 IF Traffic is Highly Congested then VOTTS is Above Average

11 IF GDP is Lower Middle AND Traffic is Low THEN VOTTS is Below Average

17 IF GDP is Middle AND Traffic is Congested THEN VOTTS is Average

18 IF GDP is Middle AND Traffic is Highly Congested THEN VOTTS is Above Average

20 IF GDP is Upper Middle AND Traffic is Moderate THEN VOTTS is Average

26 IF GDP is High AND Traffic is Highly Congested THEN VOTTS is Very High
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For most rules, it is assumed that the GDP plays a more important role than congestion. Income
is the most important variable that affects VOTTS [15,16]. The income level of a country is determined
by its GDP. Countries with higher GDP generally tend to have higher average income and thus the
VOTTS is expected to be high. The more money individuals earn, the more they are willing to pay
to save travel time. For example, if GDP is High, VOTTS should be above average regardless of the
congestion level since there is enough money to pay to save time. On the other hand if GDP is Low,
then VOTTS should be Average. This is expected because even if traffic is congested and you do not
have enough disposable income, you may not have enough to pay to save travel time. Nevertheless,
some rules are also inserted to consider fairness, for example if Traffic is highly congested then the
VOTTS should be above average. This is regardless of the GDP. The idea is that people should not be
allowed to suffer in highly congested conditions just because the country or region has a low GDP. This
type of rule could be used by organisation such as the World Bank for evaluating projects especially in
low-income countries who suffer from severe traffic congestion.

Membership functions: the trapezoidal membership functions are used for all three variables.
The main reason is that the range of values for the linguistic variables are more realistic. Trapezoidal
membership functions are chosen for simplicity because they help represent more values in the core.
This is more flexible than using a single value [43]. This is particularly suited for this application since
it is difficult to assign just one value as being High, Medium or Low for the variables used like traffic
congestion, GDP and VOTTS.

The triangular membership functions or any other membership function can also be used. The
purpose of the paper is not to show which choice of membership shape is better but rather to show
that a transparent and rule-based approach is better in estimating VOTTS because every decision made
like rules, type of variable, membership functions can be easily scrutinized and modified in a fair and
transparent way. Obviously for the model to be used for appraisal, the choices made will be based on
consensus between experts, government officials and citizens.

The complete model was built using MATLAB (2017a) Fuzzy Logic Designer using the default
settings. The structure of the model is shown below (Figure 4).

Figure 4. MATLAB model.

4. Results and Discussion

The proposed FIS is used to calculate VOTTS for various countries in the INRIX traffic report card
and is shown in Figure 5 below (See Appendix A, Table A1, for exact estimates for all countries).
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Figure 5. Estimated VOTTS for all countries in the INRIX traffic score card.

As expected, countries with lower GDP have low VOTTS while those with high GDP have high
VOTTS with the exception of Thailand which has relatively high VOTTS despite its low GDP. This is
due to its highly congested traffic situation which should justify a high VOTTS. In normal appraisals
the VOTTS is expected to be lower than the one estimated here but this will be unfair to its citizens
given the stress they have to go through daily. If the project is handled by an external body such as the
World Bank, then the higher estimated value should be used. If the project is sponsored by the country
alone, then government can decide whether a VOTTS is considered high or not and they may use lower
values. For fairness, it is better that the government’s willingness to pay to save a citizen one hour of
travel should be higher than what the citizen is willing to pay especially for lower-income countries.
The ability to include fairness rules in the proposed model is an extra advantage over discrete choice
models. Discrete choice models will normally produce higher VOTTS for countries with high GDP
regardless of the level of congestion in the country. This does not favour poor countries.

To check the validity of estimated results, a comparison is made with a recent metanalysis of
VOTTS in European countries [16]. The comparison is made for the average value for car traffic with
congestion for both commuting and leisure [16]. The metanalysis values were in 2010 equivalent euros.
For a fair comparison, the values are all converted to 2017-dollar equivalent by taking into account
average euro inflation (consumer price index (CPI) ratio of approximately 1.09) from 2010 to 2017 [44].
The average euro to dollar exchange rate is taken as 1 euro to 1.2 dollars [45]. The original values can be
found in [16]. Note that the estimated VOTTS are not directly comparable to the ones estimated from
discrete choice and econometric models since we use rules to infer VOTTS. However, the estimated
VOTTS are compared to those estimated from discrete choice and econometric models as a benchmark.

Figure 6 shows the difference between the metanalysis estimate and the estimated values. As
expected, the proposed model calculates lower values compared to metanalysis values for high GDP
countries such as Luxembourg and Switzerland. On the other hand, the model estimates higher values
for lower GDP countries such as Poland, Hungary and Slovakia. This is because of the fairness rules
introduced in the model. For projects sponsored by the European Union, it will be wise to use such
augmented values for lower GDP regions with moderate traffic congestion and use reduced values
for high GDP regions with slightly better traffic conditions. For most countries, the metanalysis and
the estimated values do not differ by more than 10%. The average VOTTS from the estimated model
is almost the same as the model from metanalysis (see Appendix A, Table A2). This shows that the
proposed model gives plausible results.
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Figure 6. Comparison of estimated VOTTS for some European countries in the INRIX traffic score card
with metanalysis values in [14].

Figure 7 below shows the estimated values compared to official recommended VOTTS for a
number of countries (see Appendix A Table A3 for exact estimates). The official values are those for
car travel except for UK which is for all modes. All values have been converted to 2017 dollars as
stated before. Again, the average estimated VOTTS from the model is close to the average official
values for the VOTTS further supporting the view that the proposed model can be used to estimate
or recommend official VOTTS for countries and regions. However, there are noticeable differences.
For instance, the official values for UK and Denmark are much higher than the estimated values. The
model values are much closer to the metanalysis estimates for both countries. The average congestion
in UK is much higher than in Denmark so the high official values for UK is justifiable but that’s not
true for Denmark. The Danish government could consider lowering their official VOTTS for car travel
because the congestion level is not very high.

Figure 7. Estimated VOTTS for some European countries compared to official values in [14].

On the other hand, the official values for Germany and the Netherlands are lower than the
estimated values. The average congestion in the Netherlands is lower than in Germany, so the lower
official values for Netherlands is justifiable but that’s not true for Germany. The German government
could consider increasing their official VOTTS for car travel to compensate for the congestion level.
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4.1. Sensitivity Analysis (Membership Function type)

As with most fuzzy inference systems, the membership function type used can affect the
results. Although this is not the focus of the paper, we test the scenario where all trapezoidal
membership functions (except the extreme values, see Appendix A Figure A4 are replaced by triangular
membership functions [46]. The same set of rules were used for the FIS. The Figure 8 below shows the
estimated VOTTS for all countries using the triangular membership functions compared to trapezoidal
membership functions. The changes in VOTTS were below 2 $/h for most countries. However, some
countries like Germany, Sweden and Denmark have noticeable changes.

Figure 8. Estimated VOTTS using trapezoidal and triangular membership functions.

This shows that indeed choices like membership types and values can affect the model result.
However, as stated before, the purpose of the paper is not to show which choice of membership
shape is better but rather to show that a transparent and rule-based approach is better for estimating
VOTTS because every decision made like rules, types of variables, membership functions can be
easily scrutinized and modified in a fair and transparent way. The final model (rules, membership
function types and values) to be used will depend on consensus between expert, government and
citizens. This is an advantage of the proposed method when compared to the current approach of
using discrete choice.

4.2. Sensitivity Analysis of Fairness Rules

It is expected that the fairness rules used in the model when reduced or modified can affect model
results. The case of rule reduction is tested. The original model uses 26 rules to make inferences.
Twenty rules make use of the two variables GDP and traffic while six of those rules where introduced
for fairness which make use of either traffic or GDP. A simple sensitivity analysis is performed by
reducing the number of rules from 26 to 20. The six rules which use only one variable were removed.
Figure 9 shows the difference between the VOTTS predicted for all countries under both scenarios.

The FIS with 20 rules gave generally lower values than the one with 26 rules. This is because the
rules concerning GDP and traffic congestion gives higher values when the GDP of the country is high
or when the traffic is congested. Countries like Switzerland, Norway, Kuwait and Saudi Arabia with
high GDP but with a relatively good traffic condition now have reduced VOTTS. In contrast, countries
like Indonesia, Colombia, Venezuela with lower GDP but heavy traffic conditions now have a higher
VOTTS. This clearly shows the fairness issue discussed before. The results show that the proposed
method can use rules to reduce the effect of estimating high VOTTS for high GDP countries and low
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VOTTS for low GDP countries. This makes it suitable for use by bodies such as the World Bank in
determining the VOTTS to be used for the appraisal of projects in a fair and transparent manner.

Figure 9. Estimated VOTTS for all countries using 20 and 26 rules.

5. Conclusions

A rule-based approach for estimating VOTTS has been proposed. The results show that the
proposed model can give plausible values despite the simple rules used. The advantage of the model
is the simplicity, understandability and transparency. All the processes and rules used to derive results
can be easily scrutinised. The rules can be subject to a vote by governments, experts and citizens.
This high level of flexibility and transparency is not available in current discrete choice models. The
model can be applied for estimating VOTTS for urban regions, countries or even for the estimation
of individual VOTTS. Another advantage is that fairness can be introduced in the rules, through
input and output membership functions. For example, the government can decide which VOTTS is
considered High, Medium or Low. The citizens can decide which comfort level is considered High,
Medium or Low. This can be achieved through a survey. In this way, values that are considered fair
can be used for the linguistic variables. The linguistic variables and their values can be appropriately
chosen in a transparent way such that the model is completely understandable to the government,
experts and the public.

Obviously, this model is not a replacement for econometric and discrete choice models but rather
can serve as complementary estimation tool for such models. VOTTS estimated from discrete choice
models are based on sound mathematical and economic theory whereas the proposed model is based
on human experience and fairness principles. However, the model outputs and the uncertainties of the
current discrete choice methods can be incorporated in the model input and output of the rule-based
model. For example, findings from various VOTTS studies using choice models and other related
techniques can be used to create membership functions for inputs, rules and the final output. Further
research is needed to verify whether rules are enough to fully and correctly estimate VOTTS.

A limitation of the model is that the flexibility of the method makes it also vulnerable to misuse.
For example, who decides what is a high VOTTS during projects: government, citizens or experts?
Some variables can be more important than others: should weights apply to rules? This could pose a
problem during implementation.

Another limitation of the method is that the variables used should be continuous. Categorical
variables like gender or transport modes are difficult to fuzzify. If the proposed method is to be used
for categorical variables, then they must be converted to continuous variables. Discrete choice models
can handle both categorical and continuous variables. In future research, the proposed model will
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be applied for country wide estimation of VOTTS of individuals and various trip purposes and then
compare values to those obtained from discrete choice models.
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Appendix A

Figure A1. Membership function and linguistic variable for traffic congestion.

Figure A2. Membership function and linguistic variable for VOTTS.
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Figure A3. All rules.

Figure A4. Triangular membership function and linguistic variable for traffic congestion.
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Table A1. Estimated values of the proposed model compared value, from metanalysis values in [14].

Country Estimated ($/h) Meta-Analysis ($/h) Difference (×100%) Abs (×100%)

LUX 22.50 31.62 −0.41 0.41

SWI 12.58 16.45 −0.31 0.31

DEN 11.16 14.12 −0.27 0.27

NOR 17.50 20.54 −0.17 0.17

SWE 12.58 13.81 −0.10 0.10

ITA 10.18 11.07 −0.09 0.09

BEL 12.50 13.20 −0.06 0.06

FIN 12.50 12.76 −0.02 0.02

ESP 10.87 11.07 −0.02 0.02

UK 12.50 12.47 0.00 0.00

GER 13.35 13.10 0.02 0.02

FR 12.50 11.88 0.05 0.05

POR 9.29 8.72 0.06 0.06

AUS 15.27 14.07 0.08 0.08

NL 16.24 14.87 0.08 0.08

CZE 10.23 8.65 0.15 0.15

SLOVEN 11.02 9.26 0.16 0.16

IRE 18.66 14.25 0.24 0.24

SLOVAK 12.50 7.93 0.37 0.37

HUN 11.37 6.96 0.39 0.39

PL 12.50 6.73 0.46 0.46

MEAN 13.23 13.03 0.03 0.17

Table A2. Estimated and official values.

Country Estimated ($/h) Meta-Analysis ($/h) Official ($/h)

UK 12.50 10.62 16.38

Germany 13.35 11.16 9.02

Netherlands 15.63 12.66 12.11

Sweden 12.58 11.76 11.56

Norway 17.50 17.49 15.32

Denmark 11.16 12.03 15.54

France 12.50 10.12 13.09

AVG 13.60 12.26 13.29
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Table A3. Estimated VOTTS for various countries.

Country GDP ($×1000) Hours Lost in Traffic (h) Estimated VOTTS ($/h)

Thailand 17.871 56 16.24

Indonesia 12.284 51 10.21

Colombia 14.552 49 10.03

Venezuela 12.400 42 9.36

Russia 25.533 41 12.50

USA 59.532 41 17.43

Brazil 15.484 36 9.80

South Africa 13.498 36 8.99

Turkey 27.916 32 12.50

UK 43.877 31 12.50

Puerto Rico 37.895 31 12.50

Germany 50.715 30 13.35

Poland 29.291 29 12.50

Slovakia 32.111 29 12.50

Luxembourg 103.662 28 22.50

Canada 46.378 27 12.50

Switzerland 65.006 27 17.50

Norway 60.978 26 17.50

Sweden 50.07 26 12.58

Austria 52.558 25 15.27

U.A.E. 73.879 24 17.50

Ecuador 11.617 23 5.99

Ireland 76.305 23 18.66

Mexico 18.149 23 11.46

France 42.779 22 12.50

Kuwait 71.943 22 17.50

Netherlands 52.941 22 15.63

Belgium 47.561 21 12.50

Finland 45.192 21 12.50

Hungary 28.375 18 11.37

Saudi Arabia 53.845 18 15.19

Slovenia 34.802 18 11.02

Spain 38.091 17 10.87

Czech Republic 36.916 16 10.23

Denmark 50.541 16 11.16

Italy 39.817 15 10.18

Portugal 32.199 15 9.29

Singapore 93.905 10 22.50
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