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Preface to “Eleventh International Conference on

Atomic and Molecular Data and Their Applications”

ICAMDATA 2018

The 11th International Conference on Atomic and Molecular Data and Their Applications

The 11th International Conference on Atomic and Molecular Data and their Applications

(ICAMDATA) was held on November 11–15, 2018, in Cambridge, Massachusetts, and was organized

by the Center for Astrophysics | Harvard & Smithsonian. This meeting is a continuation of a series

which began in 1997 that was chartered to promote the use of atomic and molecular (AM) data in

various fields of science and technology, to provide a forum for the interaction of AM data producers

and users, and to foster crossdisciplinary cooperation between AM data producers and users as the

coordination of AM data activities and databases worldwide.

The conference was held at the Sheraton Commander Hotel, located adjacent to the historic

Cambridge Common. A welcome reception was held at the Center for Astrophysics on Sunday

evening. The conference was opened on Monday November 12, and continued until Thursday with

sessions of invited and contributed talks. During the meeting, there were two sessions for poster

viewing, a panel discussion on trends in data publication, and two sessions dedicated to database

demonstrations. The conference dinner was held on Wednesday evening at the Harvard Faculty Club.

There were 60 participants representing 15 countries that attended the conference: 18 invited

talks, 7 database demonstrations, and 33 contributed talks and poster papers were presented.

We are grateful to Margaret Carroll, Joyce Silberman, and Debbie Nickerson from the Director’s

Office of the CfA for their tireless and enthusiastic assistance in organizing the conference. Further

local assistance from Naomi Tariri, Rob Hargreaves, and Mike Capone is acknowledged. We thank

Gordon Drake for contributing conference photos. Finally, incoming International Program Secretary

Iouli Gordon helped in all phases as the third member of the Local Conference Committee.

We are grateful to Charles Alcock for partial meeting support from the CfA Director’s Office. We

also thank the Institute for Theoretical Atomic, Molecular, and Optical Physics (ITAMP), supported

by the NSF, which provided partial funding for several international speakers.

At the conclusion of the conference, Annarita Laricchiuta became Chair of the International

Program Committee and the next ICAMDATA conference will be held in Bari, Italy.

James F. Babb

Nancy Brickhouse
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Abstract: The famous Cowan’s book, “The Theory of Atomic Structure and Spectra”, published in
1981, and his suite of computer codes based on it, continue to be highly influential in atomic physics
and many other research areas. As of September 2018, there have been more than 5000 citations
to Cowan’s book and codes, and each year adds about 150 citations to this list. The present work
briefly describes what these codes do and why they are responsible for most of the current progress
in the analyses of atomic spectra. Various modifications of these codes, including my own, will also
be described.

Keywords: Cowan code; atomic structure; energy levels; transition probabilities; semiempirical
parametric calculations

1. Introduction

Although Cowan’s classic book [1] was published in 1981, the early versions of his computer codes
that are generally referred to this book were fully developed as early as in 1968 [2], which accounts for
the 50-year period mentioned in the title of the present paper. The program package usually called
“the Cowan code” consists of four separate codes. Some parts of this package were developed even
earlier [3,4].

When I received an invitation to make a talk at the 11th International Conference on Atomic and
Molecular Data and their Applications (ICAMDATA-2018), Robert Duane Cowan was still alive (see
Figure 1). He died on 26 July 2018 in a hospice in Albuquerque at an age of 98. The main facts of his
biography can be found in an obituary available online [5]. The present article is a transcript of my talk
given on 13 November 2018 at Cambridge, Massachusetts.

 

Figure 1. Robert Duane Cowan (24 November 1919–26 July 2018).
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2. Impact of Cowan’s Book and Computer Codes

According to the citation index of the Institute for Scientific Information (ISI) Web of Science
database [6], there have been more than 5000 citations of Cowan’s book [1] and the codes based on it.
The citing articles cover a wide range of 58 research categories, ranging from optics, atomic physics,
solid state physics, astronomy, and chemistry to nuclear physics (see Figure 2). Figure 3 shows the
dynamics of these citations from 1981 to 2017. Since 1990, there have been about 150 new citations
to Cowan’s work every year. This shows that Cowan’s legacy continues to have a great influence
on science.

Figure 2. Distribution of 5026 citations to Cowan’s book [1] and the computer codes based on it, per
research category (per Cited Reference Search of Web of Science [6]).

Figure 3. Number of citations to Cowan’s book [1] and computer codes based on it per year (per the
same source as Figure 2).

In the following sections, I will try to explain why Cowan’s book and codes are so important to
modern atomic physics. I will briefly describe the predecessors of Cowan’s codes, explain what those
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codes do, enumerate other existing atomic physics codes, including various versions of Cowan’s codes,
point out some known problems in these codes, and outline the needs for future development.

3. What Cowan’s Codes Do

The package of Cowan’s codes consists of four Fortran programs. The names of these programs
are made of Cowan’s initials, ‘RC’, followed by a code letter. Some code names are followed by a part
or version number. The codes are intended to be run in sequence, and each program produces output
files that are simultaneously input files for the next code in the chain.

The calculations start with the code RCN, which calculates single-configuration radial
wavefunctions for a spherically symmetrized atom via the Hartree–Fock method. Next, RCN2
calculates the radial integrals (Slater parameters), including the configuration interactions (all
terminology is described in [1]). Then, RCG, which is the main code of the package, computes
the angular matrix elements of the Hamiltonian, and by diagonalizing it, computes the energy levels,
transition wavelengths, and radiative rates for the electric-dipole (E1), magnetic-dipole (M1), and
electric-quadrupole (E2) transitions. RCG can also compute autoionization rates and plane-wave
Born excitation cross-sections for electronic collisions. Finally, RCE does a least-squares fitting of
atomic energy levels (i.e., adjusts the Slater parameters to fit experimental levels). The adjusted Slater
parameters can be transferred to the input file of RCG. Then, re-running RCG produces much more
accurate transition rates. The extent of improvement depends on the quality of the least squares fit
and can be as large as orders of magnitude for some transitions. However, one can rarely expect the
accuracy of the calculated transition rates to be better than 20% for the strongest transitions, due to the
limitations of the method. No general estimate of uncertainties can be made. These uncertainties must
be analyzed by comparisons with other data and evaluated for each calculation.

4. Cowan’s Predecessors

Before Cowan’s codes were developed, the basic theory was already known, and there were other
computer codes developed in early 1960s. The most well-known of them was the suite of the so-called
French codes (AGENAC, ASSAC, DIAGAC, and GRAMAC). They were created in Laboratoire Aimé
Cotton in Orsay near Paris. In these acronyms, the last two letters “AC” stand for “Aimé Cotton.” The
French codes did most of the same things as Cowan’s in similar steps:

• Compute the wavefunctions.
• Compute the Slater parameters. It was possible to also compute parameters of additional

interactions, such as hyperfine. The user had to construct the input files from the output of the
previous code in a laborious semi-manual procedure.

• Assemble the Hamiltonian matrix (extremely tenuous semi-manual task). It was flexible, allowing
for introduction of additional interactions.

• Diagonalize the Hamiltonian.
• Use the output of the diagonalization to compute the atomic structure. Calculation of transition

rates was not included in the codes. The users had to build their own code extensions to do that.
• Use a least-squares fitting code to adjust the Slater parameters.

All steps involved the difficult manual work of constructing the input files and parsing the output
files, which made computations very inefficient. However, the ability of calculating hyperfine structure,
isotope shifts, and effects of other interactions (such as external electric and magnetic fields or weak
interactions neglected in Cowan’s codes) made the French suite of codes indispensable. It is quite
unfortunate that these codes no longer exist. The source codes have never been published. The same is
true for Cowan’s suite of codes. However, Cowan’s codes have been preserved in the Los Alamos
National Laboratory, where he worked, and are available online (see Section 7).

3
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A copy of the manual for the French suite of code still exists in the archives of the Atomic
Spectroscopy Group of the National Institute of Standards and Technology (NIST). The first page of
this manual is shown in Figure 4.

 

Figure 4. The first page of the manual for the French suite of atomic codes.

Very little is known about the authors of these codes. Yves Bordarier (1930–2014) was a brilliant
theoretician. His Ph.D. thesis was devoted to the procedures of summation for Wigner’s 6j-symbols.
His solutions found applications not only in atomic physics, but also in crystallography. In collaboration
with other well-known atomic physicists, such as J. Blaise, B. R. Judd, M. Klapisch, and G. G. Gluck,
he published three papers on the hyperfine structure of Tm [7] and Eu [8], and on isotope shifts
and the electronic structure of Os atoms [9]. Annick Carlier also worked on the interpretation of
electronic structure and isotope shifts in lanthanide atoms, such as Sm [10]. Little is known about
Pierre Dagoury. He was a computer engineer and worked in the Aimé Cotton Lab for only a short time.
These people were brilliant scientists. The codes they created in this early time of computer technology
allowed successful analyses of such complex lanthanide spectra that even today are extremely difficult
to analyze.

5. The Workflow of Cowan’s Suite of Codes

Most of the calculational procedures of Cowan’s codes look similar to those of the French suite:
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• Specify the atomic configurations and code options in two input files.
• Run RCN (produces input for RCN2).
• Run RCN2 (produces input for RCG).
• Run RCG (cringe at the results, as they are rather inaccurate). This produces the input for RCE

and outputs nicely formatted transition data.
• Run RCE. To fit experimental levels, edit an input file and rerun RCE.
• Use utility codes to transfer fitted parameters to the RCG input file.
• Re-run RCG and smile! The results are now very accurate.

One difference from the French suite is that all the tasks are automated (although manual
intervention, such as changing the program options, is still allowed), except for the least-squares fitting
(LSF) with RCE. Running the LSF still involves a lot of manual work and requires much expertise
acquired by trial and error. There is no strict methodology for it; some even call it ‘black magic’ [11].
However, some general recipes do exist, and by knowing them, the analysis of an atomic spectrum with
Cowan’s codes takes from a few hours to a few weeks, depending on the complexity of the problem.
This is much more efficient than working with the French codes, which typically required years for an
analysis of one spectrum. The downside of Cowan’s codes is their limited flexibility, where they do not
allow for the analysis of hyperfine structure and isotope shifts.

Another important difference is the ability of Cowan’s codes to calculate transition probabilities.
This enables comparisons between predicted and experimental intensities of spectral lines, which
increases the reliability of line identifications and sometimes allows a unique choice between multiple
possible level assignments. In the case of Tm II, investigated by Wyart [12], such comparisons led to
the revision of previous wrongly assigned quantum numbers J of many energy levels.

In the calculational workflow shown above, the statement about the improvement of accuracy
by the LSF is, of course, only qualitative. The quality of the fit depends crucially on the inclusion of
important interacting configurations in the calculation, as well as the choice of free and constrained
parameters. While the accuracy of the fitted and predicted energies can be assessed easily in a
straightforward way (by comparison of calculated and experimental levels), uncertainties of the
predicted transition rates are much more difficult to estimate. The methodology for such estimation
has been developed at NIST and is described in my review [13].

6. Why are Cowan’s Codes So Important?

From the point of view of modern atomic physics, Cowan’s codes are rather primitive. They use
the non-relativistic Hartree–Fock method, with only some of the relativistic effects accounted for as
perturbations. Moreover, the radial wavefunctions are computed in a hydrogenic single-configuration
approximation, and they are frozen in calculations of configuration interactions. That is why Cowan’s
method is usually called a superposition of configurations, rather than a multiconfiguration calculation.
The latter, unlike Cowan’s RCN, varies the radial wavefunctions of each basis configuration in the
self-consistent field calculation. Nowadays, a number of much more sophisticated multiconfiguration
codes exist:

• MCHF [14], CIV3 [15], . . . (non-relativistic with relativistic corrections)
• MCDHF [16], MCDFGME [17], FAC [18], MR-MP [19], . . . (relativistic)

A more extensive, although still incomplete, list of modern ab initio codes can be found in
Section 9.2. These ab initio codes can provide better accuracy, but only for a limited number of
spectra, such as those isoelectronic to H, He, Ne, Ar, Kr, K, Rb, Cs, F, Cl, Br, Be, Mg, and Ca (to some
extent), those isoelectronic to B, Al, Ga, C, Si, Ge, N, P, As, O, S, Se, Ni, Pd, Pt, Cu, Ag, and Au (to
a much lesser extent), and only for a limited number of low-excitation levels. However, for nd- and
nf-transition elements, these codes are equally or even less accurate than Cowan’s code. For heavy
elements such as lanthanides and actinides, they even fail to reproduce the experimentally known
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ground states (meaning that they predict incorrect levels or configurations to be the lowest ones in
energy). This reflects the fact that ab initio multiconfiguration methods cannot handle atomic systems
where electron-correlation effects (i.e., configuration interactions, CIs) are large and numerous. This
problem is illustrated in Figure 5, depicting a Grotrian diagram of the Fe II spectrum [20]. Strong
CIs occur between closely-lying levels of the same parity and the same J values. One can see that as
the energies approach the ionization limit, the density of levels belonging to various Rydberg series
crossing each other increases, leading to an increasing number of strong configuration interactions.

Figure 5. Grotrian diagram of the Fe II spectrum [20]. The yellow horizontal double-arrows indicate
strong configuration interactions.

An exact account of the CI effects requires a precise determination of level energies. One should
recall that the multiconfiguration methods try to achieve it via the addition of a large number of virtual
excitations to high-lying configurations. Thus, the precise determination of positions of highly-excited
Rydberg levels requires a huge number of configurations, growing exponentially with increasing
excitation energy. Even for such a moderately heavy atom as Fe, the dimension of the required matrices
becomes unmanageably large (even for supercomputers) for levels that are higher than about half
of the ionization energy, i.e., for most of experimentally known levels. For heavier atoms, such as
lanthanides and actinides, the number of interacting Rydberg series is much greater, and the energy
region riddled by strong CI effects descends to the vicinity of the ground level, making the entire
energy structure unmanageable for computation with multiconfiguration methods.

On the other hand, with Cowan’s codes, the LSF of all levels, with a standard deviation <100 cm−1,
can be accomplished in one week, reproducing all strong line intensities and predicting unknown
levels with a similar accuracy. Thus, for the spectra of transition elements, including lanthanides and
actinides, analysis using LSF with Cowan’s codes remains the only working tool for the past few
decades and is expected to remain such for a few more decades.
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7. Versions of Cowan’s Codes

The latest mainstream version of Cowan’s code package is presently distributed by Cormac
McGuinness at the University of Dublin, Ireland [21]. This package contains Cowan’s original source
codes and documentation in addition to installation routines written for Linux operating systems.

My version, originally developed for Windows-based personal computers, had branched from
the mainstream version circa 1989 and has mutated quite substantially since then. It is now distributed
from a NIST website [22]. This package also includes the source codes and documentation, as well as
several utility codes. It will be described in more detail in the next section.

There are also many other private or proprietary versions of Cowan’s codes. The ones I am aware
of are listed below:

• P. Quinet’s version with core polarization (private) [23].

The only codes modified in this version are RCN and RCN2.

• R. L. Kurucz’s version (private).

Branched from mainstream circa 1970. Designed for very large configuration sets and
uses large workstations. The famous Kurucz’s Atoms collection of computed atomic line
lists [24] was produced with these codes.

• J. Ruczkowski, M. Elantkowska, and J. Dembczyński’s version (private) [25].

Incorporates LSF of transition matrix elements in addition to Slater integrals.

• Los Alamos CATS (Cowan ATomic Structure) code (proprietary) [26].

Parallelized, with dynamic memory allocation, for a large computer cluster. This version
does not have an LSF code.

8. My Version of Cowan’s Codes

I started using Cowan’s codes in 1981, when I worked at the Institute of Spectroscopy in Troitsk,
Russia. The only available computer that could run this code was a Russian adaptation of PDP-11.
Cowan’s original codes were adapted for it by Dr. Dmitri S. Viktorov. One peculiar feature of that
computer was that its processor held upper-case Cyrillic character symbols in the memory region that
was originally intended to contain lower-case Latin letters. Thus, no lower-case Latin letters were
available in this system, and all source codes and input/output files had to be converted to upper case.
This is the historical reason for upper-case characters appearing in the source codes and some of the
input files of my version of Cowan’s codes.

I started changing the code near 1989. My starting point was a version modified (after Viktorov)
by Yu. Ralchenko to produce level designations using seniority quantum numbers instead of the
Nielson and Koster indexes used in Cowan’s original RCG code. Since then, I have ported these codes
to several different compilers working under Microsoft Windows, VAX-VMS, and several versions of
Unix, including Linux and MacOS. Versions prior to 1994 did not have any major differences from
the mainstream. In 1994–1995, when I was a guest researcher at NIST, I tried to calculate the spectra
of some lanthanide atoms and found that the space needed to store the temporary files required by
RCG exceeds the capacity of hard drives typically available then in personal computers. To alleviate
the problem, it was necessary to compress the sparse matrices stored in those temporary files. The
implementation of this compression was the first major change I made to the codes. At about the same
time, Craig Sansonetti and I independently discovered an overflow bug in the term-sorting routine
of RCG, which led to the first major bug fix that I made. Since then, I have made a large number
of calculations in all isoelectronic sequences from H I to Ds I (hydrogen to darmstadtium), which
inevitably revealed numerous other bugs that were lying dormant in the codes.
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Besides fixing the bugs, in 1999, I made a drastic modification to the LSF code RCE. In Cowan’s
original implementation, the input file for RCE is created by RCG and consists of several sections that
have no information about eigenvector compositions of energy levels, which makes the association
of theoretical and experimental levels a time-consuming and error-prone work. Furthermore, the
association of theoretical and experimental levels between the LSF iterations could be made using only
two options: Sorting of eigenvalues in increasing order of energies in each J+parity group or sorting by
calculated Landé factors. Both options perform poorly, making the iterations unstable. In my version,
a different algorithm, based on eigenvector recognition [13] was implemented. This implementation
includes an alternative input file for RCE, which is created by RCE itself on its first run. This file has
a much easier-to-use layout, where each eigenvalue is accompanied by its eigenvector, which can
easily be identified with experimental level classifications, and each Slater parameter is immediately
followed by its controlling options. Working with this file made the LSF process much more efficient
and the convergence of the iterations more stable.

Additionally, my version of Cowan’s code package contains a number of utility codes for various
manipulations of the input/output files. The most widely used are the following:

• ‘printout’: Converts the RCE output to nicely formatted tables of energy levels (including the
intermediate quantum numbers omitted in Cowan’s original output) and LSF parameters.

• ‘conv_out’: Converts the RCG output to nicely formatted tables of levels and lines. This code can
also create input files for the visual line-identification code IDEN2 [27].

• ‘update11′: Transfers fitted LSF parameters from the RCE output to the RCG input file, re-runs
RCG, and runs ‘printout’.

• ‘reorder_ing11′: Converts the RCG input file to change the order of shell summation.

Instructions for the usage of all these codes are given in the writeup provided with the package
and are also available from the codes (they are printed if the codes are executed without parameters).

It should be noted that codes similar to IDEN2 [27], mentioned above, which allow handling and
visualizing a great amount of calculated data from Cowan’s code together with experimental data,
mainly account for the progress in increasing the speed of spectral analyses of complex spectra in the
last few decades.

9. Other Codes with Similar or Better Capabilities

9.1. Semiempirical Codes with Parametric Fitting

A powerful orthogonal operators code was developed by Raassen and Uylings [28] in the Zeeman
Laboratory, Amsterdam, Netherlands. It implements the concept of orthogonal operators, described
by Hansen et al. [11]. Although this code is similar to Cowan’s, in that it uses a non-relativistic
approximation with relativistic corrections accounted as perturbations, it additionally accounts for
small second-order interactions, which are omitted in Cowan’s codes. The methodology of orthogonal
operators is qualitatively very different from Cowan’s parametric calculations. Its capabilities are
illustrated in Table 1, which is an abbreviated version of Table 1 by van het Hof et al. [29] (the original
table contains also references to the analyses of each spectrum).

Table 1 shows in bold font the standard deviation σ obtained in the LSF for each investigated
spectrum of 3dn4s configurations. This parameter indicates the accuracy with which experimentally
unknown levels can be predicted by LSF. It can be seen that in all cases, σ is of the order of 1 cm−1, or
even smaller. This is really a spectroscopic accuracy for these spectra, and it is two orders of magnitude
smaller than the uncertainty achievable with Cowan-code LSF.

The power of the orthogonal operators method was recently demonstrated by the successful
analyses of the Re III and Os III spectra by Azarov and Gayasov [30] and Azarov et al. [31]. The
last previous attempt to analyze these spectra was made in 1993 by Wyart et al. [32], who deemed it
hopeless, despite the large astronomical interest in these spectra.
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Table 1. Survey of the 3dn4s configurations investigated using orthogonal operators.

Conf.: 3d4s 3d24s 3d34s 3d44s 3d54s 3d64s 3d74s 3d84s 3d94s
Nc: 4 16 38 63 74 63 38 16 4
N0: 5 17 30 42 42 42 30 17 5

Spectrum: Ti III V III Cr III Mn III Fe III Co III Ni III Cu III Zn III
Ne: 4 16 37 54 65 58 38 16 4

σ [cm−1]: 0 0.4 0.6 1.4 0.8 1.8 0.7 0.6 0

Spectrum: V IV Cr IV Mn IV Fe IV Co IV Ni IV Cu IV Zn IV Ga IV
Ne: 4 16 17 62 59 51 37 16 4

σ [cm−1]: 0 0.2 1.0 1.0 1.2 1.8 0.7 0.7 0

Spectrum: Cr V Mn V Fe V Co V Ni V Cu V Zn V Ga V Ge V
Ne: 4 16 36 57 68 47 37 15 4

σ [cm−1]: 0 0.4 0.4 1 0.7 1.4 0.9 0.5 0

Spectrum: Mn VI Fe VI Co VI Ni VI As VI
Ne: 4 15 36 57 4

σ [cm−1]: 0 0.3 0.6 1.2 0

Nc: Total number of levels in the configuration. N0: Total number of parameters used in the least-squares fitting (LSF).
Some of these parameters were fixed at the calculated values. Ne: Number of established levels in the configuration.

The method of orthogonal operators was developed in the Zeeman Laboratory over the course of
several decades. Dismantling of the atomic spectroscopy research group in 1999 had put an unfortunate
stop to this development. Since then, Ton Raassen worked in the Institute for Space Research of the
Space Research Organization of the Netherlands (SRON), while Peter Uylings was teaching physics
courses at the University of Amsterdam. After their official retirement this year, Raassen and Uylings
have announced that they are returning to atomic physics research and renewing the development of
the orthogonal operators code [33].

Up until now, the orthogonal operators formalism has been implemented only for the dn, dnl,
dnl1l2, and f2 configurations. For other configurations with partially filled f shells, the theory is yet to
be developed.

There exist other atomic codes capable of making the LSF with similar or better accuracy than
Cowan’s codes. One such code is that of Ruczkowski, Elantkowska, and Dembczyński [25], which
is a modification of Cowan’s codes, incorporating LSF of transition matrix elements in addition to
Slater integrals.

Another important extension of Cowan’s method was developed by J.-F. Wyart at the Aimé Cotton
Laboratory in Orsay, France. It is called a generalized least-squares fit (GLS) and is based on the
empirical fact that the Slater parameters behave smoothly along sequences of spectra that are similar
in some sense. For example, Blaise et al. [34] employed the GLS method to analyze the 5fn and 5fn7s
configurations in a sequence of the first spectra of actinides having different occupation numbers n. In
this sequence, the Slater parameters Pk were found to vary smoothly as a function of n:

Pk = A(Pk) + (n − 7)B(Pk) + (n − 7)2C(Pk), (1)

where empirical constants A, B, and C can be found by adding a set of equations similar to Equation (1)
to the equations expressing the deviations of calculated levels from experimental ones and solving this
extended system of equations in a least-squares procedure.

Similarly, Wyart et al. [35] expressed the smooth variation of Slater parameters along the platinum
isoelectronic sequence Au II–Bi VI as

Pk = A(Pk) + B(Pk)Zc + C(Pk)/[Zc + D(Pk)], (2)

where Zc is the core charge. They used Equation (2) in the GLS. Introducing equations similar to
Equations (1) and (2) in the least-squares fit of several spectra makes the fitting more stable and
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dependable, since it reduces the ratio of the number of free parameters to the number of experimentally
known energy levels.

The GLS code was written by J.-F. Wyart as an extension to the French codes described earlier
(it makes use of the output from DIAGAC and GRAMAC). This code has not been used since the
mid-1990s and is effectively dead nowadays, as the French codes went out of use. However, its basic
concepts are fairly simple, and it should not be very difficult to rewrite this code for modern computer
platforms, to which Cowan’s codes have already been ported.

9.2. Other Ab Initio Codes

As mentioned in Section 6, there exist a number of powerful ab initio codes that are similarly
or more accurate than Cowan’s code (in its ab initio or scaled Hartree–Fock modes). The list below
enumerates the most widely known of these codes:

• Non-relativistic codes with relativistic corrections:

• C. Froese Fischer et al.: ATSP2K (MCHF) [14]
• A. Hibbert: CIV3 [15]
• W. Eissner et al.: SUPERSTRUCTURE [36]
• P. Bogdanovich et al.: Quasirelativistic Hartree–Fock (CI; unpublished; see, e.g., [37])

• Relativistic codes:

• I. Grant, C. Froese Fischer, P. Jönsson et al.: GRASP2K (MCDHF) [16,38]
• M. F. Gu: FAC (MCDF, MBPT) [18]
• J.P. Desclaux, P. Indelicato: MCDFGME [17]
• Y. Ishikawa: Møller–Plesset many-body perturbation theory (MR-MP; unpublished; see,

e.g., [19])
• W.R. Johnson, U. I. Safronova, M.S. Safronova: RMBPT (unpublished, see, e.g., [39])
• M.S. Safronova et al.: RMBPT (all-order; unpublished); see, e.g., [40]
• E. Eliav, U. Kaldor: Coupled-Cluster (unpublished, see, e.g., [41])
• V.A. Dzuba, W.R. Johnson: SD Coupled-Cluster (unpublished, see, e.g., [42])
• I.M. Savukov: parametric CI+MBPT (unpublished, see, e.g., [43])

Some of the codes listed above possess limited options for semiempirical parametric fitting, for
example, the CIV3 code [15], which allows for a semiempirical adjustment of the diagonal elements of
the Hamiltonian matrix, roughly equivalent to the adjustment of the configuration average energies in
Cowan’s LSF. The SUPERSTRUCTURE code [36] allows for the adjustment of the λ parameters of the
radial wavefunctions. Savukov’s CI+MBPT (configuration interaction plus many-body perturbation
theory) method [43] also includes some free parameters that can be optimized by a least-squares fitting
of experimental energy levels. However, I am not aware of any publicly available implementation of
these semiempirical fitting procedures.

10. Known Problems in Cowan’s Codes

One of the recently found problems in Cowan’s codes is related to CIs between configurations
forming a Rydberg series [44]. Brillouin’s theorem [1] requires the direct CI integrals of rank zero of
such configurations to be exactly zero. The problem arises because of the method used in Cowan’s
codes to identify a Rydberg series. In Cowan’s implementation, it was thought that the Rydberg
electron is always in the last occupied shell specified in the input file for RCN. However, it is not
always possible to arrange the input file in this way. Moreover, most users do not even know about
this rule and specify electronic shells using a standard ordering of the nl shells, with the principal
(n) and orbital (l) quantum numbers increasing from left to right. The following example gives two
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possible layouts of the RCN input file for calculating the odd-parity configuration complex (1s22p +
1s23p + 1s24p + 3p5p2 + 4p5p2) in neutral lithium:

(a)
3 1Li I s22p 1s2 5p0 2p

3 1Li I s23p 1s2 5p0 3p

3 1Li I s24p 1s2 5p0 4p

3 1Li I 5p23p 1s0 5p2 3p

3 1Li I 5p24p 1s0 5p2 4p

(b)
3 1Li I s22p 1s2 2p

3 1Li I s23p 1s2 2p0 3p

3 1Li I s24p 1s2 2p0 3p0 4p

3 1Li I 5p23p 1s0 2p0 3p 4p0 5p2

3 1Li I 5p24p 1s0 2p0 3p0 4p 5p2

Both layouts are allowed by RCN and produce the same values for all single-configuration Slater
parameters. However, the CI parameters are (incorrectly) calculated to be different for the last two
configurations. Since these configurations differ by only the principal quantum number of one electron
(3p or 4p), they are Rydberg configurations by definition. Layout (a) correctly produces the CI integral
Rd

0(5p3p,5p4p) = 0. However, layout (b) results in the corresponding CI integral Rd
0(3p5p,4p5p) � 0,

which is incorrect. The “bug fix” suggested in the erratum of reference [44] solves the problem only
partially, where it provides the solution to the problem occurring in most commonly encountered cases,
but not in such as given in the above example.

Other known problems are related to the transformation between different coupling schemes:

• No transformation to jj and jK coupling is available for shells with equivalent electrons. Such
shells are always represented in LS coupling.

• Recoupling to a non-standard order of shell summation is not exact in the presence of CI.

A workaround exists for both these problems, where one may use the ‘Coupling’ code designed
by G. Gaigalas as part of a future version of the GRASP2K package [45]. This code can recouple any
set of eigenvectors, including those produced by Cowan’s code, to virtually any possible coupling
scheme, including variations in the order of summation of shells.

11. Summary and Outlook

The failure of modern ab initio atomic theory methods to reproduce experimentally observed
energy structures of complex heavy atoms and ions indicates that semiempirical analysis with
parametric fitting (LSF) will remain the main tool for the theoretical interpretation of complex spectra,
such as lanthanides and actinides. Cowan’s codes remain the most universal tool in such analyses.
However, these codes have many limitations. To overcome them, new LSF codes are needed that can
better account for the relativistic and second-order effects, such as spin-spin and spin-orbit interactions.
In particular, the orthogonal operators method needs to be extended to spectra with open f shells. As
of today, no fully relativistic atomic codes exist that are capable of comprehensive parametric fitting.
The development of such codes would be most welcome. Finally, codes for the parametric fitting
of hyperfine structures and isotope shifts, some of which exist for private use, should be published
and made available. These developments are needed to address the long-standing deficiency in
experimental analyses of atomic spectra illustrated in the triangular diagram in Figure 6.

As seen in Figure 6, no experimental data exist for most spectra of atoms heavier than molybdenum
with core charges Zc > 5. Many of these unknown spectra are becoming of urgent interest for new
applications, such as for atomic clocks on heavy multicharged ions [46], extreme ultraviolet lithography
for the production of next-generation semiconductor circuits [47], and inertial fusion [48]. The
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development of accurate semiempirical atomic codes is of vital importance for the analysis of
such spectra.

 
Figure 6. The Lines Holdings from the NIST Atomic Spectra Database [20]. Each square represents an
ion with atomic number Z and core charge Zc (e.g., Zc = 1 represents neutral atoms, Zc = 2 represents
singly ionized, etc.). The color of the squares represents the amount of experimental data on the
spectrum. The brighter the color, the more data are available. A black color represents that no data are
available for a given spectrum.

Funding: This research received no external funding.

Conflicts of Interest: The author declares no conflict of interest.

References

1. Cowan, R.D. The Theory of Atomic Structure and Spectra; University of California Press: Berkeley, CA, USA,
1981.

2. Cowan, R.D. Theoretical Calculation of Atomic Spectra Using Digital Computers. J. Opt. Soc. Am. 1968, 58,
808–818. [CrossRef]

3. Cowan, R.D. Atomic Self-Consistent-Field Calculations Using Statistical Approximations for Exchange and
Correlation. Phys. Rev. 1967, 163, 54–61. [CrossRef]

4. Cowan, R.D.; Andrew, K.L. Coupling Considerations in Two-Electron Spectra. J. Opt. Soc. Am. 1965, 55,
502–516. [CrossRef]

5. Clark, C.A. Obituary: Robert Duane Cowan 26 July 2018. Available online: https://ladailypost.com/content/
obituary-robert-duane-cowan-july-26-2018 (accessed on 9 October 2018).

6. Web of Science, Originally Produced by the Institute for Scientific Information (ISI), Now Maintained by
Clarivate Analytics. Available online: http://isiknowledge.com/ (accessed on 10 September 2018).

12



Atoms 2019, 7, 64

7. Bordarier, Y.; Vetter, R.; Blaise, J. Étude des structures hyperfines des raies d’arc de 169Tm. J. Phys. 1963, 24,
1107–1112. [CrossRef]

8. Bordarier, Y.; Judd, B.R.; Klapisch, M. Hyperfine Structure of Eu I. Proc. R. Soc. Lond. Ser. A 1965, 289, 81–96.
9. Gluck, G.G.; Bordarier, Y.; Bauche, J.; van Kleef, T.A.M. Deplacement isotopique, calculs theoriques et

structure des termes dans le spectre d’arc de l’osmium. Physica 1964, 30, 2068–2104. [CrossRef]
10. Carlier, A.; Blaise, J.; Schweighofer, M.-G. Étude des configurations impaires 4f66s6p et 4f55d6s2 de Sm I.

J. Phys. 1968, 29, 729–738. [CrossRef]
11. Hansen, J.E.; Uylings, P.H.M.; Raassen, A.J.J. Parametric Fitting with Orthogonal Operators. Phys. Scr. 1988,

37, 664–672. [CrossRef]
12. Wyart, J.-F. On the Interpretation of Complex Atomic Spectra by Means of the Parametric Racah-Slater

Method and Cowan Codes. Can. J. Phys. 2011, 89, 451–456. [CrossRef]
13. Kramida, A. Critical Evaluation of Data on Atomic Energy Levels, Wavelengths, and Transition Probabilities.

Fusion Sci. Technol. 2013, 63, 313–323. [CrossRef]
14. Froese Fischer, C.; Tachiev, G.; Gaigalas, G.; Godefroid, M.R. An MCHF Atomic-Structure Package for

Large-Scale Calculations. Comput. Phys. Commun. 2007, 176, 559–579. [CrossRef]
15. Hibbert, A. CIV3—A General Program to Calculate Configuration Interaction Wave Functions and

Electric-Dipole Oscillator Strengths. Comput. Phys. Commun. 1975, 9, 141–172. [CrossRef]
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Abstract: We present convergent close-coupling (CCC) calculations of electron-impact dissociation
of vibrationally-excited molecular hydrogen into neutral fragments. This work follows from our
previous results for dissociation of molecular hydrogen in the ground vibrational level [Scarlett et al.,
Eur. Phys. J. D 72, 34 (2018)], which were obtained from calculations performed in a spherical
coordinate system. The present calculations, performed utilizing a spheroidal formulation of the
molecular CCC method, reproduce the previous dissociation cross sections for the ground vibrational
level, while allowing the extension to scattering on excited levels.

Keywords: hydrogen molecule; electron-impact excitation; dissociation

1. Introduction

The dissociation of molecular hydrogen by electron-impact excitation is a process of significant
importance in the modeling of hydrogenic plasmas. The H2 molecule is abundant in astrophysical
gas clouds and plasmas, where molecular dissociation has implications for stellar formation and
atmospheric modeling [1]. The neutral hydrogen found in the divertor region of the tokamak fusion
reactors is primarily molecular. The rate at which it dissociates plays a role in determining the
properties of the edge plasma, which in turn affects the performance of the core fusion plasma [2,3].

Many reaction channels lead to dissociation, which can be grouped into the following two general
processes:

e− + H2 → H∗
2 + e− → H(n�) + H(n′�′) + e− (1 - dissociation into neutral fragments)

→ H+
2
∗
+ 2e− → H+ + H(n�) + 2e−. (2 - dissociative ionization)

In this paper, we focus our attention on the first process—dissociation leading to only neutral atomic
fragments. This process is challenging to study experimentally, since the detection of neutral fragments
is substantially more difficult than it is for charged fragments. The only available experimental
data [4] for dissociation of the ground vibrational level were obtained by subtracting the ionization
cross section from Corrigan’s 1965 measurements [5] of the total dissociation cross section (including
Processes (1) and (2)). These measurements were performed more than 50 years ago and there have
been no subsequent attempts at repeating them. For dissociation of vibrationally-excited H2, there are
no experimental data.

Theoretical estimates of dissociation cross sections are difficult due to the large number of
dissociation channels which must be accounted for. In a previous paper [6], we analyzed the
convergent close-coupling (CCC) results for electronic excitation of H2 [7] to produce a cross section for
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dissociation of H2 in the ground electronic and vibrational state, finding that several hundred electronic
states must be accounted for to yield a convergent dissociation cross section. Furthermore, a proper
treatment of dissociation (including excitation-radiative-decay dissociation) requires collision data
resolved not only in the electronic levels, but in the initial and final vibrational levels, which vastly
increases the computational expense of the calculations. Prior to the CCC estimates of dissociation [6],
calculations were limited to low incident energies where only a small number of reaction channels
are open [8–10], or large energies where the Born approximation may be applied [11]. No attempts
were made to produce a dissociation cross section including all reaction channels over a wide range of
incident energies. The low-energy adiabatic-nuclei (AN) R-matrix calculations of the X1Σ+

g → b3Σ+
u

excitation by Stibbe and Tennyson [10] provide a good estimate of the dissociation cross section below
approximately 12 eV (depending on the initial vibrational level), where the higher electronic states are
closed. These are the only previous quantum-mechanical calculations which account for scattering
on excited vibrational levels. However, due to the difficulty of performing molecular scattering
calculations at large internuclear separations, the R-matrix calculations only treated scattering on the
vi = 0–4 vibrational levels explicitly, using an extrapolation procedure for the remaining vibrational
levels [12].

Recently, the molecular CCC method has been utilized to produce cross sections for dissociative
excitation [13] and excitation-radiative-decay dissociation [14], for scattering on all vi = 0–14 bound
vibrational levels of the ground electronic (X1Σ+

g ) state to a number of low-lying singlet states
of H2. To allow accurate structure and scattering calculations to be performed over the range of
internuclear separations spanned by the vi = 0–14 vibrational levels, the CCC theory was formulated
in spheroidal coordinates [15]. Here, we utilize these results, as well as calculations for excitation
of vibrationally-excited H2 into the triplet system, to produce e−–H2 dissociation cross sections for
scattering on all initial vibrational levels, over the energy range from threshold to 120 eV. Atomic units
are used throughout the paper unless specified otherwise.

2. Theory

Excitation-induced molecular dissociation occurs via three main mechanisms: dissociative
excitation (DE), excitation-radiative-decay dissociation (ERDD), and predissociation (PD). Detailed
discussions of the spheroidal molecular CCC method, and the calculations of DE and ERDD cross
sections can be found in Refs. [6,13–15], thus only a brief overview is given here.

2.1. Spheroidal Molecular CCC Method

The spheroidal molecular CCC method follows the same approach as the spherical-coordinate
implementation, for which a detailed discussion can be found in Ref. [16]. The principle difference
is that the coordinate space of the projectile-target system is described using a system of prolate
spheroidal coordinates ρ = (ρ, η, φ), with

ρ =
r1 + r2

2
− R

2
and η =

r1 − r2

2
, (1)

where R is the internuclear separation, and r1 and r2 are the distances from the two nuclei. The z-axis
is aligned with the internuclear axis, and the azimuthal angle φ retains its definition from the spherical
coordinate system. The use of spheroidal coordinates provides a significant improvement in both
accuracy and efficiency when calculating the target wave functions, which are inherently non-spherical,
particularly at larger values of R.

The Born–Oppenheimer approximation is utilized, allowing the electronic structure calculation to
be performed independent of the nuclear motion, at fixed values of R. The target wave functions and
energies are obtained by diagonalizing the fixed-nuclei electronic molecular Hamiltonian in a basis of
Sturmian (Laguerre) functions, which is optimized to yield an accurate description of the low-lying
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states, and an adequate pseudo-state discretization of the continuum. Specific details of the structure
calculation used in the present work can be found in Ref. [15].

The projectile wave functions are expanded in partial waves of spheroidal pseudo-angular-
momentum λ and angular-momentum projection m, and the total scattering wave function is
expanded in terms of the asymptotic channels of the scattering system Hamiltonian. The partial-wave
fixed-nuclei scattering amplitudes Ff λ f m f ,iλimi

(R; Ein) are obtained by solving the resulting set of
coupled Lippmann–Schwinger equations at a given incident electron energy Ein and internuclear
separation R. The number of target states and projectile partial waves included in the calculations
determines the accuracy of the scattering cross sections. The present calculations utilize a scattering
model consisting of 210 bound and continuum electronic (pseudo)states, which we have found to
yield a sufficient level of convergence for a number of low-lying excitations. A full discussion of the
scattering models we have used and the methods for obtaining the scattering amplitudes can be found
in Refs. [13,15].

The adiabatic-nuclei approximation is invoked to restore the dependence on the nuclear motion,
yielding cross sections for vibrationally-resolved electronic transitions ivi → f v f :

σf v f ,ivi
(Ein) =

q f v f

4πqi
∑

λ f ,λi
m f ,mi

∣∣∣〈ν f v f
|Ff λ f m f ,iλimi

(R; Ein)|νivi 〉
∣∣∣2 , (2)

where q f v f
and qi are the outgoing and incident projectile linear momenta, and νnvn are the vibrational

wave functions, which are obtained by diagonalizing the Born–Oppenheimer nuclear Hamiltonian

HBO
n = − 1

2μ

d2

dR2 +
J(J + 1)− Λ2

n
2μR2 + εn(R), (3)

where μ is the nuclear reduced mass, εn is the potential-energy curve of the electronic state n, J is the
total molecular angular momentum, and Λn is the electronic-state angular momentum projection onto
the internuclear axis. For the purposes of obtaining cross sections resolved in the target electronic
and vibrational levels only, we may neglect the centrifugal term in Equation (3), as for small J it is
negligible compared to εn.

It is worth noting that the AN cross section we define in Equation (2) includes the correct outgoing
projectile momentum

q f v f
=

√
2
[

Ein − ε f v f ,ivi

]
, (4)

where ε f v f ,ivi
is the vibrationally-resolved excitation energy. The more common AN formulation

(as given by Lane [17], for example) absorbs the outgoing momentum into the integral over R, in doing
so replacing it with the R-dependent fixed-nuclei momentum

q f (R) =
√

2
[

Ein − ε f ,i(R)
]
, (5)

where ε f ,i is the fixed-nuclei (vertical) excitation energy. In the present notation, the resulting AN cross
section is

σf v f ,ivi
(Ein) =

1
4πqi

∑
λ f ,λi
m f ,mi

∣∣∣〈ν f v f
|
√

q f (R)Ff λ f m f ,iλimi
(R; Ein)|νivi 〉

∣∣∣2 . (6)

The latter method allows for the electronic excitation cross section (summed over final vibrational
levels) to be evaluated using

σf ,ivi
= 〈νivi |σf ,i|νivi 〉, (7)
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where σf ,i is the (R-dependent) FN electronic excitation cross section. In the present formulation,
Equation (2) must be summed over final levels numerically, however at larger incident energies
(≈10 eV above the electronic excitation threshold), Equation (7) returns the same result. The present
formulation in Equation (2) is convenient when partitioning excitation cross sections into the various
dissociative pathways as it retains the correct vibrationally-resolved excitation thresholds, which are
lost in the standard AN formulation.

2.2. Dissociative Excitation

DE is the direct impact-induced transition from the initial state ivi to a dissociative level in
the vibrational continuum of some electronic state f . Evaluation of the DE cross section formally
requires integration of the kinetic-energy-release cross section dσf ,ivi

/ dEk over the kinetic energy Ek
of the dissociation fragments. However, the dissociative pseudostates resulting from diagonalizing
Equation (3) form a quadrature rule for integrating over the vibrational continuum, so we can
equivalently sum Equation (2) over these states in the same way that ionization is typically treated in
the CCC method. We have previously performed calculations for dissociative excitation of the B1Σ+

u ,
C1Πu, B′1Σ+

u , D1Πu, and E, F1Σ+
g electronic singlet states for electrons scattering on all vi = 0–14

bound vibrational levels of the H2 ground electronic state (X1Σ+
g ) [13].

2.3. Excitation-Radiative-Decay Dissociation

ERDD proceeds via excitation of the bound vibrational spectrum of an excited electronic state,
followed by radiative decay to the dissociative vibrational continuum of a lower electronic state.
The decay sequences can include multiple electronic states, and terminate in the bound spectrum of the
X1Σ+

g state or the vibrational continuum of either the ground or an excited electronic state. We have
adopted the following approach [14] for obtaining the ERDD cross section for an electronic state f :
we calculate the excitation-radiative-decay cross section for decays back to the bound vibrational levels
of the ground electronic state

σERD
ivi

′ , f ,ivi
= (1 − FPD

f ,ivi
)∑

v f

Ai, f (vi
′, v f )

A f (v f )
σf v f ,ivi

(8)

and subtract it from the cross section for excitation of the bound levels of state f , giving

σERDD
i, f ,ivi

= (1 − FPD
f ,ivi

)∑
v f

⎛
⎝1 − ∑

v′i

Ai, f (v′i, v f )

A f (v f )

⎞
⎠ σf v f ,ivi

. (9)

In Equations (8) and (9), Ai, f (vi
′, v f ) is the f v f → ivi

′ radiative transition probability, A f (v f ) is the
total transition probability for the state f v f , and FPD

f ,ivi
is the fraction of the excitation cross section

σf ,ivi
which leads to PD. We have previously performed calculations of excitation-radiative-decay

dissociation for the B1Σ+
u , C1Πu, B′1Σ+

u , D1Πu, and E, F1Σ+
g electronic singlet states, for electrons

scattering on all vi = 0–14 bound vibrational levels of the X1Σ+
g state [14].

2.4. Constructing the Dissociation Cross Section

The contribution from the electronic singlet spectrum to the total neutral-fragment dissociation
cross section is the sum of the DE, ERDD, and PD processes for all electronically bound
(i.e., non-ionizing) singlet states. For the B1Σ+

u , C1Πu, B′1Σ+
u , D1Πu, and E, F1Σ+

g states we use the
CCC DE and ERDD cross sections which have been previously calculated [13,14]. PD does not occur or
is negligible for these states, except for the D1Πu state. We take the PD fraction of 0.2564 for the D1Πu

state from Glass-Maujean et al. [18]. To approximately account for dissociation through the remaining
singlet states, we obtain an effective dissociation fraction for the states we have considered explicitly
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by summing their respective dissociation cross sections and dividing by their summed excitation cross
section. We then apply this dissociation fraction to each of the remaining excited bound electronic
states. The same approach to approximately accounting for higher excited singlet states was used in
our previous calculations of dissociation from the ground vibrational level [6]. Although dissociation
may also proceed through direct excitation of the X1Σ+

g vibrational continuum, we have found that
the cross sections for this process are two orders of magnitude smaller than the b3Σ+

u DE cross section
for scattering on the same initial vibrational level, and are therefore neglected.

Dissociation through the triplet spectrum is simpler to analyse. Assuming an L-S coupling scheme,
radiative transitions between the triplet spectrum and the singlet ground state are spin forbidden.
Since the lowest triplet state of H2 (b3Σ+

u ) is purely repulsive, excitation of any triplet state must
eventually result in dissociation. The cross section for dissociation through the triplet spectrum is then
simply the sum of all electronically bound triplet-state excitations.

Stibbe and Tennyson [10] proposed an energy-balancing modification to the AN method,
which more accurately treats the partitioning of energies between the outgoing electron and
dissociation fragments. The technique requires evaluating the fixed-nuclei scattering amplitudes
at a modified R-dependent incident energy

E(R) = Ein − ε f v f ,ivi
+ ε f ,i(R). (10)

This definition ensures that at every value of R the fixed-nuclei outgoing momentum q f (R) is equal to
the physical outgoing momentum q f v f

(Equations (4) and (5) are equivalent when Ein is replaced by
E(R) in Equation (5)). In the present notation, the energy-balanced cross section is

σ e bal
f v f ,ivi

(Ein) =
q f v f

4πqi
∑

λ f ,λi
m f ,mi

∣∣∣〈ν f v f
|Ff λ f m f ,iλimi

(R; E(R))|νivi 〉
∣∣∣2 . (11)

Stibbe and Tennyson [10] applied this technique to the dissociative b3Σ+
u excitation using true

continuum nuclear functions for the final vibrational levels, and integrating over the fragments kinetic
energy to obtain integral DE cross sections. As the b3Σ+

u excitation is the primary dissociation channel
at low energies we utilize the energy-balancing technique for this transition, but rather than integrating
the kinetic-energy-release cross section we equivalently sum Equation (11) over final vibrational
pseudostates until convergence is reached. For the remaining triplet states, a less accurate approach is
sufficient, and we utilize the analytical sum over final vibrational levels in Equation (7) to give

σ
rem. trip.
ivi

= 〈νivi |∑
f

σf ,i|νivi 〉, (12)

where the sum is over all bound electronic triplet states above the b3Σ+
u state.

3. Results

In Figure 1, we present the cross sections for excitation of the b3Σ+
u state from all bound vibrational

levels in the X1Σ+
g state. This transition is the dominant dissociative process within the triplet system,

and the dominant overall dissociative process at low energies. The cross section is substantially
enhanced at low energies when scattering on excited vibrational levels. This enhancement is due
to the degeneracy of the X1Σ+

g and b3Σ+
u states at larger internuclear separations, which results in

small excitation energies for transitions from the high-lying vibrational levels of the ground state to
the dissociative levels of the b3Σ+

u state. As shown by Trevisan and Tennyson [19,20], a significant
portion of the energy required to excite this transition is carried away by the dissociation fragments.
The large cross section for this process (particularly for low-energy electrons scattering on excited
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vibrational levels) then corresponds to the release of significant quantities of hot H atoms into the
plasma or other medium.
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Figure 1. Electron-impact cross sections for excitation from the vi = 0–14 vibrational levels of the X1Σ+
g

state to the dissociative b3Σ+
u state of H2. The cross sections increase monotonically with increasing vi.

The summed cross section for excitation of the remaining triplet states is presented in Figure 2.
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Figure 2. Electron-impact cross sections for excitation from the vi = 0–14 vibrational levels of the X1Σ+
g

state to the bound electronic triplet spectrum of H2 (minus the b3Σ+
u state). The cross sections decrease

with increasing vi up to vi = 7 (left), and rise with increasing vi for vi > 7 (right).

The remaining-triplet cross section is qualitatively similar to the b3Σ+
u cross section for scattering

on the ground vibrational level, but does not exhibit the low-energy spike for scattering on high
vibrational levels, due to the electronic separation of the X1Σ+

g state from the triplet spectrum above
the b3Σ+

u state. For the same reason, the cross sections for excitation of the remaining triplet states
show a much smaller dependence on the initial vibrational level than the b3Σ+

u excitation.
The contribution to the dissociation cross section from the singlet spectrum is presented in Figure 3.

These results are the sum of the DE and ERDD cross sections published previously [13,14] for the
B1Σ+

u , C1Πu, B′1Σ+
u , D1Πu, and E, F1Σ+

g states, plus the estimate of PD through the D1Πu state, and
the estimate of dissociation through the remaining singlet states (as discussed in Section 2.4).
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Figure 3. Electron-impact cross sections for dissociation of the vi = 0–14 vibrational levels of the X1Σ+
g

state through the singlet spectrum of H2.

The total neutral-fragment dissociation cross section is obtained by summing the above results
for dissociation through the triplet and singlet spectra. For scattering on the ground vibrational level,
we find agreement between the present results and our previous calculations [6] which were performed
using converged (491-state) spherical-coordinate fixed-nuclei cross sections weighted with dissociation
fractions obtained from a smaller (27-state) spheroidal adiabatic-nuclei model. In Figure 4, we compare
the present (210-state) and previous (410-state) calculations with the recommended cross section of
Yoon et al. [4]. The agreement between the two CCC results demonstrates that the present model
yields sufficient convergence in the dissociation cross section. As we noted in our previous work [6],
the substantial (up to a factor of 2) disagreement between the recommended data and the CCC results
between 15 and 60 eV highlights the need for new measurements to be taken to clarify the situation.

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

 0  20  40  60  80  100  120

In
te

gr
at

ed
 c

ro
ss

 s
ec

tio
n 

(u
ni

ts
 o

f a
02 )

Incident energy (eV)

present CCC
previous CCC
recommended

Figure 4. Electron-impact dissociation cross section for scattering on the ground (electronic and
vibrational) level of H2, comparing the present results with our previous calculations [6] and the
recommended cross sections of Yoon et al. [4].

In Figure 5, we present the CCC results for dissociation of all vi = 0–14 vibrational levels of
the X1Σ+

g state into neutral fragments. At low energies, the dissociation cross section is entirely
comprised of the b3Σ+

u excitation. The unusual shapes present in some curves are the result of higher
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electronic-state excitations becoming open as the incident energy increases. Over the entire energy
range, the dissociation cross sections are significantly enhanced for scattering on excited vibrational
levels, illustrating the importance of vibrationally-resolved collision data for modeling environments
where molecules are present in vibrationally-excited states, such as fusion plasmas.
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Figure 5. Electron-impact dissociation cross section for scattering on all bound vibrational levels of the
H2 ground electronic state. The cross sections rise monotonically with increasing vibrational level vi.

The approximate way in which we have treated dissociation through the higher excited singlet states
introduces an uncertainty in the dissociation results we have presented here. To provide the most liberal
estimate, we allow for a 100% uncertainty in the contribution from the these singlets. We also estimate
an overall uncertainty uCCC of approximately 10% in the underlying CCC excitation cross sections, due
to convergence and target structure accuracy. The combined uncertainty u =

√
u2

singlets + u2
CCC is

presented in Figure 6 as a function of incident energy and initial vibrational level. For scattering on the
vi = 0–7 vibrational levels, the present results have an uncertainty no greater than 15%, and up to
vi = 12 the uncertainty is less than 20%.
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Figure 6. Relative uncertainty in the CCC dissociation cross section for each initial vibrational level.
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4. Conclusions

We have presented a set of cross sections for electron-impact dissociation of vibrationally-excited
H2 into neutral fragments. An accurate treatment of the major dissociative mechanisms requires a
fully vibrationally-resolved description of the e−–H2 scattering problem, which is made possible with
the formulation of the molecular CCC method in spheroidal coordinates. For scattering on the ground
vibrational level, the CCC results predict a substantially lower dissociation cross section than the only
available experimental data in the 15–60 eV energy range [4,5], while for scattering on excited levels
there are no available experimental data. We hope the present calculations, which represent the only
available dissociation estimates for all initial vibrational levels over a wide range of incident energies,
will be of interest for modeling fusion and astrophysical plasmas where molecular hydrogen is found
in a range of vibrationally excited states.
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Abstract: Charge transfer of an electron from a neutral atom to an ion is a fundamental interaction that
plays a dominant role in the energy balance of atmospheric and astrophysical plasmas. The present
investigation measured the charge exchange cross sections of noble gas ions (He+, Ne+, Ar+, Kr+) with
N2 in the intermediate energy range 0.2–5.0 keV. The systems were chosen because there remains a lack
of consensus amongst previous measurements and regions where there were no previous measurements.
A description of the mechanical design for an electrically floated gas cell is described herein.

Keywords: cross section; charge exchange; noble gas ions; N2; molecules; scattering

1. Introduction

Charge exchange between ions and neutrals is an important process in a number of fields including
fusion science [1], astrophysics [2–5], and atmospheric physics [6–8]. Recently, charge exchange between
stellar wind ions (H+, He+, He2+) and molecules has been investigated because of its relevance in
astronomy e.g., with CO and CO2 present in cometary atmospheres [9,10] and N2 present in planetary
atmospheres [11]. The charge exchange process is written

A+ + B → A + B+ + ΔE, (1)

where ion A+ carries the majority of the collision energy compared to neutral B. The change of internal
energy as a result of the electron transfer is known as the energy defect ΔE.

When ΔE = 0, the process is resonant as in the case of symmetric collisions (i.e., A = B) where the
cross section is well explained by semi-classical calculations over most energy ranges [12,13]. Asymmetric
reactions (A 	= B) may exhibit similar behavior for reactants with small energy defects, e.g., H+ + O →
H + O+ + ΔE(∼ 0) [7]. For other reactions, the energy defect is large (ΔE > 0) and consequently the
cross section is typically smaller [14]. However, cross sections for reactions with a large ΔE may become
significant in certain high collision energy regions. When reactant B is a molecule, the number of possible
reaction channels is large compared to the atomic case, and the energy dependence of the charge exchange
cross section deviates from the single-peaked structure seen in asymmetric reactions such as those compiled
by [15]. This is illustrated in particular by collisions between N2 and atmospheric ions H+ and O+ in
the summary of [7]. In the case of the He+-N2 reaction, discrepancies still remain between a variety of
experimental efforts [11,16–21], including as much as a factor of three in magnitude and qualitatively
different behaviors as a function of collision energy.

Atoms 2019, 7, 96; doi:10.3390/atoms7040096 www.mdpi.com/journal/atoms
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Charge exchange cross sections can be measured either with a gas cell apparatus or crossed-beam
apparatus. While a crossed-beam set-up more easily allows for extraction of the target products, a gas
cell allows for precise measurement of the target pressure and the effective path length. For a more
in-depth discussion of these two techniques, see the review by [7]. Absolute cross sections are dependent
on the ability to measure the ion beam currents and neutral target pressures accurately. The experiments
performed herein took place in a gas cell apparatus [22] with the goal of producing absolute cross section
measurements. The gas cell was designed with a small effective path length in order to measure charge
exchange cross sections with large magnitudes (10−15 cm2) and mitigate the problem of large angle
scattering.

In Section 2, we present new measurements for the charge exchange cross sections for the
near-resonant reactions between noble gas ions and N2 (He+ ΔE = 9 eV, Ne+ ΔE = 6 eV, Ar+ ΔE = 0.2 eV,
Kr+ ΔE = −1.6 eV) for ion energies between 0.2 and 5.0 keV. In Section 3, we present details on the
updated gas cell apparatus designed to provide better absolute pressure measurements in the gas cell
region and improve data taking efficiency; we also discuss future directions.

2. Charge Exchange with N2

2.1. Experimental Details

The gas cell (shown in Figure 1) is mounted on a 3D translational plus rotational ultra high vacuum
(UHV) manipulator, with the intention of having the most flexibility to optimize the alignment with
various ion beam sources. This so-called manipulator-mounted gas cell (MGC) includes two skimmers
(1 mm and 2 mm apertures), a front end cap (3 mm aperture), a gas cell body (40 mm length), a back
end cap (4 mm aperture), a retarding field analyzer (5 mm aperture), and a suppression electrode (6 mm
aperture, −120 V). See [22] for more details.

Figure 1. (a) Pressure-dependent current loss data obtained for the Ar+ + Ar charge exchange process at
incident ion energies of 1–5 keV. (b) Schematic of the gas cell used for charge exchange measurements:
1. Faceplate, 2. Skimmer, 3. Gas cell, 4. Retarding field analyzer, 5. Suppression electrode, 6. Faraday cup [22].
Reprinted from Ref. [Symmetric charge exchange for intermediate velocity noble gas projectiles. J. Phys. B
At. Mol. Opt. Phys. 2019, 52, 215203], c© IOP Publishing. Reproduced with permission. All rights reserved”
with an appropriate reference to the other paper (https://doi.org/10.1088/1361-6455/ab42d1).

Beams of ions A+ (A = He, Ne, Ar, Kr) are produced in an Omicron ISE 10 Sputter Ion Source. The gas
cell is aligned to be colinear with the ion beam by finding the position which maximizes the current
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collected in the Faraday cup. The copper Faraday cup has an aspect ratio of 0.3 to minimize errors due to
secondary electrons. The acceptance angle for detection is 2.0◦ for collisions occurring near the front of the
cell and 13.0◦ at the back of the cell

The measurement procedure was performed as follows: The beam current I0(ε) at each axial kinetic
energy ε is maximized with an empty gas cell by scanning the focal and extraction electrodes on the source
for each energy studied. Then, the gas cell is filled with the target gas. The target pressure is measured
with a Bayard–Alpert gauge.

After the pressure stabilizes, I(ε), the beam current with gas in the cell is measured for each of the
energy values by manually adjusting the energy, focus, and extraction voltages to the values previously
determined. This is repeated for four different cell pressures spaced evenly between 1 and 8 ×10−4 mbar.
The fractional current loss, I0(ε)−I(ε)

I0(ε)
, is plotted as a function of pressure for each ε and fitted to a linear

function, as shown in Figure 1a. The charge exchange cross section is

σcx(ε) =
kbT
PL

(
I0(ε)− I(ε)

I0(ε)

)
, (2)

where kb is the Boltzmann constant, T is the absolute temperature of the neutral gas (296 K), and P is the
pressure in the gas cell. L is the effective path length of the interaction region (52.6 mm). In practice, σcx is
calculated from the slope, m, of the fractional current loss vs. pressure graph as follows:

σcx(ε) =
mkbT

L
. (3)

All experiments were performed in the single collision regime (P < 10−3 mbar) as determined
by observing a strictly linear relationship between ion loss and pressure. We estimated the systematic
uncertainty in the cross section at ±17% and observed statistical uncertainties on the order of ±10%
(for more details see [22]).

2.2. N2 Results

The charge exchange cross sections for the noble gas ions and neutral N2 are shown in Figure 2a–d.
The He++N2 reaction has been studied across a wide energy range [11,16–21]. All seven previous results
shown in Figure 2a utilized a gas cell or similar apparatus, and all but Rudd et al. [16] and Koopman [19]
were able to measure both the charged and neutral components of the ion beam post-charge exchange
(CX). By looking at the slow collision products, both Koopman (1968) [19] and Stebbings [20] identified the
dominant CX channel as the disassociation He+ + N2 → He + N+ + N via a two-step process.

As shown in Figure 2a, experiments at energies above 10 keV agree in trend, showing a peak at
around 30 keV. For energies below 10 keV, the works of [17,19,20] show a monotonic decrease in the cross
section with increasing energy. The most recent work [11] suggests a drop off toward low energies which is
inconsistent with the He+-N2 results from [19,20]. The apparatus of Kusakabe et al. [11] is able to examine
the charged and fast neutral components of their primary ion beam but are not equipped to detect the
slow collision products. The measured decrease in σcx with decreasing energy by [11] was argued to be a
consequence of the energy defect for the dissociation process, ΔE ∼ 0.2–0.3 eV, which suggests a maximum
in the cross section of around 0.3 keV.

Our measurements show a monotonic decrease with increasing energy; however, our cross sections
are systematically higher. A voltage of −120 V was applied to the suppression electrode to reflect any
secondary electrons produced from the fast neutral component of the ion beam hitting the Faraday cup.
Our measured cross sections include a contribution from elastic and inelastic scatter from angles above 13◦.
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Figure 2. Total charge exchange cross sections for A+ + N2 → A for A = (He, Ne, Ar, Kr). The error bars
shown represent statistical uncertainty in the measurements. (a) Total charge exchange cross sections
for He+ and N2. The measurements shown: full circles (present work, manipulator-mounted gas cell
(MGC)), inverted triangles [11], hollow squares [16], diamonds [17], × [18], hollow triangles [19], open
circles [20], triangles [21]. (b) Total charge exchange cross sections for Ne+ and N2. The measurements
shown: black circles (present work, MGC), inverted triangles [23], squares [18]. (c) Total charge exchange
cross sections for Ar+ and N2. The measurements shown: black circles (present work, MGC), inverted
triangles [24], squares [25], diamonds [18], × [26]. (d) Total charge exchange cross sections for Kr+ and N2.
The measurements shown: black circles (present work, MGC), inverted triangles [18].
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For Ne++ N2, only two experimental results are available [18,23]. Lockwood’s cross sections [18]
are nearly half an order of magnitude smaller than the present work and span an energy range outside
the scope of our apparatus. The measurements by Graham et al. [23] studied the charged and neutral
components of their ion beam post-CX, but their measured cross sections were placed on an absolute scale
by comparison to known cross sections of protons in the respective target gases. The only point where
the measurements of [23] overlap with the present work is at 5 keV where the present measurements are
four times larger. As this reaction’s angular dependence is unstudied, our data again include contributions
from large angle elastic and/or inelastic scatter. Assuming the other works in Figure 2b isolated the charge
exchange component of the total cross section, our measurements indicate that large angle non-CX scatter
is comparable to CX between 0.2 and 5.0 keV.

Ar++N2 collisions have been studied from 0.01 to 100 keV by several groups [18,24–26]. The earliest
work by [26] measured the energy distribution of both the charged and neutral component of the
transmitted ion beam, and inferred the dominant reaction channel at low energy was Ar+ + N2(v = 0)
→ Ar + N+

2 (v = 1) + 0.093 eV. At higher energies, [24] suggests that the large number of near-resonant
reaction channels leads to a relatively flat cross section as a function of energy. For measurements between
0.5 and 1 keV, we find excellent agreement between the present work and [24]. The present work and [24]
have the same magnitude cross section as the higher energy results of [18,25].

For Kr+-N2, only one previous work is available [18]. This paper contains measurements for all
four systems studied here for energies above 10 keV. Unlike Lockwood’s results in He+ and Ar+, their
data show an increase in σcx with increasing energy for Kr+-N2. This indicates that the collision energy of
the cross section maximum is higher than in the other cases. We note that of the four reactions studied
here, only the Kr+-N2 reaction contains a negative energy defect ΔE.

3. Floating Gas Cell

Having the gas cell attached to the manipulator was very useful for aligning the beam and gas cell
while the apparatus was under vacuum. However, it did add some constraints to the design, specifically
the pressure gauge for the gas cell being located 14 inches from the cell and connected by 1/4 inch flexible
stainless steel tubing. As a result of this, it took several minutes after each pressure change for equilibration
to be reached between the gas cell and the gauge. With the current ion source, each adjustment of the beam
energy requires manual resetting of the three ion source voltages. The combination of manually adjusting
the source and waiting for the pressure to stabilize meant that a typical measurement of 10 different
energies took in the order of 1 h. As a check of the stability of the ion source, the empty-cell beam currents
were again measured after the gas was pumped out of the gas cell. If significant deviations between the
pre- and post-gas currents were seen, the data was discarded and retaken. Lastly, the long tubing for gas
injection led to 1–2 h returns to system base pressures which were in the 2 × 10−8 mbar range.

A new gas cell was designed to improve the accuracy of the pressure measurements and allowed
for faster data collection. A schematic of the electrically floated gas cell (FGC) is shown in Figure 3. The
stainless steel gas cell body is mounted to an 8” CF flange by a hollow (1.3” internal diameter) rod. While
no longer attached to the 3D manipulator for in-situ alignment, the design of the rod mount allows for
the cell to be translated and rotated during installation. Alignment between the ion source exit and gas
cell apertures is achieved with a HeNe laser. The hollow rod additionally provides a significantly larger
conductance of the gas between the cell and the gauge. Not only is this an improvement in our ability to
measure the pressure during experiments, the elimination of the narrow tubing of the MGC design results
in a significant reduction in the time it takes to pump out the cell, and a reduction by a factor of four in
system base pressure (5 × 10−9 mbar).
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Figure 3. (Left) Comparison of σcx for Ar+ symmetric charge exchange measured with the floating gas
cell (FGC) and the manipulator gas cell (MGC) from [22]. Data for the FGC is offset −50 eV for clarity.
(Right) Cut-away view of the FGC. Shown is the gas inlet, MACOR spacer (mesh not shown), and gas cell
components with knife edges. The direction of the incoming beam is indicated by the orange arrow.

The dimensions and placements of the electrical components of the FGC were the same as those in the
MGC except as described below. Both the faceplate and skimmer were changed from the original aperture
sizes (2, 3 mm) to (1, 1 mm), respectively. The FGC electrical components, including the two skimmers,
end caps, retarding field analyzer, and suppression electrode, were machined with knife edges such that
scattering off of the walls of the apertures is minimized. We also modified the retarding field analyzer by
adding a 100×100 stainless steel mesh (wire thickness 0.001”) in its aperture to ensure a uniform field. All
components were electrically isolated with MACOR top-hat washers.

The main difference, however, is that the gas cell is electrically isolated from the gas inlet (and
therefore the rest of the vacuum chamber) by a 1/4” thick MACOR ring. On the underside of the MACOR
ring, a thin annular holder braces a titanium mesh (20 × 20, wire diameter 0.016”) between the MACOR
ring and cell body. Teflon sleeves insulate the screw heads between the cell body and metal gas inlet.
With the FGC, rather than adjusting the beam energy ε at the ion source as in the MGC design, the FGC
beam energy is adjusted by applying an electric potential VFGC to all of the gas cell components (i.e.,
skimmers, end caps, cell body, and retarding field analyzer). This was done using a digitally controlled
high voltage supply integrated into our system’s LabVIEW control software. The beam energy in the cell
is then given by ε = |e|(Vsource − VFGC).

The experimental procedure was the same as previously described except that the parameters of the
ion beam source were fixed providing a single source energy throughout an experiment. After recording
data for a series of beam energies and cell pressures, the analysis was done using Equation (3), the same as
with the MGC data. In Figure 3, we can see a comparison of the measurements of the Ar+-Ar cross section
in the MGC [22] and preliminary tests using the FGC. For the Ar+-Ar measurements from the MGC [22] in
Figure 3, the statistical uncertainties are in the order of ±5%. In the FGC data, the statistical uncertainties
in the cross sections are in the order of ±9%. The use of 1 mm apertures in both the faceplate and skimmer
decrease the beam current significantly compared to the MGC design (IMGC

o ∼ 10–60 nA, IFGC
o ∼ 2–10 nA,

depending on ion source pressure and beam energy), and the smaller beam currents lead to larger noise in
the Faraday cup current measurements.

It is important to note that with the MGC design, one experimental set (consisting of 10 energies each)
either spanning 0.2–1.0 keV or 1.0–5.0 keV, took 3 h due to the long pumping times (up to 2 h) and the
measurement duration (1 h). With the FGC design, one experimental set, spanning 2 keV in E, may be
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accomplished in 0.5 h, and thus a single reaction in Figure 2 may be accomplished in 8 h (breaking the
energy range in two sections and performing each four times). Increasing the ion source operating pressure
and/or reverting the faceplate and skimmer apertures to their original sizes (2, 3 mm) would increase the
measured beam currents and reduce the statistical uncertainties in the measured cross sections.

4. Conclusions

We measured total charge exchange cross sections for the reactions A+ + N2 → A for ions A = (He, Ne,
Ar, Kr) between 0.2 and 5.0 keV. From comparisons with other measurements in N2, our results suggest
large-angle scattering may be important in ion-molecule scattering in the keV energy range. Presently,
the MGC design cannot distinguish between current loss due to scatter beyond 13◦ and neutralization
of ions from CX. Future experiments will investigate the effect of larger aperture sizes on the measured
cross sections. Increasing the aperture sizes of the back end cap from 4 to 6 mm and the Faraday cup,
suppression electrode, and retarding field analyzer to 9 mm will yield an increase in the collection angle
from 2◦ (present) to 4◦ at the front of the cell and from 13◦ (present) to 18◦ at the rear of the cell. In total,
this change will increase the effective collection area of our primary ion beam and help constrain the effect
of scattering to large angles in these noble gas ion-molecule collisions.

The design and first measurements with an electrically floating gas cell were also presented.
Preliminary results with this new design are in excellent agreement with previous measurements from our
group, but also show larger statistical uncertainties. However, the faster measurement protocol means that
we can compensate by taking more measurements. Other methods for increasing the signal to noise will
include increasing the ion beam current density and/or working with larger aperture radii.
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Abstract: Collisions of low energy electrons with molecules are important for understanding many
aspects of the environment and technologies. Understanding the processes that occur in these types
of collisions can give insights into plasma etching processes, edge effects in fusion plasmas, radiation
damage to biological tissues and more. A radical update of the previous expert system for computing
observables relevant to these processes, Quantemol-N, is presented. The new Quantemol Electron
Collision (QEC) expert system simplifyies the user experience, improving reliability and implements
new features. The QEC graphical user interface (GUI) interfaces the Molpro quantum chemistry
package for molecular target setups, and the sophisticated UKRmol+ codes to generate accurate
and reliable cross-sections. These include elastic cross-sections, super elastic cross-sections between
excited states, electron impact dissociation, scattering reaction rates, dissociative electron attachment,
differential cross-sections, momentum transfer cross-sections, ionization cross sections, and high
energy electron scattering cross-sections. With this new interface we will be implementing dissociative
recombination estimations, vibrational excitations for neutrals and ions, and effective core potentials
in the near future.

Keywords: cross sections; elastic scattering; inelastic scattering; electronic excitation; rotational
excitation; electron scattering; ionization; momentum transfer

1. Introduction

Electron collisions drive many processes both in the natural world and industrial processes.
Compilations of electron collision cross sections, see for example [1–4], are becoming increasingly
reliant on theory. Indeed the difficulty of measuring cross sections for chemically unstable species
(radicals) has led to the suggestion that computed cross sections represent the solution for many
problems involving technological plasmas [5,6]. Computed cross sections sets for key species are
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beginning to become available [7,8]. Computing such data sets, especially for low-energy collisions,
requires sophisticated computer programs capable of treating both the electronic structure of the target
molecule and the details of the electron collision process.

The R-matrix method [9] has proved very powerful for computing cross sections for a whole
range of atomic and molecular problems [9]. For electron–molecule collisions the method has been
implemented in a series of codes [10–13], generically known as the UK Molecular R-matrix (UKRmol)
codes. These codes are powerful and can be used to tackle a variety of problems [14] but they are
far from straightforward to run, as they require specialist knowledge on both molecular structure
and electron scattering as well as experience on how to build sophisticated and balanced models,
see [15–17] for example.

To address this problem Quantemol Ltd. developed an expert system, known as Quantemol-N
(QN) [18], to run the UKRmol codes of Carr et al. [12]. Over time this code was developed to include
not only the normal facilities of the UKRMol code to compute elastic and electronically inelastic
cross sections but also to compute differential, momentum transfer and rotational excitation cross
sections using code POLYDCS [19], ionization cross sections using the BEB (binary encounter Bethe)
method of Kim and Rudd [20], and an especially developed dissociative electron attachment (DEA)
estimator [21]. More recent developments involved the extension of calculations to high energies
using the so-called BEf procedure of Kim [22] and the spherical complex optical potential (SCOP)
method [23–25]. Recent releases of QN also feature an implementation of the UKRMol photoionization
model [26].

Recently Benda, Mašín, Gorfinkiel and co-workers have developed a significantly updated and
improved version of the UK Molecular R-matrix codes known as UKRmol+ [13]. New features in
UKRMol+ include the implementation of new integrals package [27] which allows the use of Gaussian
(GTO) [28] and B-spline (BTO) [29,30] type orbitals to represent the continuum. This new package
facilitates the treatment of electron collisions with significantly larger molecules than was possible with
UKRmol [31] and hence QN. UKRmol+ also features a greatly improved procedure for construction
and diagonalization of the inner region Hamiltonian matrix [32], which is the rate-limiting step in
most R-matrix calculations, as well as a number of other improvements.

Previous implementations of these codes essentially contained a quantum chemistry code at their
heart. In order to construct the Hamiltonian matrix on the basis of configurations, a unique set of
molecular orbitals describing the target molecule are needed. Previous implementations of the codes
contained programs that allowed generation of these orbitals using simple approaches. UKRmol+ uses
a different philosophy whereby the target molecular orbitals and the atomic GTO basis are read in
from a file in the Molden format [33]. Although the Molden file is general and can be generated by a
range of quantum chemistry software, most calculations actually use the general-purpose quantum
chemistry program package Molpro [34,35]. This gives UKRmol+ access to orbitals generated using a
wide range of sophisticated methods including state-averaged complete active space self-consistent
field (CASSCF).

To take advantage of the improvements offered by the new UKRmol+ code, we decided to build a
new expert system, known as Quantemol Electron Collisions or QEC for short. QEC incorporates all
the features of QN discussed above plus new functionality made possible by UKRmol+ and closer
integration with Molpro. The purpose of this paper is to describe the QEC expert system.

2. The R-Matrix Method

The R-matrix method is an example of an embedding method which divides space into different
regions. In this case the method uses an inner region which is a sphere of radius a and an outer region. In
its most general form the inner region wave functions are represented by the close-coupling expansion:

ψN+1
k = Â ∑

i,j
cijkΦN

i (x1, . . . , xN)ηij(xN+1) + ∑
m

bmkχN+1
m (x1, . . . , xN+1). (1)
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In this equation ΦN
i (x1, . . . , xN) represents the target wave function. In QEC this wave function is

generated using GTOs from the Molpro basis set library and orbital imported from Molpro generated
with one of two models: either HF (Hartree–Fock) or MC-SCF (multi-configuration self consistent
field) as discussed below. The ηij(xN+1) are orbitals used to represent the continuum for which QEC
has a library of GTO functions based on those of Faure et al. [28]. Functions with � ≤ 4 (i.e., up to g
wave) are explicitly included. The antisymmetriser, Â, ensures that the product of the target wave
function and continuum orbital obeys the Pauli principle.

The second sum in Equation (1) runs over configurations so-called L2 where all electrons are
place in target orbitals. The precise configurations chosen depends on the model used for a particular
calculation. QEC implements three distinct scattering models which are selected by the user.

Static exchange (SE) is the simplest model implemented; it uses HF target wave function and the L2

configurations are given simply by placing the scattering electron in unoccupied target (virtual) orbitals.
Static exchange plus polarization (SEP) builds on the SE model by also including L2 configurations

which involve promoting an electron from the HF target wave function to a virtual orbital while also
placing the scattering electron in a target virtual orbital. This provides a good representation of
low-lying resonances which are the route to DEA. The SEP model is therefore recommended for
computing DEA cross sections.

Close-coupling (CC) expansions involve including several target states in the inner region
expansion, Equation (1). This model normally uses a complete active spaces (CAS) description
of these states [15] for which it employs MCSCF orbitals (this is an improvment of QN which used HF
orbitals for this step). Studies of electron-impact electronic excitation and dissociation (which goes
via electronic excitation) must be performed at the CC level; this is also recommended for studies of
Feshbach resonances. CC calculations are computationally more demanding than SE or SEP ones.

There is a fourth possible model for studying electron molecule collisions with UKRMol/UKRmol+,
which is the R-matrix with pseudostates (RMPS) method [36,37]. The RMPS method is a generalization of
the CC method which allows for the inclusion of target continuum states in the CC expansion. RMPS
calculations have very useful properties in terms of extending the energy range of the calculations and
converging polarization effects [38], but are computationally very demanding [16,39] so as yet have
not been implemented in QEC.

Solving the problem in the outer region is performed in two steps. First the R-matrix is propagated
from the boundary given by r = a to some large r = r f [40], where r f is chosen such that the
non-Coulombic potential can be neglected for asymptotic region defined by r > r f ; QEC assumes
r f = 100.1 a0 and beyond this uses an asymptotic expansion due to Gailitis [41,42]. The K-matrices
so calculated are used by QEC to automatically detect and fit resonances [43] and to construct the
corresponding T-matrices. The resonance parameters form the main input to the DEA estimator [21].
The T-matrices are used to compute elastic and electronically inelastic cross sections, and provide the
input to code POLYDCS [19] which computes differential, momentum transfer and rotational-excitation
cross sections. For molecules with a permanent dipole moment it is necessary to correct for partial
waves higher than � = 4 [44]; this done either using POLYDCS or code BornCross [45]. Finally,
the elastic and electronically inelastic cross sections are turned into rates assuming Maxwellian
distribution for the electron energies.

3. The QEC Interface

QEC runs through a graphical user interface (GUI) which guides the user through the calculations.
The first inputs come on a screen which provides the molecule set up, see Figure 1. The geometry
of the molecule can be put in by hand or via an xyz file. If the precise geometric parameters are not
known, an approximate geometry can be guessed and is automatically optimized by Molpro. This is
requested using the “Optimise” tab and results in a rapid Hartree–Fock level calculation. The figure
illustrates the geometry of methane which has been optimized in this fashion.
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Figure 1. Screenshot of the molecular set-up page in the Quantemol Electron Collision (QEC) graphical
user interface (GUI) showing methane as an example. The screenshot was taken after the geometry
had been optimized using Molpro and the coordinates automatically shifted to the center of mass.

It is a requirement of the R-matrix method that the origin of the coordinate system is the molecular
center of mass. QEC automatically shifts the geometry to this center of mass; it stores a library of
main-isotope atomic masses for this purpose. Note that for molecular ions, the choice of center of mass
is important for obtaining the correct target dipole moment [46]; the effect of isotopic substitution on
the center of mass can be controlled via an advanced option.

Both Molpro and QEC only use Abelian symmetry groups i.e., ones which contain no degenerate
representations. Molpro contains the facility to automatically classify molecules to a point group.
QEC exploits this facility once the geometry has been determined. The resulting point group is
illustrated using the appropriate mirror planes in the QEC molecular viewer which forms part of
second input page of the GUI. Figure 2 shows this for the example of methane. Note that while
methane in its equilibrium geometry has point-group symmetry Td, Molpro and QEC only use the
C2v subgroup.

The second input page also allows the user to choose a target basis set from a number of standard
GTO sets. The level of calculation used to generate the target orbitals and wave functions must be
chosen at this point: HF orbitals are used for SE and SEP calculations, while MCSCF orbitals are
required for CC calculations. Here, and elsewhere, there are a number of advanced user options which
allow the experienced user to change the standard QEC defaults. Figure 2 shows the choice of MCSCF
orbitals computed using a standard cc-pVDZ basis set. The advanced user options displayed are
actually the default ones. However, we note that calculations on ionic targets require the charge of the
target molecule to be selected as non-zero at this point. The default active space used for the MCSCF
calculations is the standard one used by Molpro; it is the valence space, comprising all the orbitals of
the highest n quantum number that are occupied, that are active,so for methane that means 2s2p for C
and 1s for H, with the 1s orbital of C treated as a core orbital. For large molecules with many active
electrons it may be necessary to reduce this space.
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Figure 2. Screenshot of the page in the QEC GUI which sets up the molecular target calculation which
is performed using Molpro.

Input page 3 of the GUI sets up the R-matrix and parameters for scattering calculation.
The methane example shown in Figure 3 uses QEC defaults. At this stage the parameters of the
calculations are now fully determined.

Figure 3. Screenshot of the page in the QEC GUI which set the parameters for the scattering calculation.
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The final input page of the GUI, see Figure 4, allows the user to specify what results are required.
Only outputs consistent with the chosen model (SE, SEP or CC) are allowed. Optionally the user can
choose to compute differential, momentum transfer and rotational-excitation cross sections using code
POLYDCS. Since POLYDCS only allows for electronically-elastic cross sections, these cross sections are
only computed up to the first electronic excitation threshold in CC calculations. Choice of the DEA
estimator requires the user to provide further information such as an estimated vibrational frequency
of the dissociating mode and an estimated dissociation energy. We plan to use Molpro to provide
these data automatically in the future. QEC already contains a library of electron affinities for standard
atomic and molecular fragments.

The final two optional cross sections are the SCOP and BEf high energy approximations. SCOP
calculations provide high energy estimates of the total elastic and inelastic (including ionization, etc.)
cross section. SCOP calculations employ charge distributions provided by Molpro but are rather
slow so should only be used if the user actually wants the results. Finally the BEf method is used
to estimate high energy electronic excitation cross sections. The BEf method works using a dipole
approximation [22] and only dipole-allowed electronic excitations are actually considered; this is
consistent with the fact that excitations cross sections which are not dipole allowed go rapidly to zero
at higher energies. Parameters for both BEB (ionization) and BEf calculations are fully provided by
Molpro. For BEB the user has the option to change the ionization potential, which Molpro determines
using Koopman’s theorem, if they wish. Note that selecting BEB only at this stage will run only a BEB
calculation which is very quick even for large systems.

Figure 4. Sample screen for a close-coupling (CC) calculation on methane showing the outputs selected
to be total cross section, the eigenphase sums for each symmetry, the rate of elastic scattering as a
function of temperature and the ionization cross section computed using the binary encounter Bethe
(BEB) method.
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QEC provides a variety of results. Figure 5 illustrates some of the graphs automatically generated
for the methane example considered above. Note that the 2B1 and 2B2 eigenphases are degenerate
which is a usual occurrence when C2v symmetry is used as a proxy for a higher-symmetry point group.
These eigenphases have been smoothed to remove arbitrary jumps by π. Note that the illustrated
results for methane use a very simple SE model; a comprehensive R-matrix study of this problem is
available [47].

Figure 5. Examples of graphical outputs produced by QEC for a static exchange (SE) calculation on
methane showing total cross sections, eigenphase sums, rates and ionization (BEB) cross sections.

Finally Figure 6 shows examples of plots displaying differential cross sections for CO2 as a function
of both electron collision energy and angle. The results are for an SEP calculation with eight virtual
orbitals, using a cc-pVDZ target GTO basis. The results are plotted as single angle–energy dependent
contour plots or, alternatively, as cuts through the DCS at a single angle or energy. Illustrated are the
cross sections as a function of energy for a scattering angle of 126◦. Figure 7 shows examples plots
displaying differential cross sections for CO.
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Figure 6. Differential cross sections for CO2 as displayed by the QEC GUI.

Figure 7. Differential cross sections for CO as displayed by the QEC GUI.
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All the graphical results are also available as data spreadsheets. QEC also provides parameters
for the resonances it detects and a theory model file gives details of the calculations performed plus
appropriate references to quote when preparing the results for publication.

QEC is provided with a comprehensive manual and associated help facility. It also has a library
of about a dozen previously run example which users can try and, if appropriate, adapt; this library is
being systematically added to.

4. Concluding Remarks

The present article describes a new expert system designed for an easy and rapid generation
of low-energy electron scattering data using the Quantemol Electron Collision (QEC) expert system.
QEC runs an integrated versions of the Molpro ab initio molecular electronic structure code [34,35]
and the newly developed UKRmol+ R-matrix electron molecule scattering code [13]. QEC exploits
this close coupling of the codes in a number of ways such as automated geometry optimization and
symmetry determination, and the direct provision of inputs for SCOP, BEB and BEf calculations.
However there are a number of other places where this coupling will be exploited further in the future
such as the automated provision of parameters for the DEA estimator.

Future releases of QEC will further increase its functionality. Plans include the implementation of
a dissociative recombination estimator [48], automated electron-impact vibrational calculations, and
the use of effective core potentials for heavy atoms.
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Abstract: The NIFS (National Institute for Fusion Science) Atom and Molecular Database, which has
been available online since 1997, is a numerical atomic and molecular database of collision processes
that is important for fusion research. This database provides the following: (1) the cross-sections
and rate coefficients for ionization, excitation, and recombination caused by electron impact; (2) the
charge transfer caused by heavy particle collision and collision processes of molecules; and (3) the
sputtering yields of solids and backscattering coefficients from solids. It also offers a bibliographic
database. We recently reconstructed the database system. The main purpose of the reconstruction
was to migrate the database into an open-source architecture to make the system more flexible and
extensible. The previous system used proprietary software and was difficult to customize. The new
system consists of open-source software, including PostgreSQL database and Ruby on Rails. New
features were also added to the system. The most important improvement is the interface with the
Virtual Atomic and Molecular Data Center (VAMDC) portal. Using this interface, researchers can
search for data in the NIFS database as well as in various other online databases simultaneously.

Keywords: databases; atoms; molecules; VAMDC; web

1. Introduction

Since 1975, atomic data have been compiled and published by a working group of atomic and
plasma physics researchers from Japanese universities [1,2]. In the 1980s, these data were housed in an
atomic database whose data retrieval and display systems were accessible via a mainframe computer
system in the Institute of Plasma Physics at Nagoya University [3]. In 1997, the database system was
migrated to a relational database, Oracle. The system was also uploaded online and named the NIFS
Atom and Molecular Database (NIFS DB), enabling online data retrieval and display [4,5]. However,
because of the rapid progress of computer and internet technology, several of the NIFS DB’s software
components had become obsolete and could not be updated further. Moreover, there was a potential
security risk. Therefore, we decided to upgrade the system.

Another motivation for the upgrade was to allow the NIFS DB to be used by a wider range of
scientists. The NIFS DB was originally constructed to gather information on electron impact ionization
and excitation cross-sections and was later expanded to cover a wide variety of collision processes in
plasma and plasma wall interactions. Table 1 shows the available contents of the data as of June 2019.
Thus, the NIFS DB was produced mainly for fusion plasma research, but it is also useful in other areas
of research, such as in astrophysics.

The Virtual Atomic and Molecular Data Center (VAMDC) Consortium runs an interoperable
e-infrastructure to integrate a broad range of online atomic and modular databases. Through the
VAMDC portal, a user can cross-search all the heterogeneous databases in the system [6]. By joining
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this integrated system, the NIFS DB will be widely accessible to other research groups beyond the
plasma fusion research community. In order to join the VAMDC system, databases must conform to
VAMDC standards, and the NIFS DB needs to be modified accordingly.

Table 1. Contents of the NIFS Atom and Molecular Database (NIFS DB) as of June 2019. The NIFS DB
stores numerical and bibliographic data.

Name Description Records

AMIDIS

Cross-sections for ionization, excitation, recombination, and dissociation of atoms,
ions, and molecules by electron impact

ION Ionization cross sections and rate coefficients caused by
electron impact 2862

EXC Excitation cross sections and rate coefficients caused by
electron impact 716,452

REC Recombination cross-sections and rate coefficients
caused by electron impact 27,532

DIO Dissociation cross sections of molecules 202

CHART Cross-sections for charge transfer and ionization caused
by heavy particle collision 7618

AMOL Cross sections and rate coefficients for electron–molecule
collision processes 3180

CMOL Cross sections and rate coefficients for heavy
particle–molecule collision processes 2139

SPUTY Sputtering yields for solids 2349

BACKS Energy and particle backscattering coefficients of light
ions injected into surfaces 485

ORNL Bibliography on atomic collision collected at ORNL 78,097

2. New System

2.1. Overview

Figure 1 shows an overview of the new system. The web interface was built using Ruby on
Rails [7], which is a web application framework written in Ruby. The database management system
was replaced by PostgreSQL, an open-source relational database system. Currently, ION data are
copied into another database, which is dedicated to VAMDC node software [8], and are searchable
from the VAMDC portal. Table 2 shows the main software components used in the previous and
current systems.

The main reason for this update was that the OS and other software components had become
outdated, and the security updates for the software were no longer being accepted. Therefore, we
decided to upgrade the system to be compatible with the latest OS and other software. We also decided
to use open-source software rather than proprietary software, because we could support it ourselves
more easily. We chose Ruby on Rails as the web application framework, which can be used to develop
a smoother and more interactive user interface. Now, a user can compose complex and multiple
condition queries to search the data via a web browser. The user can also search from the periodic
table interface for simplicity (Figure 2). The query results for the numeric data can be obtained in the
form of tabular data, coefficients of the fitting curve, or graphic files (Figure 3).

2.2. VAMDC Interface

Through the VAMDC portal, a user can search simultaneously across a wide range of integrated
databases from all over the world via a web browser. These database systems all comply with VAMDC
standards, allowing the user to easily access their data. The standards define several parameters,
including data models of atoms and molecules, protocols for queries and data retrieval, and so on. The
portal is run via a node system. The VAMDC portal sends out queries and retrieves the results from the
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nodes by exchanging XML messages. To integrate the NIFS DB into the VAMDC node system (thereby
making the NIFS DB a node), there were two possible courses of action, plan A and B (Figure 4).
Plan A was to build a VAMDC interface on the present system. The web interface of the NIFS DB
is implemented by Ruby on Rails, and it is possible to interpret XML using the Rails application to
exchange messages between the NIFS DB and the portal. The advantage of this approach is that it is
easy to maintain the consistency of the database. When the original data are updated, the changes in
the NIFS DB are reflected in the VAMDC portal simultaneously. However, the necessary development
required to implement Plan A would be complicated.

Plan B was to build another system dedicated only to the VAMDC portal using VAMDC node
software—an application of Django, which is a python-based web application framework [9]. Adding
little to no code, the system could easily become a node without modifying the original system.
However, the database structure that the node software requires is different from that of the NIFS DB,
and it would be necessary to synchronize data between the two databases.

After weighing these plans, we adopted Plan B, because the implementation of Plan A would
have required huge modifications. Because updates of the NIFS DB are not frequent, real-time
synchronization between the NIFS DB and the VAMDC database is not necessary, and it can be
executed occasionally or manually. In the first step, only the ION table was copied into the VAMDC
database, and currently, these are the only NIFS DB data available to be searched through the
VAMDC portal.

Figure 1. An overview of the new system. The contents of the NIFS DB are provided by the Ruby
on Rails application. In order to communicate with the Virtual Atomic and Molecular Data Center
(VAMDC) portal, VAMDC node software runs in the same server.
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(a) (b) 

Figure 2. The graphical user interface (GUI) of the NIFS DB. (a) The user can search data by constructing
complex queries in the web browser. (b) For simplicity, the user can obtain the expected data of the
atoms from the periodic table interface.

  
(a) (b) 

Figure 3. The results of the search can be obtained in the form of (a) numerical data, (b) images
(PostScript, PDF, PNG), or the coefficients of fitting curve.

  
(a) (b) 

Figure 4. The two possible integration plans. (a) Plan A was to implement the VAMDC standards in the
NIFS DB by building node compatibility into the existing system. (b) Plan B was to build another NIFS DB
system dedicated to the VAMDC portal, which was compatible with the VAMDC node software, Django.
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Table 2. The major software components used for the old and current systems.

Old Current

OS RedHat Enterprise 5 CentOS 7.5
RDB Oracle 8.5 PostgreSQL 9.5

Web Application CGI Ruby on Rails, JavaScript, Django

3. Discussion

Because the initial design of the NIFS DB and the structure of the VAMDC database differed,
the NIFS DB data could not be integrated into the VAMDC database in a straightforward way. For
example, the original NIFS DB system compiles data of experiments and theories from published
materials, and the database stores the tag of the original resource, to which the user can easily refer. In
contrast, the VAMDC database treats atoms, molecules, transitions, and so on as objects. Thus, we
decided to develop another NIFS DB system using the VAMDC node software. The conversion from
the NIFS DB to the VAMDC database was executed by splitting the ION table into subparts (Figure 5).

In order to record as much published information as possible, the treatment of the data in the
NIFS DB is neither consistent nor complete. Certain ION data have attributes of electron configuration,
but some data do not. There are also some data that treat multiple reactions as a single reaction, such
as the following:

A + e− → Σ
{
An+ + (n + 1) e−

}
. (1)

In such cases, only one set of numerical data for a single reaction is provided.
Currently, these data have been ignored and have not been copied into the VAMDC database.

In order to access these data from the VAMDC portal, the modification of the VAMDC standards
is required.

Figure 5. Conversion of the ION table from the NIFS DB to the VAMDC database. The original ION
table in the NIFS DB is divided into three tables in the VAMDC database.

4. Conclusions

NIFS maintains the NIFS Atom and Molecular Database. Initially, the database was constructed
to facilitate fusion plasma research, but it has also become useful in other areas of research, such as
astrophysics. The data are now available online, and as a result of our recent updates, the data are
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now beginning to be available via the VAMDC portal. Currently, only the ION table has been made
compatible with the VAMDC database, but work on making the other tables compatible is in progress.
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