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Recent advances in mass spectrometry (MS) instrumentation [1,2], especially in MS resolution
and scan rate enable the quantitation of expression of more than 15,000 proteins (>12,000 genes)
from mammalian tissue samples [3,4]. These advances have opened the door to the proteome and
already are having an impact that extends from biology to clinical proteomics. With no theoretical
limits in sight—with regard to further improvements in MS instrumentation and improved peptide
identification algorithms and bioinformatics—the future of MS-based, quantitative proteomics is
incredibly promising and exciting. Indeed, new chemical labeling technologies that incorporate
multiple isobaric tags now enable concurrent analyses of up to 11 different samples using commercially
available reagents [5]. While these methods are beginning to be applied to neuroproteomics, the
central nervous system (CNS) poses unique challenges to quantitative proteomics that begin with the
immense level of cellular and sub-cellular heterogeneity. The human CNS has ~100 billion neurons,
each with 10,000 to 100,000 synaptic connections; and even larger numbers of glial cells. Moreover,
there is a large variety in cell morphology with individual neurons typically being intermingled in
close contact with several different types of neurons and with axonal projections from an individual
neuron often projecting over relatively long distances. Given that it is now clear that each of the
~500–1000 individual types of nerve cells exhibit distinct patterns of gene expression [6,7], it is critically
important to develop and publish the technologies and methodologies needed to enable quantitative
MS/proteomic analyses of specific neuronal cell types and their organelles. This topic is reviewed
by Wilson and Nairn [8], and Wang and Savas [9], who highlight that cell-type-specific analysis has
become a major focus for many neuroscience investigators. While the whole brain or large regions of
brain tissue can be used for proteomic analysis, the useful data that can be gathered is limited because
of cellular and sub-cellular heterogeneity. Analysis of mixed populations of distinct cell types not
only limits our understanding of where a particular protein expression change might have occurred,
it also minimizes our ability to detect significant changes in protein expression and/or modification
levels due to issues related to dilution effects and low signal to high noise. Moreover, isolation of
specific cell types can be challenging due to their nonuniformity and complex projections to different
brain regions. In addition, many analytical techniques used for protein detection and quantitation
remain insensitive to the low amounts of protein extracted from specific cell populations. Despite these
challenges, methods to improve the proteomic yield and increase resolution continue to develop at a
rapid rate.

The review by Wang and Savas [9], and the article by Roy et al. [10], show that proteomic
heterogeneity in the brain extends beyond the cell type to synaptic and postsynaptic density (PSD)
proteomes, respectively. Different types of synapses in the brain have highly specialized neuronal
cell-cell junctions, with both common and distinct functional features that arise from their individual
synaptic protein compositions. Even a single neuron can have several different types of synapses
that each contain hundreds or even thousands of different proteins. While MS/proteomic analyses

Proteomes 2019, 7, 24; doi:10.3390/proteomes7020024 www.mdpi.com/journal/proteomes1
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provide a powerful approach for characterizing different types of synapses and to potentially identify
disease-causing alterations in synaptic proteomes, the value of most synaptic proteomic analyses that
have been published are also limited by the molecular averaging of proteins from the multiple types of
neurons and synapses that often have been analyzed together. In their review, Wang and Savas [9]
summarize a wide range of currently available technologies for analyzing neuron-type specific and
synapse-type specific proteomes and discuss strengths and limitations of each of these technologies for
successfully addressing the “averaging problem”.

The study by Roy et al. [10] was designed to determine if the synaptic proteome differs across
anatomically distinct brain regions. Postsynaptic protein extracts were isolated from seven forebrain and
hindbrain regions in mice and their compositions were determined using MS/proteomics. Across these
regions 74% of proteins showed differential expression with each region having a distinctive composition.
These compositions correlated with the anatomical regions of the brain and their embryological origins.
Proteins in biochemical pathways controlling plasticity and disease, protein interaction networks,
and individual proteins involved with cognition all showed differential regional expression. In toto,
the Roy et al. [10] study showed that interconnected regions have characteristic proteome signatures
and that diversity in synaptic proteome composition is an important feature of mouse and human
brain structure.

Both Wilson and Nairn [8], and Wang and Savas [9], described the use of in situ proximity labeling
methods to identify protein-protein interactions within discrete cellular compartments. As an example
of the use of this technology, the Cijsouw et al. [11] article describes the use of this approach to
map the proteome of the synaptic cleft, which is the space between two neurons at a nerve synapse.
Cijsouw et al. [11] used a peroxidase-mediated proximity labeling approach with the excitatory-specific
synaptic cell adhesion protein SynCAM 1 fused to horseradish peroxidase (HRP) as a reporter
in cultured cortical neurons. This reporter marked excitatory synapses, as detected by confocal
microcopy, and was localized in the edge zone of the synaptic cleft, as determined using 3D dSTORM
super-resolution imaging. Proximity labeling with a membrane-impermeant biotin-phenol compound
limited labeling to the cell surface, and label-free quantitation (LFQ) MS combined with ratiometric
HRP tagging of membrane vs. synaptic surface proteins was used to determine the protein composition
of excitatory clefts. Novel cleft proteins were identified and one of these, Receptor-type tyrosine-protein
phosphatase zeta, was independently validated using immunostaining. The Cijsouw et al. [11] study
supports the use of peroxidase-mediated proximity labeling for quantifying changes in the synaptic
cleft proteome that may occur in diseases such as psychiatric disorders and addiction.

The ability of targeted mass spectrometry technologies to quantify the same proteins in multiple
samples with the highest possible sensitivity, quantification precision, and accuracy [12] makes
these technologies ideal for analyzing the small amounts of protein that result from the use of
fluorescence-activated cell sorting (FACS), laser capture microdissection (LCM), and other technologies
described by Wilson and Nairn [8] and Wang and Savas [9] to analyze single cell types and region-specific
synaptic proteomes. In regard to the latter, there is increasing interest especially in understanding
the functions of proteins in the PSD because of their potential involvement in a wide variety of
neuropsychiatric disorders including autism spectrum disorder (ASD) [13–15] and schizophrenia [16].
As described in the Wilson et al. [17] article, the PSD is an electron-dense region located just beneath
the postsynaptic membrane of excitatory glutamatergic synapses, which is involved in a wide range of
cellular and signaling processes in neurons. Biochemical fractionation combined with MS/proteomics
analyses has enabled cataloging of the PSD proteome. However, since the PSD composition may
change rapidly in response to stimuli, robust and reproducible technologies are needed to quantify
changes in PSD protein abundance. Using a data-independent acquisition (DIA) approach on PSD
fractions isolated from mouse cortical brain tissue and a pre-determined spectral library, Wilson et
al. [17] quantified over 2,100 proteins. In addition, Wilson et al. [17] designed a targeted, parallel
reaction monitoring (PRM) assay with heavy-labeled, synthetic internal peptide standards to rigorously
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quantify 50 PSD proteins. Wilson et al. [17] suggest that the PSD/PRM assay is particularly appropriate
for validating differentially expressed proteins identified by the DIA assay.

Despite the challenges in carrying out quantitative MS/proteomics analyses on neural tissues,
sufficient progress has been made that neuroproteomics is increasingly being used to improve diagnosis
and staging, and to help develop better treatments for a broad range of neurological diseases. With the
number of Americans with Alzheimer’s disease (AD) expected to increase from an estimated 5 million
in 2014 to nearly 14 million in 2060 [18] and with the costs of treating this disease expected to increase
from $190 billion in 2019 to between $379 and $500 billion annually in 2040 [19]; there is considerable
interest in finding more sensitive and specific diagnostic tools for this devastating disease that is now the
5th leading cause of death among adults aged 65 years or older [20]. As described in the review article
by Carlyle et al. [21], neurodegenerative dementias like AD are highly complex diseases. While most
can be diagnosed by pathological analyses of the postmortem brain, clinical disease symptoms often
involve overlapping cognitive, behavioral, and functional impairments that pose diagnostic challenges
in living patients. As global demographics shift towards an aging population, especially in developed
countries, clinicians need more sensitive and specific assays that can be carried out on readily available
bodily fluids, such as sera or plasma to diagnose, monitor, and treat neurodegenerative diseases.
The Carlyle et al. [21] review provides an overview of how contemporary MS/proteomic and state of
the art capture-based technologies can contribute to the discovery of improved biofluid biomarkers for
neurodegenerative diseases, and the limitations of these technologies. The Carlyle et al. [21] review
also discusses technical considerations and data processing approaches for achieving accurate and
reproducible findings and reporting requirements to help improve our ability to compare data from
different laboratories.

As reviewed in the Lutz and Peng [22] article, characteristic features of AD include protein
aggregates such as amyloid beta plaques and tau neurofibrillary tangles in the patient’s brain.
Determining the complete composition and structure of the protein aggregates in AD can increase our
understanding of the underlying mechanisms of AD development and progression. The Lutz and
Peng [22] review summarizes the use of LCM—which was also reviewed in the Wilson and Nairn [8],
and Wang and Savas [9] articles—and the differential extraction approaches needed to achieve deep
profiling of the aggregated proteomes in AD samples, and discusses the resulting novel insights from
these analyses that may contribute to AD pathogenesis.

A number of articles in this Special Issue are focused on addictive diseases. To grasp the importance
of this area of research one has only to glance at data in the Surgeon General’s Report [23] for 2015 that
states that 66.7 million people in the U.S. reported binge drinking in the past month and 27.1 million
people were current users of illicit drugs or misused prescription drugs. While the accumulated costs
of addiction to the individual, family, and the community are staggering, with the economic burden
of prescription opioid misuse alone in the U.S. amounting to $78.5 billion annually [24], the most
devastating consequences are the tens of thousands of fatalities each year as a result of substance abuse.
In this regard, alcohol misuse contributes to 88,000 deaths annually in the U.S. In addition, in 2014 there
were 47,055 drug overdose deaths, including 28,647 people who died from an opioid overdose—more
than in any previous year. As reviewed by Natividad et al. [25], drug addiction is a complex disease
caused by abnormally regulated molecular signaling across several brain reward regions. Due to our
incomplete understanding of the molecular pathways that underlie addiction, there currently are only
a few treatment options. Recent research suggests that addiction results from the overall impact of
many small changes in molecular signaling networks that include neuropeptides (neuropeptidome),
protein-protein interactions (interactome), and protein post-translational modifications (PTMs) such
as protein phosphorylation (phosphoproteome). Advances in MS/proteomics instrumentation and
technologies are increasingly able to identify the molecular changes that occur in the reward regions
of the addicted brain and to translate these findings into new treatments. In their review Natividad
et al. [25] provide an overview of MS/proteomics approaches for addressing critical questions in
addiction neuroscience and they highlight recent innovative studies that demonstrate how analyses
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of the neuroproteome can increase our understanding of the molecular mechanisms that underlie
drug addiction.

As discussed by Pena et al. [26], the treatment of chronic pain has been challenging as the
most effective treatment that uses opiates has many unwanted side effects. For example, treatment
with morphine quickly leads to μ opioid receptor (MOR) desensitization and the development of
morphine tolerance. MOR activation by the peptide agonist, [D-Ala2, N-MePhe4, Gly-ol]-enkephalin
(DAMGO), leads to G protein receptor kinase activation, β-arrestin recruitment, and subsequent
receptor endocytosis, which does not occur with morphine. However, MOR activation by morphine
induces receptor desensitization in a protein kinase C (PKC)-dependent manner. While PKC inhibitors
decrease receptor desensitization, reduce opiate tolerance, and increase analgesia; the mechanism
of action of PKC in these processes is not well understood. The challenges in establishing a role for
PKC result, in part, from the inability to identify PKC targets. To meet this challenge Pena et al. [26]
generated a conformation state-specific anti-PKC antibody that preferentially recognizes the active
state of this kinase. Using this antibody to isolate PKC substrates and MS/proteomics to identify the
resulting proteins, Pena et al. [26] determined the effect of morphine treatment on PKC targets. They
found that morphine strengthens the interactions of several proteins with active PKC. Pena et al. [26]
describe the role of these proteins in PKC-mediated MOR desensitization and analgesia, and they
propose a role for some of these proteins in mediating pain by tropomyosin receptor kinase A (TrKA)
activation. Finally, Pena et al. [26] discuss how these PKC interacting proteins and pathways might be
targeted for more effective pain treatment.

As described by Mervosh et al. [27], there is increasing interest in the role that neuroimmune
interactions play in the development of psychiatric illness, including addiction. This raises the
possibility that targeting neuroimmune signaling pathways may be a viable treatment for substance
use disorders. Calipari et al. [28] recently determined that granulocyte-colony stimulating factor
(G-CSF), which is a cytokine, is up-regulated following chronic cocaine use [11]. Peripheral injections
of G-CSF potentiated the development of locomotor sensitization, conditioned place preference, and
self-administration of cocaine, and blocking G-CSF function in the mesolimbic dopamine system
abrogated the formation of conditioned place preference. Despite these effects on behavior and
neurophysiology, the molecular mechanisms by which G-CSF brings about these changes in brain
function are unclear. In the Mervosh et al. [27] study, mice were treated with repeated injections of
G-CSF, cocaine, or both, and changes in protein expression in the ventral tegmental area (VTA) were
examined using 10-plex tandem mass tag (TMT) labeling coupled with LC-MS/MS analyses. Repeated
G-CSF treatment resulted in differential expression of 475 proteins in multiple synaptic plasticity
and neuronal morphology signaling pathways. While there was significant overlap in the proteins
that were differentially expressed in each of the three treatment groups, injections of cocaine and the
combination of cocaine and G-CSF also resulted in subsets of differentially expressed proteins that were
unique to each treatment group. This study identified proteins and pathways that were differentially
regulated by G-CSF in an important limbic brain region and will help guide further study of G-CSF
function and its evaluation as a possible therapeutic target for the treatment of drug addiction.

As summarized by Natividad et al. [25], MS/phosphoproteomics has provided addiction
researchers with a useful tool for measuring changes in activated states that may be devoid of
changes in the corresponding protein levels. The phosphorylation of serine, threonine and tyrosine
residues is one of the most common post-translational modifications (PTMs) that can act as a
molecular switch and modulate a wide range of biological activity including signal transduction, cell
differentiation/proliferation, protein-protein and protein-gene interactions, and subcellular localization.
Natividad et al. [25] note that many hypotheses invoke differential protein phosphorylation to control
the activities of key regulators of gene transcription (e.g., the cAMP response element-binding
protein, delta fosB), membrane receptors (e.g., GluA1) and other important binding partners (e.g.,
transmembrane α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptor regulatory
proteins as summarized by Park [29]) that modulate neuroplasticity. Indeed, there are several hundred
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eukaryotic kinases and phosphatases that have a broad range of substrate targets [30]. Since a
substantial component of receptor-mediated neuronal signaling involves modulation of the activities of
kinases and phosphatases, large-scale phosphoproteome profiling is a key technology that can provide
unique information into the roles of protein phosphorylation in addiction.

As summarized by Park [29], strengthening and weakening of synaptic transmission (i.e., synaptic
plasticity) provides a critical mechanism for many brain functions including learning, memory, and
drug addiction. Long-term potentiation (LTP) and depression (LTD) are well-characterized models
of synaptic plasticity that can be regulated by changes at presynaptic (e.g., changes in the release of
neurotransmitters) and postsynaptic (e.g., changes in the number and properties of neurotransmitter
receptors) sites. As shown in cellular models of synaptic plasticity, changes in the post-synaptic
activity of the AMPA receptor (AMPAR) complex mediates these phenomena. In particular, Park [29]
notes that protein phosphorylation plays a key role in controlling synaptic plasticity, for example,
Ca2+/CaM-dependent protein kinase II (CaMKII) in hippocampal LTP. The Park [29] review summarizes
studies on phosphorylation of the AMPAR pore-forming subunits and auxiliary proteins including
transmembrane AMPA receptor regulatory proteins (TARPs) and discusses its role in synaptic plasticity.

Just as protein phosphorylation plays a key role in the molecular mechanisms underlying
drug addiction, the articles by Bertholomey et al. [31] and Miller et al. [32] indicate that this PTM
also plays an important role in alcohol use disorders (AUDS) and nicotine addiction, respectively.
Bertholomey et al. [31] describe how early life stress is associated with an increased risk of developing
AUDs. Although the neurobiological mechanisms underlying this effect are not well understood,
abnormal glucocorticoid and noradrenergic system functioning may play a role. Bertholomey et al. [31]
studied the impact of chronic exposure during adolescence to elevated levels of the glucocorticoid
stress hormone corticosterone (CORT) on amygdalar function and on the risk of developing AUDS.
Adolescent CORT exposure increased alcohol, but not sucrose self-administration, and enhanced
stress-induced reinstatement with yohimbine in adulthood. LFQ phosphoproteomic analyses revealed
that adolescent CORT exposure resulted in 16 changes in protein phosphorylation in the amygdala,
which provided a list of potential novel mechanisms involved in increasing the risk of alcohol drinking.
Of particular interest, Bertholomey et al. [31] found that adolescent CORT exposure resulted in increased
phosphorylation of the α2A adrenergic receptor (α2AAR) mediated by G protein-coupled receptor
kinase 2 (GRK2). Bertholomey et al. [31] also found that intra-amygdala infusion of a peptidergic
GRK2 inhibitor reduced alcohol seeking, suggesting that GRK2 may provide a novel target for treating
stress-induced AUDS.

As described by Miller et al [32], high-affinity nicotinic acetylcholine receptors containingα4 andβ2
subunits (α4/β2* nAChRs, where * denotes other, potentially unidentified subunits) are essential for the
rewarding and reinforcing properties of nicotine. α4/β2* nAChRs are ion channel-containing proteins
that flux positive ions, including calcium, in response to nicotine or the endogenous neurotransmitter
acetylcholine. Activation of α4/β2* nAChRs in the mammalian brain results in the depolarization of
neurons on which they are expressed, leading to changes in intracellular signaling, such as the activation
of calcium-dependent kinases. Interactions have previously been identified between α4/β2* nAChRs
and calcium/calmodulin-dependent protein kinase II (CaMKII) in mouse and human brains [33,34].
Following co-expression of α4/β2 nAChR subunits with CaMKII in human embryonic kidney (HEK)
cells, MS/proteomic analyses described by Miller et al. [32] identified eight phosphorylation sites in
the α4 subunit. One of these sites and an additional site were identified when α4/β2* nAChRs were
dephosphorylated and then incubated with CaMKII in vitro, while three phosphorylation sites were
identified following incubation with protein kinase A (PKA) in vitro. Miller et al. [32] then isolated
native α4/β2* nAChRs from mouse brain following acute or chronic exposure to nicotine. Two CaMKII
sites identified in HEK cells were phosphorylated, and one PKA site was dephosphorylated following
acute nicotine administration in vivo, whereas phosphorylation of the PKA site was increased back
to baseline levels following repeated nicotine exposure. Although significant changes in β2 nAChR
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subunit phosphorylation were not observed under these conditions, two novel sites were identified on
this subunit, one in HEK cells and one in vitro.

As described in the Watkins et al. [35] article, reversible protein phosphorylation that modulates
neuronal signaling, communication, and synaptic plasticity is controlled by competing kinase and
phosphatase activities. Glutamatergic projections from the cortex and dopaminergic projections from the
substantia nigra or ventral tegmental area synapse on dendritic spines of specific gamma-aminobutyric
acid (GABA)ergic medium spiny neurons (MSNs) in the striatum. Direct pathway MSNs (dMSNs)
are positively coupled to PKA signaling and the activation of these neurons enhance specific
motor programs, whereas indirect pathway MSNs (iMSNs) are negatively coupled to PKA and
inhibit competing motor programs. Psychostimulant drugs increase dopamine signaling and
cause an imbalance in the activities of these two programs. While changes in specific kinases,
such as PKA, regulate different effects in the two MSN populations, alterations in the specific
activity of serine/threonine phosphatases, such as protein phosphatase 1 (PP1), are less well
understood. This lack of knowledge partly results from unknown, cell-specific changes in PP1
targeting proteins. Spinophilin is the major PP1-targeting protein in striatal postsynaptic densities.
Using MS/proteomics and immunoblotting together with a transgenic mouse expressing hemagglutinin
(HA)-tagged spinophilin in dMSNs or iMSNs, Watkins et al. [35] identified novel spinophilin
interactions modulated by amphetamine in the different striatal cell types. These results increase our
understanding of cell type-specific, phosphatase-dependent signaling pathways that are altered by the
use of psychostimulants.

As described by Luxmi et al. [36], identification of enkephalins as endogenous ligands for opioid
receptors led to the identification of hundreds of additional bioactive peptides in the nervous systems
of species as diverse as Drosophila and Hydra. The precursors to these neuropeptides have N-terminal
signal sequences with multiple potential paired basic amino acid endoproteolytic cleavage sites.
Genomic and transcriptomic data from a diverse array of organisms indicated that neuropeptide
precursors were present in species lacking neurons or endocrine cells. The enzymes involved in
converting neuropeptide precursors into bioactive peptides are highly conserved. The identification of
catalytically active peptidylglycine α-amidating monooxygenase (PAM) in Chlamydomonas reinhardtii,
a unicellular green alga, suggested the presence of a PAM-like gene and peptidergic signaling in
the last eukaryotic common ancestor (LECA). Luxmi et al. [36] identified prototypical neuropeptide
precursors and essential peptide processing enzymes in the C. reinhardtii genome. Positing that
sexual reproduction by C. reinhardtii requires communication between cells, they used MS to identify
proteins in the soluble secretome of mating gametes, and searched for evidence that the putative
peptidergic processing enzymes were functional. After fractionation by SDS-PAGE, they identified
intact signal peptide-containing proteins as well as those that had been cleaved. The C. reinhardtii
mating secretome contained multiple matrix metalloproteinases, cysteine endopeptidases, and serine
carboxypeptidases, along with one subtilisin-like proteinase. Transcriptomic studies suggest these
proteases are involved in sexual reproduction. Multiple extracellular matrix proteins (ECM) were
identified in the secretome. Several pherophorins and ECM glycoproteins were present, with most
containing typical peptide processing sites, and many had been cleaved, generating stable N- or
C-terminal fragments. The Luxmi et al. [36] study suggests that subtilisin endoproteases and matrix
metalloproteinases similar to those involved in vertebrate peptidergic and growth factor signaling play
an important role in stage transitions during the life cycle of C. reinhardtii. Moreover, this study [36]
further suggests that endoproteolytic activation of proneuropeptides and growth factors originated
in unicellular organisms. The complex endomembrane system in LECA presumably gave rise to the
evolution of the preproneuropeptides and growth factors essential for nervous system development
and function well before the appearance of neurons.

Despite its low prevalence in the U.S. of ~0.25% [37], schizophrenia (SZ) results in significant
health, social, and economic concerns and is one of the 15 leading causes of disability worldwide [38].
Individuals with SZ have an increased risk of premature death with the estimated potential life
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lost for SZ patients in the U.S. being 28.5 years [39]. As described in the Sowers et al. [40] article,
male mice lacking fibroblast growth factor 14 (FGF14) (i.e., Fgf14−/−) recapitulate key features of
SZ, including loss of parvalbumin-positive GABAergic interneurons in the hippocampus, disrupted
gamma frequency, and reduced working memory. FGF14 is one of the intracellular FGF proteins that
are involved in neuronal ion channel regulation and synaptic transmission. As the molecular basis
of SZ and its sex-specific onset are not well understood, the Fgf14−/− model may provide a valuable
tool to interrogate pathways related to SZ disease mechanisms. Sowers et al. [40] performed LFQ
MS to identify enriched pathways in both male and female hippocampi from Fgf14+/+ and Fgf14−/−
mice. They found that all of the differentially expressed proteins in Fgf14−/− animals, relative to their
same-sex wild type counterparts, are associated with SZ, based on genome-wide association data.
In addition, differentially expressed proteins were predominantly sex-specific, with male Fgf14−/−
mice having increased expression of proteins in pathways associated with neuropsychiatric disorders.
The Sowers et al. [40] article increases our understanding of the role of FGF14, confirms that the Fgf14−/−
mouse provides a valuable and experimentally accessible model for studying the molecular basis and
gender-specificity of SZ, and also highlights the importance of sex-specific biomedical research.

The articles in the Neuroproteomics Special Issue provide an overview of the unique challenges
that must be addressed to carry out meaningful MS/proteomics analyses on neural tissues and the
tools and technologies that are available to meet these challenges. The several articles that cover
Alzheimer’s disease, addiction, and schizophrenia illustrate how MS/proteomics technologies can be
used to help improve our ability to diagnose and understand the molecular basis for neurological
diseases. We believe that several of the articles in this Special Issue will be of interest to investigators
beyond the field of neurological disorders. In particular, the review by Carlyle et al. [21], “Proteomic
Approaches for the Discovery of Biofluid Biomarkers of Neurodegenerative Dementias”, may be of
interest to investigators searching for blood and cerebrospinal fluid (CSF) biomarkers for virtually
any disease. Similarly, the review by Natividad et al. [25], “From Synapse to Function, A Perspective
on the Role of Neuroproteomics in Elucidating Mechanisms of Drug Addiction”, provides a general
overview of the utility of MS/proteomics approaches for addressing critical questions in addiction
neuroscience that should be equally applicable to investigators involved in virtually any area of
biomedical research. Likewise, the article by Wilson et al. [17], “Development of Targeted Mass
Spectrometry-Based Approaches for Quantitation of Proteins Enriched in the Postsynaptic Density”,
may be useful for any investigator who wishes to design and validate DIA and/or PRM assays for
virtually any proteins. Finally, the peroxidase-mediated proximity labeling technology described in the
article by Cijsouw et al. [11], “Mapping the Proteome of the Synaptic Cleft through Proximity Labeling
Reveals New Cleft Proteins”, may be of interest to investigators interested in mapping many other
spatially restricted proteomes.
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Abstract: Cell-type-specific analysis has become a major focus for many investigators in the field
of neuroscience, particularly because of the large number of different cell populations found in
brain tissue that play roles in a variety of developmental and behavioral disorders. However,
isolation of these specific cell types can be challenging due to their nonuniformity and complex
projections to different brain regions. Moreover, many analytical techniques used for protein detection
and quantitation remain insensitive to the low amounts of protein extracted from specific cell
populations. Despite these challenges, methods to improve proteomic yield and increase resolution
continue to develop at a rapid rate. In this review, we highlight the importance of cell-type-specific
proteomics in neuroscience and the technical difficulties associated. Furthermore, current progress
and technological advancements in cell-type-specific proteomics research are discussed with an
emphasis in neuroscience.

Keywords: cell type; neuroscience; proteomics; mass spectrometry; neuron; proximity labeling;
affinity chromatography; neuroproteomics; biotinylation

1. Introduction

Novel methods for proteomic analysis of biological tissues have developed rapidly in the
past decade; however, neuroproteomics remains a challenging field of study. The mammalian
central nervous system (CNS) is far different from any other organ in the mammalian system,
primarily because it is made up of several hundred different cell types [1]. Each cell type has unique
characteristics, and distinct populations of cells are present in different brain regions. For instance,
although 40% of all cells in the brain are astrocytes, neurons outnumber astrocytes in the cerebellum,
whereas there is an inverse correlation in the cortex [2]. Furthermore, Herculano-Houzel et al. [3]
determined that almost 70% of the two billion neurons found in the adult rat brain are located in
the cerebellum, and five-fold less are present in the cortex. Brain cells also possess region-specific
identities and biomarkers that have proven useful in cell-type-specific studies but can also complicate
analyses [4,5]. In addition, neural cells lack uniformity and make projections to different brain regions,
resulting in spatiotemporal regulation of many signaling processes within the brain. Consequently,
these factors make separation and isolation of specific cell types from brain challenging.

A second issue is that proteomic analysis of brain cells has lagged behind in comparison to its
transcriptomic counterpart, which continues to make rapid advances. The facile method of RNA
amplification has enabled over 500 single-cell transcript expression analyses [6]. In a few years, the field
has moved from the use of quantitative reverse transcription-polymerase chain reaction (qRT-PCR) to
quantify globin gene expression in human erythroleukemic cells [7] or measure expression levels of
five genes in single cells isolated from mouse pancreatic islets [8], to methods with greater scope and
scale. For example, RNA sequencing (RNA-seq) methods have been used to successfully analyze gene
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expression in single cells [9–14]. One study classified 3005 cells in the mouse cortex and hippocampal
CA1 region using single-cell RNA-seq, revealing 47 subclasses from nine known cell types [13]. A later
report used single-nuclei RNA-seq to identify 16 neuronal subtypes from 3227 single-neuron datasets
isolated from six different regions of the postmortem human brain [14]. Recently, a study successfully
profiled gene expression in 4347 single cells from mutant human oligodendrogliomas [10]. Variations
of the RNA-seq method have been developed to enable more high-throughput, comprehensive
analyses [15,16], including a recent study that profiled over 400,000 single-cell transcriptomes from
more than 800 mouse cell types using a method termed Microwell-seq [15]. This rapid, cost-effective
method uses an agarose microwell system for single-cell isolation and barcoded magnetic beads for
mRNA capture. Drop-seq uses a similar concept but isolates and lyses single cells in nanoliter droplets
of liquid prior to barcode labeling [16–19]. This method enabled isolation and characterization of
over 44,000 transcriptomes from mouse retinal cells, which were ultimately grouped into 39 different
cell types [16]. Drop-seq has also been used to analyze RNA expression levels in 690,000 cells from
9 different adult mouse brain regions [18]. Though comprehensive transcriptomic analyses have
proven useful in the characterization of specific cell types, these methods do not account for differential
control of protein synthesis and degradation. Therefore, mRNA expression often does not correlate
with protein abundance and may not be reliably used as a predictive tool for proteomics [20].

Large-scale proteomic studies use mass spectrometry, an approach that continues to improve
in terms of accuracy and sensitivity [21–24]. However, one major difference between transcriptomic
and proteomic profiling is that protein abundance cannot be amplified in the same way that nucleic
acids can. Therefore, the protein quantity isolated from a cell population must be above the threshold
of detection for mass spectrometry analysis. While highly abundant proteins can be analyzed by
mass spectrometry at the single cell level (see below), the protein yields obtained from a single cell
are often below the levels necessary for reliable quantitation and therefore do not allow the depth of
coverage observed in transcriptomic analyses. Moreover, past and current cell isolation techniques are
often inefficient and collect small quantities of cells in a given experiment, which in turn results in
low protein yields. Specific to neurons and other CNS cells, due to their non-uniformity of size and
subcellular organization, many of the current separation techniques are incapable of retaining cellular
structure, often resulting in leakage of cellular contents or loss of cell integrity entirely. Furthermore,
protein/peptide loss can occur during sample preparation, either through peptide adsorption to
sample tubes and/or during transfer of sample to and from multiple tubes [25,26]. Mass spectrometry
analysis itself can also influence the number of proteins identified, which can often be attributed to
ionization efficiency and instrument sensitivity [26].

Overcoming the challenges facing cell-type-specific proteomics is of critical importance, as many
types of psychiatric, developmental, and neurodegenerative disorders are associated with specific cell
types in the brain. Drug addiction is one of these psychiatric disorders in which specific neuronal
cell types are implicated. For instance, the psychostimulant, cocaine, regulates the reuptake of the
neurotransmitter, dopamine, leading to aberrant signaling in specific sub-types of striatal medium
spiny neuron (MSN) in the dorsal and ventral striatum [27]. While morphologically similar, MSNs can
be separated into at least two large subtypes that differentially express D1- or D2-classes of dopamine
receptors that are in turn differentially coupled to either increased or decreased cAMP signaling,
respectively [28,29]. Thus, exposure to cocaine results in opposite patterns of phosphorylation
of important intracellular targets such as DARPP-32 in intermixed sub-populations of MSNs [29].
Biochemical analysis of striatum, in the absence of separation of different MSN cell types, leads to an
averaging of the increased or decreased signals, and a loss of important information.

In addition to drug addiction, neurodegenerative disorders like Alzheimer’s disease (AD) and
Down syndrome (DS) are associated with specific cell types in the brain [30,31]. For instance, pathology
of both AD and DS patients involves overproduction of amyloid beta peptide, and the development of
neurofibrillary tangles and amyloid plaques. Astrocytes, which are a type of glial brain cell, also play
active roles in pathogenesis of AD brain tissue [5,32]. In mice overexpressing amyloid beta, plaques are
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surrounded by reactive astrocytes and activated microglia [33,34]. Furthermore, brain inflammation
caused by glial and microglial activation is observed in brain tissue of AD patients [33,35,36].

Other cell-type-associated disorders include Parkinson’s disease (PD), Amyotrophic lateral
sclerosis (ALS), and Huntington’s disease (HD). In PD subjects, pathology within the substantia nigra
revealed a loss of a sub-population of dopaminergic neurons, followed by an increase in Lewy body
structures within the retained neurons [5,37,38]. The subsequent DA depletion causes cell-specific
effects such as hyper- and hypoactivation of D2 and D1 MSNs, respectively [39–41]. Astrocytes are
also implicated in PD in many animal-based studies [5]. ALS is a degenerative disease that affects
the motor cortex, brain stem, and spinal cord and ultimately results in motor neuron death [5,42,43].
Patients with HD exhibit a preferential loss of D2 MSNs, and an accumulation of the mutant form of
Huntingtin (HTT) protein occurs in human neurons and astrocytes [5,44,45].

It is clear from the ongoing list of disorders that a greater focus needs to be placed on biochemical
characterization of neural cell types. Though many technologies have advanced in recent years to
address the issues of cell separation and isolation as well as increasing the depth of proteomic coverage
for cell-type-specific analyses, there are still many aspects that need to be improved. This review
will outline the different methods available, while also noting the benefits and limitations of each.
Studies which have employed these techniques will also be highlighted, and potential improvements
for these methods will be discussed.

2. Cell-Type-Specific Isolation Methods

The nonuniformity and complex networks of different cell populations within the brain often
require the use of cell-type-specific markers to improve the accuracy of isolation. This can be
accomplished through promoter-directed expression of a reporter protein either through viral
transduction (transient) or generation of a transgenic animal (stable). While viral transduction can be
useful for some experimental applications (See Proteome labeling methods), expression levels may
be variable when compared to transgenic animals, which may ultimately affect proteomic analyses.
Though generation of transgenic animals can be time- and resource-intensive, many groups have
now successfully developed transgenic tools for characterization of brain cell types [46,47]. One of
these tools was developed by taking advantage of a bacterial artificial chromosome (BAC) to express
a green fluorescent protein (GFP) marker in specific neural cell types [46]. The same BAC approach
was used to generate Ribo-tagged transgenic mice expressing an enhanced green fluorescence protein
(EGFP)-L10a ribosomal protein under the control of cell-type-specific promoters [47]. Along with
cell-type-specific visualization, this design has the added advantage of enabling translating ribosome
affinity purification (TRAP) to isolate ribosomes from target cell types. Emergence of these tools
coupled to cell isolation techniques is useful for proteomic analysis of CNS cell types.

One frequently-used method to isolate specific cell types is fluorescence-activated cell sorting
(FACS) (Figure 1A), which relies on a fluorescent cellular marker that can be endogenously-expressed
or immunolabeled for detection. In an early study, 5000–10,000 striatal MSNs were isolated via
FACS from fluorescently-labeled neurons expressing EGFP under the Drd1, Drd2, or Chrm4 promoter
(BAC transgenic mice) [48]. FACS of tissue from transgenic mice expressing GFP under the control of
the parvalbumin-expressing interneuron (Pvalb) promoter was later used to isolate approximately 5000
and 10,000 GFP-positive nuclei from striatal and hippocampal tissue, respectively [49]. Nuclei from
different sub-populations of MSNs were also subjected to FACS after acute or chronic cocaine treatment
to observe cell-type-specific differential post-translational modification of histones [50]. FACS has also
been used for glutamatergic synaptosomal enrichment by expressing fluorescent VGLUT1 protein in
mice, which resulted in identification of 163 enriched proteins after mass spectrometry analysis [51].
Recently, FACS and subsequent LC-MS/MS was performed on sensory inner ear hair cells, enabling
identification of 6333 proteins [52].
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Figure 1. Methods for cell-type-specific isolation and proteome enrichment. (A) Two methods for
specific cell isolation from a total cell population. Animal models can be generated that express
fluorescent markers in a cell type of interest. Fluorescent cells can be detected and isolated using
fluorescence-activated cell sorting (FACS) or laser capture microdissection (LCM). FACS requires
homogenization of tissue prior to cell sorting, while LCM enables cells isolation from intact tissue
slices. (B) Basic workflow of induced pluripotent stem cell (iPSC) differentiation. Skin or blood cells
are collected from a biological organism of interest and used to generate induced pluripotent stem
cells (iPSCs). Factors are then added to iPSCs for differentiation into neural progenitor cells (NPCs).
(C) Cell-type-specific labeling methods enable stochastic incorporation of a non-canonical amino
acid or puromycin into the target proteome. The cell-type-specific expression of a tRNA synthetase is
accomplished either by genetic engineering of a Cre-dependent transgenic mouse (BONCAT/FUNCAT)
or via viral transduction (SORT). The incorporated amino acid can be further biotinylated for
enrichment prior to LC-MS/MS analysis (BONCAT/SORT) or modified with a fluorescent probe
for visualization (FUNCAT). Puromycin labeling occurs through introduction of a cell-type-specific
enzyme-tagged antibody (Ab-Tz) followed by an inactive puromycin analog. Activation of puromycin
occurs after Tz reacts with the inactive puromycin analog. (D) Experimental workflow for BioID and
APEX proximity labeling techniques. BioID or APEX fusion target proteins are expressed in a specific
cell type. Reactive biotin is supplemented, and target interacting proteins are biotinylated via BioID
or APEX. Biotinylated interactors can be enriched using affinity chromatography techniques with a
stationary phase such as streptavidin prior to LC-MS/MS.
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An alternative single-cell isolation method is termed laser capture microdissection (LCM)
(Figure 1A), which uses a microscope equipped with a high-precision laser to dissect small areas within
a tissue slice (>100 μm2). Imaging and dissection can be performed in fluorescence or bright-field
modes, enabling a variety of experimental applications. For instance, Drummund et al. [53] performed
LCM on neurons isolated from formalin-fixed, paraffin-embedded (FFPE) AD cortical brain tissue,
which yielded more than 400 proteins identified by LC-MS/MS analysis. In this study, extensive
sample treatment optimization was also performed on tissue isolated via LCM from the temporal cortex.
Results from this optimization ranged from 202 to over 1700 proteins identified from approximately
4000–80,000 neurons. Another study identified 1000 proteins from tissue sections of neuromelanin
granules isolated from the human substantia nigra [54]. Furthermore, mass spectrometry analysis of
four different compartments in FFPE fetal human brain tissue identified a total of 3041 proteins [55].
Two recent reports isolated cells from human post-mortem tissue using LCM to identify a small number
of potential biomarkers from AD [56] and ischemic stroke [57] patients via mass spectrometry. LCM was
also recently used to quantify approximately 1000 proteins from 10–18 cells (100-μm-diameter) isolated
from different rat brain regions [26]. For these analyses, optimization was first performed with 50 μm
(2–6 cells), 100 μm (10–18 cells), and 200 μm (30–50 cells) diameter tissue sections from rat brain cortex,
where 180, 695, and 1827 protein groups were identified, respectively.

While LCM clearly offers precision for a variety of experimental workflows, it does have
limitations. If an endogenously-expressed fluorescent protein is used as a cell-type-specific marker
in the tissue of interest, it must be expressed at an intensity above the threshold of detection for the
microscope to accurately dissect. Furthermore, most LCM microscopes are not capable of cooling the
tissue specimen during dissection. Therefore, the user must work rapidly to prevent altered protein
expression and/or degradation, particularly when using fresh tissue. Moreover, dissection of the
tissue can be more tedious and time-consuming than many other isolation methods, which could
result in a lower number of cells (and protein) isolated in a given amount of time. Finally, if the
tissue must be immunolabeled, the antibody is often processed with the rest of the cellular protein
extract. This could ultimately affect proteomic results depending on the amount of antibody used.
Despite these potential issues, LCM is clearly a powerful method that can be useful for many types of
cell-type-specific applications.

Although animal models are useful for investigative research in neuroscience, results and
treatments do not always translate to the human system. It is difficult to obtain brain tissue from
human subjects, particularly over a range of development with age-matched controls and within a
post-mortem interval short enough to avoid protein degradation and variations in post-translational
modifications (PTMs) [58–61]. In an effort to address these challenges, researchers have turned to
developing specific neuron cell types from induced pluripotent stem cells (iPSCs) (Figure 1B) [62,63].
A major benefit of using iPSCs is that they can be produced from human somatic cells such as
dermal fibroblasts (HDF) instead of embryonic stem cells, which have ethical conflicts associated.
Furthermore, these iPSCs can be directly reprogrammed to differentiate into virtually any cell type with
patient- or disease-specificity [62]. Many studies have already demonstrated successful production
of a variety of region-specific neuronal cell types including ventral forebrain cholinergic, ventral
midbrain dopaminergic, cortical glutamatergic, and cholinergic motor neurons [64–68]. Recently,
iPSCs have undergone proteomic characterization for numerous experimental applications [69–74].
For instance, Yamana et al. [69] compared lysates of iPSCs and fibroblast cells to identify a total of
9510 proteins via mass spectrometry analysis. A later study used quantitative mass spectrometry to
identify 2217 total proteins in spinal muscular atrophy (SMA) patient-derived and healthy control
motor neurons differentiated from iPSCs [73]. A comparison of the two groups indicated that
63 and 30 proteins were up-regulated in control and SMA motor neurons, respectively. Recently,
three-dimensional neuron-spheroids were derived from AD and control patient iPSCs and subjected to
tandem mass tag (TMT) LC-MS/MS analysis [74], which is a quantitative mass spectrometry approach
that uses reporter ions generated during MS/MS fragmentation for quantitation [75]. Collectively,
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1855 proteins were identified in the 3D neuro-spheroid samples that were differentiated from a total of
ten iPSC lines between both the AD and control subjects. Furthermore, 8 proteins were found to be
up-regulated in AD subjects, while 13 proteins were down-regulated. Another recent study profiled
the proteomes of iPSCs, neural progenitor cells (NPCs), and differentiated neurons in cell culture to
identify a total of 2875 proteins among all three groups [55]. Notably, 90, 33, and 126 proteins were
unique to iPSCs, NPCs, and neurons, respectively. Although differentiation of iPSCs has demonstrated
significant promise for moving closer to a human model system while also improving protein yield,
these analyses are still being performed in vitro. It therefore becomes difficult to maintain true neural
connectivity, which could ultimately result in altered protein expression compared to what would
normally be observed in the human brain. Nevertheless, this approach still has potential for a variety
of neurological applications in the future.

3. Proteome Labeling Methods

Cell-type-specific proteome labeling is a technique that can be used to circumvent the issue of
maintaining cellular integrity during isolation. Until recent years, proteome labeling studies were
performed primarily using Stable Isotope Labeling with Amino acids in Cell culture (SILAC) [76–83].
The obvious caveat to SILAC, however, is that experiments must be performed in cell culture.
A variation termed Stable Isotope Labeling with Amino acids in Mammals (SILAM) can be used
for quantitation of protein expression in vivo, however, labeling times are long (~25 d) and it cannot
be performed in a cell-type-specific manner. Recent efforts have attempted to make in vivo labeling
methods compatible with cell-type-specific applications. One of the first studies to perform in situ
proteome labeling over a short, 2 h time course, was termed BioOrthogonal Non-Canonical Amino
acid Tagging (BONCAT) [84]. BONCAT takes advantage of a cell’s protein synthesis machinery
and enables incorporation of a noncanonical amino acid into the proteome of interest (Figure 1C).
Recently, this method has transitioned to cell-type-specific labeling of proteomes through generation
of transgenic mice that express a mutated methionyl-tRNA synthase (MetRS*) with an expanded
amino acid binding site that recognizes the noncanonical amino acid ANL [85]. Expression of
MetRS* is driven by a cell-specific promoter and enables charging of supplemented ANL onto
an endogenous tRNAMet, which is then stochastically incorporated into the target cell proteome.
After labeling, click-chemistry can be performed to biotinylate ANL residues, followed by enrichment
via streptavidin affinity chromatography. Mass spectrometry analysis of ANL-labeled, enriched
proteins in hippocampal neurons and Purkinje cells resulted in 2384 and 1687 proteins identified,
respectively [85]. Furthermore, a hippocampal proteome analysis of mice exposed to standard (SC)
or enriched (EE) housing environments identified 2384 and 2365 proteins, respectively, of which 225
were significantly regulated after statistical comparison. Not only can click-chemistry be used for
biotinylation, but fluorescent probes can be added to the ANL residues, which Dietrich et al. [86],
termed FlUorescent Non-Canonical Amino acid Tagging (FUNCAT) (Figure 1C). This method can be
used for temporal visualization of newly-synthesized proteins, while also enabling post-visualization
enrichment by methods such as immunoaffinity chromatography.

A similar technique called Stochastic Orthogonal Recoding of Translation (SORT) has also
recently been established to label proteomes in vivo [87,88]. Instead of requiring generation of a
transgenic animal, SORT uses targeted, viral-mediated expression of an orthogonal pyrrolysyl-tRNA
synthetase-tRNAxxx pair that recognizes and incorporates a non-canonical amino acid AlkK into the
target proteome of interest (Figure 1C). Click-chemistry can then be performed in the same way as
BONCAT/FUNCAT. Recently, SORT was used to label, biotinylate, and enrich proteins in mouse
striatal MSNs prior to mass spectrometry analysis, which resulted in identification of 1780 cell-type
specific proteins [89].

While these methods of cell-type-specific proteome labeling seem advantageous for future studies
in neuroproteomics, there are still associated challenges and extensive optimization required for
each experiment. For BONCAT/FUNCAT, transgenic animals must be generated and characterized,
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which is not only time-consuming, but costly. Furthermore, the MetRS* expression levels may vary
depending on the cell-type-specific promoter used, which could result in low labeling efficiency and
ultimately low protein yield for mass spectrometry analysis. Similarly, low expression levels of the
pyrrolysyl-tRNA synthetase-tRNAxxx pair could also be observed for the SORT method for a variety of
reasons including promoter selection, transduction efficiency, and accuracy of injection. Both methods
also require supplementation of the non-canonical amino acid, either through drinking water intake
or injection. This supplementation also needs to be optimized to ensure equivalent dosages and
labeling efficiencies occur between animals. Moreover, the proteomics results from the aforementioned
studies [85,89] indicate that improvements need to be made to reach a greater depth of proteomic
coverage. The observed number of protein identifications is far below the known upper limit of
detection (~12,000 proteins) [90,91] and could potentially be improved by a variety of factors such
as increasing the number of animals used and/or selecting a promoter that labels at a level above
the limit of detection for the assay but does not label proteins at a level that could interfere with
cellular processes.

Another labeling approach that takes advantage of the cell’s native protein synthesis machinery
uses a puromycin analog tag [92–95]. The puromycin analog binds the acceptor (A) site of the ribosome
and is then incorporated into the nascent polypeptide chain prior to inhibition of protein synthesis.
The incorporated puromycin analog can then be chemically modified to enrich for newly synthesized
proteins. This method was first demonstrated in cultured cells and mice using O-propargyl-puromycin
(OP-puro), where newly-synthesized proteins were visualized via fluorescence microscopy after
a copper(I)-catalyzed azide-alkyne cycloaddition (CuAAC) reaction with a fluorescent azide [92].
Recently, a similar technique was modified for cell-type-specific labeling of proteomes in vivo [94].
This modification involves introduction of a cell-type-specific antibody bearing a tetrazing (Tz) tag
and a “caged” form of puromycin (TCO-PO), which is unable to be incorporated into the proteome.
When the Tz-tagged antibody and a TCO-PO molecule come in contact, a reaction occurs which
results in conjugation of TCO to the antibody, rendering the PO molecule “uncaged” and free to
incorporate into the proteome of the target cell. From this study, more than 1200 proteins were
identified via LC-MS/MS when this method was employed in A431 cells. An earlier study performed
a similar type of experiment with cell-type-specific, viral-mediated expression of an enzyme capable
of activating a “caged” puromycin analog in mouse pancreatic islets and HEK 293T cells [95].
Mass spectrometry analysis of the HEK 293T cell proteome resulted in identification of 1165 proteins
enriched puromycin-incorporated, enzyme-expressing proteome.

There are several advantages to using a puromycin labeling strategy over the biorthogonal
labeling methods. First, the functional concentration of puromycin is much lower than that of
noncanonical amino acids, reducing the likelihood of unwanted side-effects [92,94–96]. Furthermore,
unlike noncanonical amino acids, methionine does not directly compete with puromycin for
incorporation into the proteome. Therefore, animals that undergo puromycin labeling do not require
the low-methionine diet which may be necessary for biorthogonal labeling methods and are not subject
to potential bias toward proteins with higher methionine content [92,93]. Another advantage is that
puromycin incorporation may not require use of a genetically modified organism, which does not
always represent a true native biological environment [94]. Moreover, puromycin incorporation
displays higher temporal resolution than biorthogonal labeling, which requires charging of the
non-canonical amino acid to the tRNA prior to incorporation [92–94]. Despite the advantages of in vivo
puromycin incorporation, cell-type-specific variations have only been demonstrated in cultured cells
to date [94,95].

Not only are specific cellular proteomes being labeling for general protein identification, but in
situ proximity labeling methods have recently emerged to identify protein-protein interactors within
discrete cellular compartments. In general, these methods rely on expression of a promiscuous biotin
protein ligase fused to a target protein whose interacting proteins are being investigated. After biotin
supplementation, the target interacting proteins are biotinylated by the ligase and can then be enriched
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and identified using proteomic analysis (Figure 1D). One of these methods has been termed BioID,
which was originally developed by Roux et al. [97] and used to identify lamin-A (LaA) interacting
proteins. In this study, an E. coli biotin protein ligase BirA was fused to LaA and expressed in HEK293
cells to identify 122 proteins unique to BioID-LaA via LC-MS/MS. A more recent study used the BioID
method to identify interacting proteins of excitatory and inhibitory postsynaptic protein complexes [98].
Viral-mediated expression of BirA, PSD-95-BirA, or BirA-gephyrin, BirA-collybistin, and BirA-InSyn1
was performed in mouse brain tissue prior to enrichment of biotinylated proteins and subsequent
mass spectrometry analysis. For the PSD analysis, PSD-95-BirA interacting proteins were compared
to those of the BirA control. In total, 2183 proteins were identified, 121 of which were enriched
at least two-fold in PSD-95-BirA samples compared to the BirA control. For the inhibitory protein
complexes, gephyrin-, collybistin-, and InSyn1-BirA interacting proteins were compared to those of
the BirA control. Mass spectrometry analysis of the samples identified 2533 total proteins with a
combined 181 proteins significantly enriched in the three target interactomes compared to the BirA
control. More recently, BioID2 was developed, which is a similar method that employs a smaller
promiscuous biotin ligase [99]. This improved method has several advantages to traditional BioID,
including increased selectivity of targeting fusion proteins, a reduced amount of biotin required,
and enhanced labeling of proximal proteins. TurboID is a similar approach developed recently that
takes advantage of a different mutated form of biotin ligase, which is capable of proximity labeling
within 10 min [100]. In this study, TurboID displayed a significantly higher biotin labeling efficiency
and a similar proteome coverage of subcellular compartments within HEK293T cells after quantitative
LC-MS/MS when compared to BioID.

A second method termed APEX (short for Enhanced APX) uses an engineered ascorbate
peroxidase fusion protein for biotin labeling of target interacting proteins. This method was first
demonstrated in HEK293 cells, where APEX was targeted to the mitochondrial matrix, and biotinylated
interacting proteins were enriched and subjected to LC-MS/MS [101]. In total, 495 proteins were
identified in the mitochondrial matrix proteome. Recently, APEX was used in C. elegans to identify
tissue-specific and subcellular-localized proteomes [102]. APEX was targeted to the nucleus or
cytoplasm of intestine, epidermis, body wall muscle, or pharyngeal muscle tissues, from which
3180 interacting proteins were collectively identified. A separate study used APEX to identify
spatiotemporal interacting proteins of the delta opioid receptor (DOR) in HEK cells [103]. This study
observed changes in DOR interactions over an activation time course of 1–30 min as well as different
subcellular compartments, including the plasma membrane (PM) and endosome (Endo). Recently,
a modified APEX strategy was used to map proteins at excitatory and inhibitory synaptic clefts of rat
cortical neurons, resulting in identification of 199 and 42 proteins, respectively [104].

Like the other labeling techniques, extensive optimization of these proximity labeling assays is
required for optimal performance. Moreover, the amount of starting material needed for adequate
protein enrichment for LC-MS/MS analysis is substantial and not feasible for small amounts of
tissue or certain cell types. Furthermore, standardization and reproducibility of labeling methods
becomes difficult since protein output is often not provided (See Table A1) and can vary between
organisms. Though these proximity labeling methods are similar in practice, APEX labeling times
are much faster (~1 min) compared to the 24 h labeling time of the BioID method, which could
significantly impact proteomics results. Notably, however, APEX has limited stability in heated or
reducing environments compared to BioID, and the presence of H2O2 in the cell can lead to toxicity.
Nevertheless, APEX does have great appeal, particularly for those interested in rapid proteomic
changes such as altered subcellular localization or metabolic regulation.

4. Mass Spectrometry Methods

One of the major challenges in workflows related to cell-type-specific proteomics is loss of protein
during sample handling, which occurs at various steps between isolation of the single or multiple
cell and peptide injection onto the mass spectrometer. Furthermore, enzymatic cleavage is necessary
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to generate peptides for bottom-up proteomics, but this can result in partial or incomplete digestion
depending on the amino acid composition of the protein. Peptides generated from poor cleavage are
often too large for ionization and detection via LC-MS/MS, ultimately resulting in loss of information
for these specific regions of the protein. Instrument issues also include sensitivity and accuracy as well
as chromatographic and spectral reproducibility between sample runs.

Efforts to overcome some of these issues have utilized alternative workflows in an attempt
to obtain cell-type level proteome or metabolome analysis (Figure 2). One such method termed
mass spectrometry imaging (MSI) can analyze tissue sections with high spatial resolution to
determine relative abundances and distribution of proteins [105–111]. Of the MS ionization sources
available, matrix-assisted laser desorption/ionization (MALDI) and secondary ion mass spectrometry
(SIMS) microprobes are most commonly used for imaging mass spectrometry due to their softer,
non-destructive qualities that enable ionization of intact biomolecules at micro- and nanometer
resolutions, respectively [105,112,113]. MALDI uses a laser light for desorption and ionization of
the sample, and SIMS uses a more focused, accelerated primary ion beam to ionize analytes from the
surface of cells. Furthermore, MALDI is particularly useful for detecting higher molecular weight
species (2–70 kDa), while SIMS offers detection of molecules below 1 kDa or 2000 m/z [112,114–116].

 

Figure 2. Overview of common mass spectrometry-based methods that are currently used for
cell-type-specific analyses. Tree includes method type (triangles), name (hexagon) and a list of features
associated with each method (rectangle).

These methods have been used for a range of experimental cell-type-specific
applications [106,107,117–121]. For instance, MALDI-MSI was performed in mouse pituitary
gland samples at a spatial resolution of 5 μm to identify ten neuropeptides at up to 2500 m/z [117].
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An earlier study identified proteins in over 82 mass ranges in different mouse brain regions as
well as 150 proteins in human glioblastoma tissue using MALDI-MSI [107]. One of the most recent
MALDI-MSI applications demonstrated proteomic profiling of over 1000 rat dorsal root ganglia cells,
which were classified into three separate groups on a peptide and lipid data basis [118]. SIMS has also
been used for identification of single-cell metabolites, however, the majority of these studies focus
on lipidomic analyses [120,121]. One study also used both SIMS and MALDI-MSI approaches to
investigate the biomolecular and spatial composition of rat spinal cord tissue [116].

Mass cytometry is another type of MSI method that uses inductively coupled plasma (ICP) as an
ionization source. This method is viewed as a targeted approach to MSI and uses metal-conjugated
antibodies to enable antigen localization within the tissue or cell of interest, ultimately improving the
limits of detection for target proteins. This multiplexing method enables quantitation of 100 target
features, simultaneously without spectral overlap [122–124]. Bandura et al. [122] developed a
20-antigen targeted mass cytometry expression assay using lanthanide-tagged antibodies. This assay
was then used to label cell lines from human leukemia patients (monoblastic M5 AML and monocytic
M5 AML) and model cell lines (KG1a and Ramos) and subsequently map the isotope tag intensity
profiles for an average of 15,000–20,000 cells [122]. A later report used bone marrow aspirates from a
total of 46 leukemia and healthy patients to quantify 20 target biomarkers via mass cytometry [125].
Recently, tissue preparation techniques were compared for mass cytometry analysis of single-cell
suspensions of human glioma, melanoma, and tonsil tissues [124]. A variation on this method was
later developed, termed multiplexed ion beam imaging (MIBI), which images metal isotope-labeled
antibodies using SIMS [123]. This method is also capable of imaging up to 100 features simultaneously
at a parts-per-billion (ppb) sensitivity and is compatible with fixed tissue. Angelo et al. [123] used
MIBI to quantify 10 biomarker targets in breast cancer biopsy tissue, which performed at the same
level or better than other quantitative clinical immunohistochemistry (IHC) methods.

While there are clear advantages associated with MSI methods for single-cell proteomic and
metabolic analyses, including sensitivity and multiplexing capabilities, there are still several drawbacks
to these methods. As previously mentioned, MALDI-MSI is limited to higher molecular weight
species (>2 kDa), while SIMS is limited to low molecular weight species (<2 kDa). Furthermore,
MALDI is only capable of micrometer resolution and performance is dependent on the assisting
matrix [105,112,113,126]. Mass cytometry is limited by the number of available metal-isotope-labeled
antibodies and the specificity of the antibodies to the target antigen(s). Despite the possible
disadvantages, advances in these mass spectrometry techniques have enormous potential to
significantly improve the quality of data obtained from cell-type-specific proteomic analyses.

5. Future Perspectives

Cell-type-specific proteomics has undoubtedly made considerable progress in recent years,
particularly in the field of neuroscience. Not only have cell isolation methods improved, but the
instrumentation used for proteomic analysis has significantly advanced regarding sensitivity and
reproducibility. Based on many of the neural cell-type-specific datasets available, however, the average
number of proteins identified continues to fall far below the acceptable threshold of previous neural
proteomics reports (Table A1) [90,91]. As discussed, there are several possible reasons for the
discrepancy in protein identifications found in brain tissue versus single-cell datasets. One is the
lack of organism- and tissue-specific standardization to determine the threshold of cellular material
necessary for adequate proteomic analysis. As displayed in Table A1, the number of proteins identified
in each of the listed techniques varies drastically between studies. Moreover, many of the results
listed are lacking experimental information that is necessary for reproduction. For instance, several
reports provide the number of cells and/or tissue quantity isolated but do not include the amount
of protein extracted from this material or injected onto the mass spectrometer. This calls attention to
the benefit of better standardization methods for cell-type-specific proteomics, in order to improve
overall reproducibility and quality of datasets. Furthermore, method development for cell-type-specific
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proteomics in neuroscience needs to continue with increased focus placed on factors such as improving
the efficiencies of cell isolation methods and reducing protein loss during sample preparation.

Recent efforts have also been made to improve these issues in the context of FACS for proteomic
analysis. For instance, Zhu et al. [25] identified an average of 670 protein groups from single HeLa
cells after integrating FACS and a novel method called nanoPOTS (nano-droplet processing in one-pot
for trace samples). After cells are sorted via FACS, the nanoPOTS method relies on robotic liquid
handling to perform sample processing in nanoliter volumes to help minimize sample loss. In this
study, FACS was noted to have several advantages in a single-cell proteomic workflow such as precise
cell counting and enabling removal of unwanted background contamination through cell dilution in
PBS [25].

In addition to FACS-based approaches, development of mass spectrometry-based methods that
combine different analytical features have made considerable progress in the advancement of single-cell
proteomics. Capillary electrophoresis (CE) is one feature that has been recently coupled to mass
spectrometry methods for single-cell analysis [127–136]. Benefits of using CE for single-cell analyses
include small sample volume accommodation, increased spatial resolution and sensitivity, and reduced
matrix effects [131,137–139]. One group recently coupled CE to microflow electrospray ionization
mass spectrometry (CE-μESI-MS) to identify metabolites in different cell types of South African
clawed frog (Xenopus laevis) embryos in three consecutive studies [129–131]. In the first of these
studies, CE-μESI-MS was used to compare metabolites in three different Xenopus blastomere cell types
dissected from the dorsal-ventral and animal-vegetal regions of the 16-cell embryo [130]. In total,
40 metabolites were significantly altered among the three cell types, indicating both specificity and
metabolic interconnection. A year later, this group used a similar method to identify 55 unique small
molecules in left and right D1 cells isolated from 8-cell Xenopus embryos [131]. After multivariate
and statistical analyses, an equal number of five metabolites were found to be significantly enriched
in the left and right D1 cells. Recently, this group was able to use CE-μESI-MS for direct analysis
of live Xenopus embryo cells [129]. In this study, approximately 230 different molecular features
were identified during mass spectrometry analysis of dorsal and ventral 8–32-cell-embryos. Not only
has this group identified metabolites using CE-μESI-MS, but they have also performed proteomic
analyses. In one report, they identified a total of 438 proteins from 16 ng of protein digest from a single
blastomere of a Xenopus 16-cell embryo [132]. In the same year, they also reported identification
of a total of 1709 protein groups from 20 ng of Xenopus protein digest from three cell types of
the 16-cell embryo [133]. In addition to electrophoresis, capillaries have recently been used for
microsampling of biomolecules from single neurons [140]. This study integrated this technique with
downstream ESI-IMS-MS, which had only previously been performed in human carcinoma cells [141]
and Arabidopsis thaliana epidermal cells [142]. Another study developed a neuron-in-capillary method
to culture and isolate single Aplysia californica bag cell neurons prior to LC-MS/MS analysis [143].

Recently, a mass spectrometry-based approach called Single Cell ProtEomics by Mass
Spectrometry (SCoPE-MS) was developed to address two of the major challenges facing
cell-type-specific proteomic analysis: minimizing protein loss that can occur from protein extraction to
mass spectrometry analysis and improving quantitation of low-abundant peptides identified from
single cells [144]. To achieve these goals, live single mouse embryonic stem cells were isolated under a
microscope prior to mechanical lysis and protein extraction. Next, single-cell protein was added to
that of carrier cells to further reduce sample loss and increase the amount of protein injected on the
mass spectrometer. To improve quantitation, tryptic peptides were then subjected to TMT labeling
prior to LC-MS/MS, which resulted in quantitation of over 1000 proteins.

Despite the many advantages discovery mass spectrometry has to offer, more quantitative MS
approaches have become increasingly popular in recent years. Targeted methods such as parallel
reaction monitoring (PRM) and data-independent acquisition (DIA) have emerged in recent years
in efforts to improve sensitive, accurate, and reproducible peptide quantitation. Though PRM is
limited by the number of peptides that can be quantified in a given assay, it enables multiplexing,
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which can result in quantitation of multiple peptides in a single run for a more high-throughput
analysis. Recently, Wan et al. [145] used PRM to quantify phosphorylation of PINK1 substrates in
human and mouse cortical neurons. Data-independent acquisition (DIA) is not as sensitive as PRM,
however, it has a much greater assay capacity. For instance, DIA analysis of fractionated mouse
hippocampal neurons resulted in identification of 4558 proteins among all fractions [146]. A similar
method to DIA was recently reported termed “BoxCar” which enabled identification of more than
10,000 proteins from mouse brain tissue [147]. Finally, label-based quantitation is another method that
is becoming increasingly popular for neuroproteomic analyses. Recently, 11,840 protein groups were
identified across two brain regions of control, AD, PD, and AD/PD human patients using TMT 10-plex
labeling [148]. While these and other results mentioned above using LCM together with fixed tissue
or MALDI-MSI are encouraging, there is a need for systematic and comprehensive cell-type-specific
LC-MS-MS analyses in human tissue.

Targeted mass spectrometry is also useful for quantitation of protein isoforms, which can have
cell-type- and tissue-specific expression profiles. Since the majority of isoform sequences are highly
conserved, they can only be distinguished by isoform-specific peptides, which are often lower in
abundance than peptides within the conserved regions. If these specific peptides are not detected via
discovery LC-MS/MS, the isoforms cannot be distinguished and are consequently grouped by the mass
spectrometry search software. This ultimately results in loss of isoform-specific expression profiles.
Using a more sensitive targeted approach drastically improves the probability that isoform-specific
peptides will be detected and quantifiable. Depending on the protein sequence, however, it may
not be possible to identify specific peptides for all isoforms using the targeted mass spectrometry
approach. One of the remaining ways to elucidate isoform-specific expression patterns is through
mRNA sequencing. mRNA is alternatively spliced prior to protein translation and is therefore a
blueprint for the protein sequence. By integrating the mRNA and protein datasets, a more complete
picture of the proteome can be generated. Tools to achieve this type of data integration have already
been developed, and continue to improve, which could prove useful for future cell-type-specific
analyses [149,150].

In summary, there is an overwhelming demand for comprehensive and consistent
cell-type-specific data in neuroscience, and novel techniques have been evolving rapidly in attempts
to fill this gap. This review has outlined methods and technical challenges present in this area
of research as well as potential improvements for these analyses. Collectively, these methods are
making substantial progress to increase the sensitivity, reproducibility and depth of proteome coverage
necessary for future cell-type-specific studies.
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Abstract: The mammalian nervous system is an immensely heterogeneous organ composed of a
diverse collection of neuronal types that interconnect in complex patterns. Synapses are highly
specialized neuronal cell-cell junctions with common and distinct functional characteristics that are
governed by their protein composition or synaptic proteomes. Even a single neuron can possess
a wide-range of different synapse types and each synapse contains hundreds or even thousands
of proteins. Many neurological disorders and diseases are caused by synaptic dysfunction within
discrete neuronal populations. Mass spectrometry (MS)-based proteomic analysis has emerged as
a powerful strategy to characterize synaptic proteomes and potentially identify disease driving
synaptic alterations. However, most traditional synaptic proteomic analyses have been limited by
molecular averaging of proteins from multiple types of neurons and synapses. Recently, several
new strategies have emerged to tackle the ‘averaging problem’. In this review, we summarize recent
advancements in our ability to characterize neuron-type specific and synapse-type specific proteomes
and discuss strengths and limitations of these emerging analysis strategies.

Keywords: proteomics; basal ganglia; synapses; synapse specificity; neuronal circuits; axons;
dendrites; neurodegeneration

1. Introduction

The mammalian nervous system is a complex organ assembled from millions of neurons in
complex circuits arranged into elaborate networks. Neuronal networks provide information-processing
capabilities and also facilitate the transfer of large amounts of data between brain regions and the
rest of the organism [1]. To establish proper neuronal circuits during development, axons must
innervate the appropriate target regions and form precise connections with the proper neurons [2].
Axons form short-range neuronal connections with nearby neuronal dendrites within the same brain
region and long-range nerve fibers connect distant territories of the brain [3]. Chemical synapses
represent specialized cell junctions that allow information, in the form of neurotransmitters, to flow
from presynaptic axons to postsynaptic dendrites. Synaptic proteomes mature during development
and are refined through activity dependent changes [4]. Proper synaptic communication is essential
for many physiological functions from breathing to learning and memory [5,6].

The disruption of synaptic transmission from long-range projection neurons plays a key role in a
variety of neurological disorders. For example, impaired neurotransmission of projection neurons is a
defining characteristic of neurodegeneration in basal ganglia diseases including Parkinson’s disease
(PD), Huntington’s disease (HD), and dystonia [7]. Death of substantia nigra dopaminergic neurons
in PD patients leads to loss of a major afferent basal ganglia projection. Importantly, administration
of levodopa mimicking dopamine is a widely used therapeutic for PD [8]. Furthermore, in HD,
discrete projections are (i.e., indirect pathway) impaired and responsible for the core aspects of
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pathology [9]. Neurodevelopmental disorders including autism and schizophrenia are also believed
to be caused by the impairment of multiple neuronal circuits [10,11]. Specific brain regions, neurons,
synapses, and synaptic proteins are also impaired in Alzheimer’s disease (AD) [12,13]. Hippocampal
synapses are the first to be affected in AD, but later pathology spreads to cortical regions and beyond.
However, some brain regions such as the cerebellum seem to be resistant to the AD-related synaptic
dysfunction even in late stages of AD [14]. Therefore, a deep understanding of the mechanisms and
proteins regulating discrete synapses formed locally or between long-range axonal projections and
their postsynaptic counterparts is a key step towards developing effective treatments for a wide range
of neurological disorders.

Systematic characterization of neuron-neuron connections or the “connectome” has recently
received significant biomedical research attention, since altered connections may play a causative
role in neurological dysfunction. The goal is to map the complete set of anatomical and functional
connectivity within the healthy mammalian brain. This is no small challenge since there are billions of
neurons and 1012–14 synapses in the mammalian brain [15,16]. Clearly, this is an immense challenge that
will require decades of research to complete [17]. While careful anatomical and electrophysiological
measurements should eventually provide an invaluable description of how neuronal networks function,
it is unlikely to facilitate the treatment of neurological disorders on its own, therefore necessitating a
molecular understanding. Determining the proteins and molecular mechanisms responsible for altered
circuit function of specific neurons and discrete synapses in discovery-mode, represents an important
opportunity that is only now becoming achievable [18].

Technological improvements in mass spectrometry (MS)-based proteomic analysis in combination
with the recent development of several chemical strategies, have now made it possible to probe discrete
neuronal and synaptic proteomes in vitro and in vivo. In this review article, we summarize recent
success in this emerging area of neuroproteomic research and provide a preview of how we and
others are combining these new tools to increase our understanding of underappreciated synaptic
mechanisms. The hope is that by identifying small groups of altered proteins in specific neurons and
synapses, we will be able to advance our understanding of synaptic dysfunction and discover new
therapeutic targets.

2. The Synaptic Protein Averaging Problem

Historically, neurons have been classified based on the identity of the neurotransmitter (NT)
that their axons secrete. For example, glutamate is released in synaptic vesicles by glutamatergic
neurons and plays a key role in learning and memory as a major excitatory NT type in the brain [19].
Other major NTs, including adrenalin, noradrenaline, dopamine, gamma aminobutyric acid (GABA),
acetylcholine, and serotonin, regulate discrete functional aspects of neuronal physiology and manage
different physiological aspects such as mood, pleasure, and reward. Neurotransmission is a complex
and intricate neurobiological process and we already know the identity of more than 100 NTs, with
many more still likely to be discovered. It is expected that the machinery responsible for the release of
synaptic vesicles containing different NTs require at least some of the same core proteins. However, this
has yet to be deeply investigated and it is possible that the release of different NTs requires a unique
set of protein factors [4]. Furthermore, it is well known that co-release or co-transmission in the same
or distinct synaptic vesicles is also a common mechanism in the mammalian brain [20]. For NTs
to function, they must each bind their cognate postsynaptic receptor and facilitate signaling as
ligand-gated ion channels, transporters and G-protein coupled receptors (GPCRs). This high degree of
fidelity guarantees the faithful incorporation of multiple signals and minimizes unwanted NT crosstalk.

Individual neurotransmitters bind to multiple receptor proteins and protein complexes.
Take metabotropic glutamate receptors (mGluRs) as an example, there are eight different GPCRs
that localize to both pre- and post-synaptic membranes. The expression of mGluR4 is very high
in the cerebellum but mGluR6 is highly expressed only in the retina [21]. The spatially restricted
expression pattern of these receptors suggests that synapses contain a unique array of proteins in both
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the cerebellum and retina. Let us consider the basal ganglia, situated at the base of the forebrain, as
an illustration of regional synaptic heterogeneity. It is composed of the striatum, globus palladus,
ventral pallidum, substantia nigra, and subthalamic nucleus and is associated with a variety of
functions [22]. The basal ganglia possess two groups of spiny projection neurons (SPNs), direct
pathway (dSPNs) and indirect pathway SPNs (iSPNs). Interestingly, dSPNs and iSPNs have nearly
indistinguishable morphology and are both GABAergic, however they control contrasting aspects
of motor control. Both types of SPNs receive glutamatergic input from the cortex and thalamus,
and dopaminergic projections from substantia nigra. Dopamine receptor D1 (Drd1) is selectively
expressed in dendritic spines of dSPNs, Drd2 is selectively expressed in iSPNs, and these receptors
have distinct signaling activities [23]. Previous targeted biochemical studies and translation profiling
experiments have confirmed significant difference in dSPNs and iSPNs expression profiles, however
the synaptic proteomes of these neurons has yet to be effectively compared [24]. Taken altogether, the
synaptic protein composition of dSPNs and iSPNs are likely to be different in at least a few key aspects.
Interestingly, dSPN and iSPN have distinct roles in neurodegenerative diseases and disorders such
as PD and schizophrenia. The most effective medicines for these diseases have targeted Drd2 SPNs,
suggesting the malfunction of Drd2 synapses play a key role [25]. Moreover, a recent study showed
that neuroligin-3 (Nlgn3) mutations selectively impaired dSPNs in nucleus accumbens (NAc) to boost
autism spectrum disorder (ASD)-associated repetitive behaviors, suggesting the malfunction of Nlgn3
positive synapses in NAc dSPNs may be a driver of at least some behavioral symptoms in ASD [26].

The high degree of neuronal and synaptic heterogeneity in the brain poses a prohibitive obstacle
for researchers trying to determine the protein composition of discrete synapses. Historically, the
most widely used strategy has been to dissect individual brain regions, homogenize the tissue in
sucrose buffer, perform differential centrifugation to purify synaptosomes, and use proteomics to
identify the proteins present in the purified material. However, during the process of homogenization,
the identity of all projection specific synaptic proteins will be lost and the resulting datasets will
represent a composite ‘average’ measurement of synaptic protein content (Figure 1). Simply put,
low abundance proteins present at all SPN synapses will be indistinguishable from those present at
moderate levels only at iSPN or dSPN synapses. This is important since discrete neural circuits are
affected in neurological disorders and by using the traditional synaptosome approach to evaluate
altered synapses is suboptimal at best and misleading at worst. Thus, we need new approaches to
facilitate in vivo proteomic characterization of discrete synapses in the context of rodent models of
neurological disorders.
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Figure 1. Neuronal and synaptic diversity complicates the interpretation of proteomic datasets.
(A) Original drawing by Santiago Ramon Y Cajal showing a diverse neuronal population in chicken
brain. Reproduced here without restriction since this work is in the public domain in its country
of origin and other countries and areas where the copyright term is the author’s life plus 70 years
or less. (B) Traditional biochemical approaches with mass spectrometry (MS) analysis of pre- and
postsynaptic proteomes are limited by the molecular averaging (top). Analysis of discrete synaptic
proteomes represents a major advancement in our ability to understand synapse specific functions.

3. Strategies to Overcome Averaging at the Cellular Level

The accuracy and sensitivity of nearly all proteomic analysis workflows are limited by the degree
of proteome complexity present in the extract. For example, the presence of even a few highly abundant
synaptic proteins, such as CaMKII, tends to limit our ability to detect and quantify low abundant
synaptic proteins in both targeted and untargeted MS-based analysis workflows [27]. The proteome
complexity of synaptosomes prepared from rodent whole brain extracts poses an even greater challenge
since they represent cumulative composite collections of proteins. Therefore, one commonly used
strategy to surmount the averaging problem is to limit the heterogeneity of the protein extract [28].
With this goal in mind, multiple approaches have been developed and applied to the investigation of
cell type and region-specific synaptic proteomes.

3.1. Laser Capture Microdissection (LCM)

LCM is a straightforward strategy to identify a tissue region of interest with a microscope and a
laser to isolate it from intact brain tissue from any source for subsequent molecular characterization
(Figure 2A). Typically, the brain tissue sections (5–50 micrometers thick) are mounted and examined
with a light microscope. Regions of interest (i.e., certain group of neurons) are identified based on
location or morphology, and targeted for isolation. Then the selected targets, which represent groups
of cells or even a single cell, is precisely cut away from the brain section with an ultraviolet laser beam
(usually 355 nm) and captured with an infrared laser [29]. LCM has high spatial resolution that can
be precisely controlled within a few μms. Thus, the laser will only minimally damage the tissues
adjacent to that of interest during the isolation and intact cellular structures such as synapses can
be preserved. LCM has been widely used to study specific proteomes in discrete brain regions with
laminar organization such as the hippocampus [30]. However, LCM has several significant limitations;
it requires specific morphological characteristics and neuronal organization to identify synaptic regions
of interest, time required to isolate the target tissue can compromise its integrity, and the depth of
proteomic analysis is nearly always sample limited.
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Figure 2. Comparison of Laser Capture Microdissection (LCM), Fluorescence-Activated Cell Sorting
(FACS) and Bioorthogonal Strategies (BOSs) strategies. (A) LCM-based synaptic proteomic analysis
is limited by potentially severe molecular averaging. (B) FACS-based proteomics is able to profile
a specific type of neuron. However, loss of neurites and synapses during preparation of single-cell
suspension is a shortfall. Most of the identified proteins are non-synaptic cytosolic proteins that localize
to the soma. (C) Two BOSs-based proteomic strategies provide solutions for ‘averaging problem’ and
potentially retain more synaptic information. AlkK is an economic alternative of CypK, which is
affordable to feed rodents. Both BOSs can be used for ex vivo and in vivo labeling of cell-type specific
proteins; due to space constraints, we illustrate one labeling strategy for each BOS.
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3.2. Fluorescence-Activated Cell Sorting (FACS)

FACS is the most commonly used technology to isolate discrete populations of dissociated cells of
interest in a stream of fluid with an electronic detector [31]. FACS requires fluorescently labeled cells
via dyes, antibodies, or fluorescent proteins [32]. Several fluorescent labels can be used in parallel and
the cells can be sorted and collected based on the combination of fluorescence signals. The advantage
of FACS is that, with appropriate labeling, multiple cell types of interest can be confidently isolated
at the same time. However, FACS may not be an optimal strategy to isolate intact neurons, since the
cells need to be individually dissociated into a single-cell suspension (Figure 2B). During this process,
synapses and neurites may become damaged or retract. To overcome this challenge, researchers have
recently used FACS to sort fluorescence-labeled purified synaptosomes. This approach can be used to
isolate synaptosomes from discrete synapse-types (e.g., VGluT1-GFP) and in combination with MS,
begin to determine synapse type specific proteomes [33]. This strategy addresses the synapse-loss and
specificity problems but may be somewhat hindered by the ability of FACS to sort small heterogeneous
vesicles (i.e., synaptosomes) with weaker fluorescence signals and the potential for clumping of
fluorescent and non-fluorescent particles. Thus, neuronal debris and mitochondria may co-purify
with fluorescent synaptosomes, and potentially lead to co-purification of non-synaptic proteins and
potentially limit the specificity of this strategy.

3.3. Bioorthogonal Strategies (BOSs)

Recently, genetically modified tRNA synthetases in combination with unnatural amino acids
and BOS have facilitated the identification and measurement of cell type specific proteomes [34,35].
Alvarez-Castelao et al. developed a methionyl-tRNA synthetase (MetRS) L274G-based system;
MetRS L274G primes methionine tRNAs with the methionine amino acid surrogate azidonorleucine
(ANL). When MetRS L274G is selectively expressed in discrete cells with cell type-specific promoters or
Cre recombinase, ANL is selectively incorporated into nascent polypeptides, which can be clicked with
biotin and isolated with streptavidin. Krogager et al. used pyrrolysyl-tRNA synthetase—tRNAXXX
with FLEx-adeno-associated virus (AAVs) and Cre recombinase strategy to measure neuron-type
specific proteomes [34]. Pyrrolysyl-tRNA synthetase—tRNAXXX pair was only expressed in
Cre-positive cells. In these cells, a non-canonical amino acid substrate with bioorthogonal cyclopropene
group (CypK), leads to stochastic but low level labeling of the proteome with CypK. Proteins
containing the non-canonical amino acids are clicked with biotin, and enriched with streptavidin.
By combining BOS strategies with stable isotope-based quantitative proteomics, the measurement of
discrete neuron-type specific proteomes in vivo can be achieved. BOSs are well suited to study cell
type-specifically proteomes in vivo and represent an emerging field of chemical biology (Figure 2C).
However, it is possible that ANL and CypK labeling impairs protein function. BOSs are dependent on
new protein synthesis. It makes this strategy biased for those proteins with high translation rates and
potentially slow degradation rates. Therefore, BOSs are suitable to probe neuron-type specific synaptic
dynamic changes such as developmental maturation and activity-induced changes. Therefore, the
measurement of long-live synaptic proteins will be in accessible [36].

4. Strategies to Overcome Averaging at the Molecular Level

Determining the proteome of a single type of neuron or synapse within the mammalian brain
is a monumental challenge. Except for LCM, the strategies described above are not sufficiently
sensitive or robust to identify and measure cell type-specific synaptic proteomes. To home in on
synaptic proteins from the proteomic datasets generated from these approaches, it is common to
filter protein lists based on publically available synaptic proteins databases, such as SynaptomeDB or
G2C:Synapse Proteomics [37,38]. Overall, this strategy works well, however the confidence of one’s
findings will only be as specific as the databases used to filter the datasets are accurate. For example,
this strategy may be misleading since these proteins may not be present at synapses in the specific
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neurons under investigation. FACS and BOS-based approaches are powerful but may be hindered
by two limitations when used to measure cell type-specific synaptic proteomes. The first limitation
is that these strategies will provide analyses with moderate sensitivity but are unlikely to provide
the means to measure low abundance synaptic proteins since their signals will be quite low relative
to the entire neuronal proteome. Second, these approaches may also suffer from the fact that many
proteins localize to synapses in addition to other cellular locations. For example, many synaptic
proteins are processed through the ER, Golgi apparatus, endosomal vesicles, and even lysosomes [39].
This situation is even more of a concern when investigating neurological disorders and diseases since
non-synaptic pathogenic proteins accumulate or are removed from synaptic compartments in the
context of disease [40,41]. For example, the loss of dopaminergic presynaptic terminals in PD brains
is likely to have severe direct and compensatory effects on basal ganglia synaptic proteomes [42].
Collectively, the interpretation of “synaptic” proteomic datasets need to be interpreted with care and
confirmed with additional experiments whenever possible. One interesting strategy that has provided
an understanding of synapse type protein interaction networks has been the selective expression of
tagged synaptic protein with affinity purification and MS analysis [43,44].

Recently, Ting and Roux have reported two breakthrough methods to identify and quantitate
spatially restricted proteomes by promiscuously tagging proteins with biotin via ascorbate or
horseradish peroxidase (i.e., APEX, HRP), and BioID respectively [45,46]. They are based on similar
principles and workflow but use different biotin-tagging enzymes, modified peroxidases or E. coli
biotin ligase (BirA-R118G, or BirA*). These enzymes have been fused to a wide-range of different
subcellular targeting proteins and peptides in order to probe a panel of different subcellular specific
localizations, including mitochondria and synapses [45,47,48]. These strategies are well suited to
determining synapse-type specific proteomes in vitro and in vivo, by fusing HRP, APEX or BirA* to
PSD95 (e.g., excitatory post-synapses) or gephyrin (e.g., inhibitory postsynapses). Then small molecules
that trigger enzyme-catalyzed biotinylation of proximal endogenous proteins are administered to
animals or living cells [49,50]. Subsequently, the biotinylated proteins are enriched with streptavidin or
anti-biotin antibody conjugated beads, and their identities and levels are determined by MS (Figure 3).
In this way, HRP-LRRTM2 was recently used to identify 199 glutamatergic and 42 GABAergic synaptic
cleft proteins in cultured neurons, and BioID revealed an elaborate inhibitory postsynaptic protein
network in the developing mouse cortex [48,51]. Compared to traditional affinity purifications in
combination with MS-based protein identification and quantification, proximity tagging technologies
represent complementary, and in some cases more sensitive, analysis workflows that allow the
measurement of low abundant proteins [44,52]. One key advantage of HRP/APEX and BioID
over traditional affinity purification-based strategies is that the biotin protein tagging occurs in situ,
which eliminates the requirement that protein-protein interactions survive detergent based lysis and
biochemical purification.

However, there are two major disadvantages of proximity tagging technologies worth noting.
First, just like BOSs, expression of promiscuous biotin-tagging enzymes may alter synaptic function.
Second, a small panel of high abundance proteins are robustly biotinylated (i.e., pyruvate carboxylase,
propionyl-CoA carboxylase, acetyl-CoA carboxylase) and tend to dominate the MS spectra and thus
limit the detection of low abundance tagged proteins of interest. We have found that extensive peptide
fractionation, rather than depleting the endogenously biotinylated proteins, is an effective work
around. Finally, both HRP/APEX and BioID require well-designed bioinformatic strategies to identify
top protein candidates from potentially long lists [47].
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Figure 3. Proximity biotin-tagging strategies. Ascorbate or Horseradish Peroxidase (APEX or
HRP)-based strategies are most suitable to profile synaptic proteomes in vitro or ex vivo because
of biotin-phenol and H2O2 are toxic. Application of APEX or HRP based-strategies have been primarily
used in cultured cells and neurons but we speculate here how these strategies could be used ex vivo.
BioID-based proteomics works well in vivo but requires long incubation period (hours to days) to
obtain high levels of biotinylated proteins, which raises the background biotinylation levels and
increases the number of potential false positives.
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5. Conclusions and Future Perspectives

The recent development of highly sensitive and robust RNA sequencing (RNA-Seq) technologies
has led to a boom in single cell analyses and significantly increased our understanding of global
gene expression patterns of discrete neuronal populations in healthy and stressed conditions [53–55].
However, single cell RNA-Seq does not provide the subcellular resolution or protein expression data
needed to interrogate discrete synapses or provide insight into the actual synapse-type specific protein
expression patterns. MS-based strategies are beginning to bridge this gap, and over the coming
years, we will eventually reach a deep understanding of neuron-type and synapse-type specific
proteomes. Besides the ‘averaging problem’, many other obstacles are hindering our understanding of
synaptic proteomes. Post translation modification (PTM) is one such example. In many conditions,
the initiation of long-term potentiation requires SUMOylation and phosphorylation of many pre-
and postsynaptic proteins [56–58]. PTMs complicate peptide spectra and consequently reduce the
depth of traditional proteomic analyses. Now researchers are developing new sample preparation
approaches and MS search algorithms (e.g., open search) to better handle PTMs [59]. Altogether, the
accumulating knowledge of neuron-type specific and synapse-type specific proteomes will accelerate
our basic understanding of synapses and neuronal networks and may pave a path towards the effective
treatment of neurological disorders and diseases.
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Abstract: The proteome of the postsynaptic terminal of excitatory synapses comprises over one
thousand proteins in vertebrate species and plays a central role in behavior and brain disease.
The brain is organized into anatomically distinct regions and whether the synapse proteome differs
across these regions is poorly understood. Postsynaptic proteomes were isolated from seven forebrain
and hindbrain regions in mice and their composition determined using proteomic mass spectrometry.
Seventy-four percent of proteins showed differential expression and each region displayed a unique
compositional signature. These signatures correlated with the anatomical divisions of the brain
and their embryological origins. Biochemical pathways controlling plasticity and disease, protein
interaction networks and individual proteins involved with cognition all showed differential regional
expression. Combining proteomic and connectomic data shows that interconnected regions have
specific proteome signatures. Diversity in synapse proteome composition is key feature of mouse
and human brain structure.

Keywords: synapse; postsynaptic; proteome; mass spectrometry; protein interaction networks;
connectome

1. Introduction

Synapses are the specialized junctions between nerve cells and are present in vast numbers in
the mammalian nervous system. During the 1990s, synapses were thought to be relatively simple
connectors, but the application of proteomic mass spectrometry in 2000 revealed an unanticipated
complexity in their protein composition [1]. Both the presynaptic and postsynaptic proteomes have
since been systematically characterized in several vertebrate species and thousands of proteins have
been identified [2–13]. Phosphoproteomic studies have shown that neural activity causes changes
in large numbers of proteins [14,15]. These findings have transitioned the view of synapses to
one where they are highly sophisticated and complex signaling machines that process information.
The importance of understanding this complexity is underscored by the finding that over 130 human
brain diseases are caused by mutations disrupting postsynaptic proteins [16,17].

It is of fundamental importance to understand how the high number of postsynaptic proteins
are organized physically (within synapses) and spatially (between synapses). Biochemical studies
have shown that postsynaptic proteins are typically assembled into a hierarchy of complexes and
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supercomplexes (complexes of complexes) [18–20]. The prototype of postsynaptic supercomplexes are
those formed by the scaffolding protein PSD95 (also known as Dlg4). Dimers of PSD95 assemble with
complexes of neurotransmitter receptors, ion channels, signaling and structural proteins into a family
of high molecular weight (1–3 MDa) structures in excitatory synapses [18–20]. PSD93 (also known
as Dlg2), which is a paralog of PSD95, co-assembles with PSD95 to bind N-methyl-D-aspartate
(NMDA) receptors and these are an important functional subset of the PSD95 supercomplex family.
Other combinations of proteins form other subtypes of PSD95 supercomplexes, such as those
containing potassium channels and serotonin receptors [20–23]. Together, these members of the
PSD95 supercomplex family confer diverse signal processing functions to the synapse.

The principles underlying the spatial organization of synapse proteomes in the brain is less well
understood. To date, most studies of the synapse proteome have focused on defining composition from
limited regions of the brain (or the whole brain). However, at the macroscopic level, brain architecture
is characterized by regions with distinct functions [24]. It is therefore of importance to ask if synapse
proteomes differ between brain regions and whether any differences might be relevant to their function
or to the connectivity between these regions. In a recent study, we reported that regions of human
neocortex differ in the composition of their postsynaptic proteomes and that these compositional
differences correlate with functional properties [25]. The present study employs a similar analysis
applied to the mouse brain, which allows us to ask if conserved principles may apply across these two
species that evolved from a common ancestor ~90 million years ago.

Using a method suitable for the isolation and direct quantification of mouse synapse proteomes
from small amounts of brain tissue, we compared and contrasted the synapse proteomes isolated from
seven integral regions of the adult mouse brain. The postsynaptic proteome was analyzed to a depth
of 1173 proteins and differential expression signatures were identified and characterized in each brain
region. We used these datasets to analyze the spatial organization of the postsynaptic proteome in
the mouse brain and identify organizational principles shared with humans [25,26]. This large-scale
dataset is a useful resource for the field of neuroscience and future studies using mouse models of
human disease.

2. Materials and Methods

2.1. Dissections of Mouse Brain Regions

This study was performed using 8-week-old male C57BL/6J mice. All experimental protocols
involving the use of animals were performed in accordance with recommendations for the proper care
and use of laboratory animals and under the authorization of the regulations and policies governing
the care and use of laboratory animals (EU directive No. 86/609 and Council of Europe Convention
ETS123, EU decree 2001-486 and Statement of Compliance with Standards for Use of Laboratory
Animals by Foreign Institutions No. A5388-01, National Institutes of Health, Bethesda, MD, USA).

The mice (n = 6) were anesthetized with a pentobarbital dose of 40 mg/kg body weight and
sacrificed by decapitation. The brains were rapidly removed and kept on ice while the areas of interest
were dissected from the right hemisphere using the microdissection method of Palkovits [27]. Large
regions were collected from the frontal, medial and caudal cortex, as well as the right caudate putamen,
right hippocampus, whole hypothalamus, and cerebellum (right half), which was cut previously
through the vermis (Figure S1). The samples were frozen on liquid nitrogen and stored at −80 ◦C
until processed.

2.2. PSD Isolation and Protein Preparations for Mass Spectrometry

Dissected mouse brain regions were homogenized by performing 12 strokes with a Dounce
homogenizer containing 2 mL ice-cold homogenization buffer (320 mM sucrose, 1 mM HEPES,
pH 7.4) containing 1× Complete EDTA-free protease inhibitor (Roche) and 1× Phosphatase inhibitor
cocktail set II (Calbiochem). Synaptosomes were isolated from homogenized mouse brain tissue as
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described [2]. Briefly, insoluble material was pelleted by centrifugation at 1000× g for 10 min at 4 ◦C.
The supernatant (S1) was removed and the pellet resuspended in 1 mL homogenization buffer and an
additional six strokes were performed. Following a second centrifugation at 1000× g for 10 min at
4 ◦C, the supernatant (S2) was removed and pooled with S1. The combined supernatants were then
centrifuged at 18,500× g for 15 min at 4 ◦C. The pellet was resuspended in 0.25 mL homogenization
buffer and 0.25 mL extraction buffer (50 mM NaCl, 1% DOC, 25 mM Tris-HCl, pH 8.0) containing
1× Complete EDTA-free protease inhibitor (Roche) and 1× Phosphatase inhibitor cocktail set II
(Calbiochem) and incubated on ice for 1 h. The resulting PSD extracts were centrifuged at 10,000× g
for 20 min at 4 ◦C and the resulting supernatant filtered through a 0.2 μm syringe filter (Millipore).

2.3. Sample Preparation and LC-MS/MS Analysis

All chemicals were purchased from Sigma-Aldrich unless otherwise stated. Acetonitrile and
water for HPLC-MS/MS and sample preparation were HPLC quality and were purchased from
Thermo Fisher Scientific (Loughborough, UK). Formic acid was supra-pure (90–100%) purchased
from Merck KGaA (Darmstadt, Germany) while trypsin sequencing grade was purchased from
Promega (Southampton, UK). All HPLC-MS connector fittings were either purchased from Upchurch
Scientific (Hichrom) or Valco (RESTEK). Fifty micrograms of PSD proteins were acetone precipitated,
protein pellets reconstituted in SDS-PAGE loading buffer, and briefly run on a 4–12% Bis-Tris gradient
gel (Invitrogen) for ~10 min. Proteins were in-gel digested using a method similar to that of
Shevchenko et al. (2006) [28]. Resulting peptide extracts were then acidified with 7 μL 0.05% TFA and
were filtered with a Millex filter (Millipore) before HPLC-MS analysis. Nano-HPLC-MS/MS analysis
was performed using an on-line system consisting of a nano-pump (Dionex Ultimate 3000, Thermo
Fisher) coupled to a QExactive instrument (Thermo Fisher) with a pre-column of 300 μm × 5 mm
(Acclaim Pepmap, 5 μm particle size) connected to a column of 75 μm × 50 cm (Acclaim Pepmap, 3 μm
particle size). Samples were analyzed on a 90-min gradient in data-dependent analysis (one survey
scan at 70 k resolution followed by the top ten MS/MS).

2.4. Mass Spectrometry and Data Analysis

Data from MS/MS spectra were searched using MASCOT version 2.4 (Matrix Science Ltd.,
London, UK) against the Mus musculus subset of the National Center for Biotechnology Information
(NCBI) protein database (382,487 protein sequences) with maximum missed-cut value set to 2.
The following features were used in all searches: (i) variable methionine oxidation; (ii) fixed cysteine
carbamidomethylation; (iii) precursor mass tolerance of 10 ppm; (iv) MS/MS tolerance of 0.05 amu;
(v) significance threshold (p) below 0.05 (MudPIT scoring); and (vi) final peptide score of 20.

Progenesis version 4 (Nonlinear Dynamics, Newcastle upon Tyne, UK) was used for HPLC-MS
label-free quantitation. Only MS/MS peaks with a charge of 2+, 3+ or 4+ were considered for the
total number of “Feature” (signal at one particular retention time and m/z) and only the five most
intense spectra per “Feature” were included. Each LC-MS run was normalized by multiplying a scalar
factor. The scalar factor is a ratio in log space of the median intensity of the selected features against
the median intensity of the selected feature of a reference spectrum. The associated unique peptide ion
intensities for a specific protein were then summed to generate an abundance value and transformed
using an ArcSinH function. Based on the abundance values, within group means were calculated and
from there the fold changes (in comparison to control) were evaluated. One-way analysis of variance
(ANOVA) was used to calculate the p-value based on the transformed abundance values. p-values were
adjusted for multiple comparisons and were calculated either from Progenesis version 4 (Nonlinear
Dynamics) or using R (R Core Team, 2013) [29] based on Benjamini and Hochberg (1995) [30]. Further
analysis was performed by extracting a Z-score calculated on ArcSinH average group.

Differentially expressed proteins were only considered significant in the current study if the
following conditions were fulfilled: (i) adjusted p-values (pairwise) less than 0.05; (ii) number of
unique peptides detected and used in quantification per protein was at least 2 for the 1173 dataset;
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and (iii) absolute fold change was at least 1.3 for differentially abundant proteins and ≤0.667 for
downregulated proteins.

2.5. Bioinformatic Analyses

The majority of the analysis was performed in the R software environment for statistical
computing and graphics. Principal component analysis (PCA) and Tukey test was performed with
R package FactoMineR and correlation analysis with the package corrplot. Differential stability (DS)
analysis was performed as described [31]; briefly, for each protein from the list of 1173, the average
Pearson correlation coefficient was estimated from 14 pairwise Pearson coefficients for six brain
samples. Based on DS, Tukey and PCA analyses, we determined that the data from all six individuals
could be combined and the mean protein abundances were then used for all downstream analyses.
Heatmaps were generated with use of the heatmap.2 function from gplot R library: parameters were
set to default values with the exception of label and dendrogram visualization control. Hierarchical
clustering validation and comparison of dendrograms were performed with package dendextend [32].
The number of stable clusters was independently assessed with nbclust package [33], which provides
the list of indices to determine the optimal number of clusters. We selected a set of six clusters
[the postsynaptic proteome modules (PPMs)] based on the best combination of indices provided by
nbclust R package. Individual proteins in each of the six PPMs and their abundances across all seven
integral regions are listed in Table S5 and proteins in each module were ranked by their abundance in
each of the seven regions of the mouse brain examined.

We used Bioconductor package ClusterProfiler for Gene Ontology (GO) and KEGG enrichment
analysis [34] and Bioconductor ReactomePA package for pathway over-representation analysis
(http://bioconductor.org/packages/release/bioc/html/ReactomePA.html).

GO function and KEGG pathway enrichment for all proteins was performed using DAVID
(https://david.ncifcrf.gov/). Disease enrichment for each brain region and each protein module
was performed using DAVID (https://david.ncifcrf.gov/) and KEGG pathway enrichment was then
performed by searching ranked protein lists obtained using GSea version 2.1.0 (http://software.
broadinstitute.org/gsea/index.jsp) as previously described [35].

Circular hierarchical clustering of protein modules for the visualization of inter-region molecular
interactions was performed using Circos (http://circos.ca) [36]. A Circos configuration file was created
representing brain regions as “karyotypes”. All proteins were grouped into “modules” according
to their abundance similarity. Proteins that have positive abundance in more than one region were
shown as links between regions. The width of each link is proportional to the fraction of the regional
proteins that contributed to the link, while its color corresponds to that of the respective “module”.
All preprocessing of the relative abundance information and generation of appropriate Circos files
were performed in R. Scripts are available on request.

For DS analysis, we used the described approach [31] on the MS intensity values obtained for all
1173 proteins identified with a minimum of two unique peptides in order to identify synaptic proteins
with highly reproducible expression patterns across all six independent mouse brains. The average
pairwise Pearson correlation ρ over the six individual mouse brains was quantified and obtained
DS values ranged from 0.96 to −0.22 (avgCor, Table S3). As DS reflects the tendency of a gene to
exhibit reproducible differential expression relationships across brain structures, the higher DS value
represents a more reproducible relationship.

For correlation with mesoscale mouse connectome data [37], the mean voxel sum for each region
was calculated with respect to all other regions and itself. The correlation of this matrix was then
estimated with the matrix of protein abundances. The results are listed in Table S3.

2.6. Protein Interaction Identification and Mapping

The full postsynaptic proteome network was built from the list of 1173 proteins obtained in
this study and protein-protein interactions (PPIs) obtained by mining publicly available databases:
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BioGRID [38], IntAct [39] and DIP [40] both for mouse and human. The total network consists
of 1016 proteins and 8105 PPIs. We applied weights to each interaction based on abundance
values for specific brain regions as follows: mean (ExpA, ExpB), so that for each of the regions
the specific weight for each of the interactions could be determined. Having varying abundances for
interacting proteins in different brain regions, we estimated the region-specific edge that resulted in
region-specific PPI. Each brain region network was clustered making use of the spectral properties of
the network; the network being expressed in terms of its eigenvectors and eigenvalues, and partitioned
recursively (using a fine-tuning step) into communities based on maximizing the clustering measure
modularity [41–43]; the modularity of the networks was found to be 0.28–0.42. Modularity (Q)
measures the quality of a network division into communities from the number of edges found relative
to the number expected if placed at random. The modularity value lies in the range 0, which indicates
clustering no better than random, to 1, with typical values for real networks ranging from 0.3 to 0.7 [42].

Enrichment for biological process and cellular component was performed using the topGO
package (https://bioconductor.org/packages/release/bioc/html/topGO.html), while functional
enrichment of synaptic proteins/gene groups that are known risk factors for schizophrenia was
performed using the published schizophrenia risk factor dataset [44].

The stability of all interactions across the region were assessed by comparison of clustering
results for each of seven region-specific networks and assigning each interaction a score of 0 if both
proteins appeared in the same cluster and a score of 1 if it appeared in a different cluster. Scores were
summed over all seven regions, resulting in sums ranging from 0 (proteins remain in the same
cluster in all regions) to 7 (proteins never appear in the same cluster). For the “stable” network,
we selected interactions with scores ≤2, which means that they persist in the same cluster in 5/7 (70%)
regional networks.

PPI networks were visualized with Gephi (https://gephi.org).
For disease enrichment analysis, the community and protein robustness values within the range

0–1 were taken as edge weights. Each region network was then clustered and cluster enrichment was
assessed using the TopOntop package (https://github.com/hxin/topOnto) and OMIM/Ensemble
Var/genetic annotation data. For disease enrichment the annotation data were standardized
using MetaMap [45–47] and NCBO Annotator (https://www.bioontology.org/annotator-service)
to recognize terms found in the Human Disease Ontology (HDO) [48]. Recognized enriched
disease ontology terms were then associated with gene identifiers and stored locally. Disease
term enrichment could then be calculated using the topology-based elimination Fisher method [49]
found in the topGO package (http://topgo.bioinf-mpi-inf.mpg.de/), together with the standardized
OMIM/GeneRIF/Ensembl variation gene-disease annotation data (17,731 gene-disease associations),
and the full HDO tree (3140 terms). Each region was then examined individually by performing the
clustering analysis and enrichment for each of the clusters identified in each of the seven brain regions.

3. Results

3.1. Quantification of Postsynaptic Proteins from Brain Regions

Seven integral brain regions within the forebrain (prosencephalon) and hindbrain (rhombencephalon)
were dissected from six eight-week-old C57BL/6J mice (Figure 1A and Figure S1). Forebrain regions
included telencephalic structures: frontal cortex (CxF), medial cortex (CxM), caudal cortex (CxCA),
hippocampus (Hip), and striatum (ST); the hypothalamus (Hyp) represented a diencephalic structure;
and the hindbrain was represented by cerebellum (CB). These represent major brain regions with
different structural and functional attributes and which can be relatively easy dissected from the brain.

PSD fractions were prepared from six mice and all 42 samples were analyzed using LC-MS/MS.
Label-free quantitation of peptide intensity identified 1173 proteins across all seven brain regions
(Table S1). We found a significant overlap between our dataset and those obtained in other mouse
studies [4–6,10–12,22] (Figure S2A,B); the 61 proteins unique to this study are summarized in Table S2.
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To determine the validity of pooling data from six mice, we performed several analyses. We first
used the differential stability (DS) approach, which has been previously applied to transcriptomic and
proteomic analyses of adult human brain regions [25,50] (Table S3). For this, we estimated the average
pairwise Pearson correlation to identify the proteins that demonstrate similar patterns across all six
brains. From 1173 synaptic proteins, roughly half (572) displayed a high DS correlation, or similar
expression patterns across all brain regions (Table S3A,B). We found that these were functionally
enriched in synaptic transmission proteins (q = 8.25 × 10−19), ATP metabolic processes (q = 1.33
× 10−12) and calcium ion transporting proteins (q = 2.02 × 10−9). Proteins involved in pathways
associated with learning (q = 8.08 × 10−6), memory (q = 6.23 × 10−3) and behavior (q = 1.39 × 10−7)
were also over-represented in this high DS subset. Components of several KEGG pathways were also
highly correlated between individuals, including long-term potentiation (q = 7.95 × 10−7), calcium
signaling pathways (q = 1.13 × 10−5), Huntington’s (q = 2.66 × 10−7), Alzheimer’s (q = 2.14 × 10−5)
and Parkinson’s disease (q = 8.95 × 10−6) (Table S3C). The most highly conserved proteins among
the six individual mice with the highest DS values were STX1A (p = 0.96), STUM (p = 0.96), CDH13
(p = 0.95) and ATP1B2 (p = 0.95) (Table S3B). We also compared the distribution of synaptic protein
abundances across individual mice by principal component analysis (PCA). This analysis (Figure
S3A) indicates that the synaptic proteome of the mice largely overlap, with brains A–C corresponding
to the central region of the distribution. As Tukey’s HSD test shows no significant difference in the
mean values of six individuals at a confidence level of 95% (Figure S3B), we determined that the data
from all six individuals could be combined and the mean protein abundances were then used for all
downstream analyses.

Figure 1. Signatures of postsynaptic proteome composition in mouse brain regions. (A) Seven
integral brain regions in mouse: frontal cortex (CxF), medial cortex (CxM), caudal cortex (CxCA),
hippocampus (Hip), striatum (ST), hypothalamus (Hyp), and cerebellum (CB). Color coded according
to vertebrate embryological regions (as in (B)). (B) Hierarchical clustering by region (x-axis) and
protein abundance (y-axis) shows that each region has a unique signature of postsynaptic proteome
composition. (C) Neuroanatomical map of clusters in (B) showing proteome organization into forebrain
and hindbrain structures: telencephalon, diencephalon and rhombencephalon.

3.2. Regional Differences in Postsynaptic Proteome Composition

To identify postsynaptic proteins with differential expression between brain regions, proteins
having a mean peptide intensity of 1.5-fold or greater in one brain region compared with any other
and determined to be significant with p < 0.05 were identified (Table S4). Eight hundred sixty-eight
(74%) proteins were found to be differentially expressed in at least one region compared with all
others (Table S4). The regions with the largest number of differentially expressed proteins were the
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cerebellum (251), hypothalamus (243) and striatum (161). By contrast, the frontal (14), medial (70)
and caudal cortex (34) were found to contain the lowest number of differentially expressed proteins
compared with all other regions (Figure 1C).

Hierarchical clustering of all proteins revealed that each region has a unique signature of
expression. Moreover, these signatures are organized in line with the classical anatomical architecture
of the brain: the three cortical regions showed greatest similarity, and the next most similar region
was the hippocampus, then striatum, hypothalamus and cerebellum (Figure 1B). This clustering
reflects the embryological divisions of the vertebrate brain into telencephalon, diencephalon and
rhombencephalon (Figure 1C). Moreover, these results complement findings in the human neocortex,
where unique signatures were also found for each region. Together, these findings indicate that
compositional differences in the postsynaptic proteome reflect, at least in part, the embryological
patterning mechanisms that define brain regions.

This clustering approach also allowed us to examine region-specific functions. We identified six
sets of proteins, which we call postsynaptic proteome modules (PPM 1–6) (Figure 1B and Table S5).
As indicated by the clustering and Circos plots (Figure S4), these PPMs were differentially distributed
in brain regions. To understand the functional significance of differential protein expression in modules
and regions, we analyzed the KEGG biochemical and disease pathways in PPMs (Figure 2A). The PPMs
showed differential composition of pathways. For example, neurodegenerative diseases were found in
PPM1, whereas synaptic plasticity (long-term potentiation and long-term depression) and relevant
signaling pathways were in PPM2.

Examination of KEGG pathway enrichment in brain regions (Figure 2B) revealed three major
groups. It is striking that very similar groupings were observed in the analysis of human
neocortical regions. Group 1 contained terms including MAPK, chemokine, neurotrophin pathways;
Group 2 included synaptic plasticity mechanisms and calcium signaling; and Group 3 included
neurodegenerative diseases (Alzheimer’s, Huntington’s, and Parkinson’s) and metabolic mechanisms
(glycolysis/gluconeogenesis and oxidative phosphorylation). These findings suggest that biochemical
pathways in the postsynaptic proteome are differentially distributed across brain regions and that the
mechanisms controlling this distribution are species conserved.

Figure 2. Cont.
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Figure 2. Biochemical pathways and functions in brain regions and postsynaptic proteome modules
(PPMs). (A) KEGG pathway term (y-axis) enrichment in PPMs (x-axis) with the number of proteins
contributing to KEGG enrichment indicated in brackets. Size of the dots represents the number of
genes associated with that pathway (GeneRatio) and the significance indicated by the p-adjust color bar.
(B) Heatmap of the KEGG biochemical pathway and disease enrichment terms (y-axis) based on the
ranked abundance of postsynaptic proteins in each region (x-axis). Three clusters of KEGG terms are
boxed: (1) many signal transduction mechanisms; (2) synaptic plasticity and other signaling processes;
and (3) neurodegenerative diseases and metabolic mechanisms.

3.3. Distribution of Mechanism of Cognition and Protein Complexes

The seven regions of the brain examined in this study are thought to play distinct but
interdependent roles in cognitive function. Therefore, we examined the distribution of 33 selected
proteins that are known to play roles in cognition (Figure 3A). Hierarchical clustering shows that the
three cortical regions examined (CxF, CxM, and CxCA) cluster together by similarity, while the Hip
region clusters separately from all others. The Hyp and ST regions cluster together by similarity in
their abundances of proteins involved in memory and cognition, while the CB clusters separately
from all of the other six regions. The abundances of these proteins clustered into two main branches
(Figure 3A).

To assess the heterogeneity of synaptic protein complexes throughout the brain, the abundances
of the four MAGUK scaffold protein paralogs Dlg1 (also known as Sap97), PSD93 (Dlg2),
Dlg3 (also known as Sap102) and PSD95 (Dlg4) were mapped across the various brain regions.
We found that these four molecules, which play fundamental roles in synaptic transmission,
were differentially distributed throughout the brain, with Dlg1 being most abundant in the synapses of
the CxM and PSD93 most abundant in Hip, CxCA and CxF. By contrast, both Dlg3 and PSD95 showed
similar protein abundance profiles across the various brain regions (Figure 3B).
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Figure 3. Distribution of 33 selected proteins known to play roles in cognition. (A) Hierarchical
clustering indicates that the three cortical regions (CxF, CxM and CxCA) and Hyp and ST regions
cluster together by similarity, but separately from Hip, while CB clusters separately from all six other
regions. (B) The abundances of the four MAGUK scaffold protein paralogs Dlg1 (Sap97), PSD93 (Dlg2),
Dlg3 (Sap102) and PSD95 (Dlg4) mapped across the various brain regions.

3.4. Correlations of Regional Synapse Proteomes with the Connectome

There are large-scale efforts to map the mouse brain connectome by identifying the projections of
neurons between brain regions [37,51]. Because these connections are made at synapses, it follows that
there may be a relationship between the molecular composition of synapses in one region and their
interconnections. To address this, we asked if the synaptic proteins quantified in this study correlated
with connectivity data from the Allen Brain Institute’s Mouse Brain Connectivity Atlas (mesoscale
connectome) [37] (Figure 4, and Table S6). Hierarchical clustering of postsynaptic proteome abundance
and connection strength approximated from projection volume shows that regional connections are
associated with distinct signatures of proteins. Moreover, two major branches separated cortex,
striatum and hippocampus from cerebellum and hypothalamus, suggesting that hindbrain and basal
forebrain connections have broadly distinct molecular properties compared with connections of other
forebrain structures.
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Figure 4. Correlation between brain region-specific postsynaptic protein abundance and mesoscale
connectome. Clustering heatmap of the correlation between protein abundance and neuron projection
volume in each brain region. Color key shows Z-transformed correlation values; red corresponds to
negative correlation and blue to positive correlation.

We found that, in the hippocampus, Dlg3, PSD93 and PSD95 but not Dlg1 were highly correlated
(R2 = 0.7–0.8) with projection volume (Table S6). We then asked if the biochemical pathways that
underlie brain connectivity were brain region specific, and performed functional enrichment on the
synaptic proteins that were highly correlated (R2 ≥ 0.6) with neuron projection volume for each
region. Pathways associated with glutamatergic synapses, calcium signaling, long-term potentiation
(LTP), long-term depression (LTD) and insulin signaling were over-represented in the hippocampus,
striatum and cortical regions, whereas pathways involved in Parkinson’s, Huntington’s and oxidative
phosphorylation and mitochondrial components were enriched in the cerebellum and hypothalamus.
Additionally, the molecular correlates of connectivity in the hippocampus are uniquely enriched in
endocytosis (q = 4.09 × 10−9) and GABAergic synapses (q = 7.53 × 10−3), the cortical regions in
components of the TCA cycle (q = 1.72 × 10−3) and the cerebellum in valine, leucine and isoleucine
degradation pathways (q = 1.11 × 10−6) and fatty acids metabolism (q = 4.6 × 10−4) (Table S7A–E).
Together, these findings indicate that synapse proteome composition may reflect functional differences
between interconnected brain regions.

3.5. Regional Differences in Postsynaptic Protein Interaction Networks

The organization and function of synapse proteomes have been studied using protein-protein
interaction (PPI) networks [18,22,52,53] and we used this approach to explore the organization of
protein interaction networks in different brain regions. First, the total postsynaptic proteome network
was built from the list of proteins obtained in this study and PPIs obtained by mining publicly available
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databases: BioGRID [38], IntAct [39] and DIP [40] for both mouse and human. The total network
consists of 1016 proteins and 8105 PPIs. Using the differential abundance of proteins as an edge weight,
we constructed individual networks for each region, identified clusters and their corresponding
enrichments in biological and disease functions (Table S8). We found that each region-specific PPI
network was split by the same method into a different number of clusters (cl. N), ranging from 82
to 112 clusters (results for a spectral clustering algorithm are shown in Table S8). We assessed the
clustering structure of each region’s PPIs for robustness and the resulting (consensus) clusters were
examined for disease enrichment (Table S9).

Examination of disease enrichment showed that some diseases impact clusters across all brain
regions whereas others had more discrete regional effects. For example, all brain regions (except CxF)
contained one highly significantly enriched cluster for autism spectrum disorder (adjusted p-values
as follows): CB (cl. 19, p = 9.77 × 10−8), CxCA (cl. 9, p = 9.77 × 10−8), CxM (cl. 10, p = 2.76 × 10−6),
Hip (cl. 53, p = 4.84 × 10−7), Hyp (cl. 48, p = 3.77 × 10−6) and ST (cl. 24, p = 8.17 × 10−3). We also found
clusters associated with intellectual disability (ID) to be enriched in the CB (cl. 19, p = 4.36 × 10−5)
and the ST (cl. 25, p = 6.64 × 10−5). We found that PPI clusters associated with bipolar disorder were
moderately enriched in the CxF (cl. 50, p = 1.44 × 10−2) and Hyp (cl. 66, p = 2.05 × 10−2), while those
associated with schizophrenia were highly enriched in the CB, CxCA and CxM (cl. 10, p = 1.29 × 10−6;
cl. 9, p = 4.41 × 10−6; and cl. 10, p = 2.90 × 10−5, respectively) (see Table S9 for all disease enrichment
results).

We found regional variability in enrichment levels for neurodegenerative diseases. For Alzheimer’s
disease, the most enriched cluster was in the Hip (cl. 53, p = 7.97 × 10−6), while for Parkinson’s disease
a moderate enrichment occurred in the CxCA (cl. 32, p = 6.64 × 10−3). Clusters associated with
dementia were significantly enriched only in the Hyp (cl. 6, p = 4.63 × 10−5).

3.6. Identifying a Stable Core Network

To define the network structures that are conserved across all brain regions, we identified
4205 binary interactions (52% of total) that were found in the same cluster in the majority of regional
networks. We refer to this as the “stable” postsynaptic density (PSD) (1016 proteins, Figure 5 and
Table S10). Spectral clustering generated 73 clusters in total, where the nine largest represent crucial
synaptic proteins and neural housekeeping functions: cl. 37 corresponds to the postsynaptic signaling
complexes composed of MAGUK scaffold proteins, AMPA and NMDA receptors [23], and other
clusters contain ribosomal, metabolic enzymes and actin/myosin-associated proteins (Figure 5,
Table S10). We compared the composition of these stable communities with previously detected PPMs
and found significant overlaps. For example, cl. 1 containing ATPase and cytochrome-related proteins
and cl. 8 containing mitochondrial complex I proteins were over-represented in protein module PPM1
associated with related terms (p = 4.5 × 10−4 and p = 9.3 × 10−5, respectively); cl 4 is composed
mainly of metabolic enzymes and falls almost entirely in to PPM1 associated with Parkinson’s disease,
Alzheimer’s disease and metabolic pathways by KEGG pathway enrichment (Figure 5; p = 7.5 × 10−5).
Molecules involved in memory and cognition (e.g., MAGUKs) that populated cl. 6 are distributed
between PPM5 (p = 8.0 × 10−3) and PPM4 (p = 1.9 × 10−2) associated with the terms “neurotransmitter
receptor binding and downstream transmission in the postsynaptic cell”, “long-term potentiation”
and “long-term depression”.
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Figure 5. Postsynaptic proteome interaction network showing the cluster structure for the “stable
network”. A few large clusters with specific functionally related proteins could be detected: cl. 3
contains ribosomal proteins (red cluster at the bottom), cl. 4 contains metabolic enzymes (light green
on the left), cl. 7 is enriched with actin-, myosin- and cytoskeleton remodeling-associated proteins
(dark blue near the top), cl. 8 contains NADH-oxidoreductases (dark-red cluster on the right) and cl. 1
contains ATPases and voltage-dependent anion channels (light blue on the right). cl. 6 corresponds to
key proteins involved in synaptic transmission and plasticity, including AMPA, NMDA receptors and
MAGUK proteins (orange cluster at the top). Networks were visualized with Gephi.

4. Discussion

Using mass spectrometry we have examined the protein composition of the postsynaptic proteome
of excitatory synapses from regions of the mouse brain and generated a freely available data resource
(Edinburgh DataShare, http://dx.doi.org/10.7488/ds/2399). We found that a high percentage of
proteins show abundant differences between brain regions. The postsynaptic proteome composition for
each brain region forms a distinctive molecular signature. Because these proteomic data were obtained
from tissue samples composed of many individual synapses, the proteomic signatures indicate that
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there might be synapse diversity at the single-synapse level. Consistent with this, we have recently
examined the differential distribution of PSD95 and SAP102 in individual synapses across the whole
mouse brain and found that these two proteins are differentially distributed into synapse subtypes [26].
Moreover, each brain region was composed of varying proportions of synapse subtypes, which results
in each region having a “signature of subtypes”. Together, these findings indicate that postsynaptic
proteome diversity seen at the level of brain regions arises at the individual synapse level.

The advantage of proteomic mass spectrometry is that it examines the expression of large
numbers of proteins and can therefore shed light on how sets of proteins are expressed. We found
regional diversity in sets of proteins known to be associated with biochemical pathways controlling
physiological processes (such as forms of synaptic plasticity and cognition) and diseases. We also
found evidence that scaffold proteins involved with the supramolecular assembly of complexes and
supercomplexes [20,23] were differentially distributed across the brain.

The analysis of weighted PPI networks supports previous findings that the postsynaptic proteome
has a modular structure [52]. We now find that the regional variability of protein complex composition
strongly depends on the relative protein abundance, thereby providing the heterogeneity and unique
biochemical signaling potential of each region. In each brain region, we find that ~60% of the
complexes/clusters are conserved in a stable network and that ~40% underpin regional specifications.
Disease enrichment analysis, which was performed at the regional level, tends to identify the same
clusters. Regional specificity results in effectively the same cluster being more or less enriched for each
disease across the different brain regions.

The coordinate expression of sets and modules of proteins suggests the possibility that there is
an underlying genetic mechanism coordinating the spatial expression of synapse proteins. Evidence
in support of a coordinating genetic mechanism acting in the temporal domain was provided from
transcriptome analyses of developing cultured neurons [54] and lifespan expression data in the brain
of mouse and human [2], which show concerted regulation of postsynaptic proteins. Further evidence
for an underlying genetic program regulating the differential spatial expression comes from the
hierarchical clustering of protein expression that reveals a correlation with the early development
of the nervous system. A similar result was obtained using the single-synapse resolution mapping:
the regional signatures of synapse composition in the adult mouse brain are organized into three
major groups corresponding to the earliest division of the neural tube [55]. The clustering of the
hippocampus, a subcortical region, with cortical regions likely reflects their common developmental
origins [55]. These multiple lines of evidence suggest that there is temporal and spatial regulation of
postsynaptic proteome expression and that it produces diversity of synapse types [26].

The purpose of regional diversity is most likely to subserve region-specific physiological
and behavioral functions. It might also be to provide regional specializations within the greater
systems-level organization or global circuitry of the brain. Our analysis of connectome data indicates
that the anatomical circuitry of the brain links areas with distinct synapse proteome compositions.
Given the differences in biochemical pathways, this indicates that functional specializations in regions
are integrated by the connectome. This is consistent with our recent findings showing that the regional
composition of the neocortex is linked to behavioral functions observed using functional magnetic
resonance imaging (fMRI) [25].

It is interesting that hypothalamus and striatal regions cluster together in protein abundance,
whereas the cortex, striatum and hippocampus were separate from the cerebellum and hypothalamus
when abundance and connection strength was analyzed. The protein abundance and connection
strength correlation between the hypothalamus and cerebellum might relate to the involvement of
these structures in several shared biological functions. For example, the cerebellum is known to
be interconnected with the hypothalamus, an important center for feeding control, through direct
bidirectional connections [56–58]. Most of the hypothalamic neurons receiving cerebellar projections
are feeding related. The reciprocal connections between the cerebellum and hypothalamus might
therefore play an important role in feeding motivation and in the regulation of feeding behavior [59].
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Numerous forms of dementia show pathology in different regions of the brain. For example,
dementia with Lewy bodies, which is the second most common form of neurodegenerative dementia
after Alzheimer’s disease [60], shows hypothalamic atrophy, potentially relevant to the enrichment of
dementia pathways observed in this region, whereas this region is not affected in Alzheimer’s disease
patients [61]. Although the severe pathology of Huntington’s disease is mostly related to the striatum,
important changes in the hypothalamus and cerebellum have also been described [62], consistent with
the observed enrichment of their respective disease pathways in these areas. Homeostatic control of
emotions and of metabolism are disturbed early in Huntington’s disease and there are alterations in the
peptide expression of hypothalamic neurons known to be involved in the regulation of metabolism and
emotion [63]. In cerebellum, a dysfunction of the Purkinje cells might contribute to motor impairment
in a murine model of Huntington’s disease [64], and the cerebellum appears to be commonly affected
in juvenile Huntington’s disease, as shown by a decrease of cerebellar volume [65–67]. The enrichment
of Parkinson’s disease pathways in hypothalamus is interesting since alterations in hypothalamus
have been linked to non-motor symptoms such as sleep disturbances [68]. Furthermore, the cerebellum
is known to be involved in Parkinsonian disorders with motor symptoms [69].

In conclusion, we provide a new data resource describing the composition of the postsynaptic
proteome in excitatory synapses from regions of the mouse brain. These data indicate that molecular
compositional differences in synapses in different brain regions are relevant to a broad range of
physiological and disease processes.
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Abstract: Synapses are specialized neuronal cell-cell contacts that underlie network communication
in the mammalian brain. Across neuronal populations and circuits, a diverse set of synapses
is utilized, and they differ in their molecular composition to enable heterogenous connectivity
patterns and functions. In addition to pre- and post-synaptic specializations, the synaptic cleft is
now understood to be an integral compartment of synapses that contributes to their structural and
functional organization. Aiming to map the cleft proteome, this study applied a peroxidase-mediated
proximity labeling approach and used the excitatory synaptic cell adhesion protein SynCAM 1 fused
to horseradish peroxidase (HRP) as a reporter in cultured cortical neurons. This reporter marked
excitatory synapses as measured by confocal microcopy and was targeted to the edge zone of the
synaptic cleft as determined using 3D dSTORM super-resolution imaging. Proximity labeling with a
membrane-impermeant biotin-phenol compound restricted labeling to the cell surface, and Label-Free
Quantitation (LFQ) mass spectrometry combined with ratiometric HRP tagging of membrane vs.
synaptic surface proteins was used to identify the proteomic content of excitatory clefts. Novel cleft
candidates were identified, and Receptor-type tyrosine-protein phosphatase zeta was selected and
successfully validated. This study supports the robust applicability of peroxidase-mediated proximity
labeling for synaptic cleft proteomics and its potential for understanding synapse heterogeneity in
health and changes in diseases such as psychiatric disorders and addiction.

Keywords: synapse; synaptic cleft; trans-synaptic adhesion; proximity labeling; SynCAM; Cadm;
Receptor-type tyrosine-protein phosphatase zeta; R-PTP-zeta; Ptprz1

1. Introduction

Synapses are the cellular units for information transfer in the central nervous system.
The mammalian brain is comprised of functionally diverse synapse types connecting different
neuronal populations into networks that enable complex behavior and responses to external and
internal cues. Understanding this diversity will be fundamental to defining brain connectivity [1–3].
Synapse function is instructed by the diverse proteomic composition of these specialized neuronal
contact sites. These molecular components guide synaptogenesis, maturation, and differentiation
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in development and in adulthood [4,5]. Function and composition are specific to neuron identity,
local connectivity, and regional specificity and contribute to a diversified and specialized synapse
proteome within the brain [3]. The molecular diversity of synapses is further controlled by processes
such as neuronal activity and plasticity changes, as well as by secreted factors [2,6,7]. Different states
of the diseased brain, e.g., neuro-degeneration or addiction, may further alter synapse composition
and function [8–11].

Synapses are comprised of a presynaptic terminal and a postsynaptic compartment,
each containing protein complexes unique to their function [12,13]. Importantly, the pre- and
post-synapse are connected through the synaptic cleft, which is a protein-dense environment
organized into molecularly distinct sub-domains [13,14]. Biochemical fractionation methods combined
with mass spectrometry-based proteomics have been instrumental in determining the general
composition of central nervous system synapses. These approaches have allowed for detailed studies
of synaptosomes, which contain presynaptic terminals with postsynaptic sites remaining attached [15],
presynaptic membranes [11], presynaptic vesicles [16,17], active zones [18,19], and postsynaptic
specializations [20–22]. The combination of these methods with the use of genetic models to tag
synaptic components has allowed for the specific isolation of excitatory synaptic compartments [15,23]
or inhibitory complexes [24]. While these classical biochemical studies have mapped general synapse
composition, the ability to parse out their heterogeneity has been limited, and the synaptic cleft as a
separate compartment was intractable.

Recent proteomic advances have employed biotin-tagging of endogenous proteins within a
specific cellular compartment using targeting of exogenous peroxidases that can create biotin-phenoxyl
radicals or biotin ligases (BioID) without the need for cellular fractionation [25–27]. The enzyme
horseradish peroxidase (HRP) and engineered peroxidases APEX and APEX2, derivatives from pea
ascorbate peroxidase, have been used to map the proteome of mitochondria [28] and excitatory and
inhibitory cleft proteomes [29]. These peroxidase-based labeling approaches are currently limited to
cultured cells or small organisms that have been made permeable [30,31]. BioID involves the use of a
promiscuous biotin ligase to biotinylate proximal proteins and has been used in mouse brain to map
the proteome of inhibitory postsynaptic proteins [32]. However, this method requires hours to days of
exogenous biotin application and the reactive biotin species has a relatively long lifetime. Recently,
TurboID was developed using directed evolution and this engineered BioID mutant has enabled faster
proximity labeling. Despite this advance, the temporal resolution is in the order of tens of minutes
and background biotinylation is observed due to utilization of endogenous biotin by TurboID [33].
This limits the temporal and presumably the spatial resolution in contrast to peroxidase-mediated
proximity labeling, which has a temporal resolution of tens of seconds and high ~20 nm spatial
resolution due to the short lifetime of the enzyme-generated biotin radical [25].

Peroxidase-mediated proximity labeling has for the first time allowed to specifically dissect the
proteome of the synaptic cleft of either excitatory or inhibitory synapses [29]. Loh, Ting and colleagues
designed excitatory and inhibitory-specific cleft reporter proteins by fusion of HRP with excitatory
synapse-specific LRRTM1 and LRRTM2 and inhibitory synapse-specific Neuroligin 2A and Slitrk3,
and the authors made use of a ratiometric labeling technique for non-membrane enclosed cellular
compartments. Biotinylated proteins of cleft-targeted HRP were identified and quantified using mass
spectrometry and ratiometrically compared with biotinylated proteins of membrane-targeted HRP to
detect cleft-enriched synaptic proteins. This resulted in proteomic lists representative of excitatory
and inhibitory synapses, with a higher specificity and deeper coverage of trans-synaptic proteins than
previous proteomes obtained after biochemical fractionation.

Among the prominently expressed synaptic cleft proteins are SynCAMs, a group of immunoglobulin
molecules that engage in homo- and heterophilic interactions [34,35]. They are specific for excitatory
synapses [29,34] and instruct the formation and guide maturation of these synapses [4,34,36,37].
The current study describes the use of peroxidase-mediated proximity labeling to map the proteome
of excitatory synapses using SynCAM 1 as a reporter protein. We describe the use of SynCAM
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1-HRP-mediated labeling and in silico filtering steps to select synaptic proteins over generic plasma
membrane proteins and intracellular contaminants. This resulted in a list of proteins that were each
enriched in multiple biological replicate experiments and spanned functional categories expected to be
present in the synaptic cleft. Identified proteins included synaptic proteins that were reported earlier
using classical biochemical and peroxidase-mediated proximity labeling approaches. In addition,
several proteins on our list are novel synaptic cleft candidates that may add to the parts list of the
excitatory synaptic cleft. As part of our validation approach, we show that the trans-membrane protein
Receptor-type tyrosine-protein phosphatase zeta, or R-PTP-zeta, identified here as a synaptic cleft
candidate is prominently expressed across forebrain regions of the mouse brain and localized at
excitatory synaptic sites. This study corroborates proximity labeling as an approach to map the cleft
proteome and underlines its applicability to analyze synapse diversity.

2. Materials and Methods

2.1. Animals

Pregnant Sprague Dawley timed-pregnancy rats were obtained from Charles River Laboratories
(Wilmington, MA, USA). C57BL/6J background wild-type mice were obtained from Charles River
Laboratories and maintained in the colony. All procedures were approved by the Institutional Animal
Care and Use Committee (B2016-154) and in compliance with National Institutes of Health guidelines.

2.2. Neuronal Cell Culture

Dissociated cortical neuron cultures from embryonic day 18 (E18) rats were prepared as described
previously [38]. In brief, pregnant rats were sacrificed and E18 embryos extracted. Embryo’s brains were
dissected, and cortices were isolated. Cortices were incubated in 0.05% trypsin (Invitrogen 25300054,
Carlsbad, CA, USA) at 37 ◦C for 20 min, triturated to single cell suspension, and plated on poly-L-lysine
(Sigma-Aldrich P1274, St. Louis, MO, USA)-coated surfaces (i.e., 12-mm glass coverslips or 10-cm
culture dishes). Cytosine arabinoside (Sigma-Aldrich C1768) was added at a final concentration of
2 μM for 2–4 days-in-vitro (div). For mass-spectrometry experiments, per condition 3 × 106 cells/dish
were plated on six times 10-cm cell culture dishes coated with poly-L-lysine. For immunocytochemistry,
100,000 cells were plated on 12-mm coverslips coated with poly-L-lysine in a well of a 24-well cell
culture plate.

For dSTORM experiments, neuronal cell cultures were prepared as described before [14].

2.3. HEK293T Cell Culture

Human embryonic kidney (HEK) 293T cells (ATCC, Manassas, VA, USA) were seeded at 20%
confluence in T75 flasks and cultured in Dulbecco’s Modified Eagle Medium (DMEM) (Gibco via
Fisher Scientific, Hampton, NH, USA, #11-965-118) supplemented with 10% fetal bovine serum,
penicillin, and streptomycin at 37 ◦C under 5% CO2. Cells were passaged at 80–90% confluence by
trypsinization and reseeded. For biotinylation of HEK293T cells, 60,000 cells were reseeded to 12-mm
uncoated coverslips.

2.4. Plasmids

Plasmid pCAGGS-SynCAM 1-APEX2 was cloned using general cloning procedures. Briefly,
using restriction site NheI-flanking primers, FLAG-APEX2 (generating NheI-FLAG-APEX2-NheI) was
amplified from plasmid pcDNA3-APEX2-NES (a gift from Alice Ting; Addgene plasmid #49386)
and ligated into a pCR-BluntII-Topo vector. The resulting vector was then restriction digested using
NheI and the excised fragment NheI-FLAG-APEX2-NheI was cloned into NheI restriction digested
pCAGGS-SynCAM 1-(363-NheI) [34] resulting in pCAGGS-SynCAM 1-APEX2 with APEX2, N-terminal
flanked with a FLAG-tag, at amino acid (AA) position 363 of mouse SynCAM 1.
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Plasmid pAAV-CaMKIIa-HRP-TM (Membrane-TM) was cloned using general cloning procedures
from pCAG-HRP-TM (a gift from Alice Ting; Addgene plasmid #44441). Briefly, pCAG-HRP-TM was
restriction digested using BamHI and HindIII, and the excised HA-HRP-Myc-TM fragment was cloned
into BamHI and HindIII restriction digested pAAV-CaMKIIa-EGFP (a gift from Bryan Roth; Addgene
plasmid #50469), which removed EGFP but kept the CaMKIIa promoter.

Initially, a SynCAM 1-HRP version was cloned that had insufficient biotinylation activity in
neurons (not shown), presumably due to a lack of flexible linkers adjacent the HRP. This initial plasmid
pAAV-CaMKIIa-SynCAM 1-HRP was assembled using the NEBuilder High-Fidelity DNA Assembly
Cloning kit (New England BioLabs, Ipswich, MA, USA, E5520S) according to the manufacturer’s
instructions and general cloning procedures. In brief, the fragments for the Gibson/Seamless cloning
were: pAAV-CaMKIIa-EGFP (a gift from Bryan Roth; Addgene plasmid #50469) restriction digested
using BamHI and EcoRV to remove EGFP, which served as vector backbone; 5′-fragment of SynCAM
1 containing amino acids 1–362 (of mouse SynCAM 1) amplified from pCR-BluntII-TOPO SynCAM
1(363-NheI) (see below); HRP (omitting start codon, HA-tag, and TM) amplified from pCAG-HRP-TM
with 3′ of HRP a FLAG-tag (DYKDDDDKA) was introduced using additional sequences in the primers;
and 3′ fragment of SynCAM 1 containing amino acids 363–445 (of mouse SynCAM 1) amplified from
pCAGGS-SynCAM 1-(363-NheI) [34].

Then, a new SynCAM 1-HRP version was cloned that contained flanking linker sequences that
sterically separated HRP-FLAG from SynCAM 1. This linker-containing plasmid pAAV-CaMKIIa-
SynCAM 1-HRP was assembled using the NEBuilder High-Fidelity DNA Assembly Cloning kit
(New England BioLabs, Ipswich, MA, USA, E5520S) according to the manufacturer’s instructions
and general cloning procedures. In brief, the fragments for the Gibson/Seamless cloning were:
pAAV-CaMKIIa-EGFP (a gift from Bryan Roth; Addgene plasmid #50469) restriction digested using
BamHI and HindIII to remove EGFP, which served as vector backbone; 5′-fragment of SynCAM 1
containing amino acids 1–362 amplified from pCR-BluntII-TOPO SynCAM 1(363-NheI) (see below);
HRP-FLAG amplified from the initial pAAV- CaMKIIa-SynCAM 1-HRP plasmid with 5′ of HRP three
repeats of a GGGGS-linker added and 3′ of the FLAG-tag three repeats of a GGGS-linker added
using additional sequences in the primers; and 3′ fragment of SynCAM 1 containing amino acids
363–445 (of mouse SynCAM 1) amplified from the initial pAAV-CaMKIIa-SynCAM 1-HRP plasmid.
The resulting plasmid pAAV-CaMKIIa-SynCAM 1-HRP, containing HRP-FLAG at AA position 363
of mouse SynCAM 1 and flanked with linkers, was used as SynCAM 1-HRP in all neuronal studies
presented here.

The 5′-fragment of SynCAM 1 used in the Gibson assemblies above originated from a
template where a BamHI restriction site at base pair position 25 (from start of coding sequence)
in SynCAM 1 was mutated (synonymous) from GGATCC to GGTTCC using site-directed mutagenesis:
pCR-BluntII-TOPO SynCAM 1(363-NheI).

Plasmids pCAGGS-SynCAM 1-APEX2 (Plasmid ID 119727), pAAV-CaMKIIa-SynCAM 1-HRP
(Plasmid ID 119728), and pAAV-CaMKIIa-HRP-TM (Plasmid ID 119729) are available at Addgene.org.

2.5. Adeno-Associated Virus Production, Purification, and Titration

AAV was produced using the triple-transfection, helper-free method, with a modified version
of a published protocol [39,40]. Briefly, AAV-293 cells (gift from Ralph DiLeone, Yale University,
New Haven, CT, USA), a HEK-293-based cell line optimized for the packaging of AAV virions,
were cultured in five 150-mm diameter cell culture dishes and transfected with pAAV-Reporter
(i.e., HRP-fusion proteins), pHelper (gift from Ralph DiLeone, Yale University, New Haven, CT,
USA), and pAAV-DJ-Rep-Cap (gift from Pascal Kaeser, Harvard University, Cambridge, MA, USA)
plasmids using the acidified polyethylenimine (PEI; Polysciences, Inc., Warrington, PA, USA, 23966-2)
method [41]. Cells were collected, pelleted, and resuspended in freezing buffer (0.15 M NaCl, 50 mM
Tris, pH 8.0) 48–72 h after transfection. After four freeze-thaw cycles using liquid nitrogen and a 42 ◦C
water bath, benzonase was added (Sigma-Aldrich, E1014; 50 U/mL, final) and incubated at 37 ◦C for
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30 min. The lysate was spun at 3200× g for 30 min at 4 ◦C, and supernatant was added to an Optiseal
centrifuge tube (Beckman Coulter, 361625, Brea, CA, USA) containing a 15%, 25%, 40%, and 60%
iodixanol (Optiprep, 60%; Sigma-Aldrich, D1556) step gradient. The lysate on the step gradient was
spun at 184,000× g (RCF average) for 3 h and 20 min at 10 ◦C (50,000 rpm, Beckman Optima LE-80K,
Type 70 Ti Beckman rotor, Beckman Coulter) and the 40% fraction was collected. Iodixanol buffer
solution was exchanged and AAV concentrated with 1× PBS containing 1 mM MgCl2 and 2.5 mM
KCl (PBS-MK) using Amicon Ultra centrifugal filters (100,000 NMWL;, UFC910024, Merck Millipore,
Burlington, MA, USA). The purified virus was stored at −80 ◦C.

To titrate AAV, various quantities of purified virus were added to cultured neurons at 14–17 div.
At 21–24 div, neurons were labeled and imaged as described below. Virus titer amount was selected
based on the criteria that biotinylation was visible at distinct puncta for SynCAM 1-HRP at sites of
Homer or was diffusely along the membrane for Membrane-HRP and overall transduction efficiency
was >50%. At these expression levels, the FLAG and HA-antibodies to detect SynCAM 1-HRP
or Membrane-HRP, respectively, were generally not sensitive enough to detect the reporters in
immunocytochemistry and biotinylation served as marker of these reporters.

2.6. Transfection

For dSTORM imaging of SynCAM 1-HRP, cultured neurons on coverslips were transfected at
18 div using lipofectamine 2000 (1 μg/μL DNA) (Thermo Fisher Scientific, Waltham, MA, USA) and
1 μg/coverslip total pAAV SynCAM 1-HRP DNA in 50 μL opti-mem (Thermo Fisher Scientific) per
coverslip. DNA was first added to half the total volume of opti-mem, subsequently pipetted into the
other half the total volume of opti-mem containing lipofectamine and allowed to incubate for 5–20 min.
50 μL of the mixture was then pipetted drop-wise into each well containing a coverslip.

For HEK293T cell biotinylation and immunocytochemistry, APEX2 or HRP-fusion constructs
were introduced by the acidified polyethylenimine (PEI; 23966-2, Polysciences, Inc., Warrington, PA,
USA) method [41] one day after seeding.

2.7. Peroxidase-Mediated Biotinylation

For each specific neuron labeling experiment (i.e., neuronal cell biotinylation and immunocytochemistry,
neuronal cell biotinylation and Western blot staining, and neuronal cell biotinylation and mass
spectrometry), at indicated days cells were labeled live with 100 μM membrane-impermeant
biotin-AEEA-phenol (Iris Biotech, Marktredwitz, Germany, LS-3490.0100) and 1 mM H2O2

(Sigma-Aldrich, 95321) in Tyrode’s buffer (145 mM NaCl, 1.25 mM CaCl2, 3 mM KCl, 1.25 mM
MgCl2, 0.5 mM NaH2PO4, 10 mM glucose, 10 mM HEPES (pH 7.4)) for 1 min at room temperature.
After 1 min, the biotinylation reaction was quenched by washing the cells three times with Tyrode’s
buffer containing 10 mM sodium azide (#BDH7465-2, VWR, Radnor, PA, USA), 10 mM sodium
ascorbate (Sigma-Aldrich, #PHR1279), and 2.5 mM Trolox (Acros Organics via VWR, #200008-026) as
described [29]. Neurons for immunocytochemistry were fixed with 4% paraformaldehyde in “fixation
buffer” (60 mM PIPES, 25 mM HEPES, 10 mM EGTA, 2 mM MgCl2, 0.12 M sucrose [pH 7.4]) at room
temperature for 10 min. Neurons for Western blot or mass spectrometry were immediately harvested,
frozen in liquid nitrogen, and stored at −80 ◦C awaiting further processing.

For HEK293T cell biotinylation and immunocytochemistry, 1–2 days after transfection cells
were labeled live with by adding a final concentration of 100 μM membrane-impermeant
biotin-AEEA-phenol and 1 mM H2O2 to the cell culture for 1 min or by adding 500 μM
membrane-permeant biotin-phenol (Iris Biotech, Marktredwitz, Germany, #LS-3500.0250 ) to the
cell culture medium for 30 min at 37 ◦C and afterwards adding a final concentration of 1 mM H2O2 to
the cell culture medium. Then, HEK293T cells were washed three times with PBS containing 10 mM
sodium azide, 10 mM sodium ascorbate, and 2.5 mM Trolox to quench the biotinylation reaction,
followed by fixation with 4% paraformaldehyde/4% sucrose in PBS for 10 min at room temperature.
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2.8. Sample Preparation for Mass Spectrometry

Cell pellets were thawed on ice and each pellet was resuspended in 350 μL lysis buffer (1% SDS
in 50 mM Tris-HCl (pH 8.0), including 10 mM sodium azide, 10 mM sodium ascorbate, and 2.5 mM
Trolox, and the protease inhibitors at a final concentration of 1 mM PMSF, 2 μg/mL leupeptin, 1 μg/mL
pepstatin, and 1 μg/mL aprotonin). Lysates were boiled at 95 ◦C for 5 min to dissociate the postsynaptic
density (PSD) and diluted with 1400 μL 1.25× RIPA lysis buffer (50 mM Tris, 187.5 mM NaCl, 0.625%
sodium deoxycholate, 1.25% Triton X-100) to a final 1× RIPA lysis buffer (50 mM Tris-HCl [pH 8.0],
150 mM NaCl, 0.2% SDS, 0.5% sodium deoxycholate, 1% Triton X-100). Lysates were cleared by
centrifugation at 16,000× g for 10 min at 4 ◦C. Streptavidin-coated magnetic beads (Dynabeads M-270,
Thermo Fisher Scientific, 65305) were equilibrated to room temperature and 50 μL resuspended bead
slurry was washed twice with 1× RIPA buffer 50 mM Tris-HCl [pH 8.0], 150 mM NaCl, 0.2% SDS, 0.5%
sodium deoxycholate, 1% Triton X-100). Beads were incubated with the lysate overnight at 4 ◦C with
gentle rocking agitation to bind biotinylated proteins. Beads were then washed four times with 1 mL
ice-cold 1× RIPA buffer followed by two washes with 1 mL 100 mM ammonium bicarbonate. In the
second wash a final concentration of 0.01% RapiGest SF (#186001861, Waters Corporation, Milford,
MA, USA) was added to avoid beads adhering to the tube.

For tryptic digestion of the bound biotinylated proteins, beads were incubated with 10 μL of
10 ng/μL trypsin (Sigma-Aldrich, 11418475001) in 100 mM ammonium bicarbonate containing 0.1%
RapiGest SF overnight at 37 ◦C. For the first 15 min, samples were vortexed for 15 s every 2–3 min.
After overnight digestion, another 10 μL of 10 ng/μL trypsin in 100 mM ammonium bicarbonate
containing 0.1% RapiGest SF was added and incubated for 4 h at 37 ◦C. Afterwards, 100% formic acid
(Fisher Chemical, Fisher Scientific, Hampton, NH, USA, A117-50) was added to a final concentration
of 5% (v/v). Samples were frozen in liquid nitrogen and stored at −80 ◦C before shipment on dry ice to
a mass spectrometry facility.

2.9. Mass Spectrometry and Label-Free Quantification

2.9.1. Mass Spectrometry Data Acquisition

The acidified samples were placed in an autosampler vial for analysis by reverse phase liquid
chromatography-tandem mass spectrometry (RP)-LC-MS/MS. Reversed phase (RP)-LC-MS/MS was
performed using nanoACQUITY UPLC system (Waters Corporation, Milford, MA, USA) connected to
an Orbitrap Fusion Tribrid (Thermo Fisher Scientific, San Jose, CA, USA) mass spectrometer. After
injection, samples were loaded into a trapping column (nanoACQUITY UPLC Symmetry C18 Trap
column, 180 μm × 20 mm) at a flowrate of 5 μL/min and separated with a C18 column (nanoACQUITY
column Peptide BEH C18, 75 μm × 250 mm). The compositions of mobile phases A and B were 0.1%
formic acid in water and 0.1% formic acid in acetonitrile, respectively. Peptides were eluted with
a gradient extending from 3% to 35% mobile phase B in 90 min at a flowrate of 300 nL/min and a
column temperature of 37 ◦C. The data were acquired with the mass spectrometer operating in a top
speed data-dependent mode. The full scan was performed in the range of 300–1500 m/z at an Orbitrap
resolution of 120,000 at 200 m/z and automatic gain control (AGC) target value of 4 × 105. Full scan
was followed by MS2 event of the most intense ions above an intensity threshold of 5 × 104. The ions
were iteratively isolated with a 1.6 Th window, injected with a maximum injection time of 110 msec,
AGC target of 1 × 105, and fragmented with higher-energy collisional dissociation (HCD).

2.9.2. Data Processing for Identification

Raw data from the Orbitrap Fusion mass spectrometer (Thermo Fisher Scientific, Waltham, MA,
USA) were processed using Proteome Discoverer software (version 2.1, Thermo Fisher Scientific).
MS2 spectra were searched using Mascot (Matrix Science, Boston, MA, USA) which was set up to search
against the SwissProt rat database. The search criteria included 10 ppm precursor mass tolerance,
0.02 Da fragment mass tolerance, trypsin as proteolytic enzyme, and maximum missed cleavage sites
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of two. Potential dynamic modifications assigned were oxidation of methionine, de-amidation of
asparagine, acetylation of N-terminus, and phosphorylation of serine, threonine and tyrosine.

Scaffold (version Scaffold_4.8.4, Proteome Software Inc., Portland, OR, USA) was used to validate
MS/MS based peptide and protein identifications. Peptide identifications were accepted if they could
be established at greater than 95.0% probability by the Peptide Prophet algorithm [42] with Scaffold
delta-mass correction. Protein identifications were accepted if they could be established at greater than
99% probability and contained at least two identified peptides. Protein probabilities were assigned
by the Protein Prophet algorithm [43]. Proteins that contained similar peptides and could not be
differentiated based on MS/MS analysis alone were grouped to satisfy the principles of parsimony.
Proteins sharing significant peptide evidence were grouped into clusters.

The mass spectrometry proteomics data have been deposited to the ProteomeXchange Consortium
via the PRIDE partner repository [44] with the dataset identifier PXD011312.

2.9.3. Post Hoc In-Silico Filtering/Data Analysis

Data of all four biological replicate experiments were loaded together into Scaffold 4 (version 4.8.4)
and GO annotations were added (Table S4) (NCBI, downloaded 20 December 2017). Per each biological
replicate experiment, five conditions were included that each represented one sample (Figure 3B):
non-transduced rat cortical neurons treated with biotin-AEEA-phenol and H2O2 (condition 1, c1);
neurons transduced with Membrane-HRP rAAV and treated with biotin-AEEA-phenol omitting H2O2

(condition 2, c2) or with H2O2 (condition 3, c3); neurons transduced with SynCAM 1-HRP rAAV
and treated with biotin-AEEA-phenol omitting H2O2 (condition 4, c4) or with H2O2 (condition 5, c5).
Quantitative values, i.e., iBAQ (intensity-Based Absolute Quantitation) values [45] (no normalization),
of detected proteins were calculated and exported to Microsoft Excel in which all further analysis
was proceeded. Proteins identified within sub-clusters, keratin (a known impurity), and proteins
with a probability <95% were excluded and protein iBAQ values were normalized to summed iBAQ
values within one sample representing the molar abundance [46] or relative iBAQ (riBAQ) of an
identified protein within a sample. Filtering was based upon previous protocol [29] for Filter 1 and 2
and modified as follows.

Filter 1

For each detected protein, the log2 of c5/c1 riBAQ value within a biological replicate was
calculated, which measured the extent of biotinylation by a reporter protein. If a protein was not
detected in c1 and hence a ratio could not be calculated the protein was regarded to be detected with
high specificity and received the label “Specific”. If a protein was not detected in c5, it received the
label “N.A.”. For Filter 1, in each biological replicate a c5/c1 riBAQ ratio cut-off value was determined
above which a protein was retained using Receiver Operating Characteristic (ROC) analysis. First,
proteins were labeled according to the following four groups [29]: (1) true positive or known synaptic
proteins, TP1; (2) false positives or known intracellular proteins, FP1; (3) known surface proteins, FP2;
(4) all other proteins. Proteins that existed in multiple groups were re-sorted to group 4. Endogenously
biotinylated proteins and proteins with a cell surface GO-term were excluded from group 2. The c5/c1
riBAQ ratios of group 1 and group 2 were plotted in histograms (Figure 4B). An ROC curve analysis was
then performed (Figure 4C) [47]. The remaining proteins were ranked in descending order according
to the c5/c1 riBAQ ratio and then the riBAQ value. Proteins with “Specific” values ware placed on top
and then ranked according to riBAQ values, and “N.A.” proteins were excluded. In the ranked list,
the True Positive Rate (TPR) for each protein was calculated as the summed number of group 1 proteins
up till (and including) that protein divided by the total number of proteins in group 1. The False
Positive Rate (FPR1) for each protein was calculated as the summed number of group 2 proteins up till
that protein divided by the total number of proteins in group 2. For each ranked protein, TPR-FPR1
was calculated and plotted against its rank (Figure 4C). At maximum TPR-FPR, the associated ranked
protein was found and its log2 of c5/c1 riBAQ value determined.
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Filter 2

For each detected protein, the log2 c5/c3 riBAQ ratio within a biological replicate was calculated,
which measured the extent of biotinylation by excitatory cleft-localized SynCAM 1-HRP over dendritic
membrane-localized Membrane-HRP.

If a protein was not detected in c3 and hence a ratio could not be calculated the protein was
regarded to be detected with high specificity and received the label “Specific”. If a protein was not
detected in c5, it received the label “N.A.”. For Filter 2, in each biological replicate a c5/c3 riBAQ
ratio cut-off value was determined above which a protein was retained using Receiver Operating
Characteristic (ROC) analysis. First, proteins were labeled according to the following four groups [29]:
(1) true positive or known synaptic proteins, TP1; (2) false positives or known intracellular proteins,
FP1; (3) known surface proteins, FP2; (4) all other proteins. Proteins that existed in multiple groups
were re-sorted to group 4. Endogenously biotinylated proteins and proteins with a cell surface GO-term
were excluded from group 2. The c5/c3 riBAQ ratios of group 1 and group 3 were plotted in histograms
(Figure 4B). An ROC curve analysis was then performed (Figure 4C) [47]. The remaining proteins were
ranked in descending order according to the c5/c3 riBAQ ratio and then the riBAQ value. Proteins with
“Specific” values ware placed on top and then ranked according to riBAQ values, and “N.A.” proteins
were excluded. In the ranked list, in descending order the True Positive Rate (TPR) for each protein
was calculated as the summed number of group 1 proteins found from the top up till (and including)
that protein divided by the total number of proteins in group 1. The False Positive Rate (FPR2) for each
protein was calculated as the summed number of group 3 proteins found up till that protein divided
by the total number of proteins in group 3. For each ranked protein, TPR-FPR2 was calculated and
plotted against its rank (Figure 4C). At maximum TPR-FPR2, the associated ranked protein was found
and its log2 of c5/c3 riBAQ value determined.

Filter 3

For each biological replicate, cut-off values for Filter 1 and Filter 2 were applied. Identified proteins
in a biological replicate were retained when above the cut-off value or when labeled “Specific” for that
filter. All identified proteins were then ranked in descending order to how many biological replicates
they remained after filtering, how often they were labeled “Specific”, and the average c5/c3 riBAQ
ratio of all biological replicates. A ROC curve analysis was then performed (Figure 4F). In the ranked
list, in descending order the True Positive Rate (TPR) for each protein was calculated as the summed
number of group 1 proteins found from the top up till (and including) that protein divided by the total
number of proteins in group 1. The False Positive Rate (FPR2) for each protein was calculated as the
summed number of group 3 proteins found up till that protein divided by the total number of proteins
in group 3. For each ranked protein, TPR-FPR2 was calculated and plotted against its rank (Figure 4F).

In the final selection step, proteins were removed that had only GO-terms associated with
intracellular locations and proteins on the False Positive 1 (FP1)-list [29]. Serum albumin was removed
from Table S3 as it is a likely carry-over from cell culture medium.

2.9.4. Calculation of Depth of Coverage

Depth of coverage for the excitatory synaptic cleft proteome was calculated as in [29]. In total,
10 excitatory synaptic cleft candidate proteins identified here (Supplementary Table S1) were among
the list of 62 literature identified excitatory synaptic cleft proteins (TP2, Table S3).

2.10. Immunochemistry

For visualization of biotinylation in HEK293T cells, after the biotinylation reaction and fixation
(see Peroxidase-mediated biotinylation), cells were washed three times with PBS and permeabilized
with 0.1% Triton X-100 for 10 min at room temperature followed by blocking with 5% FBS in PBS 1 h at
room temperature. Then, cells were incubated for 1 h at room temperature with Streptavidin-Alexa488
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(Molecular Probes, S11223; 1:500) in 5% FBS in PBS, followed by three washes with PBS. SynCAM
1-APEX2 or APEX2-NES were detected by immunostaining using anti-FLAG M2 IgG1 antibodies raised
in mouse (Sigma-Aldrich, F1804; 1:500) or anti-HA rabbit antibody (Cell Signaling Technologies, #3724;
1:500), resp., for 1 h at room temperature followed by three washes with PBS and secondary antibody
staining with anti-IgG1 Alexa568-conjugated secondary antibodies (Invitrogen via Fisher, #A21124;
1:500) or anti-rabbit Alexa568-conjugated secondary antibodies (Invitrogen via Fisher, #A11036; 1:500),
resp., for 1 h at room temperature followed by three washes with PBS. Coverslips were mounted
onto glass slides (Aqua-Poly/Mount, Polysciences) and imaged with a Leica SP2 confocal microscope
(Leica Camera Co., Wetzlar, Germany).

For biotinylation in neurons, after the biotinylation reaction and fixation (see Peroxidase-mediated
biotinylation), non-permeabilized cells were blocked with 5% BSA (RMBIO, BSA-BAF) for 30 min
at 4 ◦C followed by staining for biotin using NeutrAvidin protein, Dylight 488 (NA-488; Thermo
Fisher Scientific, 22832; 1:250) for 10 min at 4 ◦C, immediately followed by one wash with 1 mM
free biotin (Sigma-Aldrich, #B4501) in PBS and two washes in PBS. Staining with more concentrated
NA-488 at 4 ◦C to reduce membrane protein mobility, followed with a biotin wash to block free
biotin-binding sites in bound NA-488 was necessary to avoid that biotin-labeled surface proteins
clustered in the membrane [48]. Cells were permeabilized with 0.1% Triton X-100 for 10 min at room
temperature followed by blocking with 5% FBS in PBS 1 h at room temperature. From here on all
permeabilization steps were with 0.1% Triton X-100 for 10 min, blocking was with 5% FBS in PBS 1 h at
room temperature, and all primary and secondary stainings were done at room temperature for 1 h
or overnight at 4 ◦C in 5% FBS in PBS and followed by three times 5-min washes with PBS at room
temperature. Cells were stained with antibodies raised in rabbit against Homer (Synaptic Systems
GmbH, Goettingen, Germany, 160 003; 1:500) and anti-rabbit Alexa568 secondary antibodies (1:500).
Coverslips were mounted onto glass slides (Aqua-Poly/Mount, Polysciences) and imaged with a Leica
SP8 confocal microscope (Leica Camera Co., Wetzlar, Germany).

For visualization of R-PTP-zeta in neurons, dissociated cortical neuron cultures from rats
were fixed with fixation buffer (60 mM PIPES, 25 mM HEPES, 10 mM EGTA, 2 mM MgCl2,
0.12 M sucrose [pH 7.4]) at 4 ◦C for 15 min and washed three times with PBS before blocking.
Under non-permeabilizing conditions, R-PTP-zeta and SynCAM 1 were stained with anti-PTPζ
IgM antibodies raised in mouse (Santa Cruz Biotechnology, Dallas, TX, USA, sc-33664; 1:500)
and anti-SynCAM 1 antibodies raised in chicken (MBL Laboratories, Woods Hole, MA, USA),
CM004-3; 1:500), respectively. Followed by staining with anti-IgM Alexa488 secondary antibodies
(Life Technologies, Carlsbad, CA, USA, A21042; 1:500) and anti-chicken Alexa647 secondary antibodies
(Life Technologies, A21449; 1:500). Cells were permeabilized followed by blocking. Cells were then
either stained for Bassoon or Homer with anti-Bassoon mouse IgG2A antibodies (Enzo Life Sciences,
Enzo Biochem., Inc., Farmingdale, NY, USA, ADI-VAM-PS003; 1:750) or anti-Homer rabbit (Synaptic
Systems, 160 003; 1:500), respectively, and then anti-IgG2a Alexa568 (1:500) or anti-rabbit Alexa568
(1:500) secondary antibodies. Coverslips were mounted (Aqua-Poly/Mount, Polysciences) and imaged
with a Leica SP8 confocal microscope (Leica Camera Co., Wetzlar, Germany).

For visualization of R-PTP-zeta in brain sections, adult mice were anaesthetized using
ketamine/xylazine and perfused transcardially with 4% paraformaldehyde (PFA) in PBS. Brains were
extracted and post-fixed overnight at 4 ◦C in 4% PFA in PBS. Brains were sectioned on a vibratome
(Vibratome 1500, Leica Camera Co., Wetzlar, Germany) into 60 μm coronal sections. For detection
of R-PTP-zeta, Homer, and Bassoon, individual sections were simultaneously permeabilized and
blocked with 0.3% Triton X-100 and 3% horse serum for 1 h at room temperature, followed by a
combined incubation with anti-PTPζ mouse IgM (Santa Cruz Biotechnology, sc-33664; 1:500), IgG2A
antibodies raised against Bassoon in mouse (1:750) and anti-Homer antibodies raised in rabbit (1:500)
(all in 0.3% Triton X-100 and 3% horse serum for 3 days at 4 ◦C). Followed by three washes with PBS
and incubation with anti-IgM Alexa488 (1:500), anti-IgG2a Alexa647 (1:500) or anti-rabbit Alexa568
(1:500) antibodies in 0.3% Triton X-100 and 3% horse serum. Sections were mounted onto glass slides
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(Aqua-Poly/Mount, Polysciences, Inc., Warrington, PA, USA) and imaged with Keyence microscope
(BZ-X700, Keyence, Itasca, IL, USA). Secondary antibodies were purchased from Life Technologies.

2.11. Characterization of Biotinylation by SynCAM 1-HRP Using Western Blot

Cell pellets were thawed on ice and each cell pellet was resuspended in 100 μL lysis buffer
(1% SDS in 50 mM Tris-HCl (pH 8.0), including 10 mM sodium azide, 10 mM sodium ascorbate,
and 2.5 mM Trolox, and the protease inhibitors at final concentration of 1 mM PMSF, 2 μg/mL
leupeptin, 1 μg/mL pepstatin, and 1 μg/mL aprotonin). Lysates were boiled at 95 ◦C for 5 min to
dissociate the postsynaptic density (PSD) and diluted with 400 μL 1.25× RIPA lysis buffer (50 mM
Tris, 187.5 mM NaCl, 0.625% sodium deoxycholate, 1.25% Triton X-100) to a final 1× RIPA lysis buffer
(50 mM Tris-HCl [pH 8.0], 150 mM NaCl, 0.2% SDS, 0.5% sodium deoxycholate, 1% Triton X-100).
Lysates were cleared by centrifugation at 16,000× g for 10 min at 4 ◦C. Cleared lysates were then boiled
in sample buffer (containing final 50 mM DTT and 2% SDS in 60 mM Tris-HCl, pH 6.8) for 3 min
and separated on a 10% polyacrylamide gel. Proteins were then blotted onto nitrocellulose blotting
membrane and stained with Ponceau S for equal loading confirmation. Membrane was blocked in 5%
BSA in TBST and incubated with NeutrAvidin-DyLight488 (Thermo Fisher Scientific, #22832; 1:500)
in 5% BSA in TBST for 1 h at room temperature, followed by three washes with TBST and imaged
(FluorChem M, ProteinSimple, San Jose, CA, USA).

2.12. Staining for dSTORM, and dSTORM Imaging and Analysis of SynCAM 1-HRP

For dSTORM experiments, neurons were fixed in 4% PFA with sucrose for 15 min at 21 div then
washed for 3 times for 5 min each in PBS containing glycine (PBS/Gly). Samples were blocked in
donkey serum (10%) for 20 min. Surface labeling was done by inverting coverslips on 50 μL droplets
containing the anti-FLAG M2 antibody (Mouse IgG1) at 1:500 on parafilm. Coverslips were washed two
times in PBS/Gly. Permeabilization was achieved with 0.1% TX-100 for 20 min. This was exchanged
with PBS/Gly containing 10% donkey serum and 0.1% TX-100 and incubated for an additional 20 min.
Coverslips were then transferred and inverted onto 50 μL droplets on parafilm containing anti-Homer1
primary antibody (Synaptic Systems; 1:500) at 4 ◦C overnight (<15 h). Primary contains 0.03% TX-100
and 5% donkey serum. Coverslips were washed 3 times for 5 min each in PBS/Gly the next day.
Coverslips were then transferred and inverted onto parafilm with 50 μL droplets containing secondary
antibody for 1 h at room temperature in the dark (Donkey anti-Rabbit CF555, 1:500; Donkey α-Mouse
Alexa-647, 1:200). Coverslips were then washed 3 times for 5 min each in PBS/Gly and were then
imaged according to [14].

Images were denoised using Thunderstorm’s Wavelet (basis spline) filter ([49]; http://imagej.
net/Fiji). Approximate localization of molecules was done using the local maximum approach using
the Thunderstorm plug-in in Fiji/ImageJ (dev-2016-01-01-b1, github.com/zitmen/thunderstorm/).
Sub-pixel localization of stochastic blinking was achieved by fitting peaks with an integrated Gaussian
function using the Thunderstorm plug-in. For visualization, pixels were magnified 10× and detected
localizations were binned into pixels. Poorly fit localizations were filtered out using the Thunderstorm
software. Drift correction was performed in Thunderstorm using the cross-correlation method.
The visualization method used is the Average Shifted Histograms method in Thunderstorm.

All synaptic data was analyzed by identifying synaptic clusters containing both Homer1 and
SynCAM 1-HRP, in order to identify synapses from transfected cells. For line scan analyses, synaptic
pairs were selected, then a line (20 pixels wide) was drawn perpendicular to the synaptic axis, as to
pass through both Homer1 and SynCAM 1-HRP. SynCAM 1-HRP puncta were counted by eye in
ImageJ. For the inter-cluster distance analysis, center was determined by eye and a line was drawn
between the two clusters and the distance was estimated by rounding to the nearest pixel.
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3. Results

3.1. Peroxidase-Mediated Proximity Labeling Using a SynCAM 1-Horseradish Peroxidase (HRP)-Fusion Protein

Peroxidase-mediated proximity labeling allows for the biotinylation of endogenous proteins
proximal to a recombinant peroxidase-reporter fusion protein that is exogenously expressed at a cellular
compartment. Peroxidases that have been used for proximity labeling are HRP and APEX/APEX2,
which are metalloenzymes that catalyze the oxidation of organic substrates by hydrogen peroxide
(H2O2). These peroxidases can oxidize in presence of H2O2 biotin-phenol compounds to generate
short-lived biotin-phenoxyl radicals. These radicals can form covalent bonds with tyrosine and other
electron-rich amino acids at proximal proteins [25,50]. APEX2, a more active variant of the engineered
peroxidase APEX [51], is suitable for intracellular and extracellular applications, while HRP is only
active in the oxidizing environments of the secretory pathway and the cell surface due to its structurally
essential disulfide-bonds.

To map the excitatory synaptic cleft proteome, a fusion protein needs to target a peroxidase to this
specific compartment. We here used SynCAM 1 as it is a synaptic cell adhesion protein that localizes
exclusively to excitatory synapses during development and in mature synapses [25,34]. HRP or APEX2
was inserted at amino acid position 363 of SynCAM 1, located between the last immunoglobulin (Ig)
domain and the trans-membrane (TM) domain. This placed HRP at the base of the extracellular region
of SynCAM 1, creating a SynCAM 1-HRP fusion protein (Figure 1A) or SynCAM 1-APEX2 fusion
protein. Recombinant proteins or tags inserted at this position do not alter the synaptic localization of
SynCAM 1 [52]. SynCAM 1 is a single-pass type 1 membrane protein that after biogenesis requires
trafficking through the secretory pathway to reach the cell surface. To restrict biotin labeling mediated
by peroxidase-fusion proteins that traffic through the secretory pathway to the cell surface, including
the synaptic surface, a membrane-impermeant biotin-phenol compound containing a polar linker
is required [29]. We therefore selected the commercially available compound biotin-AEEA-phenol,
which is membrane-impermeant.

To verify that it allows for biotinylation only at the cell surface, biotin-AEEA-phenol was
added to HEK293T cells that expressed a membrane-bound SynCAM 1-APEX2 proximity reporter.
In presence, but not in absence, of H2O2, exogenous biotin-AEEA-phenol induced biotinylation at
the surface of HEK293T cells expressing SynCAM 1-APEX2 (Figure 1B). As control whether this
biotin compound is membrane impermeable, biotin-AEEA-phenol was added to HEK293T cells
expressing soluble APEX2 fused to a nuclear export sequence (APEX2-NES) [51]. This did not
result in detectable intracellular biotinylation (Figure 1C). As expected from a previous study [28],
membrane-permeable biotin-phenol allowed for intracellular biotinylation in HEK293T cells expressing
APEX2-NES (not shown). Biotin-AEEA-phenol hence restricts proximity labeling to the cell surface.
To efficiently use the proximity labeling approach in cultured neurons, HRP fusion proteins were used
in all proximity labeling experiments in neurons as HRP is more active than APEX2 in the extracellular
space [29].
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Figure 1. SynCAM 1-peroxidase fusion protein peroxidase-mediated proximity labeling in the
synaptic cleft. (A) APEX2 or HRP (image RCSB PDB [53,54] (www.rcsb.org) of PDB ID 1HCH [54])
peroxidase was inserted at the base of the SynCAM 1 extracellular domain, with immunoglobulin
(Ig) domains, trans-membrane (TM) region, and intracellular PDZ domain interaction sequence
indicated. APEX2 or HRP catalyzes the formation of a short-lived biotin-AEEA-phenoxyl radical
(red dot) after exogenous addition of H2O2 and membrane-impermeable biotin-AEEA-phenol (blue
dot). (B) Exogenous biotin-AEEA-phenol induced biotinylation only at the cell surface. Staining
for biotin (visualized by StreptAvidin-Alexa488) in HEK293T cells expressing SynCAM 1-APEX2 in
presence (+) but not in absence (−) of H2O2. (C) Exogenous biotin-AEEA-phenol did not induce
biotinylation in HEK293T cells expressing cytosolic APEX2-NES.

3.2. Subsynaptic Distribution of the SynCAM 1-HRP Reporter

Previously, the synaptic expression of endogenous SynCAM 1 has been analyzed using STED
and 3D dSTORM super-resolution imaging in cultured neurons and by immuno-EM in brain sections.
These approaches determined that SynCAM 1 localizes to the synaptic cleft of excitatory, asymmetric
synapses and is predominantly present in the postsynaptic membrane, where it was detected around
the edge of the postsynaptic density [14]. To analyze the localization of the SynCAM 1-HRP reporter,
a FLAG-tag was inserted C-terminal of the HRP. Cultured rat hippocampal neurons were transfected
with this construct and analyzed by two-color 3D dSTORM super-resolution imaging. Immunostaining
for FLAG to detect SynCAM 1-HRP and for the postsynaptic excitatory scaffolding protein Homer
followed by 3D dSTORM showed that super-resolved SynCAM 1-HRP localized adjacent to clusters of
Homer (Figure 2A and Figure S1). Distribution of SynCAM 1-HRP ensembles were within ~100 nm
of the edge of the PSD as outlined by super-resolved Homer clusters (Figure 2B and Figure S1),
in agreement with the sub-synaptic distribution of endogenous SynCAM 1 in cultured rat hippocampal
neurons [14]. This demonstrated that the SynCAM 1-based reporter targets HRP to the synaptic cleft
and is enriched at the cleft border zone.
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Figure 2. Synaptic SynCAM 1-HRP expression and biotinylation. (A) Two-color dSTORM reconstruction
of synapses from 21 days-in-vitro (div) rat hippocampal neurons surface-labeled by immunostaining
with anti-FLAG antibodies against exogenous SynCAM 1-HRP containing the FLAG epitope (magenta)
and the endogenous excitatory postsynaptic marker Homer (cyan). Top left, overview. Enlarged panels
show one synapse with SynCAM 1-HRP and Homer localizations fit by a convex hull to demarcate
the PSD border (dotted outline). SynCAM 1-HRP localizations are at the periphery of the PSD.
Diagonal line, line scan used for (B). See Supplemental Figure S1 for additional examples and
quantitative analyses. (B) Protein localization distribution perpendicular to the trans-synaptic axis.
Densities were determined by dSTORM and normalized to the peak of each channel and measured
over the distance shown in A. (C) Model of HRP targeting by the reporter SynCAM 1-HRP to excitatory
synaptic clefts for biotinylation of proximal surface proteins. (D) Following the proximity labeling
reaction with membrane-impermeant biotin-AEEA-phenol, biotin staining was detected in SynCAM
1-HRP transduced rat cortical neurons along dendrites at excitatory synaptic sites visualized by
immunostaining of Homer (arrows). (E) Targeting of HRP by the reporter Membrane-HRP to the
plasma membrane of dendrites. (F) Staining for biotin was detected in Membrane-HRP transduced rat
cortical neuronal cultures along dendrites after proximity labeling with biotin-AEEA-phenol.
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3.3. SynCAM 1-HRP Validation for Synaptic Proximity Labeling

Synaptic clefts are open cellular compartments that are not enclosed by membranes. This requires
to further improve the specificity of protein identification in the synaptic cleft. A ratiometric
peroxidase-mediated labeling approach was previously applied to synaptic cleft proteins [29] and
mitochondrial inter-membrane space proteins [55]. We aimed to implement this ratiometric approach
and compared the proteins biotinylated by the SynCAM 1-HRP cleft reporter (Figure 2C) versus
a broadly surface-expressed HRP fused extracellularly to a trans-membrane domain (Membrane-HRP;
Figure 2E) [28]. To verify proper generation of biotinylation reaction products by these two reporters
in neurons, the reporters were transduced into cultures of dissociated rat cortical neurons using
recombinant AAV (rAAV) at 14 days-in-vitro (div). rAAV allowed the large-scale transduction of
cultured neurons, and virus particles were titrated to balance high transduction efficiency with
moderate protein overexpression. Neurons were subjected to brief peroxidase-mediated proximity
labeling at 21 div upon addition of H2O2 and biotin-AEEA-phenol. Staining of biotinylation products
using NeutrAvidin-DyLight488 visualized biotin-protein conjugates along dendrites at excitatory
synaptic locations positive for Homer in SynCAM 1-HRP expressing neurons (Figure 2D), with some
extra-synaptic labeling. In contrast, Membrane-HRP transduced into cultured rat cortical neurons that
underwent proximity labeling showed biotin labeling along dendrites that was not enriched at synaptic
locations (Figure 2F). These results supported that the SynCAM 1-HRP and the Membrane-HRP
reporters can be used to obtain proximity-labeled protein samples from excitatory synaptic clefts and
the neuronal cell surface, respectively, for comparative ratiometric analysis in silico.

3.4. Robust Identification of Synaptic Cleft Candidate Proteins Using Proximity Labeling

To map the proteome of excitatory synaptic clefts, large-scale rat cortical cultures were
prepared and treated following the work flow shown in Figure 3A. rAAV encoding SynCAM
1-HRP or Membrane-HRP was added to separate neuronal cultures at 14 div. Cultures underwent
at 21 div peroxidase-mediated labeling upon addition of H2O2 and biotin-AEEA-phenol for 60 s.
Biotinylated proteins were purified and peptides were generated by on-bead digestion with trypsin.
Peptides were analyzed by Label-Free Quantitation (LFQ) proteomics, which compares peptide
intensities across samples [56–58]. Per each biological replicate experiment, five conditions were
included that each represented one sample (Figure 3B): non-transduced rat cortical neurons treated
with biotin-AEEA-phenol and H2O2 (condition 1); neurons transduced with Membrane-HRP rAAV
and treated with biotin-AEEA-phenol omitting H2O2 (condition 2) or with H2O2 (condition 3);
neurons transduced with SynCAM 1-HRP rAAV and treated with biotin-AEEA-phenol omitting
H2O2 (condition 4) or with H2O2 (condition 5).

For biochemical analysis, protein samples from treated neurons were separated and biotinylated
proteins were visualized by Western blotting (Figure 3C). This showed that proteins were biotinylated
in SynCAM 1-HRP or Membrane-HRP expressing neurons in presence, but not in absence, of H2O2 and
conjugates spanned a large molecular weight range (Figure 3C, lanes 3, 5). Endogenously biotinylated
proteins (e.g., histones and mitochondrial carboxylases) [29,59–62] were detected independent of the
biotinylation reaction, as expected (Figure 3C).

For proteomic analysis, four independent biological replicate experiments were performed
and six pair-wise comparisons of protein levels of identified proteins across all four biological
replicate experiments examined the robustness of this approach. As reliable measure for protein
levels, intensity-based absolute quantification (iBAQ) levels were calculated [45] as iBAQ levels are
proportional to molar abundance [46]. Pair-wise comparisons across biological replicates of protein
iBAQ values or molar abundance of condition 5 showed strong correlation between biological replicates
over minimally 5 orders of magnitude (Figure 3D). Several known synaptic proteins expected to be
present at the synaptic cleft, including Neurexin-1, Neuroligin-3, Latrophilin-3, Contactin-1, Kilon,
Hapln1, and Noelin-1, were found across the molar abundance spectrum. Retention of proteins due
to interaction with other specifically bound proteins was unlikely as proteins were denatured before
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bead-binding. Further, endogenously biotinylated mitochondrial carboxylases and nuclear histones
were among the most abundant proteins detected. The raw data also included intracellular proteins,
e.g., GAPDH and Erlin-2, which likely unspecifically adsorbed to the beads. These non-synaptic hits
identified in SynCAM 1-HRP samples further highlighted the need for a data filtering approach that
analyzes a protein’s extent of biotinylation by a cleft reporter relative to a control to determine actual
synaptic cleft abundance.

 

Figure 3. Scaled proximity labeling in cultured neurons. (A) Rat cortical neurons were transduced
with rAAV encoding HRP reporters (orange) at 14 div and underwent proximity labeling at 21 div.
SynCAM 1-HRP (orange) biotinylates synaptic proteins that are purified and digested for LFQ. (B) Each
biological replicate included samples from the 5 conditions shown. (C) Western Blot of samples
visualized by NeutrAvidin-DyLight488. Endogenously biotinylated proteins (arrow heads) are marked
and weight ranges (brackets) wherein exogenously biotinylated proteins were detected are indicated.
(D) Example comparisons of molar abundance ranges. Four biological replicates were performed and
molar abundance (relative iBAQ or riBAQ) of all detected proteins in SynCAM 1-HRP samples were
compared. Graphs show pair-wise comparisons of the 1st biological replicate with the 2nd, 3rd, and 4th
replicate, respectively. Endogenously biotinylated proteins (histones, mitochondrial carboxylases),
cytosolic proteins (GAPDH, Erlin-2) and synaptic cleft proteins (Contactin-1, Kilon, Hapln1, Noelin-1,
Latrophilin-3, Neurexin-1, Neuroligin-1) are indicated.
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3.5. Ratiometric Analysis of Proximity Labeled Protein Hits

In silico post hoc filtering was implemented to identify biotinylated, synaptic cleft-enriched
proteins, following a previously-described ratiometric approach [29]. Specifically, proteins identified
in any of the conditions were sorted into four groups: (i) true positives, i.e., known synaptic proteins,
TP1; (ii) false positives, i.e., known intracellular proteins, FP1; (iii) false positives, i.e., known surface
proteins that are not synapse-enriched, FP2; (iv) all other proteins (Figure 4A). In filter step 1, the log2

ratio of normalized iBAQ values (i.e., relative to total iBAQ per sample; riBAQ) for condition 5 (c5)
over condition 1 (c1) assessed how likely a protein was to be biotinylated by SynCAM 1-HRP. In filter
step 2, the ratios of riBAQ for condition 5 (c5) over condition 3 (c3) was calculated to indicate how
likely a protein was biotinylated by SynCAM 1-HRP compared to Membrane-HRP. As first internal
quality control of the data filtering, the set of known synaptic surface proteins TP1 was used [29],
for which c5/c1 riBAQ ratios are expected to be higher than for known intracellular proteins (FP1).
As second internal quality control, the c5/c3 riBAQ ratios were assessed, which are expected to be
higher for the list of synaptic membrane proteins (TP1) over the set of known surface proteins (FP2).
Indeed, the distribution of c5/c1 riBAQ values of known synaptic proteins was bimodal with a first
peak at the distribution of known intracellular proteins and a second peak at higher c5/c1 values
(Figure 4B). Similarly, the distribution of known synaptic proteins was shifted towards higher c5/c3
riBAQ values compared with known surface proteins. As expected, the ratio of SynCAM 1-HRP plus
H2O2 over SynCAM 1-HRP minus H2O2, i.e., c5/c4 riBAQ values, had comparable distributions as
c5/c1 riBAQ values (not shown).

This analysis was expanded to select a cutoff for each filter step and obtain from the filtered data
an enriched selection of proteins with maximal synaptic cleft proteins and minimal intracellular or
dendritic surface proteins. Specifically, a Receiver Operating Characteristic (ROC) curve analysis was
performed [47] to determine the optimal c5/c1 riBAQ and c5/c3 riBAQ cut-off values (Figure 4C).
In brief, proteins in a biological replicate were ranked according to c5/c1 riBAQ values (filter 1) or
c5/c3 riBAQ values (filter 2) (see Methods for ranking rules). For each protein, the rate of finding
a false positive (False Positive Rate, FPR1 for intracellular protein and FPR2 for surface proteins)
was subtracted from the rate of finding a true positive (True Positive Rate, TPR). TPR-FPR was
plotted against the riBAQ values for each ranked protein (see Methods). At the maximum TPR-FPR,
the matching ranked protein and corresponding c5/c1 riBAQ or c5/c3 riBAQ value was determined
and used as minimum cut-off to retain proteins for filter 1 or 2, respectively (Figure 4C).

In all four biological replicate experiments, a total of 706 proteins were identified (Figure 4D).
After filter 1, total protein number was reduced to 50% (or 353 proteins), the group of known
intracellular proteins was reduced by 50%, and the group of known surface proteins not enriched at
synapses was reduced to 55%. All known synaptic proteins were retained. After filter 2, total protein
number was reduced to 28% (or 200 proteins), known intracellular proteins to 27%, and known surface
proteins to 20%, while 97% of known synaptic proteins were retained (Figure 4E). A fraction of proteins
that passed filter 1 and 2 (33.5%) showed the same selection in multiple rounds of biological replicate
experiments. A third filtering step was introduced that used the information for how frequently a
protein passed filter 1 and 2 across biological replicates. Proteins were ranked according to c5/c3
riBAQ values and plotted against TPR-FPR2. The proteins that passed filter 1 and 2 in at least two of
the four biological replicates showed a strong increase in TPR-FPR2, indicating that there was a strong
enrichment for true positives (Figure 4F).

78



Proteomes 2018, 6, 48

 
Figure 4. Data filtering based on proteins of known sub-cellular localizations. (A) Detected proteins
were sorted into 4 categories based upon literature and these categories were used in Filter 1 and 2.
Filter 3 used the number of biological replicates a protein passed Filter 1 and 2. (B) Histograms of
the extent of biotinylation by SynCAM 1-HRP vs. no reporter control for Filter 1 (left plot) and vs.
Mem-HRP for Filter 2 (right plot). Cut-off values determined in (C) for Filter 1 and Filter 2 are indicated.
(C) Receiver Operating Characteristic (ROC) curve analysis to determine optimal enrichment for Filter 1
(left plot) or Filter 2 (right plot) by plotting the True Positive Rate (TPR: known synaptic proteins) minus
the False Positive Rate (FPR). FPR1: known intracellular proteins; FPR2: known membrane proteins.
At maximum (TPR-FPR), the log2 value is determined at the corresponding protein in the ranked
protein list, which served as a cut-off value in (B). (D) Enrichment for excitatory synaptic cleft proteins
through filtering. All proteins combined in four biological replicate experiments were subjected to Filter
1, Filter 2, and Filter 3. A final manual curation step removed remaining false positives. (E) Relative
enrichment per group of proteins of known sub-cellular localization. Per group, all proteins (100% per
group) are depicted as a circle of unitary size. Each filter step reduces protein number and circle area
proportionally. Note that after Filter 1, the total proteins in group of known synaptic proteins is 100%
and area of circle is unitary. (F) ROC analysis of TPR-FPR2 for Filter 3. Indicated are proteins that
passed Filters 1 and 2 four times (red), three times (purple), two times (yellow), and one time (green).

Filter 3 encompassed this strict inclusion criterion to include only proteins that passed
Filter 1 and 2 in minimally 2 biological replicates, and when applied, 67 proteins were retained
(Figure 4E). After applying Filter 1 (selecting for biotinylated proteins), Filter 2 (selecting for synaptic
cleft-biotinylated proteins), and Filter 3, 9% of total protein, 4% of known intracellular proteins, and 5%
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of known surface proteins were retained. Importantly, 70% of known synaptic proteins were still
retained after all filters had been applied. It was expected that the resulting list still contained false
positives, specifically intracellular proteins due to the designed filtering steps that minimized but not
necessarily eliminated false positives. In a final selection step, proteins were removed that had only
GO-terms associated with intracellular locations and proteins on the False Positive 1 (FP1)-list [29].
The resulting list contained 39 synaptic cleft candidate proteins (Supplementary Table S1). Twenty-six
of the 123 proteins that were identified in 1 biological replicate neither had a GO-terms associated
with intracellular locations nor were on the False Positive 1-list and were added to the list synaptic
cleft-enriched candidates (Supplementary Table S1). Together, this resulted in a set of proteins with
high confidence of synaptic cleft localization that were cleft-enriched in multiple biological replicates
and a set of proteins that were enriched in one biological replicate.

3.6. Molecular Class and Gene Ontology Analysis of Synaptic Cleft Hits

The list of 39 proteins (Figure 5: black, underlined gene names) found in multiple biological
replicates and the 26 additional proteins (Figure 5, grey gene names) found in one biological
replicate were characterized for Molecular Class according to the Human Protein Reference Database
(HPRD) [63–65]. The HPRD classifies each protein into one category, which simplifies functional
protein characterization. Proteins were classified across major categories expected in the synaptic
cleft: 24% of proteins were associated with either adhesion molecule (18%), immunoglobulin (3%)
or adhesion molecule activity (3%); 20% of proteins were associated with cell surface receptor
(14%), G protein-coupled receptor (3%), or receptor tyrosine phosphatase (3%); 20% of proteins
were associated with either Membrane transport protein (11%), Extracellular ligand-gated channel
(5%), Ion channel (2%), or Voltage-gated channel (2%); 14% were associated with membrane transport
protein (11%) or Transport/cargo protein (3%).

Previous proteomic studies of synapses have targeted different synaptic compartments or protein
complexes [11,15–22,66–68]. A comparison with these studies found that almost all of 65 cleft-enriched
proteins identified here, except for Contactin-5, were reported earlier to be synaptic. However, none of
these studies specifically characterized the synaptic cleft. The only study so far targeting the synaptic
cleft by Loh and colleagues had an estimated 69% excitatory synaptic cleft proteome coverage and
reported several novel synaptic cleft candidates [29]. Compared with this previous work, 30 proteins
were solely enriched in this study using SynCAM 1-HRP-mediated proximity labeling of the synaptic
cleft (Supplementary Table S2). Eleven synaptic cleft candidates identified here were neither enriched
in the previous proteomic study targeting the (excitatory and inhibitory) synaptic cleft [29], nor did
they contain a GO-term associated with synapses. Several of these proteins, such as CD166 antigen and
Leucine-rich glioma-inactivated protein 1, were identified in previous proteomic studies of the active
zone and other synaptic compartments [11,15–22,66–68]. However, these studies did not demonstrate
that these 17 proteins were synaptic cleft-enriched, and a literature and GO-term analysis did not
find that these were synaptic cleft-enriched proteins. Hence, these proteins were termed candidate
excitatory synaptic cleft orphans (Supplementary Table S3).
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Figure 5. Pie chart showing relative abundance of protein functional groups (categories according to
the Human Protein Reference Database) and synaptic cleft candidates in each group. Synaptic cleft
candidates found in minimally two biological replicates are underlined. Candidates found only in one
biological replicate are shown in grey font.

3.7. Validation of the Synaptic Cleft Candidate Receptor-Type Tyrosine-Protein Phosphatase Zeta

To validate the peroxidase-mediated proximity labeling approach and filtering process for
identification of novel synaptic cleft proteins, a candidate protein not previously identified in a
synaptic cleft proteomics study (Supplementary Table S2) was selected for further study. Receptor-type
tyrosine-protein phosphatase zeta, or R-PTP-zeta (gene name: Ptprz1) was previously detected in
proteomic studies of postsynaptic density and synaptosomes of rodent and human brain [15,20–22].
Here, coronal sections of mouse brain stained for R-PTP-zeta showed immunofluorescence in
hippocampus and cortex (Figure 6). Immunostaining for R-PTP-zeta was particularly strong in
areas with strong immunostaining for postsynaptic marker Homer and presynaptic marker Bassoon,
suggesting that R-PTP-zeta is associated with excitatory synapses.

 

Figure 6. Characterization of R-PTP-zeta expression in vivo. Left, Immuno-histochemical staining
of rat brain at P66 for the presynaptic marker Bassoon, excitatory postsynaptic marker Homer and
R-PTP-zeta (grey in single color images). Right, yellow in the merged composite (top) image indicates
co-expression of Homer (red) and R-PTP-zeta (green). Yellow in the bottom merged image indicates
co-expression of Bassoon (red) and R-PTP-zeta (green).

Indeed, immunostaining of cultured rat cortical neurons for surface-expressed R-PTP-zeta under
non-permeabilized conditions showed its punctate localization along dendrites. R-PTP-zeta puncta
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colocalized with puncta positive for the presynaptic marker Bassoon. Moreover, these puncta were
also immunopositive for surface-expressed SynCAM 1 (Figure 7A), as expected for a protein identified
by proximity-reporter SynCAM 1-HRP. Similarly, extracellular R-PTP-zeta colocalized with puncta
positive for the excitatory postsynaptic marker Homer that were also positive for extracellular SynCAM
1 (Figure 7B). These results agree with a previous study that used antibodies recognizing R-PTP-zeta
to detect immunoreactivity at PSD-95-positive spines of pyramidal neurons in cerebral cortex and
hippocampus of rats, specifically the postsynaptic membrane of dendritic spines and shafts [69].
Our results support that endogenous SynCAM 1 and R-PTP-zeta are co-expressed at the cleft of the
same excitatory synapses and may be in close proximity, in agreement with the proteomic identification
of R-PTP-zeta by SynCAM 1-HRP.

 

Figure 7. Characterization of R-PTP-zeta expression and synaptic markers in vitro. (A) Immunostaining
for Bassoon, R-PTP-zeta, and SynCAM 1 in cultured neurons. R-PTP-zeta (grey in single color
image) and SynCAM 1 (grey in single color image) were stained under non-permeabilizing conditions
using antibodies detecting extracellular epitopes and Bassoon (grey in single color image) was stained
under permeabilizing conditions. Yellow in larger composite (left) image indicates colocalization
of Bassoon (red) and extracellular R-PTP-zeta (green). White in larger composite (right) image
indicates colocalization of extracellular SynCAM 1 (magenta) and extracellular R-PTP-zeta (green).
Panels below show enlarged dendritic segments from the composite images to visualize colocalization
(arrowheads). (B) Immunostaining for Homer and R-PTP-zeta and SynCAM 1 in cultured neurons.
Extracellular R-PTP-zeta (grey in single color image) and SynCAM 1 (grey in single color image) were
immunostained under non-permeabilizing conditions as in (A) and Homer (grey in single color image)
was immunodetected under permeabilizing conditions. Yellow in larger composite image (left) indicates
colocalization of Homer (red) and extracellular R-PTP-zeta (green). White in larger composite image (right)
indicates colocalization of extracellular SynCAM 1 (magenta) and extracellular R-PTP-zeta (green). Panels
below show enlarged dendrites from the composite images. Arrowheads mark sites of colocalization.
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4. Discussion

Brain circuits are anatomically and functionally highly diverse, which corresponds with the
different neuronal cell types found across regions [70]. In agreement with the distinct expression
profiles of these neuron types, the synapses they form are highly heterogenous in function and
composition [2]. Specifically, the postsynaptic proteome of the brain exhibits unique compositional
signatures, which correlate with anatomical divisions of the brain both in mice [71,72] and
humans [73,74]. Within a brain region, inputs originating from different neuronal populations
may synapse onto one particular neuron and these inputs on the same target have specific
functional characteristics [75–78]. This involves synapse-organizing mechanisms to which synaptic
cell-surface proteins such as adhesion proteins of the immunoglobulin and leucine-rich repeat protein
super-families contribute in the hippocampus [79]. Instructive roles of adhesion molecules in synapse
specification are underlined by the roles of immunoglobulin proteins and cadherins in shaping
connectivity in the retina [80,81]. Hence, synaptic cleft proteins are positioned to play an essential
role in establishing synapse connectivity and function and specify the identity of synapses. It is
therefore important to determine to what extent synapses differ based on the cleft proteins they
contain. Moreover, the ability to answer this question allows to assess how disease states or substance
abuse remodel the cleft and change its synapse-organizing properties.

This study applied a peroxidase-mediated proximity labeling approach to examine the protein
composition of excitatory synaptic clefts in cultured cortical neuron [25]. The excitatory synaptic cell
adhesion protein SynCAM 1 of the immunoglobulin superfamily was utilized as a new reporter to
target HRP to synaptic clefts of glutamatergic synapses and label and identify its proteomic content.
This generated a list of synaptic cleft candidates of which several are novel. The proximity labeling
approach is robust as shown by its reproducibility across biological replicates and stringent in silico
data filtering. The list of proteins this approach identified in our study was enriched for synaptic
membrane proteins and depleted for general surface proteins and intracellular contaminants. 39
proteins were detected as synaptic cleft candidates in multiple biological replicates, and 26 additional
proteins were found in only one of the four biological replicates. Of these 65 proteins, 30 proteins are
novel compared with a previous study that used this approach to map the proteome of excitatory
synaptic clefts with different HRP reporters [29] (Supplementary Table S2). These novel cleft candidates
included adhesion proteins, receptors, and secreted proteins/extracellular matrix proteins. The fact that
a differential set of proteins was enriched, despite this study having a lower estimated coverage (16%)
of the excitatory cleft proteome compared with Loh et al. may be explained by several factors. First,
SynCAM 1 (this study) and LRRTM1/2 (used to design reporters by Loh et al.), may have differential
expression across synapse types. SynCAM 1 is expressed in the cortex of rodent brain [35,36], similarly,
LRRTM1-2 are expressed in the cortex [82,83]. Yet, it is unclear to what extent these proteins may be
expressed at the same synapse. Second, the possibility exists that SynCAM 1 and LRRTMs localize to
different sub-cleft regions and that reporters based on these molecules probe different sub-synaptic
cleft proteomes. Endogenous SynCAM 1 was primarily found at the edges of the area marked by
the postsynaptic density [14] consistent with the results obtained in this study for SynCAM 1-HRP,
while LRRTM2 resides more closer towards the center of the postsynaptic density [84]. The radius of
biotinylated proteins proximal to peroxidase-fusion proteins after proximity labeling is as previously
reported to be <20 nm [28,55], which is a fraction of the synaptic cleft length [12,85,86]. Hence,
HRP-fusion proteins of these reporters may probe differential environments within the synaptic cleft,
opening the possibility to map sub-cleft proteomes and increase the molecular definition of the cleft.

The identification of synaptic cleft candidates that were previously not described calls for their
validation to attest to proximity labeling as a tool to map cleft proteomes. The protein selected in this
study for validation, Receptor-type tyrosine-protein phosphatase zeta, or R-PTP-zeta (gene product
of Ptprz1) was enriched in three out of four biological replicate experiments providing confidence in
a possible synaptic cleft localization. R-PTP-zeta is predominantly expressed in the central nervous
system and plays a role during development and adulthood in myelination and learning and memory
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processes [87,88], and PTPRZ1 may be a potential schizophrenia susceptibility gene [89–91]. R-PTP-zeta
(RPTPζ/β) was previously detected at some PSD-95-positive spines of pyramidal neurons in cerebral
cortex and hippocampus of rats, specifically at the postsynaptic membrane of dendritic spines and at
shafts [69]. R-PTP-zeta is expressed as three structurally distinct isoforms: a long, membrane-integral
isoform; a short, membrane-integral isoform; and a soluble isoform [92–94]. While it is unclear
which specific variant was found enriched in this proteomics study, in situ hybridizations of Ptprz1
mRNA by the Allen Institute for Brain Science suggest that the long isoform of R-PTP-zeta is mainly
expressed in the olfactory areas and the cerebellum. A closer examination finds that these probes
match a region of exon 12 that is excluded from the short membrane isoform. Results here show that
R-PTP-zeta is expressed in cortical neurons in dissociated cultures derived from cortices and cortical
and hippocampal regions of the mouse brain (Figures 6 and 7). Hence, the short isoform is likely
the variant detected by our immunohistochemical staining in the cortex and hippocampus. Notably,
we observed in dissociated cortical neurons a strong co-localization of R-PTP-zeta with synaptic
markers, including the excitatory marker Homer 1, and with endogenous SynCAM 1. These results
validate the identification of R-PTP-zeta in this screen.

Together, our data support that proximity labeling using synaptic HRP reporters is a robust
approach to identify the molecular composition of the cleft, a compartment not readily accessible
to previous biochemical studies. Future applications can include testing changes in the makeup of
the synaptic cleft under disease-linked conditions that alter synapse structure, e.g., mouse models
relevant for developmental disorders. Moreover, synapse structure is altered by repeat administration
of psycho-stimulants, and the synapse organizer SynCAM 1 acts in medium spiny neurons to control
the number of their dendritic spines and the remodeling of spine morphology in these neurons upon
cocaine exposure [95]. This provides evidence that cleft components can contribute to the synaptic
changes upon exposure to drugs of abuse and warrants future proteomic studies to map these changes.
Moreover, peroxidase-mediated proximity labeling offers the opportunity for performing acute
manipulations to measure acute synaptic cleft remodeling. Recently, an improved BioID method has
been introduced, TurboID, which has a temporal resolution that is in the order of tens of minutes and
may be used to measure long-term remodeling of the synaptic cleft proteome in vivo. These approaches
can therefore be utilized in future studies to analyze the activity-dependent re-organization of the
synaptic cleft that is supported by the redistribution of SynCAM 1 and Neuroligin-1 after induction of
long-term depression [14,84]. Proximity labeling of cleft proteins may hence provide valuable insights
into roles of the dynamic cleft in shaping synapses [13].
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Abstract: The postsynaptic density (PSD) is a structural, electron-dense region of excitatory
glutamatergic synapses, which is involved in a variety of cellular and signaling processes in neurons.
The PSD is comprised of a large network of proteins, many of which have been implicated in a wide
variety of neuropsychiatric disorders. Biochemical fractionation combined with mass spectrometry
analyses have enabled an in-depth understanding of the protein composition of the PSD. However,
the PSD composition may change rapidly in response to stimuli, and robust and reproducible
methods to thoroughly quantify changes in protein abundance are warranted. Here, we report
on the development of two types of targeted mass spectrometry-based assays for quantitation of
PSD-enriched proteins. In total, we quantified 50 PSD proteins in a targeted, parallel reaction
monitoring (PRM) assay using heavy-labeled, synthetic internal peptide standards and identified and
quantified over 2100 proteins through a pre-determined spectral library using a data-independent
acquisition (DIA) approach in PSD fractions isolated from mouse cortical brain tissue.

Keywords: postsynaptic density; PSD; parallel reaction monitoring; PRM; targeted proteomics;
data-independent acquisition; DIA; quantitative mass spectrometry

1. Introduction

The postsynaptic density (PSD) is an electron-dense region of excitatory glutamatergic synapses
located just beneath the postsynaptic membrane. The PSD was first discovered by electron microscopy
in 1956 [1] and was later found to consist of 30–50 nm-thick, disc-shaped protein structures [2,3].
Within these protein structures are several classes of protein families, many of which are involved
in processes such as scaffolding and signal transduction. Each of these families are organized in two
different structural layers of the PSD: the core and the pallium [4]. The core is the structural layer
located near the postsynaptic membrane, while the pallium is positioned beneath the core and is
thought to be more labile.

One group of proteins that has previously been identified in the PSD core is the
membrane-associated guanylate kinases (MAGUKs) [5–8] (Figure 1A). These proteins are comprised of
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three main domains including the PDZ, SH3, and guanylate kinase (GK) domains [5,9,10]. One of the
most abundant proteins within the MAGUK family is PSD-95 (also known as DLG4 or SAP90) [7,8],
which is involved in structural maintenance and signaling through interactions with integral membrane
proteins and receptors, protein complexes, and other structural proteins within the PSD [10–12].
In addition to PSD-95, the MAGUK family includes PSD-93 (DLG2), SAP-102 (DLG3), and SAP-97
(DLG1).

 

Figure 1. Overview of postsynaptic density (PSD) protein enrichment from mouse cortical tissue.
(A) List of groups of commonly identified proteins in the PSD. (B) Steps for PSD enrichment starting
from tissue homogenization to Triton X-100 precipitation. MAGUK, membrane-associated guanylate
kinases, GKAP, guanylate kinase-associated proteins, DLGAP, disks large-associated proteins.

Guanylate kinase-associated proteins (GKAPs) are another class of proteins found in the PSD
core. This family was first isolated by Kim et al. [13] and found to directly bind to the GK domains
of MAGUKs through co-immunoprecipitation assays and immunohistochemistry. GKAPs are often
referred to as disks large-associated proteins (DLGAPs, also referred to as SAPAPs), which include four
different isoforms designated DLGAP1,2,3, and 4 (Figure 1A). These isoforms enable the formation of
protein complexes with MAGUKs and proteins found in the pallial layer of the PSD.

An additional protein family present in the PSD pallium and associated with these complexes is
the SH3 and multiple ankyrin repeat domain protein (Shank) family. As their name suggests, these
proteins contain an SH3 domain, as well as ankyrin repeats, a PDZ domain, a proline-rich domain,
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and a SAM domain. These proteins were first identified by Naisbitt et al. [14], who demonstrated that
the C-terminal region of GKAP binds to the PDZ domain of Shank. There are three Shank isoforms
(Shank1,2,3) that are capable of binding to both MAGUKs and GKAPs and have been shown to form
a PSD-95–SAPAP–SHANK complex [9,13,15]. This complex has been implicated in scaffolding and
organization of signaling complexes at glutamatergic synapses [15,16].

The Homer family of proteins is also found in the PSD pallium. The two characteristic structural
regions of Homer proteins include an Enabled/vasodilator-stimulated phosphoprotein homology 1
(EVH1) domain [17–20] and a carboxyl-terminal coiled-coil domain [17,19,21–25]. Homer proteins
self-polymerize and interact with Shank proteins, creating a matrix-like structure [4,24,26].
This scaffolding structure is involved in excitatory signal transduction as well as in receptor
plasticity [27]. There are three different Homer genes (1–3) that are differentially expressed throughout
the brain [27].

In addition to structural proteins, protein kinases are an important component of the signaling
pathways within the PSD pallium. Ca2+/calmodulin-dependent protein kinase II (CaMKII) is a
serine-threonine kinase that comprises approximately 1–2% of the total proteome in the cerebral
cortex and hippocampus [28]. Studies have shown a marked accumulation of CaMKII at the
PSD with increasing levels of neuronal excitation [4,29–32]. CaMKII has also been implicated
in NMDA-dependent long-term potentiation (LTP) [4,33,34] through regulation of its activity by
Ca2+/calmodulin and autophosphorylation.

There is increasing interest in understanding the functions of proteins in the intricate PSD
network because of their potential involvement in a wide variety of neuropsychiatric disorders.
For instance, several reports have linked Shank3 to autism spectrum disorder (ASD) [15,35,36].
Specifically, deletion of the Shank3B isoform in mice resulted in an ASD-like, compulsive grooming
phenotype, which was more prominent than the other Shank3-associated phenotypes investigated
in this report [15]. Another study observed a similar excessive grooming phenotype of a different
genetic Shank3B knockout mouse, further implicating Shank3B in ASD-like behavioral disorders [35].
Similarly, mutations in either PSD-95 or SynGAP have been shown to be associated with intellectual
disorders and autism [37–39]. Furthermore, PSD proteins such as DLG isoforms, DLGAP1, Gria2/3,
Grin2a/b, CaMKII, and Homer isoforms have all been implicated in schizophrenia, among many other
disorders [40–42]. It is apparent from this growing list that studying the organization and function
of proteins within the PSD has become an important focus in neuroscience research. Fractionation
methods for enriching PSD proteins were developed decades ago [2,43–45]; however, because the
PSD is not enclosed in a bilayer, it can be challenging to minimize contamination of the PSD fraction
with other subcellular proteins [46]. Apart from the enrichment method, the structure of synapses
themselves can make analyses difficult. Synapses differ significantly from one another and can change
their composition rapidly, making reproducibility and accuracy of the analysis important [47–50].
Despite these challenges, researchers have made significant efforts to study the proteome of the
PSD, particularly through the use of mass spectrometry [27,42,51–58]. Note, however, that many
of the PSD fractionation methods use Triton-X100, a detergent that is not compatible with mass
spectrometry analysis. Therefore, care must be taken when preparing a PSD fraction to minimize
detergent interference.

Mass spectrometry analysis of PSD fractions from mouse and human cortical tissue identified
1556 and 1461 proteins, respectively [53,54]. Interestingly, there was a 70% overlap of proteins in
the mouse and human PSDs. A later study identified 2876 PSD-associated proteins from mouse
brain tissue using immunopurification prior to mass spectrometry analysis [57]. Recently, label-free
quantitation was performed on 48 PSD samples from 12 human neocortical brain regions, identifying
1213 proteins in total [51]. While these discovery studies have made significant progress identifying
PSD proteins, targeted mass spectrometry-based assays are needed to provide the highest possible
sensitivity, quantification precision, and accuracy [59]. Our group previously used multiple reaction
monitoring (MRM) coupled with stable-isotope peptide standards (SIS) to quantify 112 rat synaptic
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proteins [58]. Though this assay has made significant improvements in the quantitation of PSD proteins,
it lacks high mass accuracy.

Currently, there are two major approaches for targeted, high-mass-accuracy quantitative mass
spectrometry. The first method is data-independent analysis (DIA), which was first proposed by
Venable et al. [60]. DIA uses sequential window acquisition to fragment and quantify all precursor and
product ions within a sample [61–64]. Unlike data-dependent methods, DIA offers high reproducibility
and quantitation, while maintaining sensitivity at higher levels of multiplexing [65]. One study has
already demonstrated the use of DIA analysis on fractionated PSD samples from mouse hippocampal
tissue, which resulted in the identification of 2102 protein groups in the PSD fractions [66]. The second
approach is a more targeted method called parallel reaction monitoring (PRM). Like MRM/selected
reaction monitoring (SRM) methods, PRM offers similar accuracy and reproducibility; however,
it provides a wider dynamic range and improved selectivity [67–69].

Given the advantages of these targeted methods, we developed new DIA and PRM assays
to quantify PSD proteins. For the PRM assay, heavy labeled peptides were synthesized and used
as internal standards for accurate protein quantitation. Two different mouse datasets were used
to evaluate the performance of these methods: PSD-enriched fractions versus pre-fractionation,
and wild-type (WT) versus Shank3B knockout (KO) PSD fractions. These assays enabled accurate
quantitation of PSD proteins and provide promising tools for future PSD proteomics studies.

2. Materials and Methods

2.1. Tissue Collection

Wild-type and Shank3B mouse cortical tissue was isolated and frozen on dry ice prior to
protein extraction.

2.2. PSD Enrichment

PSD isolation was adapted from previously described methods [2]. In brief, mouse cortical brain
tissue (~100 mg/sample) was homogenized on ice in 1 mL Buffer A (5 mM HEPES, 10% sucrose (w/v),
1X cOmplete, Mini, EDTA-free protease inhibitor cocktail (Roche Diagnostics GmbH, Mannheim,
Germany)) using a rotary homogenizer (Glas-Col, LLC, Terre Haute, IN, motor size: 4.38"w × 4.38"d
× 5.50"h) for 10 strokes at a speed of 40. The lysate was spun in a tabletop centrifuge at 1000× g
for 1 min at 4 ◦C (Figure 1) to remove cellular debris. The supernatant was transferred to a new
Eppendorf tube and centrifuged at 2000× g for 10 min at 4 ◦C to remove the nuclei. The supernatant
was transferred to a new tube and centrifuged at 15,000× g for 10 min at 4 ◦C. The supernatant
(cytosolic fraction) was discarded, and the pellet, which contains synaptosome/synaptoneurosomes,
was resuspended in three volumes of Buffer A (P2 fraction). The sample was applied to the top of a
Percoll gradient (3-23% in Buffer A; GE Healthcare, Chicago, IL, USA) and centrifuged in an Optima
MAX-XP Ultracentrifuge (Beckman Coulter, Brea, CA, USA) at 25,000× g (MLA-55 rotor) for 12 min at
4 ◦C. The interface containing synaptosomes was collected between 15–23% Percoll. The synaptosomal
fraction was subjected to hypotonic lysis by suspending in three volumes of Buffer B (5 mM HEPES,
1 mM DTT, 1X cOmplete, Mini, EDTA-free protease inhibitor cocktail) for 30 min on ice. The lysate was
centrifuged at 25,000× g (MLA-55 rotor) for 30 min at 4 ◦C. The pellet was resuspended in 2 mL Buffer
C (0.75% Triton X-100 in Buffer A) and incubated on ice for 15 min (detergent extraction). The sample
was centrifuged at 63,000× g (MLA-55 rotor) for 30 min at 4 ◦C. The supernatant (detergent-soluble
fraction) was removed, and the pellet (detergent-insoluble PSD fraction) was washed three times with
1 mL phosphate-buffered saline (PBS). The pellet was resuspended in 8 M urea, 400 mM ammonium
bicarbonate, and stored at −20 ◦C.
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2.3. Immunoblot Analysis

Proteins (10 μg) were resolved using 4–20% gradient gels (Invitrogen, Carlsbad, CA, USA) and
then transferred to PVDF membranes that then were blocked for 1 h with blocking buffer (LI-COR
Biosciences, Lincoln, NE). Primary antibodies were diluted 1:5000 in blocking buffer prior to membrane
incubation overnight at 4 ◦C. Blots were washed four times with phosphate buffered saline with Tween
20 (PBST) (0.05% v/v) and incubated with IRDye secondary antibody (LI-COR Biosciences) (1:10,000
dilution in PBST (0.5% v/v)). Blots were imaged using a LI-COR Odyssey Imaging System (LI-COR
Biosciences). Immunoblot quantitation was performed using Image Studio Software v. 5.2.5 (LI-COR
Biosciences).

2.4. Sample Preparation for LC–MS/MS

PSD protein fractions were quantified using the Bradford method [70]. Proteins (50 μg) were
placed into an Eppendorf tube, and the volume was brought to 100 μL with 8 M Urea, 400 mM
ammonium bicarbonate. Proteins were reduced with 10 μL of 45 mM DTT and incubated at 37 ◦C
for 30 min. They were then alkylated with 10 μL of 100 mM iodoacetamide (IAM) and incubated in
the dark at room temperature for 30 min. After diluting with water to bring urea concentration to
2 M, sequencing-grade trypsin (Promega, Madison, WI, USA) was added at a weight ratio of 1:20
(trypsin/protein), and the fractions were incubated at 37 ◦C for 16 h. The samples were desalted using
C18 spin columns (The Nest Group, Inc., Southborough, MA, USA) and dried in a rotary evaporator.
The samples were resuspended in 0.2% trifluoroacetic acid (TFA) and 2% acetonitrile (ACN) in water
prior to LC–MS/MS analysis.

2.5. Parallel Reaction Monitoring (PRM) Method Development

2.5.1. Peptide Design and Synthesis

A list of peptides was generated from previous DDA and DIA analyses of PSD fractions isolated
from rat brain tissue. Candidate PRM peptides were selected from this list on the basis of the following
criteria: (1) the peptide must be 8–30 amino acids in length and have the same sequence in both mice
and rats, (2) the peptide must contain a minimal number of modifiable residues (Met, Cys, Ser, Thr,
Tyr), and (3) the peptide must have a minimal number of flanking Arg and Lys residues to avoid
miscleavage events. Stable-isotope-labeled (SIL) peptides were synthesized as SpikeTides TQL PLUS
peptides and then robotically pooled by JPT Peptide Technologies, GmbH (Berlin, Germany).

2.5.2. SIL Peptide Dilution Series (Neat)

A six-point, two-fold dilution series was performed from 75–3000 fmol per peptide. The peptides
were reduced with 45 mM DTT and incubated at 37 ◦C for 30 min. The peptides were alkylated with
100 mM IAM and incubated at room temperature for 30 min in the dark. Sequencing-grade trypsin
(Promega, Madison, WI, USA) was added at a weight ratio of 1:20 (trypsin/protein), and the samples
were incubated at 37 ◦C for 16 h to remove the C-terminal QTag that can be cleaved by tryptic digestion.
The samples were desalted using C18 spin columns (The Nest Group, Inc., Southborough, MA, USA)
and dried in a rotary evaporator. The samples were resuspended in 0.2% TFA and 2% ACN in water.
Each dilution was injected in technical triplicates, resulting in 25, 50, 100, 250, 500, and 1,000 fmol
of each peptide being injected on the column. Results (peak area intensities, dot products (dotp),
mass error, and retention times) from this analysis are displayed in Table S1.

2.5.3. SIL Peptide Dilution Series in Fixed Biological Peptide Matrix

A six-point, two-fold dilution series was performed from 75–3000 fmol per peptide in triplicate.
Each dilution was added to a fixed amount (10 μg) of three independent biological protein extracts
from mouse brain tissue. Each dilution was reduced with 45 mM DTT and incubated at 37 ◦C for
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30 min. The peptides were alkylated with 100 mM IAM and incubated at room temperature for 30 min
in the dark. Sequencing-grade trypsin (Promega, Madison, WI, USA) was added at a ratio of 1:20
(trypsin:protein), and the samples were incubated at 37 ◦C for 16 h. The samples were desalted using
C18 spin columns (The Nest Group, Inc., Southborough, MA, USA) and dried in a rotary evaporator.
The samples were resuspended in 0.2% TFA and 2% ACN in water. Each dilution was injected in
technical triplicates, resulting in 25, 50, 100, 250, 500, and 1000 fmol per SIL peptide and 2–3 μg
biological peptide matrix injected on the column. Results (peak area intensities, dotp, mass error,
and retention times) from this analysis are displayed in Table S2. Response ratios (heavy vs light peak
areas) from this analysis are listed for each peptide in Table S3 along with the corresponding linear
performance in Table S4. A linear performance comparison of the SIL peptide in the neat versus fixed
matrix analysis series can be found in Table S5.

2.6. LC–MS/MS

2.6.1. Data-Independent Acquisition (DIA)

DIA LC–MS/MS was performed using a nanoACQUITY UPLC system (Waters Corporation,
Milford, MA, USA) connected to an Orbitrap Fusion Tribrid (ThermoFisher Scientific, San Jose,
CA, USA) mass spectrometer. After injection, the samples were loaded into a trapping column
(nanoACQUITY UPLC Symmetry C18 Trap column, 180 μm × 20 mm) at a flow rate of 5 μL/min
and separated with a C18 column (nanoACQUITY column Peptide BEH C18, 75 μm × 250 mm).
The compositions of mobile phases A and B were 0.1% formic acid in water and 0.1% formic acid in
ACN, respectively. The peptides were eluted with a gradient extending from 6% to 35% mobile phase
B in 90 min and then to 85% mobile phase B in additional 15 min at a flow rate of 300 nL/min and
a column temperature of 37 ◦C. The data were acquired with the mass spectrometer operating in a
data-independent mode with an isolation window width of 25 m/z. The full scan was performed in
the range of 400–1,000 m/z with “Use Quadrupole Isolation” enabled at an Orbitrap resolution of
120,000 at 200 m/z and automatic gain control (AGC) target value of 4 × 105. Fragment ions from
each peptide MS2 were generated in the C-trap with higher-energy collision dissociation (HCD) at a
collision energy of 28% and detected in the Orbitrap at a resolution of 60,000.

2.6.2. Parallel Reaction Monitoring (PRM)

PRM LC–MS/MS was performed using a nanoACQUITY UPLC system (Waters Corporation,
Milford, MA, USA) connected to an Orbitrap Fusion Tribrid (ThermoFisher Scientific, San Jose,
CA, USA) mass spectrometer. After injection, the samples were loaded into a trapping column
(nanoACQUITY UPLC Symmetry C18 Trap column, 180 μm × 20 mm) at a flow rate of 5 μL/min
and separated with a C18 column (nanoACQUITY column Peptide BEH C18, 75 μm × 250 mm).
The compositions of mobile phases A and B were 0.1% formic acid in water and 0.1% formic acid
in ACN, respectively. The peptides were eluted with a gradient extending from 6% to 35% mobile
phase B in 90 min and then to 85% mobile phase B in additional 15 min at a flow rate of 300 nL/min
and a column temperature of 37◦C. The data were acquired with the mass spectrometer operating in
targeted mode with a MS2 isolation window of 1.6 m/z. The full scan was performed in the range of
350–1,200 m/z with “Use Quadrupole Isolation” enabled at an Orbitrap resolution of 120,000 at 200
m/z and AGC target value of 4 × 105. The MS2 scan range was set to 100–2,000 m/z. Fragment ions
from each peptide MS2 were generated in the C-trap with HCD at a collision energy of 28% and were
detected in the Orbitrap at a resolution of 60,000.
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2.7. Data Analysis

2.7.1. Data-Independent Acquisition (DIA)

DIA spectra were searched against a peptide library generated from DDA spectra using Scaffold
DIA software v. 1.1.1 (Proteome Software, Portland, OR, USA). Within Scaffold DIA, raw files were
first converted to the mzML format using ProteoWizard v. 3.0.11748. The samples were then aligned
by retention time and individually searched against a Mus musculus proteome database exported from
UniProt with a peptide mass tolerance of 10 ppm and a fragment mass tolerance of 10 ppm. The data
acquisition type was set to “Non-Overlapping DIA”, and the maximum missed cleavages was set to
1. Fixed modifications included carbamidomethylation of cysteine residues (+57.02). Peptides with
charge states between 2 and 3 and 6–30 amino acids in length were considered for quantitation, and the
resulting peptides were filtered by Percolator v. 3.01 at a threshold FDR of 0.01. Peptide quantification
was performed by EncyclopeDIA v. 0.6.12 [71], and six of the highest quality fragment ions were
selected for quantitation. Proteins containing redundant peptides were grouped to satisfy the principles
of parsimony, and proteins were filtered at a threshold of two peptides per protein and an FDR of 1%.
Significance was determined using a two-tailed student’s t-test.

2.7.2. Parallel Reaction Monitoring (PRM)

PRM spectra were analyzed by Skyline software v. 4.2.0.19009 (MacCoss Lab, University of
Washington) [72]. Three to six transition ion peak area intensities were integrated and summed for each
peptide (heavy and light) (See mass list in Table S6). The ratio of light/heavy peak areas was calculated
and mean-normalized to obtain a final quantification value for each peptide. Protein quantitation
values were then calculated by summation of the peptide quantitative values. Significance was
determined using a two-tailed student’s t-test.

3. Results

3.1. Validation of PSD Enrichment

A previously optimized enrichment protocol, which requires density centrifugation with a Percoll
gradient followed by Triton-X100 precipitation of the PSD fraction (Figure 1B), was used to enrich PSD
proteins from four biological WT and Shank3B KO mouse brain tissue and three additional biological
replicate WT mouse brain tissue samples. Immunoblot analysis compared protein expression of PSD-95
(PSD marker), GAPDH (cytosolic marker), and prohibitin (mitochondrial marker) in the P2 and PSD
fractions isolated from each biological replicate of WT and Shank3B KO tissue (Figure S1A) and in
pre-fractionation (PF) (supernatant from Step 2 of Figure 1B) and PSD-enriched (PSD) samples isolated
from wild-type tissue (Figure S2A). Immunoblot quantitation revealed that the PSD-enriched fraction
displayed a higher ratio of PSD-95/GAPDH expression when compared to the P2 fraction (Figure S1B)
or the pre-fractionation samples (Figure S2B) in all biological replicates. From these results, it was
apparent that the PSD fraction isolated from all biological replicates was enriched for a PSD marker
while also being depleted of cytosolic and mitochondrial contaminants, indicating that these samples
were suitable for mass spectrometry-based quantitation of PSD proteins.
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3.2. DIA Results Indicated Minor Differences Between WT and Shank3B KO PSD-Enriched Proteins

DIA analysis was first performed on WT and Shank3B KO PSD-enriched fractions to demonstrate
the utility of this assay by its ability to detect decreased expression of the Shank3B protein in the
KO extracts. Data were analyzed using Scaffold DIA software. Across all samples, a total of 12,699
peptides were identified corresponding to 1862 proteins at two peptides per protein and a 1% protein
FDR. The results from this analysis are displayed in Table S7. Between the two samples, the WT and
KO fractions displayed similar median intensities of 4.53 × 106 and 4.33 × 106, respectively (Figure 2A)
after quartile median normalization. The quantitative CV graph (Figure 2B) indicates that both the
WT and KO CV values were below 5% over the entire range of intensities, suggesting low biological
variability between samples within each group. In addition, both groups displayed a normal intensity
distribution, which was calculated using a Gaussian kernel density estimate. Principal Component
Analysis (PCA) was also performed using Scaffold DIA to observe differences between sample groups.
These results showed PC1 and PC2 having a 52% and 17% explained variance, respectively, at a 95%
confidence interval (Figure 2C). These results indicated a significant overlap of the WT and KO groups
when plotting PC1 against PC2, suggesting minor differences between the samples in each group.
A two-tailed t-test was then performed between WT and KO samples to determine which proteins
had significant differences in expression (p < 0.05). A volcano plot was generated to display the
log10 p-value as a function of the corresponding log2 fold change (WT/KO) in expression for all of
the identified proteins (Figure 2D). In this plot, the points highlighted in green represent proteins
whose expression significantly differed (p < 0.05) between WT and KO samples, while the proteins
whose expression was not significantly changed are shown in black. In total, the 140 proteins that are
listed in Table S8 were found to have significant differences in expression between these two groups.
The 140 proteins that had statistically significant differences in expression levels were then displayed
in a heatmap, which also shows hierarchical clustering between groups (Figure 2E).

3.3. Expression Profiles from DIA Analysis of Wild-Type and Shank3B KO PSD Fractions Revealed
Shank3-Associated Patterns

Next, individual expression patterns were examined for some of the proteins identified in the
analysis. Not surprisingly, Shank3 displayed a five-fold significant decrease in expression in the KO
versus WT fractions, while no significant differences in expression were observed for Shank 1 or
2 (Figure 3A). Since the Shank3 protein has 10 expressed isoforms in mice, it can be expected that
partial expression of Shank3 will be present even in the absence of the Shank3B isoform. In addition,
three out of four of the CaMKII isoforms displayed a significant increase in expression in KO fractions
compared to WT fractions (Figure 3B). This result was particularly interesting, as several CaMKII
isoforms have previously been shown to interact with Shank3 [41,73]. In addition, several other known
Shank3-interacting proteins were found to have significantly different expression in KO compared to
WT fractions (Figure 3C) [56,57].

97



Proteomes 2019, 7, 12

Figure 2. Data-independent analysis (DIA) results comparing wild-type (WT) and Shank3B knockout
(KO) samples. (A) Box plot displaying quartile, median-normalized log10 intensities for each sample
group. (B) Quantitative CVs chart. The bold lines show the relationship between the mean log10

protein intensity and the CV values for WT (pink) and KO (blue) samples. The shaded areas around
the plotted lines represent the 50% confidence interval for the CV values. The faint lines indicate the
intensity distribution for all proteins within WT (pink) and KO (blue) samples, which were calculated
using a Gaussian kernel density estimate. (C) Principal Component Analysis (PCA). PCA plot displays
the distribution of PC1 and PC2 in WT (pink) and KO (blue) samples. The percentages (%) in each
axis represent the explained variance for each Principal Component. (D) Volcano plot displaying the
log10 p-values for each protein as a function of log2 fold change (WT/KO) values after performing a
t-test. Proteins that are significantly (p < 0.05, uncorrected values) changing in expression between the
two groups are highlighted in green, while non-significant proteins are shown in black. (E) Heatmap
of differentially expressed proteins (p < 0.05) after t-test statistical analysis. In total, 140 proteins
were differentially expressed between WT and KO replicate samples. Hierarchical clustering tree is
displayed on the left of the heatmap. The heatmap scale units are in log10 intensity.

3.4. DIA Analyses Indicated Significant Differences in Protein Expression between Pre-Fractionation and
PSD-Enriched Samples

To quantify changes in abundance between proteins present prior to fractionation compared to
those in the PSD-enriched fractions, DIA analysis was first performed on three biological samples per
group, and the resulting data were analyzed using Scaffold DIA. This experiment demonstrated the
utility of the DIA assay to analyze the same set of proteins in both PSD-enriched and unfractionated
mouse brain samples. Across all samples, a total of 14,273 peptides were identified corresponding to
2134 proteins at 2 peptides per protein and a 1% protein FDR. Results from this analysis are displayed in
Table S9. Between the two samples, the PSD-enriched and pre-fractionation samples displayed median
intensities of 4.17 × 106 and 5.50 × 106, respectively (Figure 4A) after quartile median normalization.
The quantitative CV graph (Figure 4B) indicated that both pre-fractionation and PSD-enriched CV
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values were below 5% over the entire range of intensities, suggesting low biological variability between
samples within each group. In addition, both groups displayed a normal intensity distribution, which
was calculated using a Gaussian kernel density estimate. PCA analysis performed using Scaffold DIA
showed PC1 and PC2 having a 92% and 3.9% explained variance, respectively, at a 95% confidence
interval (Figure 4C). These results indicated a significant divergence between the PSD-enriched and
the pre-fractionation groups when plotting PC1 against PC2. A two-tailed t-test was then performed
between PSD-enriched and pre-fractionation samples to determine which proteins had significant
differences in expression (p < 0.05). A volcano plot was generated to display the log10 p-value as
a function of the corresponding log2 fold change (PSD-enriched/pre-fractionation) for all of the
identified proteins (Figure 4D). In this plot, the points highlighted in green represent proteins whose
expression significantly differed (p < 0.05) between samples, while the proteins whose expression did
not significantly differ are shown in black. In total, 1721 proteins, listed in Table S10, were found to
have significantly different expression between groups. These proteins with significantly different
expression levels were then displayed in a heatmap, which also shows hierarchical clustering between
groups (Figure 4E).

 
Figure 3. Relative expression levels of several mouse brain proteins based on DIA analyses of WT and
KO samples. Expression levels and associated p-values (t-test) are displayed for (A) Shank isoforms,
(B) CaMKII subunits, and (C) known Shank3-interacting proteins.
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Figure 4. DIA results comparing PSD-enriched and pre-fractionation samples. (A) Box plot displaying
quartile, median-normalized log10 intensities for each sample group. (B) Quantitative CVs chart.
The bold lines show the relationship between the mean log10 protein intensity and the CV values for
PSD-enriched (green) and pre-fractionation (purple) samples. The shaded areas around the plotted
lines represent the 50% confidence interval for the CV values. The faint lines indicate the intensity
distribution for all proteins within PSD-enriched (green) and pre-fractionation (purple) samples,
which were calculated using a Gaussian kernel density estimate. (C) PCA. PCA plot displays the
distribution of PSD-enriched (green) and pre-fractionation (purple) samples between PC1 and PC2.
The percentages (%) in each axis represent the explained variance for each Principal Component.
(D) Volcano plot displaying the log10 p-values for each protein as a function of log2 fold change
(PSD-enriched/Pre-fractionation) values after performing a t-test. Proteins that are significantly
(p < 0.05, uncorrected values) changing in expression between the two groups are highlighted in
green, while proteins whose expression does not significantly differ are shown in black. (E) Heatmap
of significantly differentially expressed proteins (p < 0.05) after t-test statistical analysis. In total,
1721 proteins were differentially expressed between PSD-enriched and pre-fractionation replicate
samples. A hierarchical clustering tree is displayed on the left of the heatmap. The heatmap scale units
are in log10 intensity.

3.5. DIA Expression Profiles Displayed Enrichment of PSD Proteins and Depletion of Contaminants in
PSD-Enriched Fractions Comparerd to Pre-Fractionation Samples

To quantify the degree of PSD enrichment, expression profiles of PSD protein families were
analyzed (Figure 5). Significant increases (p < 0.05) in protein expression in PSD fractions compared
to pre-fractionation samples were observed for the Shank family (Figure 5A), CaMKII subunits
(Figure 5B), ionotropic glutamate receptors (Figure 5C), Disks-large family (Figure 5D), and Homer
family (Figure 5E). Conversely, expression patterns of PSD contaminating proteins such as histones
(nuclear), GAPDH (cytoplasmic), and alpha spectrin (cytoskeletal) were all significantly decreased in
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the PSD fractions compared to the pre-fractionation samples (Figure 5E). These results confirmed that
the PSD fractions were significantly enriched for known PSD proteins and depleted of other cellular
contaminants. Furthermore, this suggests that the DIA assay can be utilized for quantitation of both
fractionated and unfractionated brain samples.

 
Figure 5. Expression profile results from DIA analysis comparing PSD-enriched and pre-fractionation
samples. Expression profiles and associated p-values (t-test) are displayed for (A) Shank isoforms,
(B) CaMKII subunits, (C) Glutamate receptors (NMDA), (D) Disks-large isoforms, (E) Homer isoforms,
and (F) PSD contaminants.

3.6. Peptide Design for PRM Analysis

The PSD/PRM assay contains 47 proteins that were shown to be from 1.2 to 3.6-fold enriched
in the PSD compared to the P2 fraction. In addition, this assay also includes another PSD protein,
Csnk2a1 (Casein Kinase 2), and two other synaptic proteins, NEDD4 and Synpo, that were included to
support another research project (Table 1). A list of candidate peptides corresponding to the 50 proteins
was generated, and these peptides were then filtered through a set of criteria to select the optimal
peptides for quantitative analysis. These criteria included minimizing the number of modifiable
residues (e.g., Met, Cys, Tyr, Ser, Thr) as well as the number of flanking lysine and arginine residues to
avoid potential miscleavage events. In addition, only nonredundant peptides were selected to ensure
quantitation specificity. After performing this filtering, a list of 138 peptides (1–3 peptides per protein)
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was generated for synthesis of stable-isotope-labeled peptides. Notably, of the proteins selected for
targeted PRM analysis, several contaminants were included to monitor the quality of PSD enrichment,
such as GFAP, MBP, piccolo, bassoon, alpha spectrin, and various ribosomal proteins.

Table 1. List of target proteins and peptides for parallel reaction monitoring (PRM) analysis.

Protein#. Gene Name Protein Description Peptide # Peptide Sequence

1 Anks1b
Ankyrin repeat & sterile alpha motif

domain-containing protein 1B

1 TLANLPWIVEPGQEAK
2 LIFQSCDYK
3 ILQAIQLLPK

2 Arc
Activity-regulated

cytoskeleton-associated protein
4 GGPAAKPNVILQIGK
5 TLEQLIQR

3 Baiap2 Brain-specific angiogenesis inhibitor
1-associated protein 2

6 EGDLITLLVPEAR
7 AFHNELLTQLEQK
8 AIFSHAAGDNSTLLSFK

4 Bsn Protein bassoon
9 ATAEFSTQTPSLTPSSDIPR
10 HGGGSGGPDLVPYQPQHGPGLNAPQGLASLR
11 ATSVPGPTQATAPPEVGR

5 Camk2a
Calcium/calmodulin-dependent

protein kinase type II subunit alpha

12 FTEEYQLFEELGK
13 VLAGQEYAAK
14 ITQYLDAGGIPR

6 Camk2b
Calcium/calmodulin-dependent

protein kinase type II subunit beta

15 TTEQLIEAVNNGDFEAYAK
16 GSLPPAALEPQTTVIHNPVDGIK
17 ESSDSTNTTIEDEDAK

7 Camk2d
Calcium/calmodulin-dependent

protein kinase type II subunit delta
18 FTDEYQLFEELGK
19 IPTGQEYAAK

8 Camk2g Calcium/calmodulin-dependent
protein kinase type II subunit gamma

20 FYFENLLSK
21 ITEQLIEAINNGDFEAYTK
22 FTDDYQLFEELGK

9 Cldn11 Claudin-11 23 FYYSSGSSSPTHAK

10 Csnk2a1 CK2
24 GGPNIITLADIVKDPVSR
25 TPALVFEHVNNTDFK
26 LIDWGLAEFYHPGQEYNVR

11 Dlg2 Disks large homolog 2
27 DSGLPSQGLSFK
28 GQEDLILSYEPVTR
29 FIEAGQYNDNLYGTSVQSVR

12 Dlg3 Disks large homolog 3
30 VNEVDVSEVVHSR
31 ILSVNGVNLR
32 LLAVNNTNLQDVR

13 Dlg4 PSD-95
33 NAGQTVTIIAQYKPEEYSR
34 EVTHSAAVEALK
35 IIPGGAAAQDGR

14 Dlgap1 Disks large-associated protein 1
36 AVSEVSINR
37 FQSVGVQVEEEK
38 SLDSLDPAGLLTSPK

15 Dlgap2 Disks large-associated protein 2
39 TQGLFSYR
40 CSSIGVQDSEFPDHQPYPR
41 TSPTVALRPEPLLK

16 Dlgap3 Disks large-associated protein 3
42 EAEDYELPEEILEK
43 FLELQQLK
44 GPAGPGPGPGSGAAPEAR

17 Erc2 ERC protein 2
45 DLNHLLQQESGNR
46 VNALQAELTEK
47 IAELESLTLR

18 Gfap Glial fibrillary acidic protein
48 ALAAELNQLR
49 ITIPVQTFSNLQIR
50 LADVYQAELR

19 Gja1 Gap junction alpha-1 protein 51 SDPYHATTGPLSPSK

20 Gria2 Glutamate receptor 2
52 LTIVGDGK
53 ADIAIAPLTITLVR
54 GADQEYSAFR

21 Gria3 Glutamate receptor 3
55 GSALGNAVNLAVLK
56 NTQNFKPAPATNTQNYATYR
57 ADIAVAPLTITLVR

102



Proteomes 2019, 7, 12

Table 1. Cont.

Protein#. Gene Name Protein Description Peptide # Peptide Sequence

22 Grin1 Glutamate receptor ionotropic,
NMDA 1

58 VIILSASEDDAATVYR
59 HNYESAAEAIQAVR
60 IPVLGLTTR

23 Grin2a Glutamate receptor ionotropic,
NMDA 2A

61 FSYIPEAK
62 GVEDALVSLK
63 YLPEEVAHSDISETSSR

24 Grin2b Glutamate receptor ionotropic,
NMDA 2B

64 FQRPNDFSPPFR
65 SDVSDISTHTVTYGNIEGNAAK

25 Homer1 Homer1
66 LTAALLESTANVK
67 HAVTVSYFYDSTR
68 ANTVYGLGFSSEHHLSK

26 Ina Alpha-internexin
69 ALEAELAALR
70 FANLNEQAAR
71 HSAEVAGYQDSIGQLESDLR

27 Kcnj4 Inward rectifier potassium channel 4
72 FEPVVFEEK
73 SSYLASEILWGHR
74 TYEVAGTPCCSAR

28 Lrrc7
Leucine-rich repeat-containing

protein 7

75 VLNLSDNR
76 ALIPLQTEAHPETK
77 IVGVPLELEQSTHR

29 Mbp Myelin basic protein
78 DTGILDSIGR
79 TPPPSQGK
80 TQDENPVVHFFK

30 Mog Myelin-oligodendrocyte glycoprotein
81 ALVGDEAELPCR
82 DQDAEQAPEYR
83 FSDEGGYTCFFR

31 Myo1d Unconventional myosin-1d
84 VVSVIAELLSTK
85 HQVEYLGLLENVR
86 IGELVGVLVNHFK

32 Nedd4 E3 ubiquitin-protein ligase NEDD4
87 EWFFLISK
88 LLDGFFIRPFYK
89 LLQFVTGTSR

33 Nrn1 Neuritin
90 FSTFSGSITGPLYTHR
91 GFSDCLLK

34 Pclo Protein piccolo
92 NYVLIDDIGDITK
93 AQEAEALDVSFGHSSSSAR
94 AAAGPLPPISADTR

35 Plec Plectin
95 DSQDAGGFGPEDR
96 IISLETYNLFR
97 LGFHLPLEVAYQR

36 Rims1
Regulating synaptic membrane

exocytosis protein 1

98 ATTLTVPEQQR
99 ESGALLGLK
100 ETSPISSHPVTWQPSK

37 Rpl3 60S ribosomal protein L3
101 VACIGAWHPAR
102 IGQGYLIKDGK
103 NNASTDYDLSDK

38 Rpl7a 60S ribosomal protein L7a
104 NFGIGQDIQPK
105 LKVPPAINQFTQALDR
106 AGVNTVTTLVENK

39 Rpl10 60S ribosomal protein L10 107 VHIGQVIMSIR

40 Rpl18a 60S ribosomal protein L18a
108 IFAPNHVVAK
109 VKNFGIWLR
110 DLTTAGAVTQCYR

41 Rps20 40S ribosomal protein S20
111 DTGKTPVEPEVAIHR
112 VCADLIR
113 LIDLHSPSEIVK

42 Shank1
SH3 and multiple ankyrin repeat

domains protein 1

114 ALTASPPAAR
115 LESGGSSGGYGAYAAGSR
116 GSSTEDGPGVPPPSPR

43 Shank2
SH3 and multiple ankyrin repeat

domains protein 2

117 AASVPALADLVK
118 LLDPSSPLALALSAR
119 IFLSGITEEER
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Table 1. Cont.

Protein#. Gene Name Protein Description Peptide # Peptide Sequence

44 Shank3
SH3 and multiple ankyrin repeat

domains protein 3

120 AALAVGSPGPVGGSFAR
121 LDPTAPVWAAK
122 VLSIGEGGFWEGTVK

45 Sptan1 Spectrin alpha chain, non-erythrocytic
1

123 ELPTAFDYVEFTR
124 SSLSSAQADFNQLAELDR
125 HQAFEAELSANQSR

46 Srcin1 SRC kinase signaling inhibitor 1
126 GEGLYADPYGLLHEGR
127 AGAGGPLYGDGYGFR
128 LLEETQAELLK

47 Syngap1 Ras GTPase-activating protein
SynGAP

129 AGYVGLVTVPVATLAGR
130 GGEPPGDTFAPFHGYSK
131 SASGDTVFWGEHFEFNNLPAVR

48 Synpo Synaptopodin
132 YVIESSGHAELAR
133 AASPAKPSSLDLVPNLPR
134 VASEEEEVPLVVYLK

49 Tomm20 Mitochondrial import receptor
subunit TOM20 135 LPDLKDAEAVQK

50 Vdac2
Voltage-dependent anion-selective

channel protein 2

136 GFGFGLVK
137 YQLDPTASISAK
138 WCEYGLTFTEK

1 List of proteins and corresponding tryptic peptides targeted in the PSD PRM assay. Stable-isotope-labeled (SIL)
peptides were synthesized with the label incorporated in the C-terminal arginine (R) or lysine (K) residue of
each peptide.

3.7. PRM Analysis of PSD Target Proteins Revealed Quantitative Differences in Protein Expression in WT
Versus Shank3B KO Mouse Brain Samples

To absolutely quantify PSD proteins in a more targeted approach, a PRM assay was developed
for 50 known PSD and selected contaminating proteins (Table 1). Stable-isotope-labeled peptides
were synthesized for 138 peptides corresponding to the 50 proteins and used as internal standards
for absolute quantitation. The same sample sets that were used in the DIA assay were also used
for PRM analysis. However, Sample 3 of the pre-fractionation group was injected in technical
duplicate, and both were included in the quantitation. The resulting data were analyzed using
Skyline software, which quantified the peak area intensities for each heavy and corresponding light
peptide. The response ratios were then summed and mean-normalized for each protein (Figure S3).
A protein expression heatmap was generated for each analysis (Figure 6), and a two-tailed t-test was
performed between the two groups to determine statistical significance.

In total, there were 31 proteins that were significantly differentially expressed (as indicated by the
asterisks preceding the accession names of these proteins) in the pre-fractionation versus PSD-enriched
analysis (Figure 6A). These results are displayed in Table S11. Like the DIA assay, the PSD-enriched
fractions displayed significantly increased expression levels of PSD proteins, including those in the
MAGUK, Shank, and GKAP families. Three out of four of the CaMKII subunits had significantly
increased abundance in the PSD fractions, with CaMKIIb trending in a similar direction (p=0.059).
Interestingly, AMPA receptor Gria2 displayed significantly decreased expression in the PSD-enriched
fractions compared to pre-fractionation samples, which was the inverse of the results observed in
the DIA analysis. However, after assessment of the peptides identified for Gria2 in the DIA analysis
(26 total), it seemed that this discrepancy was largely driven by the 24 Gria2 peptides that were unique
to the DIA assay. That is, the two peptides ADIAIAPLTITLVR and LTIVGDGK, which were common
to both the DIA and PRM assays showed similar trends in expression in both assays. Furthermore,
expression profiles of PSD-contaminating proteins including alpha spectrin, myelin-oligodendrocyte
glycoprotein (Mog), GFAP, and plectin indicated significant decreases in protein expression in PSD
fractions compared to pre-fractionation samples.
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Figure 6. Mean-normalized protein abundance heatmap results from PRM LC–MS/MS analysis.
Heatmap of analysis comparing (A) Pre-fractionation vs PSD-enriched samples (purple) and (B) WT
vs Shank3B KO samples (blue). Protein accessions are listed to the left of the heatmap, and the
degree of statistical significance between the two groups is designated for each protein (* = p < 0.05,
** = p < 0.01, *** = p < 0.005). Protein abundance is plotted as mean-normalized intensity response
ratios (light/heavy), which are directly correlated with color intensity within the gradient displayed on
the right of the heatmap.

The second PRM analysis compared WT and KO Shank3B fractions and revealed three
significantly, differentially expressed proteins, including a 12-fold decrease (p=0.005) in Shank3 protein
in KO fractions (Figure 6B), a decrease that was also observed in the DIA assay. These results
are displayed in Table S12. Again, a low level of Shank3 expression was still present in the KO
fractions, since the three selected Shank3 target peptides were not exclusive to the Shank3B isoform.
For instance, while peptides AALAVGSPGPVGGSFAR and LDPTAPVWAAK were not present in the
Shank3B sequence, they were found in eight and one other Shank3 isoforms, respectively. Conversely,
both Shank3B and three other isoforms contained the third Shank3 peptide, VLSIGEGGFWEGTVK,
in the PRM assay (Figure S4). In addition to Shank3, Csnk2a1 (CK2) and ribosomal protein L10
(Rpl10) were found to be significantly differentially expressed in WT versus KO samples. A significant
increase in Csnk2a1 (p = 0.017) expression in WT compared to KO fractions was observed, while the
inverse was true for Rpl10 (p = 0.048). Although the DIA expression profiles for these proteins were
trending in similar directions as in the PRM assays, the levels of differential expression seen in the
DIA assays were not statistically significant. A complete list of experimental results for both PRM
analyses can be found in Table S13. Collectively, these results indicated that the PRM assay can be
utilized for accurate quantitation of PSD proteins in both fractionated and unfractionated samples for
biological characterization.
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4. Discussion

Collectively, these assays demonstrated the power and selectivity of targeted mass spectrometry
for quantitation of PSD proteins. Performing PRM and DIA assays in parallel enabled the identification
and quantitation of over 2000 proteins before and after enrichment of the PSD from mouse cortical
tissue. Many of these proteins displayed similar trends in both assays, including the scaffolding protein
Shank3, which had significantly decreased expression in Shank3B knockout PSD samples compared
to wild-type samples. Furthermore, proteins that have routinely been identified in PSD fractions
in other proteomics studies, such as PSD-95, DLGAPs, and glutamate receptors (Gria), displayed
significantly increased expression in PSD fractions compared to pre-enrichment samples in both PRM
and DIA assays.

Though many of the proteins displayed similar expression profiles in both assays, there were
also some discrepancies which can be attributed to differences in the number and specific peptides
identified and quantified in each protein. For instance, CaMKIIa was significantly increased (p = 0.015)
in Shank3B KO PSD samples compared to WT after DIA analysis, which identified 14 total peptides for
CaMKIIa. However, PRM analysis of three peptides corresponding to CaMKIIa in the same samples
resulted in a quantitative profile that was trending in a similar direction, but the expression difference
was not significant with a t-test. Conversely, Csnk2a1 displayed a significant decrease (p = 0.017) in
expression in KO versus WT samples after PRM analysis, while there was no significant difference in
expression after DIA analysis of the same samples. However, the DIA analysis used five total peptides
to quantify Csnk2a1, and only two out of the three PRM target peptides were identified and included
in the DIA quantitation. These differences illustrate the importance of careful design, optimization,
and validation of targeted assays for quantitative proteomics. In addition to mass spectrometry method
development, sample selection also becomes important to determine the utility of the assays. This is
one reason why two different sample sets were used for initial validation of the PSD targeted assays.

The quantification of proteins from pre-fractionated samples and PSD-enriched samples of mouse
cortical tissues was initially performed to demonstrate the selectivity and utility of these assays for
different sample types. Determining the limit of detection and quantitation of these proteins allows one
to assess the degree of PSD enrichment and the level of contaminating proteins, which is commonly
performed using methods such as immunoblot analysis. The second comparison of PSD proteins from
Shank3B KO and WT mice was selected on the basis of prior Shank3-related proteomic analyses [15,74].
The Shank3B knockout line used in our study was originally generated by homologous recombination
that resulted in the disruption of the PDZ domain of Shank3B (exon 13-16) [15]. Initial proteomic
characterization of this knockout line was performed in striatal synapses using immunoblot analysis,
which revealed a significant decrease in protein expression of many characteristic PSD proteins in
KO versus WT, including PSD-95, glutamate receptors, and CaMKIIa [15]. Interestingly, DIA analysis
of mouse cortical tissue revealed inverse results to those seen in the Peça et al. study; however,
this difference may be attributed to the brain region analyzed, as Shank3, but not Shank1 or Shank 2,
is highly expressed in the striatum of mouse brain [15]. Another study used ion-mobility-enhanced
DIA analysis to assess changes in the striatal and hippocampal proteomes of Shank3Δ11-/- knockout
mice, revealing significant decreases in the expression of glutamate receptors, including Grin1, Grin2B,
Gria1, and Gria2, compared to wild-type [74]. Both PRM and DIA analysis of mouse cortical tissues
did not show significant differences in glutamate receptors between WT and Shank3B KO animals,
which again could be due to differences in the brain regions analyzed and to differences in the knockout
mouse lines used.

In conclusion, we report on the validation and utilization of both PRM and DIA assays for
quantitation of PSD proteins, which have now been demonstrated on two different sample sets.
These assays provide a high-mass-accuracy, reproducible method for quantitation of PSD proteins that
can be used as tools for a variety of applications in mouse or rat brain tissue. Together, the results from
these analyses show promise for future studies of PSD proteomics and neurological disorders.
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Abstract: Neurodegenerative dementias are highly complex disorders driven by vicious cycles
of intersecting pathophysiologies. While most can be definitively diagnosed by the presence of
disease-specific pathology in the brain at postmortem examination, clinical disease presentations
often involve substantially overlapping cognitive, behavioral, and functional impairment profiles that
hamper accurate diagnosis of the specific disease. As global demographics shift towards an aging
population in developed countries, clinicians need more sensitive and specific diagnostic tools to
appropriately diagnose, monitor, and treat neurodegenerative conditions. This review is intended as
an overview of how modern proteomic techniques (liquid chromatography mass spectrometry
(LC-MS/MS) and advanced capture-based technologies) may contribute to the discovery and
establishment of better biofluid biomarkers for neurodegenerative disease, and the limitations of these
techniques. The review highlights some of the more interesting technical innovations and common
themes in the field but is not intended to be an exhaustive systematic review of studies to date.
Finally, we discuss clear reporting principles that should be integrated into all studies going forward
to ensure data is presented in sufficient detail to allow meaningful comparisons across studies.

Keywords: neurodegeneration; Alzheimer’s disease; cerebrospinal fluid; plasma; serum; proteomics;
biomarkers; LC-MS/MS

1. Introduction

Clinical neuroscientists and practitioners have gained access to an increasing array of tools to
assist in the diagnosis of neurodegenerative disease dementias. Various neuroimaging techniques
and a number of cerebrospinal fluid (CSF) biomarkers can now complement diagnosis that was
once based solely on careful clinical and neuropsychological assessments of symptoms and only
positively confirmed at autopsy [1]. These additional biomarkers can be extremely informative,
as many neurological diseases present with similar sets of cognitive, behavioral, and/or movement
symptoms, particularly in early disease stages. While neuroimaging-based techniques, including
structural and functional Magnetic Resonance Imaging (MRI) and Positron Emission Tomography
(PET), are currently the most commonly used diagnostic measures, these require sophisticated on-site
technologies and expertise in specialized centers and they are expensive [2]. The field could benefit
from increasing availability of biomarkers in blood, CSF, or other biofluids, which are more widely
attainable through minimally invasive means, simpler to interpret, and performed on more routine
diagnostic equipment [3].

A series of National Institute on Aging and Alzheimer Association consensus conferences
suggested a number of criteria that a biomarker of neurodegenerative disease should fulfill [4].
A putative marker should be linked to the fundamental neuropathology of the disease and validated
in neuropathologically confirmed cases. Ideally, a marker would be able to detect the disease before
the onset of symptoms, distinguish between neurodegenerative disorders, and not be affected by
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treatment with symptom-relieving drugs. Practically, a marker should be non- or minimally invasive,
simple to execute, and relatively inexpensive. Based on these principles, a new research framework,
“AT(N)”, was proposed for clear delineation of Alzheimer’s disease (AD) from other disorders. In this
framework [1], an indication of amyloid pathology (A+) by amyloid PET or in CSF is necessary
for assigning a subject to an AD diagnosis. The disease can be further classified by the presence
or absence of tau fibrillation (T), measured by PET or phosphorylated-tau (pTau) in CSF, and the
extent of neurodegeneration (N) as measured by structural MRI or total tau in CSF. Despite this
improvement in defining AD in biological terms, these markers alone do not allow for clear staging
and AD prognosis. For example, the definition of a case as A+T+ may predict progression of a subject
from mild cognitive impairment (MCI) to dementia but with a highly variable timeframe. As a result
of this variability, the AT(N) framework was designed to flexibly accommodate the addition of further
biomarker groups such as vascular and synuclein markers that may aid in the overall characterization
of neurodegenerative disorders as distinct clinical entities and likely treatment groups.

Biofluids fulfill the practicality recommendations for a biomarker, being relatively easily and
economically attainable. CSF is the primary fluid of choice, being in intimate contact with the interstitial
fluid of the brain and carrying molecules secreted by neurons and glia, excreted metabolic waste,
and material from dying synapses, axons, and cells that indicate neurodegeneration [5–7]. However,
although the lumbar puncture procedure to obtain CSF is generally considered straightforward,
safe, and tolerable, it is not routinely performed in many neurology clinics due to patient and
clinician disinclination [8,9]. The procedure is also not particularly well suited to multiple short-term
repeat measures, such as those used to assess target engagement, pharmacokinetics, or acute
pharmacodynamic response of a novel drug. This had led to a widespread belief that the “holy
grail” of neurodegenerative disease research lies in a blood-based biomarker [10].

In blood-derived fluids (plasma and serum), central nervous system (CNS)-specific proteins are
diluted by proteins from all other peripheral tissue sources, leading to potentially low concentrations
that require ultrasensitive quantification [6,7]. Proteins may be regulated and modified by different
processes in the CNS versus the periphery, resulting in a lack of correlation between abundance in CSF
and blood [11,12]. Blood may also be presumed to be more labile, being in contact with many more
secretory and excretory tissues than CSF. Finally, blood, and to a lesser extent CSF, is a complex mixture
of proteins and metabolites that span a large range of abundances. In plasma, protein concentrations
range from the most abundant protein, human serum albumin at 50 mg/mL, to signaling proteins in
the low pg/mL range, such as IL-6 [13–15]. These large differences in protein abundance mean there is
currently no perfect technique for quantifying a large number of analytes that span this dynamic range.

Proteomic approaches are an excellent companion in the search for novel neurodegenerative
disease biomarkers. Recent improvements in reproducibility and sensitivity of liquid chromatography
tandem mass spectrometry (LC-MS/MS) instrumentation [16], coupled with the development of
immunoassay-based single molecule quantification and multiplexing [17–22], offer a wide range of
tools to allow for hypothesis-free target discovery through to the ability to accurately, sensitively,
and simultaneously quantify a specific small number of targets. While proteomic techniques
are available that together span most of the range of protein abundances in a complex biofluid,
from ultrasensitive (~0.05 pg/mL) through to extremely abundant (~50 mg/mL), careful experimental
selection and design is important to maximize the likelihood of accurately quantifying a target of
interest (Figure 1). In this review, we introduce a toolbox of techniques available to the biomarker
researcher, the advantages and disadvantages of the major technologies, and finally, some of the key
discoveries to date in the field of protein biomarkers for neurodegeneration.
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Figure 1. Different proteomic techniques are more suited to different concentration ranges of biofluid
analytes. In this plot, cerebrospinal fluid (CSF) proteins are ranked according to their abundance,
with the location of specific proteins placed according to their concentrations in enzyme-linked
immunoassays (ELISAs), Multiple-Reaction-Monitoring (MRM), and in-house (unpublished) label-free
experiments [23–26]. It is of note that there is a large amount of disagreement between experiments
on the exact concentrations of these analytes, and so their place on this plot should be considered
illustrative. Of particular note is VGF, an analyte that exists as multiple processed peptides, which is
easily detected by single-shot LC-MS/MS but detected in the low pg/mL ranges by ELISA. Single-shot
LC-MS/MS will generally quantify 300–500 abundant proteins in CSF (turquoise), and protein
identifications can be increased by offline fractionation of samples (orange). While ELISA-based
methods measure analytes across the widest concentration range, these techniques require a strong
hypothesis for target selection and rely on the availability of an appropriate antibody pair for the
analyte. At low analyte concentrations, super depletion can be combined with LC-MS/MS to reveal
low-abundance proteins, but there are concerns over nonspecific depletion of some target analytes.
Finally, ultrasensitive platforms can be used to measure proteins such as cytokines in CSF, which are
present in the low pg/mL to fg/mL range.

2. LC-MS/MS Strategies

Most basic LC-MS/MS proteomic workflows derive from the same underlying tandem
mass-spectrometry method [27]. A protease-digested peptide mixture is injected onto a liquid
chromatography column, then eluted from the column with a solvent gradient over a period of time.
Peptides enter the tandem mass spectrometer, where they are ionized (“precursor ion”), separated by
mass charge ratio, and detected. In data-dependent methods, the first “MS1” detection is generally
used to quantify the peptides. In most workflows, a subset of precursor ions is isolated and fragmented
(“fragment ions”) for a second round of mass spectrometry (MS2). MS2 fragments can be used for
both confident identification of a peptide and for peptide quantification [28]. Almost every step of this
simple workflow, including sample preparation, can be tweaked to optimize the parameters of the
experiment, providing an extremely flexible basic platform for biomarker discovery across a range of
analyte concentrations [29–31].

2.1. Data-Dependent LC-MS/MS

Label-free methods are the simplest LC-MS/MS workflows. In these experiments, an unlabeled
peptide sample is injected directly onto the instrument-coupled LC column and quantified by MS1
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intensity or spectral counting [32–35]. Peptides are identified by matching of the MS2 fragmentation
products to the spectral properties of known peptides in a database. As only a single “snapshot”
MS2 measurement is taken, accurate MS2 level quantification is not possible. Each sample is
injected independently, and experimental reproducibility is highest if these injections are performed
consecutively with careful monitoring of LC performance [36,37]. For this reason, it may be difficult
to directly compare quantification from two label-free experiments carried out at different times in
different labs or with a different LC setup.

While this method enables truly hypothesis-free biomarker discovery without the need for
antibodies, there are a number of disadvantages to using label-free techniques that are of particular
importance in biofluids. The greatest disadvantage is that peptides from high-abundance proteins
such as albumin can mask or interfere with peptides from lower-abundance proteins, decreasing the
sensitivity of the experiment [38,39]. While it is possible to simplify the peptide mixture entering the
instrument by increasing the length of the elution from the LC, the number of protein identifications
in brain tissue currently tends to plateau at between 3000 and 5000 proteins [40]. In biofluids such
as blood, where albumin and the immunoglobulins make up more than 75% of total protein weight,
and a further 20 proteins account for more than 24% of the total weight, this masking is profound.
A standard long-gradient (>2.5 h) label-free experiment in blood yields identification of approximately
300 of the most abundant proteins [13], which may not be sufficiently sensitive (Figure 1).

Two main approaches have been used to increase the sensitivity of data-dependent approaches.
In the first, samples are prefractionated offline, simplifying the injection mixture and spreading
out spectra to decrease the impact of peptide masking from abundant peptides [30]. In unlabeled
experiments, this can lead to quantification difficulties, as normalizing across multiple injections is
complex. To get around this issue, individual samples can be labeled using a sample-specific isobaric
tag (TMT or iTRAQ) [41–43]. Tagging results in coelution of isobaric precursors from all multiplexed
samples that can then be assigned to individual samples at the MS2 fragment stage. Peptides are
quantified at the MS2 level, and a relative abundance is obtained for each peptide in each sample,
removing the need to normalize across injections. While the sensitivity of this technique to small fold
changes is high, large fold changes may be compressed [44–46]. This approach improves the overall
depth of the experiment to an extent determined by the number of offline fractions run [42,47] but
is not always sensitive enough to detect proteins only found in a small number of the multiplexed
samples. In their proof-of-principle paper, Russell et al. [48] leveraged this potential weakness by
combining CSF samples with microglial cell line (BV2) lysate samples to improve detection of immune
related proteins, which are low abundance and generally difficult to detect by LC-MS/MS in CSF.
Presence of strong MS1 spectra driven by the BV2 cell calibrator drives data-dependent MS2 level
acquisition, allowing for quantification of peptides that would not normally be acquired in CSF
samples alone. Forty-one proteins that had not previously been identified in CSF were found to differ
in abundance between AD and control subjects. The utility of this approach to drive acquisition of
data from low-abundance CNS-derived proteins in plasma should be tested.

The second approach to increasing the sensitivity of data-dependent experiments is to deplete
samples of the most abundant proteins to decrease interference from these proteins. The standard
approach is immunodepletion, using immobilized antibodies to remove abundant proteins from the
biofluid sample. While this technique does increase the sensitivity to a subset of lower abundance
proteins, nonspecific interactions between the immunodepletion matrix and specific protein–protein
interactions between the depletion targets and other proteins can lead to off-target depletion of
proteins [49,50]. Therefore, it is important to run pilot experiments or search publicly available data
to assess the effect that immunodepletion may have on particular proteins of interest. In plasma,
where the dominance by abundant proteins is more extreme, Keshisian et al. [51] reported using
a super depletion technique (of approximately 60 of the most abundant proteins) that was combined
with isobaric labeling and offline fractionation to confidently identify over 5000 proteins in plasma
samples, highlighting several novel candidates for detecting early myocardial infarction. While these
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approaches may prove useful in discovery experiments, it is likely that such a procedure would
introduce much variation and be too costly for routine clinical or large-scale research use.

2.2. Targeted LC-MS/MS Acquisition

If an investigator already has an analytes(s) of interest, then a targeted approach such as selected
reaction monitoring (SRM) [52,53] or parallel/multiple reaction monitoring (PRM/MRM) [54–56]
may be the preferred approach. These methods quantify at the MS2 level, allowing for better
precision and more accurate peptide quantification than data-dependent methods [57]. From a user
perspective, the main difference between SRM and PRM is the number of peptides that can be
quantified [58]. In SRM, each precursor-fragment pair (“transition”) must be independently scanned
for quantification, whereas in PRM, all fragments from the same precursor are simultaneously scanned,
allowing quantification of a greater number of targets. Work-up time is also therefore shorter for
PRM, as individual transitions do not need to be manually selected [59,60]. Scheduling (looking for
a precursor only at a specific retention time range) can increase the number of targets included in either
method but may lead to missing data in cases where there is significant LC drift. In both methods, it is
best to use data-dependent acquired libraries generated on the same LC setup and instrument that the
targeted methods will be performed on to begin the precursor and fragment selection process. Due to
the lower number of targets quantified, targeted experiments, particularly those using SRM, are often
performed using heavy labeled standards, and as a result, are currently seen as the gold standard in
LC/MS-MS quantification of proteins, lipids, and metabolites [54].

2.3. Data-Independent Acquisition

Data-independent acquisition (DIA/“Sequential Window Acquisition of All Theoretical Spectra”
(SWATH)) sits at the intersection between data-dependent acquisition (DDA) and targeted
approaches [61,62]. In a DIA method, acquisition is untargeted, with data acquired from tiled fragment
scans that together span the whole mass/charge range. Each tile is repeated every instrument cycle,
which allows for repeat measures and quantification for each MS2 fragment. Tiling of fragment
scans results in a greater sensitivity than DDA approaches, allowing for higher throughput and
shorter LC elution gradients. DIA is intermediate in accuracy between DDA and targeted methods
and requires no advance work up [63,64]. Instead, data can be manually curated postacquisition,
and removing poor quality fragments and peptides (such as those that exhibit interference from other
ions) can vastly improve the precision of DIA, bringing it close to targeted methods. The sensitivity
of DIA to lower abundance peptides was initially mostly dependent on the quality and depth of
the libraries used to deconvolute MS2 data. These libraries can be generated on the instrument by
preliminary DDA runs [65,66], but recently, there has been a proliferation in a number of tools that
allow high-depth DIA analysis without the need for a comprehensive, user-generated peptide libraries
(Spectronaut Pulsar, DIA Umpire [67], PeCan [68], EncyclopeDIA [69]). Scanning with variable size
windows and overlapping tiles can also attain smaller but significant improvements in specificity
and sensitivity [70,71]. A recent publication from Meier et al. [72] used DIA-like tiling approaches
to replace the full m/z scan at the MS1 level, reducing suppression from abundant peptides and
increasing ion injection time. Early data suggests this approach may greatly increase the depth of
single-shot label-free techniques, allowing quantification of up to 10,000 proteins in an hour-long scan,
with sensitivity down to attomolar levels. Fold change sensitivity and performance of this technique
across large, multiday experiments is still to be established.

2.4. Candidate Disease Markers from LC-MS/MS Studies

Despite significant improvements in LC-MS/MS technology and an increasing adoption of
these techniques, their utility thus far has been limited by low-powered studies, often utilizing
pooling strategies that limit the assessment of individual heterogeneity of potential markers.
The neurodegenerative disease biofluid biomarker field is currently dominated by studies of AD,
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with only a handful of studies on other conditions. In a review of LC-MS/MS studies performed in the
last five years (see references [3,73] for comprehensive reviews of work prior to this), only a handful
of potential targets were highlighted as significant between clinical groups by three or more studies
in CSF, and there was no consensus from studies of blood. In plasma, there have been a number of
hits in the complement factor cascade pathway but little agreement over which exact components
may be dysregulated [74–82]. In CSF, potential targets fell into two main functional categories:
neuropeptides (Chromogranin-A, Secretogranin-2, Secretogranin-3, Neurosecretory Protein VGF) and
proteins that interact with amyloid precursor protein (APP) or its resulting peptides (Figure 2A).
For all these proteins, there were studies that disagreed on the direction of change or that showed
no abundance differences between AD and control (Table 1). There are also currently no markers
that appear specific to a single neurodegenerative disease. The relatively low power of all of these
studies (n per group ranging from 3 to 134 with a substantial right skew; it is also worth noting that
the best powered study [83] found only one between-group difference that survived multiple testing
correction) combined with differences in approach may account for a large amount of disagreement
between studies. Targeted studies with fewer multiple tests are more likely to find significant outcomes,
and correction is not always performed appropriately. Because original data is very rarely presented
in these studies, it is difficult to re-examine data distributions, the effect of normalization, and assess
whether a peptide was borderline significant or highly variable. In the Considerations for Accurate
and Reproducible Findings section of this review, we discuss the adoption of minimum reporting
standards to ensure improved reproducibility and comparability of future studies.

Figure 2. String [84] diagram shows functional protein relationships of proteins highlighted as
potential CSF biomarkers of Alzheimer’s disease. These proteins currently fall into two main groups:
neuropeptides and proteins that interact with amyloid precursor protein (APP, the precursor to
beta-amyloid). The type of interaction can be determined from the key in the bottom right. Where
peptides from the same protein differ in their significance, the reference is shown in more than
one group.

A final reason for the discrepancies in this data may be that many proteins in biofluids exist
not as intact peptides but as multiple processed peptides with differing functions, abundance,
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and stability [85–87]. The existence of these different proteoforms means that protein-level
abundance values may vary wildly depending on which peptides are selected or detected in an
assay. While targeted methods can be designed towards individual processed peptides to explicitly
address this question, untargeted experiments quantified at the protein level only may produce
confusing or conflicting results (Table 1). As understanding of the relationship of proteoforms to
disease susceptibility increases, it is likely that there will be an expanding need for top-down proteomic
methods, where intact peptides can be identified and quantified [88].

Table 1. Summary table showing cross-study results from the proteins illustrated in Figure 2. The arrow
shows the direction of change in the neurodegenerative disease compared to controls. PD: Parkinson’s
Disease, LBD: Lewy Body Dementia, APS: Atypical Parkinsonism, FTD: Frontotemporal Dementia.

Protein
Gene

Symbol
Mild Cognitive

Impairment
Alzheimer’s

Disease
Amyotrophic

Lateral Sclerosis
Other Diseases

Serum albumin ALB ↔ [89,90]
↓ [48,91,92]
↑ [48,92]
↔ [89,90]

↔ [93–95]

Amyloid Beta
Precursor Like

Protein
APLP1 ↑ [96]

↔ [89,90]

↔ [89,90,96–98]
↓ [91]
↑ [98]

↔ [94,95] ↓ PD [98]

Apolipoprotein E APOE ↓ [89]
↔ [90]

↑ [48,92,99,100]
↔ [83,90,91,97]

↓ [89]
↔ [93–95] ↔ PD [98,99]

↑ LBD [99]

Amyloid
Precursor Protein APP ↔ [90] ↔ [83,89,90,96]

↓ [97] ↔ [93–95]
↔ PD [98,99]
↑ LBD [99]
↓ APS [101]

Chromogranin A CHGA ↔ [89,90] ↓ [91,97,102]
↔ [89,90,92] ↔ [93–95]

Chitinase 3 Like 1
(YKL-40) CHI3L ↔ [89,90] ↑ [90,99,100]

↔ [83,89]
↔ [93,94]
↑ [95]

↔ PD [99]
↑ LBD [99]
↑ FTD [103]
↑ APS [101]

Cystatin-C CST3 ↔ [89,90]
↓ [102]

↑ [92,99,100]
↔ [89–91,97]

↔ [93,95]
↓ [94]

↔ PD [98,99]
↑ LBD [99]

Insulin Like
Growth Factor-2 IGF2 ↔ [89] ↑ [99,100]

↔ [89]
↓ [93]
↔ [95]

↔ PD [99]
↑ LBD [99]

Neuronal
Pentraxin 1 NPTX1 ↓ [89]

↔ [96]
↓ [89,102]
↔ [83,96] ↔ [93–95] ↔ PD [98]

↓ APS [101]

Secretogranin-2 SCG2 ↔ [96] ↓ [91,102]
↔ [83,96]

↔ [93,95]
↓ [94] ↓ APS [101]

Secretogranin-3 SCG3 ↔ [89,96]
↔ [83,89,96]
↓ [91,97]
↑ [48]

↔ [93–95] ↓ APS [101]

Transthyretin TTR ↑ [89,90] ↑ [90,92,99]
↔ [83,91,97,100] ↔ [93,94] ↔ PD [99]

↔ LBD [99]

Ubiquitin
(mono/poly) UBB ↑ [48,99,104,105]

↔ [83] ↔ [94,95,104]

↔ FTD [104]
↔ APS [105]
↑ LBD [99]

↔ PD [99,104,105]

Neurosecretory
Protein VGF VGF ↔ [89,96] ↓ [91,97,102]

↔ [83,89,96] ↔ [93–95] ↓ APS [101]

3. Capture-Based Strategies

Antibodies have long been the bedrock of protein quantification strategies, particularly in biofluid
biomarker development. Antibodies are specific and flexible protein tools that can be easily conjugated
to a number of different reporters and immobilized on a variety of matrices, allowing for their use in
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enzyme-linked immunoassays (ELISAs), Western blotting, and immunohistochemistry. Here, we focus
on recent technological developments that allow for multiplexing of targets on ELISA-like platforms
and ultrasensitive protein quantification, which may prove exceptionally useful in the detection
of very low levels of CNS specific proteins in blood-derived biofluids. The reliance on antibodies
for these techniques may result in problems, however [106]. The process of antibody production,
particularly for polyclonal antibodies, can be subjected to large batch variation in antibody specificity.
Antibody specificity can be difficult to test in human biofluids, where knockdown of a protein is
not possible. Antibodies are commonly tested for cross-reactivity with spiked-in proteins that are
structurally similar to the target, but nonspecificity can be difficult to predict and this approach is not
exhaustive. It is therefore of critical importance to keep comprehensive documentation of lot numbers
and batch numbers when performing antibody-based proteomic experiments to monitor potential
unexpected causes of variation.

3.1. Multiplexed Immunoassays

Although conventional colorimetric ELISA methods have remained the primary workhorse
for measuring biomarker levels in biofluids, the emergence of electrochemiluminescent (ECL)
immunoassay technology has allowed for the simultaneous measurement of multiple analytes across
a broad dynamic range, leading ECL immunoassays to quickly become the new standard in the
field [20,21]. ECL immunoassays are similar in workflow to traditional ELISAs. With plate-based
immunoassays, such as those developed by MesoScale Discovery (MSD), carbon electrodes are
coated with capture antibodies coated onto discrete spots in each plate well to allow multiplexing
of up to 10 targets per sample. Secondary detection antibodies are conjugated to ECL labels that
emit light when electricity is applied to the electrodes [21]. In contrast to ELISAs, which depend
on developing colorimetric substrates over time, ECL immunoassays have heightened sensitivity
with the application of multiple excitation cycles, which amplifies light intensity at lower levels
and improves the signal-to-background ratio, enabling accurate measurements in the low pg/mL
range [107]. Elimination of the chemical substrate also allows for more consistent and replicable
detection, as ECL signal intensity does not vary over time. The increased sensitivity coupled with
multiplexing capabilities allows for reduced sample volumes, lower per sample cost, and decreased
processing time [108], which are critical considerations when working with valuable and limited
biospecimens such as CSF.

Luminex Multi-Analyte Profiling (xMAP) technology uses color-coded beads bound to capture
antibodies in order to multiplex up to 500 targets in a single assay [109,110]. Analytes are quantified
by the binding of a biotinylated target-specific detector antibody to a streptavidin-coated fluorescent
dye, which then passes through two lasers. The first laser decodes the color-coded bead, while the
second quantifies the fluorescence intensity of the associated detector dye. The detection system can
be flow based or magnetic based; in the latter, beads are anchored to a specific location by a magnet for
imaging. The flow system has a higher multiplexing capability, as immunocomplexes are analyzed
individually and sequentially [111].

Both the MSD and Luminex immunoassays run into similar pitfalls as other antibody-based
techniques, namely, antibody specificity and cross-reactivity, which restrict the number of multiplexable
targets. While Luminex boasts the simultaneous measurement of up to 500 analytes, realistically,
it is limited to a panel of approximately 30 targets due to antibody cross-reactivity [112].
Although immunoassays are considered high-throughput for sample quantification, the number
of multiplexable targets available through these techniques requires the development of a strong
hypothesis in order to be used efficiently. Initial biomarker discovery may be more suited to LC-MS/MS
strategies, which can then be extended into an ECL immunoassay approach once a select set of proteins
of interest has been identified.
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3.2. Adaptations of Standard Capture Methods

The shortcomings of antibody-based detection techniques have driven the development of new
technologies to detect proteins in biofluids. In an attempt to decrease the influence of nonspecific
cross-reactivity, OLink proteomics developed the Proximity Extension Assay (PEA) [113,114].
Instead of using one capture and one labeled detection antibody, complementary DNA oligonucleotides
are conjugated to both antibodies. The probes only anneal if both antibodies are bound to the same
protein. Quantification is performed by qPCR on annealed oligonucleotides, allowing for multiplexing
of up to 92 targets with higher sensitivity than a standard ELISA.

In SOMAscan technology from Somalogic [115], antibodies are entirely replaced by short (20–60
nucleotide) fluorescently labeled DNA Slow Offrate Modified Aptamers (SOMAmers) that can
specifically bind over 1100 protein targets. After biotinylation and multiple rounds of washing,
aptamers that successfully bind protein targets are bound to a DNA array and quantified by
fluorescence intensity. DNA SOMAmers are unlikely to suffer from batch effects as severely as
antibodies given they can be easily synthesized, but design and testing of specific probes for
thousands of targets requires multiple rounds of optimization and careful quality control procedures.
The SOMAscan assay has been shown to have extremely reliable technical reproducibility, with intra-
and interplate Coefficients of Variation (CVs) in the ~5% range [19]. As with traditional immunoassays,
sources that can introduce variability and contribute to poor (>20%) CVs include dilution factors and
proximity to detection limits.

The interpretation of both the Proximity Extension Assay and SOMAscan data is heavily
dependent on post-data collection processing algorithms and normalization procedures [19,116].
There are several data treatment methods currently developed for transforming PEA and SOMAscan
data, each designed to focus on minimizing a specific source of variability. Differences in data
processing can also drastically affect intersite replicability and lead to inconsistencies between reported
findings. Standardized data-treatment procedures are necessary in order to ensure concordant
interpretation of the data and comparability between study centers.

3.3. Ultrasensitive Detection Methods

In a traditional ELISA, sensitivity to lower abundance analytes is reduced due to the dilution of
capture-target-detector complexes (immunocomplexes) in a relatively large liquid volume. The limits of
detection are therefore related to the optical sensitivity of the detection system. In novel ultrasensitive
methods such as single molecule counting (SMC, EMD Millipore) [22] and single molecule array
(Simoa, Quanterix) [17], microfluidic technologies spatially isolate immunocomplexes, allowing
for significantly more sensitive detection of low-concentration analytes through counting single
molecules. In SMC systems, detector antibodies from immunocomplexes are cleaved off to pass
through a laser that excites fluorescent tags, allowing each individual detector to be counted as it passes
through. Currently, this technology only allows for measurement of a single analyte. In Simoa, intact
immunocomplexes are washed into a bead array, where each immunocomplex occupies a single well.
This spatial localization allows for detection of a single immunocomplex on each bead, and coupling
with different fluorophores allows for multiplexing of up to six analytes. Although SMC and Simoa
technology are still antibody-based techniques and maintain similar matrix interference issues to
ELISA immunoassays, increased spatial localization allows an algorithm to model the binding of
low-abundance antigens, increasing the dynamic range of the system. Analyte concentrations as low
as femtogram/mL can now be quantified, as higher dilution factors can be employed without causing
analyte concentrations to fall below the detection limits of the assay.

3.4. Candidate Disease Markes from Capture-Based Studies

The improved sensitivity and the reduced impact of extreme abundance proteins in capture-based
studies in comparison to LC-MS/MS techniques has led to their being used to great effect in
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blood-derived biofluids. Neurofilament light chain (NfL) may prove to be a useful biomarker of
overall neurodegeneration (“N”). In both blood and CSF, NfL is elevated in the presence of neuronal
damage, although it is not disease specific [18,117]. Although 50 times more concentrated in CSF than in
blood, differences in NfL levels between controls and cognitively impaired individuals are still evident
in blood. Although NfL data across various platforms tends to be consistent, the measurements do
not always perfectly correlate, and in some cases, significant outcomes are only evident on particular
platforms [18]. Such variability between platforms is not peculiar to NfL and has been observed
for a number of analytes in multiple studies [111,118]. YKL-40 is another emerging biomarker
in Alzheimer’s disease that shows promise in linking neuroinflammation to neurodegeneration.
Concentrations of YKL-40 were significantly elevated in CSF (and more modestly increased in plasma)
in individuals across various states of dementia [119,120]. However, YKL-40, like NfL, may be reflective
of general neuroinflammation and may not necessarily be disease specific. The lack of agreement
between different immunoassay technologies can contribute to mixed findings and discrepancies
in reported absolute concentrations, complicating the overall understanding of neurodegenerative
diseases at a population level.

Many studies have also proposed panels of various combinations of plasma or serum biomarkers
associated with cognitive decline or disease severity that have the potential to profile different aspects
of neurodegeneration. Some of the most consistently investigated candidates include proinflammatory
cytokine TNF-α, microvascular injury markers ICAM-1 and VCAM-1, and clusterin, an extracellular
shuttling protein reported to be associated with Alzheimer’s disease progression [7,121–124].
Within the literature, there have been discussions regarding conflicting reports of significant
associations between proposed markers and disease staging or differential diagnoses [7,124,125],
which are attributed to differences in platforms, methods, data processing, and a lack of standardization
and reproducibility. Of particular concern is the general under-reporting of nonsignificant analytes in
studies that use large-scale multiplexes such as SOMAscan and antibody array-like methods. By only
including data of a small subset of analytes (commonly, those that are found to be the most significant)
and not making data on the full range of analytes publicly available, it is impossible to tell which of
the remaining analytes were confidently detected but not significantly altered with disease. This is an
important distinction, as it can inform whether the analyte may still be of interest as opposed to not
reliably quantifiable due to limitations of the technology used.

4. Considerations for Accurate and Reproducible Findings

If the field wishes to discover reliable, quantifiable biomarkers for neurodegenerative dementias,
then data from multiple large studies across heterogeneous populations must be comparable. In the
final section of this review, we will discuss some technical considerations important for the accuracy
of these techniques and recommendations for reporting that will improve our ability to compare
data and achieve sufficient sample sizes to draw population-level conclusions above the variability of
human samples.

4.1. Preanalytical Effects

In addition to post-data collection processing and platform-specific variability, preanalytical
factors can affect the accuracy and reproducibility of measured analytes. The effects of preanalytical
factors have already been systematically reviewed [126–128]. Here, we aim to emphasize the
importance of standardizing these factors to ensure reliable measurements across multiple centers.
Preanalytical factors are divided into two subgroups: in vivo and in vitro factors. These factors include
but are not limited to: collection methods and materials, hemolytic contamination of samples, sample
handling, storage temperature, thaw conditions, sample stability prior to processing, and kit lot-to-lot
variability [129,130]. Much has been written on the importance of collecting and storing CSF only with
polypropylene plasticware, as polystyrene or other materials can bind very sticky proteins such as
amyloid-β or prion proteins [131,132]. Freeze-thaw cycles (the number of times a stored sample is
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thawed and refrozen) are often investigated as a cause of protein degradation over repeated uses [133].
Protein integrity varies across analytes and biofluids and maximum acceptable freeze-thaw cycles
are specific to each platform, depending on detection sensitivity. Ideally, sample collection methods
and times should be strictly controlled to minimize diurnal effects, as well as accounting for possible
differences in analyte concentrations between fasting and nonfasting biofluids, which can affect levels
of hormones, triglycerides, and other metabolic-pathway-related markers. Levels of certain proteins
may vary widely day to day, and thus it is also important to examine the biotemporal stability of an
analyte before considering its use as a biomarker [23].

4.2. Matrix Effects

Biofluid composition is also an important consideration when using a multiplex immunoassay
system. Matrix effects can negatively impact the ability of highly sensitive immunoassays to accurately
quantify certain analytes [134]. As with label-free proteomics techniques, complex matrices with high
abundance of albumin and immunoglobulins can affect antibody binding and increase background,
masking low-abundance proteins. These low-abundance proteins often approach immunoassay limits
of detection, increasing the difficulty of accurate quantification. In some cases, such as with CSF,
increasing sample volume may allow for the detection of these low abundance proteins. However,
for more complex biofluids, the sample matrix has been found to inhibit detection of certain analytes
in spike-recovery experiments, and increasing sample volume would not improve quantification [135].
In a comparison between standards of known concentrations spiked in immunoassay buffer versus
serum and plasma matrices, analyte quantification was significantly lower in the presence of either
human sample matrix compared to the buffer. This inhibitory effect has been investigated by
a number of other studies researching the quantification of low-abundance proteins in complex
biofluids [136,137].

These sources of interference in immunoassay detection can lead to misinterpretation of assay
results, which can affect clinical or research outcomes. Inhibitory effects may vary between
immunoassay detection systems and contribute to inaccurate measurements, increasing the difficulty
of comparing quantification across multiple platforms. Due to possible matrix effects, it is generally
recommended that the interpretation of analyte quantification in undiluted samples be relative rather
than absolute; that is, the measurement should be interpreted in relation to other sample concentrations
measured using the same platform. Dilution of samples in immunoassay buffers often improves
quantification accuracy by mitigating such matrix effects, resulting in more absolute quantification.
When investigating a new immunoassay, it is important to take into consideration possible sources of
interference and assess dilution linearity and spike-recovery performance to determine optimal sample
conditions. Some assays may not be suited to analyte detection in all matrices, as each sample matrix
requires individual optimization. For CSF, dilution factors may be necessary for absolute quantification
but can cause analyte measurements to fall below the limit of detection.

4.3. Data Processing

The difficult challenge of how to standardize data comes from the technical aspects of the
proteomic workflow. The adoption of different quantification techniques for proteins of variable
abundance makes comparison across studies difficult. LC performance can vary substantially over
time and can introduce significant variability to an experiment [36]. Simple measures can be taken
to improve monitoring of day-to-day instrument variability and demonstrate instrument reliability,
such as spiking with retention time calibrators and monitoring of abundant peptides in automatic QC
systems like AutoQC in Panorama [138].

How to appropriately normalize data and compare across studies is a more difficult problem
with very little consensus, and the field should consider a series of questions. The first regards
whether input protein concentration should be normalized before proteomic quantification, as is
standard in LC-MS/MS workflows, or whether the same volume of each fluid should be used per
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assay (as applies to ELISA workflows). The second is whether distribution-based normalization
methods (e.g., median or quantile normalization) are appropriate in this context, given that they
are based on the assumption that most analytes will not change in abundance between conditions,
and that a roughly symmetric proportion of proteins will increase and decrease in abundance. If the
integrity of the blood brain barrier is compromised by a neurodegenerative process, this may lead to
proteome-wide increases in CSF protein concentration, invalidating the assumption that most proteins
will not change in abundance between conditions [139]. Where panels of proteins have been selected
on the basis that they are likely to vary between disease conditions, the same assumption is also
invalidated and distribution-based normalization may be rendered inappropriate. The alternative
approach, to select a subset of “housekeeping” proteins to which to normalize, is also problematic,
as a number of studies have shown significant disease-related differences in the abundant biofluid
proteins, which would be the most obvious candidates for selection. We would argue that there is
currently insufficient high-quality data available to select a panel of normalizing peptides/proteins
that may be stable across neurodegenerative conditions, and establishing whether such stable proteins
exist should be an additional priority of hypothesis-free proteomic experiments. The current gold
standard in quantification and reproducibility, therefore, may be smaller-scale targeted experiments,
where ratiometric comparisons to a heavy-labeled standard with proven linearity or a standard curve
allowing reporting of a concentration may be the most reliable means of quantification. As this
approach does not allow for hypothesis-free discovery, these approaches should be used in replication
cohorts for findings that arise from untargeted methods.

4.4. Multisite Variability

It is important to conduct replication studies to assess intersite and interuser variability using
the same platform and data-processing methods. Seemingly trivial or unapparent differences in
techniques, materials, or environmental conditions can affect results. It is not sufficient to assume
that employing the same sample-processing procedures, the same multiplex assay kits or LC setup,
and standardized data reporting will necessarily eliminate variability. In an extensive multisite study
involving six different labs, Breen et al. [118] found that each analyte measured showed at least
one significant lab or assay lot-to-lot effect despite following a consensus protocol across all sites.
Care should be taken to establish systems of determining assay reproducibility, such as including
standardized plate-to-plate controls to minimize plate effects across multiple sites and batch ordering
assays to ensure lot consistency. Even so, controlling for every source of variability and assessing
the performance of all available technologies and platforms is often unrealistic due to financial and
resource limitations.

5. Future Directions

Proteomics is a relatively new and rapidly growing field and has yet to develop clear standards for
reporting data and consistent methods to allow for confident comparison of datasets. The complexity of
and similarity between neurodegenerative diseases means that studies of large, diverse populations are
required to define biomarkers that are both sensitive and specific. It is therefore of critical importance
that the field as a whole adopts stringent and detailed reporting criteria to build knowledge on a scale
that will help delineate and stratify subjects across populations in a biologically informative manner.
While proteomic-specific journals have begun to adopt set reporting criteria, clinical journals do not
generally require this level of detail, and the field suffers as a result. At a bare minimum, a data
table that includes every peptide and/or protein confidently detected in each proteomic experiment
(including retention time and mz data for LC-MS/MS), abundance in each individual sample, and per
group summary statistics should be provided for every study. A list of significantly changed proteins
with a fold change and p/q value is not sufficient for thorough examination of the data. As a field,
a decision should be made to use a standardized protein reference, as switching between Uniprot
IDs [140], gene names, and other reference formats often leads to errors and data loss. We propose
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the use of both the Ensembl gene ID [141], which is clearly linked to genomic locus and reference
version, and a more descriptive gene ID such as the gene symbol for ease of understanding results.
Similarly, clinical and demographic data should be provided on an individual subject level to allow for
modeling of age, sex, and other important demographic variables. The development and adoption of
user-friendly resources such as the CSF Proteome Resource and Plasma Proteome Database [14,142] to
allow for cross-study comparison is also critically important. Adoption of standards along these lines
will likely lead to leaps forward in the biomarker discovery pipeline equivalent to the speed at which
the discovery technology is improving.
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Abstract: Hallmarks of Alzheimer’s disease (AD), a progressive neurodegenerative disease causing
dementia, include protein aggregates such as amyloid beta plaques and tau neurofibrillary tangles in
a patient’s brain. Understanding the complete composition and structure of protein aggregates in AD
can shed light on the as-yet unidentified underlying mechanisms of AD development and progression.
Biochemical isolation of aggregates coupled with mass spectrometry (MS) provides a comprehensive
proteomic analysis of aggregates in AD. Dissection of these AD-specific aggregate components,
such as U1 small nuclear ribonucleoprotein complex (U1 snRNP), provides novel insights into the
deregulation of RNA splicing in the disease. In this review, we summarize the methodologies of laser
capture microdissection (LCM) and differential extraction to analyze the aggregated proteomes in
AD samples, and discuss the derived novel insights that may contribute to AD pathogenesis.

Keywords: proteomics; proteome; mass spectrometry; Alzheimer’s disease; protein aggregation;
laser capture microdissection; splicing; U1 snRNP

1. Introduction

Alzheimer’s Disease (AD) is a progressive neurodegenerative disease and the most common form
of dementia, listed as the sixth leading cause of death [1,2]. AD represents a major economic burden
predicted to surpass one trillion dollars worldwide in 2018 [3]. The cause of AD, however, is still not
fully understood. There is no cure for AD, and current therapeutic strategies cannot hinder cognitive
decline in AD [4].

The pathogenesis of AD has been extensively investigated by genetic and biochemical approaches.
Genetic analysis of AD patients established three causative genes (APP, PSEN1 and PSEN2) and a high-risk
allele (ApoE ε4) [5,6], whereas genome-wide association studies led to the discovery of more than 20 low-risk
genetic loci [7–9], and more recently, high-throughput sequencing identified rare, medium-risk genes,
such as TREM2 [10] and UNC5C [11]. Despite the genetic contributions, the vast majority of AD cases
are sporadic, which may be attributed to the combination of genetic susceptibility and environmental
factors [5], such as Herpesvirus infection [12,13] and environmental pollutants [14]. Biochemical
dissection of AD brain tissue identified pathological hallmarks of amyloid-β (Aβ)-containing amyloid
plaques, and neurofibrillary tangles (NFT) comprising hyperphosphorylated Tau in both familial and
sporadic patients [15], although Tau mutations were identified in other forms of dementia, collectively
termed tauopathy [16]. These results lead to the proposed amyloid cascade and Tau hypotheses [16,17]
dominating AD research.

In the amyloid cascade and Tau hypotheses, the accumulation of Amyloid Precursor Protein
(APP)-derived Aβ peptide is assumed to be the main cause of AD. Toxic Aβ species in the brain trigger
a cascade that leads to inflammation, tau hyperphosphorylation and deposition, synaptic loss and
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neuronal degeneration, which eventually leads to dementia in AD. Based on the hypotheses, numerous
animal models (largely mouse models) have been developed to mimic some phenotypes observed in
AD patients, but these models cannot fully recapitulate human AD symptoms [18,19].

In addition, there is a lack of concordance between these models and clinical trials [18,19]. Given
the amyloid hypothesis, targeting the cleavage of APP or the accumulation of Aβ has long been
a goal for a pharmacological treatment for AD [20]. Unfortunately, clinical trials implementing Aβ

antibody therapy or pharmacological intervention of APP cleavage have not yet been successful [21,22].
There is an urgent need for a broad understanding of synergistic interactions of molecular and cellular
components in the brain, at asymptomatic—when the pathological hallmarks of AD are present but
cognitive dysfunction is not evident [23]—and symptomatic stages during AD progression [24].

We believe that deep analysis of protein deposition in AD has the potential to discover novel
disease mechanisms, considering the profound impact of the previous identification of Aβ and tau
aggregation on our understanding of AD. In addition, protein aggregation is commonly observed in
other neurodegenerative disorders, such as α-synuclein in Parkinson disease (PD) [25], and TDP-43
in ubiquitin-positive frontotemporal lobar degeneration (FTLD-U) and amyotrophic lateral sclerosis
(ALS) [26]. In this review, we summarize the approaches toward profiling protein aggregates in
AD, with a discussion of the benefits and pitfalls of the approaches, as well as potential novel AD
mechanisms revealed by these analyses.

2. Proteomic Characterization of AD Amyloid Plaques and Neurofibrillary Tangles by Laser
Capture Microdissection

Extracellular amyloid plaques consist of aggregated Aβ peptides entangled with microglial,
neuronal, and vasculature components. Intracellular neurofibrillary tangles are also complex structures
marked by anti-tau and anti-ubiquitin immunohistochemistry (IHC) [27,28]. The antibody-based IHC
method is a targeted approach for detecting known aggregated proteins in the plaques and NFT of
brain tissue, but the exact composition of the aggregated structures could not be uncovered.

Integration of laser capture microdissection (LCM) [29] with highly sensitive mass spectrometry
(MS) [30] enables direct dissection of protein components in these AD aggregated structures [31,32].
In a pioneer study, Liao et al. isolated thioflavin-S-labeled senile plaques from frozen sections
of human post-mortem brain tissue, and compared the plaque protein composition with the
non-plaque regions by label-free quantification [33]. The analysis was performed with nanoscale liquid
chromatography-tandem mass spectrometry (LC-MS/MS) on an LCQ ion trap mass spectrometer,
identifying 488 proteins in the isolated plaques, in which 26 proteins were significantly enriched in the
plaques compared to non-plaque regions. These proteins were classified into a variety of functional
groups, including cell adhesion, cytoskeleton and membrane trafficking, chaperones and inflammation,
kinase/phosphatase and regulators, and proteolysis, consistently with diverse cellular components in
the plaque area [33]. Notably, the membrane trafficking protein dynein was enriched in the isolated
plaques, and its localization was further validated by IHC in a transgenic AD mouse model. This study
demonstrates the feasibility of proteomic analysis of minute amounts of LCM-isolated AD samples
(Figure 1).
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Figure 1. Methods for profiling the aggregated proteome in Alzheimer’s Disease (AD). Isolation of
protein aggregates in AD brain can be accomplished using laser capture microdissection or differential
extraction. Laser capture microdissection specifically captures protein aggregates, resulting in a protein
yield of around 2 μg for 1000 plaques. Using this minute amount, less than 1000 proteins were identified
using LC-MS/MS. Differential extraction, the process of isolating insoluble aggregates through repeated
centrifugation in varying reagents, yields around 100 μg of protein and around 5000 proteins identified
using LC-MS/MS. Regardless of the method of aggregate isolation, protein targets need to be validated
using specific immunohistochemical techniques and their function can be determined using comparable
research models.

LCM was also used to isolate NFTs in AD brain for proteomic analysis. Wang et al. isolated NFTs
from AD hippocampus samples and performed LC-MS/MS to determine NFT-associated proteins [34].
Out of 155 identified proteins, 63 novel proteins were found to be associated with NFT, including
glyceraldehyde-3-phosphate dehydrogenase (GAPDH). The association of GAPDH with NFT was
further supported by immunohistochemistry in AD brain samples, as well as biochemical fractionation
of detergent-insoluble samples of AD brain lysate.

More recently, Drummond et al. implemented a method to extract proteins from archived,
formalin-fixed paraffin-embedded (FFPE) human tissue slides, and analyzed amyloid plaques and
NFT from FFPE AD brain tissue using LCM-LC-MS/MS [35]. The FFPE samples were extracted by
formic acid and deparaffinized, followed by protein digestion. Using an Orbitrap Q-Exactive mass
spectrometer, the group analyzed approximately 900 proteins in the plaques and 500 proteins in NFT
with an FDR of 1%, deepening the understanding of neuropathological hallmarks in AD.

LCM allows for the specific isolation of plaques and NFT tissue which can lead to the identification
of hundreds of proteins; however, these proteins only represent the most abundant components in
the captured tissue areas. Another major drawback of the use of LCM for plaque and NFT isolation
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is the minute amount of sample that can be collected. For instance, using 10 μm thick sections to
capture amyloid plaques, which are heterogeneous in size and about 60 μm in average diameter [31],
the protein yield is approximately 2 ng per plaque and 2 μg from 1000 plaques. To address this
drawback, protein differential extraction has been developed to increase the protein yield for deep
proteome profiling (Table 1).

3. Deep Analysis of Aggregated Proteome in AD by Differential Extraction

Differential extraction has long been used for the enrichment of aggregated proteins in
neurodegenerative diseases [36], as exemplified by biochemical purification of Aβ and tau in
AD [37,38], α-synuclein in PD [25], and TDP-43 in FTLD-U and ALS [26]. Differential extraction
is based on the principle that aggregated proteins usually display low solubility and are thus enriched
in the pellet after detergent extraction (e.g., sarkosyl) as a detergent-insoluble fraction (Figure 1) [39].

The insolubility of amyloid plaque and NFT components provides an avenue for isolation and
subsequent proteomic characterization. Insoluble aggregates can be isolated from whole homogenates
of AD brain through sequential extraction. Gozal et al. isolated detergent-insoluble lysate from the
frontal cortex of control, AD, and FTLD cases [40]. Label-free LC-MS/MS quantification identified
512 proteins, in which 11 proteins were significantly elevated in AD compared to FTLD and control
cases. As expected, tau, Aβ, apolipoprotein E [41], and serum amyloid P [42] were enriched in the
AD samples. The alteration of several proteins including serine protease 15, ankyrin B, and 14-3-3 eta,
were validated by immunoblotting analysis.

Following the pilot study [40], Bai et al. performed a comprehensive profiling of aggregate-enriched,
detergent-insoluble fractions from all major neurodegenerative diseases, including AD, PD, FTLD-U,
ALS, corticobasal degeneration (CBD), and control samples [39]. To identify if proteins change early
in the development of AD, mild cognitive impairment (MCI), a prodromal stage of AD, was also
analyzed. This large-scale profiling was based on label-free quantification by gel-enhanced LC-MS/MS
(gelLC-MS/MS)–protein separation by 1D SDS gel followed by in-gel digestion and LC-MS/MS,
leading to the identification of 4216 proteins. After stringent statistical analysis and manual evaluation,
a total of 36 proteins were shown to accumulate in AD. In addition to the known aggregate
components such as Aβ, tau, ApoE, and complement proteins, the enriched proteins are involved
in Aβ clearance [43], phosphorylation networks [16], synaptic plasticity [44], and mitochondrial
regulation [45]. Interestingly, several U1 small nuclear ribonucleoprotein (U1 snRNP) spliceosome
subunits (U1-70K and U1A) and the interacting RNA helicase Prp5 [46] were found to be highly
increased in AD, leading to a novel U1 snRNP pathology, and implicating RNA splicing dysfunction
in AD [39]. In addition to late onset sporadic AD cases, the U1 snRNP components were also found
to aggregate in early onset genetic cases (e.g., mutations in APP and PS-1), as well as in trisomy 21
(the APP gene is in chromosome 21) [47].

To track the process of protein insolubility during the course of AD development, Hales et al.
continued to quantify the detergent-insoluble brain proteome, and correlated them with Aβ and tau
proteins in 35 cases of control, asymptomatic phase of AD (AsymAD), MCI, and AD [48]. Among 2711
proteins, six U1 snRNP subunits (U1-70K, U1A, SmD1, SmD2, SmD3, and SmB) are in the top 10
Aβ-correlated proteins, whereas three U1 snRNP subunits (U1-70K, U1A, and SmD) are also correlated
with tau insolubility. These results suggest a possible link of these AD aggregated proteins during
disease progression.
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Table 1. A comparison of approaches for protein aggregate isolation for proteomic profiling.

Technique Protein Yield
Instruments

Required

Number of
Proteins

Identified *
Advantages Disadvantages

LCM ~2 μg from
1000 plaques

Fluorescent
Microscope with
Laser Capture
capability
LC-MS/MS

155–900 [33–35]

(1) Precise collection of
cellular components
(2) Conservation of
tissue integrity
(3) Cellular region
comparison within the
same tissue

(1) Small amount of
protein recovery
(2) Extensive time required
for LCM

Differential
fractionation

1% of total
protein input
(e.g., 100 μg from
10 mg of tissue)

Centrifuge
LC-MS/MS

512–4216
[39,40,49]

(1) A sufficient amount of
protein can be extracted
from individual samples
(2) Flexible extraction
methods using different
combinations of detergents

(1) Detergent soluble
aggregate proteins may
not be included in the
MS analysis
(2) Contamination of the
aggregated proteome by
other detergent
insoluble components

* The number of proteins identified may increase with the use of more sensitive instrumentation.

4. Implication of Disease Mechanisms by Aggregated Proteins in AD

Specifically analyzing the aggregate proteome in AD can be used to identify potential mechanisms
of disease progression or development (Table 2). Since Aβ and tau are considered pathological
hallmarks of AD, it is expected that these proteins would not only be identified in protein aggregates
in AD, but also enriched in the AD aggregates compared to control patient aggregates. Consistently,
Aβ and tau proteins are identified in the aggregate proteome in all AD patient samples [33,34,40,48].
While the exact molecular mechanisms of AD remain to be understood, aggregated Aβ can contribute
to AD progression through neurotoxic effects including disruption of synaptic communication,
free radical production, and disrupted calcium homeostasis [49]. The relationship between tau and
Aβ is supported by in vitro studies that show Aβ-induced tau-dependent microtubule dysfunction,
synaptic damage, and excitotoxicity [50], as well as in vivo studies that indicate Aβ-induced
tau-mediated axonal transport defects [51]. Microtubules are key components of intracellular transport
that exhibit reduced stability and subsequent reduced axonal transport in AD [52]. Loss of microtubules
in AD has been attributed to aggregated tau-induced polyglutamylation of microtubules [52].
Additionally, Aβ oligomers can trigger tau-induced microtubule decay through elevated intracellular
calcium, suggesting that Aβ aggregation may be an upstream event of tau-induced microtubule
loss [52]. The loss of microtubules leads to impaired axonal transport which leads to dendritic spine
decay and subsequent neuronal dysfunction [53].

Inflammatory proteins, including high-temperature requirement serine protease A1 (HTRA1)
and complement C3, were found to associate with Aβ and tau aggregates in AD patient brain
samples [39,48]. HTRA1 is a secreted serine protease that can bind tumor growth factor-β proteins,
inhibiting their anti-inflammatory actions [54]. The correlation of HTRA1 and aggregated Aβ and tau
in AD samples suggests possible upregulation of HTRA1 in AD, which could have implications in the
inflammation associated with AD [48]. Complement C3 is released from microglia and is involved
in phagocytosis [55]. In AD, Aβ initiates a complement cascade in which C3 production increases
leading to phagocytosis of not only Aβ plaques, but also synapses [56]. This aberrant activation of
microglia may contribute to the neuronal degeneration and synaptic dysfunction associated with AD.
The association of inflammatory proteins with Aβ and tau aggregates in AD brain samples further
exemplifies an inflammatory component to AD pathology.

U1 snRNP subunits (notably, U1-70K, SmD, and U1A) are highly correlated with insoluble tau
and Aβ, suggesting a possible role in tau aggregation and AD pathogenesis [39,48]. U1 snRNP
protein subunits are coupled with small nuclear RNAs (snRNAs) to form spliceosomes, which remove
introns from mRNA transcripts in a process known as mRNA splicing [57]. The identification
of multiple U1 snRNP subunits in the detergent-insoluble AD proteome strongly suggests the
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precipitation of the entire U1 snRNP complex. Indeed, IHC staining indicated tangle-like aggregates
of snRNA in AD cases, and transmission electron microscopy showed snRNA co-localization
with tau NFT [58]. The aggregation of U1-70K, a U1 snRNP, occurred in the form of cytoplasmic
tangles in AD brain slices [39]. This localization was later confirmed using electron microscopy
in which immunogold-labeled U1-70K co-localized with structures resembling NFT in AD frontal
cortex samples [59]. This abnormal localization and enrichment of a U1 snRNP could play
a role in AD. Consistently, deep RNA-sequencing revealed impaired RNA splicing in AD cortical
samples [39]. This functional deficit could be the result of aggregation of spliceosome components and
a loss-of-function effect in the AD brain [39,48].

The aggregation of U1-70K in AD has been confirmed in multiple studies, yet the cause of
this abnormal aggregation in AD brain samples is still unclear. The presence of two specific low
complexity (LC) domains in U1-70K protein suggests an inherent tendency for U1-70K aggregation [60].
Low complexity domains are repetitive sequences of amino acids that display a tendency to aggregate
at high concentrations [61]. Recombinant protein studies concluded that one C-terminal LC domain
in U1-70K contributed to its aggregation [59]. In AD brain homogenates, endogenous U1-70K
aggregates formed direct interactions with recombinant U1-70K that was prone to aggregation via the
incorporation of an LC domain. These results suggest that U1-70K aggregation in AD is the result of
both an inherent potential for U1-70K to aggregate and co-aggregate with pre-existing seeds.

In addition to the aggregation hypothesis, the U1-70K loss-of-function may be the result of
abnormal cleavage and peptide truncation in AD. Bai et al. showed that U1-70K can be cleaved to
generate an N-terminal truncation identified as N40K [62]. This truncation occurred in about 50% of
the 17 AD brain samples studied [62]. In these cases, the expression of N40K inversely correlated with
the expression of U1-70K [62], suggesting that U1-70K loss-of-function could be due to truncation.
Functionally, N40K displayed toxic pro-apoptotic effects in primary rat neurons [62].

Table 2. A comparison of significant AD-specific proteins identified in the insoluble fractions collected
from two differential fractionation LC-MS/MS studies.

Protein GeneBank™ Accession Number Association with AD

Identified by Bai, B., et al., PNAS, 2013 [39]

Collagen Type XXV, alpha 1 isoform 2 NP_000032.1 [63]
Cellular retinoic acid binding protein NP_004369.1 [48]

Dystrobrevin alpha NP_009224.2 [48]
Complement component 4a preproprotein NP_116757.2 [64]

Complement component 3 NP_000055.2 [65]
Cyclin G-associated kinase NP_005246.2 Not Found

Protein tyrosine phosphatase, zeta1 NP_002842.2 [66]
T-cell activation protein phosphatase 2C NP_644812.1 Not Found

Synaptojanin 1 NP_982271.1 [67]
Amphiphysin NP_001626.1 [68]

Syntaxin binding protein 5 NP_640337.3 [69]
Regulating synaptic membrane exocytosis 1 NP_055804.2 Not Found

Neuroblastoma-amplified protein (with a Sec39 domain) NP_056993.2 Not Found
Glutamate receptor interacting protein 1 NP_066973.1 [70]

Mitochondrial nicotinamide nucleotide transhydrogenase NP_892022.2 [71]
Mitochondrial NFS1 nitrogen fixation 1 NP_066923.3 Not Found

Mitochondrial fumarate hydratase NP_000134.2 [72]
Optic atrophy 1 NP_570847.1 [73]

Mitochondrial processing peptidase NP_004270.2 Not Found
U1 small nuclear ribonucleoprotein 70 kDa NP_003080.2 [74]

U1 small nuclear ribonucleoprotein A NP_004587.1 [39]
ATP-dependent RNA helicase DDX46, Prp5 NP_055644.2 Not Found

4-Aminobutyrate aminotransferase NP_001120920.1 [75]
10-Formyltetrahydrofolate dehydrogenase NP_036322.2 Not Found

Phytanoyl-CoA dioxygenase domain containing protein 1 NP_001094346.1 Not Found
Nicotinamide nucleotide adenylyltransferase 3 NP_835471.1 [76]

Asparagine-linked glycosylation 2 NP_149078.1 Not Found
GTPase activating protein and VPS9 domains 1 NP_056450.2 [77]
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Table 2. Cont.

Protein GeneBank™ Accession Number Association with AD

Identified by Bai, B., et al., PNAS, 2013 [39]

Phosphatidylinositol-dependent Rac exchanger 1 NP_065871.2 Not Found
Aminophospholipid transporter NP_006086.1 [78]

RAN binding protein 16 (exportin 7) NP_055839.3 [79]
ALFY, involved in macroautophagy NP_055806.2 Not Found

Identified by Gozal, Y., et al., J. Proteome Res., 2009 [40]

serum amyloid P component precursor NP_001630.1 [42]
serine protease 15 NP_004784.2 Not Found

14-3-3, eta polypeptide NP_003396.1 Not Found
14-3-3, zeta polypeptide NP_663723.1 Not Found

ankyrin B NP_066187.2 Not Found
dynamin 1 NP_004399.2 [80]

aquaporin 1 NP_000376.1 [81]

Identified in both studies

Apolipoprotein E NP_000032.1 [41]
Microtubule-associated protein tau NP_058519.2 [16]

Amyloid β peptide NP_000475.1 [82]
Complement component 4b NP_001002029.3 [64]

It should be mentioned that N40K also contains a low complexity domain to form aggregates [59].
More recently, Bishof et al. extended the concept and proposed that a large number of RNA
binding proteins containing basic-acidic dipeptide (BAD) domains may co-aggregate in Alzheimer’s
disease [74]. It will be highly interesting to further study if these RNA binding proteins contribute to
AD pathogenesis.

5. Conclusions

Protein aggregation is a hallmark of AD typically associated with Aβ and hyperphosphorylated
tau, however, other proteins can also self-aggregate or co-aggregate with amyloid plaques and NFT.
Identifying this aggregated proteome could provide insight into the underlying mechanisms of AD
development and progression. MS techniques coupled with plaque and NFT isolation allow for the
analysis of the aggregate proteome in human AD samples. LCM and detergent-insoluble fractionation
techniques have been successfully applied to isolate amyloid plaques and NFTs directly from AD
brain samples for MS analysis. These techniques have identified novel aggregate proteins including
U1-snRNP, a member of the spliceosome necessary for RNA splicing. Further studies have identified
splicing loss-of-function in human AD samples. Additionally, comprehensive RNA-seq analyses
from multiple cohorts implicate the role of RNA splicing dysfunction in AD [83]. Although further
functional studies are needed to determine the exact role of aggregate-associated proteins in AD,
MS proves to be an invaluable tool for dissecting AD pathology and pathogenesis.
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Abstract: Drug addiction is a complex disorder driven by dysregulation in molecular signaling
across several different brain regions. Limited therapeutic options currently exist for treating drug
addiction and related psychiatric disorders in clinical populations, largely due to our incomplete
understanding of the molecular pathways that influence addiction pathology. Recent work provides
strong evidence that addiction-related behaviors emerge from the convergence of many subtle changes
in molecular signaling networks that include neuropeptides (neuropeptidome), protein-protein
interactions (interactome) and post-translational modifications such as protein phosphorylation
(phosphoproteome). Advancements in mass spectrometry methodology are well positioned to
identify these novel molecular underpinnings of addiction and further translate these findings into
druggable targets for therapeutic development. In this review, we provide a general perspective of
the utility of novel mass spectrometry-based approaches for addressing critical questions in addiction
neuroscience, highlighting recent innovative studies that exemplify how functional assessments of
the neuroproteome can provide insight into the mechanisms of drug addiction.

Keywords: neuroproteome; drug abuse; neuropeptidomics; phosphorylation; interactome

1. Drug Addiction: A Dysregulation of Plasticity in Motivational Circuitry

Drug addiction is a chronic relapsing disorder characterized by compulsive drug-seeking, the loss
of control in limiting drug intake and the emergence of negative emotional states during drug
abstinence [1]. In the past few decades, substantial research has contributed to our understanding of the
underlying circuitry that influences addictive behaviors. The transition from casual use to dependence
is mediated by changes in multiple interconnected brain systems involved in the processing of reward,
stress, hormonal regulation and cognitive function [2]. Collectively, these molecular changes drive
synaptic plasticity and alter connectivity between these brain regions, thus influencing a multitude of
maladaptive behaviors that have come to characterize substance use disorders.

Drugs of abuse are widely recognized to facilitate dopamine transmission in brain reward systems,
contributing to a powerful hedonic and euphoric response that reinforces drug-taking behavior.
As drug use continues, increased dosage and frequency of use induces pivotal changes in brain reward
pathways (e.g., the mesolimbic dopamine system) such that the same circuits recruited initially respond
differently upon re-exposure. Pharmacological manipulation of the dopamine system has long been
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recognized to reduce drug intake in preclinical models of addiction [3,4]; however, there are multiple
reasons why blocking this system is problematic in the clinical setting [5]. More generally, due to the
disruptive side effects in mood (dysphoria) and motor-based (tardive dyskinesia) function of dopamine
receptor antagonists, the lack of patient compliance remains a substantial problem. Conversely,
dopamine receptor agonists reduce drug intake but also facilitate signs of drug-seeking in preclinical
models, underscoring the potential for provoking drug relapse. The identification of non-dopaminergic
targets may therefore provide an alternative for therapeutic treatment of addictive disorders.

Although the deregulation of brain reward remains a critical symptom of addiction,
the maladaptive behaviors exhibited by addicts during drug abstinence are indicative of a more
complex pathology driven by changes in additional brain structures. While a diverse set of hypotheses
have been developed to explain the transition from casual use to dependence [2,5–8], “neuroplasticity”
often emerges as a common theme linking these ideas. From this perspective, addictive behaviors
emerge from a collection of neuroadaptations in specific neuronal circuits and neuroanatomical regions.
By understanding the molecular changes that influence drug-induced neuroplasticity, it may be
possible to stall or reverse these changes through a combination of cognitive behavioral therapy and
small molecule treatments. For these reasons, developing a more comprehensive understanding of the
molecular changes that occur in the brain following chronic drug use remains an important step in
treating addiction.

2. Identification of Druggable Targets for Treating Addiction Using a “Neuroproteomics”
Approach

While the population of drug-addicted individuals continues to grow in the United States and
worldwide, the small number of available treatment options has failed to address this growing burden.
Drugs that are FDA-approved for other diseases have been evaluated off-label to treat addiction,
yet have been met with limited success, highlighting a critical need to identify addiction-specific
changes in the central nervous system (CNS) that can be harnessed for clinical therapeutics.

From a pre-clinical perspective, a better understanding of the molecular alterations in the CNS
would offer a wealth of information regarding the mechanistic underpinnings of disease, products
of disease pathology (biomarkers) and the identification of high-value targets for the development
of precision medicine. In the simplest case, a small molecule therapeutic would selectively bind
a protein target in order to intercept a molecular change that underlies an important behavioral
construct, such as drug reinforcement. Here, we depict the brain reward pathway (Figure 1) consisting
of dopamine neurons in the ventral regions of the midbrain that project onto medium spiny neurons
in the nucleus accumbens, where an increase in dopamine release is associated with the positive
hedonic qualities of abused drugs. A broad-scale investigation of these regions would be useful not
only for identifying changes in protein expression (e.g., proteomics) but also for capturing aspects of
the proteome that confer functional changes. This review will discuss the following neuroproteomic
strategies that are currently being employed to elucidate this dynamic signaling network: (1) changes
in protein-protein interactions (affinity-purification proteomics), (2) post-translational modifications
(e.g., phosphoproteomics) that alter cellular signaling pathways and (3) in vivo monitoring of signaling
peptides (neuropeptidomics). In each of these cases, proteomics offers a valuable means to identify
targets in a more unbiased manner than conventional protein assays, and together they establish a
foundation for the “hit-to-lead” optimization of novel druggable targets for addiction and related
psychiatric disorders. Here, we demonstrate the value of applying a proteomics approach to the
CNS by highlighting recent studies that utilize novel methods for elucidating the mechanisms of
addictive disorders.
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Figure 1. Application of neuroproteomic assessments in the study of addictive disorders. Synaptic
plasticity underlying addiction-related behaviors can result from changes in (1) neuropeptide signaling
(neuropeptidomics), (2) signaling protein complexes (affinity-based proteomics), (3) post-translational
modifications such as phosphorylation (phosphoproteomics). DA: dopamine, GLU: glutamate, ACh:
acetylcholine, GABA: gamma-aminobutyric acid.

3. Proteomics: Identifying Druggable Targets from Changes in Protein Expression

Traditional proteomic approaches have evaluated broad-scale changes in protein abundance in
the brain following chronic drug exposure. The results have yielded a plethora of information on
candidate targets, summarized elegantly in review articles for alcohol [9], morphine [10], and other
psychostimulants [11]. Bottom-up proteomic strategies have greatly expanded the ability to identify
the proteins in complex sample mixtures via the enzymatic digestion of proteins to generate peptides
which are fragmented in the mass spectrometer [12]. Search algorithms (e.g., SEQUEST, Mascot)
then match the fragmentation patterns of the peptides against theoretical spectra generated from
protein databases, controlling for false positives with decoy strategies [13]. Thus, to maximize the
number of peptides analyzed in biological mixtures, several components are often emphasized in
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method development: (a) sample protein preparation, (b) peptide fractionation (c) mass spectrometer
acquisition, and (d) bioinformatic processing of the generated spectra. These approaches have been
described at length in many excellent neuroproteomic reviews [14–18], and below we will mention a
few issues regarding their implementation in addiction studies.

3.1. Current Limitations of Proteomics in Addiction Research

Obtaining a viable sample that is likely to contain relevant targets of addiction poses a critical
challenge for neuroscientists. While anatomical structures provide some level of specificity, there is
substantial heterogeneity at the molecular and behavioral level. An interesting example of this involves
the dorsal striatum known to contain afferent dopaminergic terminals that are activated by drugs
of abuse. While this structure is often dissected and analyzed as a singular region, site-specific
inactivation has informed the rationale for distinguishing critical areas. In this regard, the dorsal
medial region is important during acute drug exposure given its role in influencing goal-directed
behavior that establishes early drug-cue associations; however, the dorsal lateral region becomes
increasingly important as addictive behaviors become more automated, thus reflecting one of the core
symptoms of addiction that influence compulsive intake [19–21]. Relatedly, methamphetamine only
activates about 5–10% of neurons, suggesting that there may be a diluting component by the inactive
majority when assessing whole tissue [22]. Moreover, subcellular locations within the brain are more
likely to contain the sites of action of drugs of abuse (e.g., membrane/synaptic proteins, synaptosomes),
suggesting that the enrichment of these compartments may result in a more viable fraction for further
study. These technical aspects, as well as novel methods for evaluating the synaptosome [23], have been
reviewed in much detail, yet the practical consideration remains that fractioning the proteome reduces
the amount of starting material available. Thus, implementing a proteomics assessment often requires a
delicate balance between the amount of protein required to identify a significant change and the amount
that may be feasibly collected from an experimental preparation. For these reasons, the number of
proteomics studies evaluating the effects of drug dependence remains relatively small when compared
with other biological fields such as cancer and inflammation.

3.2. Identification of Important Changes in Expression

Identifying a druggable target from the many changes observed in the proteome remains a
persistent challenge in neuroproteomics research. One strategy is to employ pathway analyses that
can distill large amounts of information into known signaling networks, biological functions and
associated disease states. A notable example from Salling et al. identified 29 proteins that were
dysregulated by moderate alcohol drinking in the mouse amygdala using two-dimensional difference
gel electrophoresis (2-DIGE) [24]. Ingenuity Pathway Analyses (IPA) revealed that many of these
proteins annotated to neuronal signaling (CNS cell signaling, 14 proteins) and morphology (cell
morphology, 8 proteins), while others were annotated to synaptic (excitatory plasticity, 7 proteins)
and neurobehavioral (psychiatric disorders, 6 proteins) changes that were dysregulated by alcohol
exposure. Of the total proteins identified, only calcium/calmodulin-dependent protein kinase II
(CaMKII) was detected in each of these clusters, providing powerful support for the suggestion
that this kinase plays a critical role during the early stages of alcohol dependence. In a separate
study, Reissner et al. [25] used a BisoGenet plugin in Cytoscape to elucidate a glutamatergic signaling
network based on the quantification of 42 proteins obtained from the nucleus accumbens of cocaine
self-administering rats. Notably, the A-kinase anchoring protein 5 (AKAP5) located in the postsynaptic
density was upregulated along with parallel changes in membrane-associated guanylate kinase
markers such as discs large homolog-associated protein 3 (PSD-95). Follow-up studies applied the use
of interfering peptide constructs to dissociate the interaction between AKAP and binding sequences
for protein kinases that normally promote the insertion of ionotropic glutamate receptors, such as
α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA).
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The emergence of sample-labeling and multiplexing procedures provides an added dimension of
research analysis of the brain proteome. Several strategies currently exist and are well documented in
the literature (e.g., fluorophore, isobaric and metabolic labeling), each displaying their own unique
advantage in terms of reducing the technical variation between mass spectrometric analysis and other
aspects of labeling efficiency and sample preparation [26,27]. The recent emergence of multichannel
labeling kits (e.g., iTRAQ and TMT) offer an attractive feature for neuroscientists who commonly
employ more than two experimental groups. From an etiopathological perspective, it is feasible
to gain insight into conditions that may result in discrepant changes at different stages of disease
progression. For example, Lull et al. [28] utilized fluorophore labeling to compare the prefrontal cortical
proteome in cocaine self-administering rats with 2-DIGE methods. The analysis comparing naïve
versus cocaine-exposed rats experiencing acute or chronic abstinence yielded a total of 20 significant
changes (e.g., synaptosomal-associated protein 25, dynamin-1), revealing a temporal pattern of protein
expression classified as either (a) drug-induced changes that persisted into abstinence, (b) drug-induced
changes that did not persist or (c) unique changes attributed exclusively to the abstinence period.
The distributed pattern of expression argues against comprehensive treatment strategies that may miss
a critical therapeutic window in which addicted individuals may be more or less prone to displaying
altered cortical mechanisms. Nimitvilai et al. also investigated changes in the synaptosome in the
orbitofrontal cortex of heavy alcohol-drinking macaque monkeys, a cortical region strongly implicated
in decision-making and relapse [29]. iTRAQ labeling procedures identified 57 distinct protein changes
in the synapse resulting from chronic alcohol exposure. Similar to Salling et al. [24], IPA analysis of
all the differentially expressed proteins indicated a strong impact of alcohol on networks involved
in cell-to-cell signaling, including a number of proteins that overlapped with glutamatergic function.
Collectively, these studies demonstrate that synaptic transmission and excitatory signaling complexes
represent important targets for understanding and treating dependence and addiction.

3.3. Confirmation of Targets Identified by Proteomics

A common strategy in proteomics research is to seek confirmatory evidence/validation of the
targets derived from large-scale analyses with antibody-based molecular approaches. For instance,
Nimitvilai et al. confirmed changes in a subtype of glutamate AMPA receptors (GluA1) in
alcohol-dependent macaques using traditional western blot techniques [29], as validated antibodies
exist for this target. However, confounds associated with commercial antibodies for western blot
analysis, including issues with reliability (batch-dependent variations) and selectivity (cross-reactivity
and antigen/epitope binding) [30], often render this technique as somewhat restricted to previously
implicated targets with a limited capacity for identifying novel targets. To validate potential hits, many
groups also rely on corresponding alterations in transcript levels as a correlate of central dogmatic
principles. However, transcriptional changes often fail to reflect protein levels in CNS tissue and thus
offer less predictable face validity than direct protein measurements. For this reason, targeted mass
spectrometry approaches such as selected reaction monitoring (SRM) analysis have gained popularity
for the confirmation and quantification of specific changes in the brain proteome [15,31].

To realize the ultimate goal of identifying druggable targets, the proteomics field would benefit
from employing multiple strategies in elucidating proteome-derived targets. Exploring functional
relevance with respect to whole organism behavior would enhance the translational value and
application to the clinical population in question. For example, Salling et al. expanded on the
initial proteome work in alcohol-drinking mice to elucidate a functional role for increased CaMKII
subunit α expression in the amygdala, providing molecular and electrophysiological evidence of the
strengthening of long-term potentiation (LTP) signaling ostensibly driven by CaMKII binding sites on
GluA1 receptors [24]. These findings served as an impetus for site-anatomical procedures in which
CaMKII inhibitors were injected directly into the amygdala and shown to have an ameliorating effect
on symptoms of alcohol reinforcement, escalated drinking and relapse sensitivity [32–34]. Reissner et al.
and other work from the Kalivas group have also applied the use of small-peptide inhibitors [25] and
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antisense oligonucleotides [35] to elegantly demonstrate both biological and behavioral roles in the
tempering of cocaine reinstatement and drug-seeking behavior. Employing behavioral approaches
may also distinguish between unforeseen predictions of applied treatment. For example, Chen et al.
identified a network of proteins in the hippocampus that annotated to cyclin-dependent kinase 5
(CDK5) and ras homolog family member B (RhoB) signaling, both of which were upregulated in
heroin self-administering rats [36]. Interestingly, the local infusion of a CDK5 inhibitor enhanced
heroin intake, whereas a RhoB inhibitor reduced indices of heroin-seeking behavior as opposed
to direct effects on self-administration. The authors concluded that CDK5 upregulation may have
been a compensatory effect of repeated heroin exposure, whereas RhoB is likely to contribute to the
sensitization of environmental cues that influence relapse. Collectively, this body of work highlights
the inherent value of implementing multiple strategies for elucidating downstream pathways and
target mechanisms of addiction.

4. Affinity-Based Proteomics: Protein Interactome as an Approach for Targeting Mechanisms
of Addiction

Recent advancements in the isolation of neuronal circuits using chemogenetic or optogenetic tools
clearly demonstrate the heterogeneity of brain structures involved in addiction [37,38]. Even within
classifications of neuroanatomical structures, multiple overlaid circuits modulate distinct, and often
opposing, behavioral responses. Synaptic activity-induced changes in receptor signaling complexes can
drive neuroplasticity, which underlies behavioral abnormalities. Importantly, the discrete disruption of
signaling complexes may circumvent the inherent side-effects often produced by pharmacotherapies
that globally affect excitatory or inhibitory neural processing. For this reason, identifying relevant
changes in protein signaling complexes represents an important approach in the optimization of
potential druggable targets.

While substantial work has demonstrated an important role for nicotinic receptors in the
development of nicotine dependence by targeting the ligand binding site, the proteins they
interact with (i.e., the interactome) also participate in many important synaptic and immunological
processes. Thus, drug-selective signaling complexes may represent unique opportunities for
pharmacological intervention to disrupt addiction-related behaviors while minimizing therapeutic
side-effects inherent in directly targeting nicotinic receptors. One such receptor complex in
the hippocampus facilitates nicotine relapse-like behavior in rats [39]. In this study, Lui et al.
demonstrated the formation of a complex between nicotinic α7 receptors and the glutamate receptor
N-methyl-D-aspartate (NMDA) that is abundantly expressed in the hippocampus. To functionally
evaluate this complex, they developed and validated small peptides that interfered with the formation
of this complex without altering receptor-mediated signaling by either nicotinic α7 and NMDA.
The intracerebroventricular delivery of this interfering peptide to the brain prevented the reinstatement
of nicotine self-administration in rodents, providing evidence that this complex represents a viable
druggable target for nicotine addiction.

Affinity-based enrichment can also provide insight into the network of protein interactors that
may alter cellular signaling. For example, Wills et al. immunoprecipitated the NMDA receptor NR2B
in hippocampal preparations to reveal a network of interacting proteins including scaffolding and
PDZ-domain binding proteins that were dysregulated by chronic alcohol exposure [40]. Of the
64 proteins identified in synaptic fractions, the long-term depression (LTD) markers Arc and
Homer 1 were observed to be upregulated, while the AMPA receptor GluA2 was downregulated in
alcohol-dependent mice. The findings provided a basis for follow-up work elucidating a unique
LTD mechanism in hippocampal electrophysiological recordings ostensibly driven by upstream
increases in stress signaling molecules (i.e., adrenaline/noradrenaline) that are known to be amplified
in the dependent state. Other work from Paulo et al. utilized a high affinity ligand for nicotinic
α7 receptors (α-bgtx-conjugated beads) to identify 55 interacting proteins that were not present in
α7-KO negative control samples [41]. The majority of the α7 receptor interactome were annotated

150



Proteomes 2018, 6, 50

to two pathways: (1) cell structure/protein trafficking and (2) signal transduction. Of interest,
they identified multiple proteins related to GPCR signaling and phosphorylation, suggesting a more
complex role for the α7 receptor in nicotine dependence beyond its canonical function as a calcium
channel. McClure-Begley et al. performed similar analyses of the nicotinic α4β2 receptor using a β2
subunit antibody for immunopurification in conjunction with receptor subunit knockout mice [42]
and identified 208 proteins in the α4β2 interactome. Subsequent use of this approach in post-mortem
cortical tissue from nicotine-dependent mice and human subjects revealed 17 dose-dependent
nicotine-induced changes in protein interactions in mice, with eight of these, including CaMKIIα,
recapitulated in tissue from human smokers. The molecular relevance of the proposed interaction
was recently elucidated by the Picciotto group using both in vitro and in vivo preparations [43].
These studies provide an excellent example of the utility of interactome studies in identifying novel
protein interactions that may serve as the basis for developing precision medicine. Ongoing work in
our laboratory is exploring the means by which immunoprecipitation methods may be applied towards
the study of protein-protein interactors in mechanisms that mediate post-translational modifications
(e.g., protein kinases) [44].

5. Phosphoproteomics: Signaling-Driven Phosphorylation States Underlying
Addictive Behaviors

The detection of phosphoproteins has provided addiction scientists with a useful tool for
measuring changes in activated states that may be devoid of changes in respective protein levels.
Protein phosphorylation constitutes one of the most common post-translational modifications in
protein biology, whereby the enzymatic addition or subtraction of a phosphate group onto nucleophilic
residues (serine, threonine, or tyrosine) can alter the structural conformation of a protein, rendering it
active, inactive or otherwise modifying its function. Though not exclusively linked to conformational
changes, protein phosphorylation has been shown to serve as a molecular switch influencing a
wide range of biological activity including signal transduction, cell differentiation/proliferation,
protein-protein/-gene interactions and subcellular localization. Indeed, a large number of hypotheses
recognize the importance of protein phosphorylation in directing the flow of molecular signaling,
converging on key regulators of gene transcription (e.g., the cAMP response element-binding
protein, delta fosB), membrane receptors (e.g., GluA1) and other important binding partners (e.g.,
transmembrane AMPA receptor regulatory proteins) that modulate neuroplasticity [45–47]. In this
sense, several hundred kinases and phosphatases are encoded in the human genome and display a
plethora of substrate targets [48]. A substantial component of receptor-mediated neuronal signaling
involves the modulation of kinases and phosphatases, and in this regard, broad-scale approaches to
the phosphoproteome are poised to contribute unique information into the role of phosphorylation
states in addiction pathology.

Several aspects of the phosphoproteome are conducive to the identification of novel
addiction-related targets. First, global assessments of the phosphoproteome often reveal an abundance
of phosphoproteins involved in the regulation of phosphorylation states [49]. Indeed, numerous
studies have elucidated the strong therapeutic potential of kinase inhibitors in oncology by targeting
the phosphorylation-related constructs that drive cancer malignancy and metastasis [50]. Structurally,
the conserved catalytic domain can be targeted with small-molecule inhibitors that exploit the
biochemical features of the kinase core, leading to the generation of both reversible and irreversible
inhibitors [50,51]. Likewise, protein phosphatases provide a complementary approach for addressing
dysregulated phosphoproteins, and a number of successful drugs have been designed as substrate
mimetics to target the active site of tyrosine phosphatase. Finally, a phosphoproteomics approach
identifies unique peptide sequences in downstream protein substrates that are targeted by these
mechanisms. The combined analysis of phospho-enriched proteins together with the unmodified
proteome extrapolate well with identified nodes and canonical pathways, increasing the confidence
of the candidate target [52,53]. Classical or allosteric approaches to modify the function of proteins
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by manipulating their phosphorylation state also provides an alternative approach to therapeutic
development. In this sense, phosphoproteomics provides multiple avenues to gain insight into
drug-related mechanisms of neuroplasticity and the development of precision medicine [54].

Presently, there are only a few studies that have applied a discovery-based phosphoproteomics
approach in addiction models. Our laboratory recently utilized metabolic labeling procedures to
quantify phosphopeptides enriched from the prefrontal cortex of rats receiving the psychedelic
compound phencyclidine (PCP) [49]. We applied the analysis across experimental groups, allowing
for the comparison of drug-induced effects relative to those incurred by an additional assessment of
sensorimotor gating (i.e., prepulse inhibition) for evaluating schizophrenic-like phenotypes. In total,
we identified approximately 120,000 phosphopeptides across experimental groups, 99,810 of which
were confidently quantified using a nitrogen-heavy feeding protocol as an internal standard [55].
Overall, PCP treatment resulted in the downregulation of phosphorylation events that were enriched
for LTP signaling. While consistent with the drug’s mechanism of action (i.e., NMDA receptor
blockade), the comparison of individual phosphosites revealed increased phosphorylation of proteins
that regulate glutamatergic tone. Notably, the Serine 26 phosphosite on the light chain of the
cysteine/glutamate transporter (SLC7A11) was hyperphosphorylated in PCP-treated rats undergoing
prepulse inhibition testing, and site mutagenic procedures confirmed the role of this phosphosite in
reducing glutamatergic uptake. This suggests that multiple levels of analysis (pathway, phosphosites
and site mutagenics) are necessary to provide optimal insight into the molecular mechanisms
influencing drug-induced glutamatergic dysregulation.

Another exceptional study by Rich et al. [56] utilized a label-free discovery approach to compare
the amygdalar phosphoproteome in cocaine self-administering rats experiencing either drug-cue
extinction or reconsolidation procedures. Microwave irradiation and phospho-enrichment procedures
led to the quantification of phosphopeptides from 355 unique proteins, of which approximately 80
were compared across treatment conditions using SRM analysis. Interestingly, the authors reported
5 phosphopeptides that were regulated in the opposite manner by extinction and reconsolidation.
This presents an attractive pattern of activation given that memories enter a labile state in which protein
synthesis is required to re-stabilize drug-cue associations into long-term memory [57]. As extinction
itself is driven by independent learning processes [58], molecules displaying less overlap between
these conditions were hypothesized to serve as better therapeutic targets for ameliorating the effects
of drug-cue memories. In this regard, a novel phosphosite (Serine 331) in the LTP-associated
molecule CaMKIIα was examined further with site mutagenic procedures, ultimately showing
that activation of this site reduced CaMKII catalytic activity. The localized infusion of CaMKII
inhibitors into the amygdala prevented the reinstatement of cocaine-seeking, providing support for
the assertion that CaMKIIα is critically involved in the retention of drug-cue memories that can
trigger relapse. These findings are also in agreement with our recent work, displaying a similar
pattern of upregulated CaMKIIα activity, albeit with the autophosphorylation site Threonine 286 in the
dorsomedial prefrontal cortex of alcohol-dependent rats that may influence cognitive deficits during
withdrawal [59]. Indeed, recent studies have demonstrated that genetic abrogation of Threonine 286
dysregulates the phosphorylation of other sites on CaMKII and further alters synaptic protein-protein
interactions associated with neurodevelopmental disorders [60]. Pharmacological approaches may
then target these regulatory phosphosites with peptidomimetic approaches that are shown to uniquely
interface phosphoproteins [61].

6. Neuropeptides: Peptide Signals Driving Neuroplasticity in Addiction

Neuropeptides play a central role in the development and persistence of addictive behaviors [62].
For example, exogenous opiates such as oxycodone and heroin directly act on neuropeptide receptors
in the brain to produce robust dopamine release, which is characteristic of drugs of abuse. Thus,
both antagonists (naloxone) and partial agonists (buprenorphine) of these opiate receptors remain
some of the few effective FDA-approved therapeutics for clinical use in treating drug addiction [63].
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Research efforts studying the role of neuropeptides in addiction have not been limited to the opioid
class, and a critical role has been established for a number of distinct neuropeptides, including (but not
limited to) oxytocin [64], neuropeptide Y [65], substance P [66], and corticotropin releasing factor [67].
Notably, cocaine and amphetamine-regulated transcript (CART) represents a neuropeptide that was
discovered due to its substantially enhanced expression following exposure to specific drugs of
abuse [68].

Neuropeptides are short sequences of amino acids that can act like neurotransmitters, but with
some critical distinctions that underlie their importance as potential druggable targets. While both
neurotransmitters and neuropeptides are packaged in vesicles and released during neuronal activity,
neuropeptides are expressed discretely throughout the CNS to facilitate specific behavioral responses.
Neurons and glia have robust, rapid reuptake systems for most neurotransmitters, allowing the
recycling of these molecular signals to reduce energy consumption in the CNS. In contrast, substantially
more time and energy is required to produce a neuropeptide [69]; first, the pro-neuropeptide gene
must be transcribed and translated into a pro-peptide sequence, then it is processed into active
neuropeptides at consensus KK/KR sites by specific serine hydrolases. While neuropeptides are
typically packaged into large dense-core vesicles that exhibit a longer latency for release and require
prolonged stimulation [70], the mechanisms that regulate the vesicular loading and activity-dependent
release of specific neuropeptides remain under investigation. Neuropeptides almost universally act at
G-protein coupled receptors that do not directly produce action potentials [71], but instead modify
neuronal responsivity by altering second messenger signaling (e.g., cAMP, IP3), phosphorylation states
(via kinases, phosphatases), and protein levels (through changes in transcription, translation). In many
cases, these factors cause neuropeptides to operate on longer time scales than typical neurotransmitters
and allow them to exert hormone-like effects in the CNS that facilitate long-term behavioral changes.

Most established neuropeptides currently implicated in addiction were discovered prior to the
development of modern proteomic approaches [72]. The idea that hormones acting as chemical
messengers could transmit information over long distances originated over a hundred years ago,
and the chemical identities of neuropeptide hormones implicated in addiction were discovered
in the last century: oxytocin (1953), substance P (1971), enkephalins (1975), dynorphin (1979),
and corticotrophin releasing factor (1981) [73–77]. In each case, the purification of each neuropeptide
was performed from bulk tissue homogenates using sequential fractionation approaches, with
a subsequent evaluation of each fraction for activity in basic ex vivo bioassays including the
induction of uterine contractions, intestinal contractions, and secretion of other hormones. Likewise,
their localization within the CNS was evaluated using antibody-based immunohistochemical
techniques. The technical limitations of these approaches have biased studies toward high abundance
neuropeptides, and as a result low abundance signals potentially dysregulated by abused drugs and
other psychiatric disorders remain understudied.

Modern genetic and proteomic technologies have facilitated more comprehensive studies
of neuropeptides. The human genome project (and corollary projects in related species) has
identified over 70 genes that contain sequences capable of producing more than 1000 potential
neuropeptides [78]. After considering the multitude of potential post-translational modifications,
the technical challenges facing neuropeptidomics research becomes evident. The identification
of these theoretical neuropeptides using matrix assisted laser desorption ionization (MALDI) or
high performance liquid chromatography/electrospray ionization (HPLC/ESI) mass spectrometry
has proven to be challenging, with many outstanding reviews outlining the technical issues with
neuropeptide mass spectrometry [79–83]. Here, we highlight a few studies that have utilized a
peptidomic approach to address critical biological questions regarding the role of neuropeptides in
addiction and other psychiatric disorders.
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6.1. Where Are Neuropeptides Located in the CNS?

Neuropeptide expression in discrete regions allows them to exert their effects on specific circuits to
produce distinct behavioral outcomes. In the striatum, dopaminergic neurons regulate excitatory and
inhibitory signaling to facilitate drug reward. Neuropeptides produce maladaptive effects by acting on
specific neurons in distinct locations in the striatum and other limbic regions, ultimately contributing
to drug craving and compulsive behaviors that influence relapse. Thus, the spatial location of precise
neuropeptides plays a critical role in the development of addiction.

Hishimoto et al. investigated the localization of neuropeptides in the striatum using MALDI
imaging mass spectrometry (MALDI-IMS) [84]. Mice exposed to acute nicotine were evaluated for
changes in two distinct circuits in the striatum: (1) projections to the substantia nigra pars compacta
(direct pathway) containing substance P and dynorphin, and (2) projections to the substantia nigra
pars reticulate (indirect pathway) containing enkephalins. Using traditional immunohistochemical
staining techniques, it is possible to distinguish (but not physically separate) these two pathways
in situ. Hishimoto used MALDI-IMS with sufficient resolution (200 μm) to identify these structural
features using substance P and enkephalin as molecular markers, and thereby demonstrated that
nicotine administration decreased nigral substance P levels while increasing enkephalin levels. In total,
768 features were identified from mouse striatal spectra, and more than half of these were significantly
regulated by nicotine. More importantly, they found that nicotine produces a negative correlation
between substance P and other m/z species identified in those samples, whereas a positive correlation
emerged between m/z identified in regions with enkephalin. These results suggest a more broad-scale
remodeling of the direct (substance P) and indirect (enkephalin) pathways in the striatum, working in
concert to facilitate behavioral changes produced by nicotine exposure.

Recent work has also identified the habenula as an important regulator of nicotine dependence.
The habenular nuclei are morphologically and biochemically distinct structures that innervate
reward circuitry: the medial habenula is thought to play a critical role in the maintenance of
nicotine consumption, while the lateral habenula drives the aversive effects of the drug [85].
Immunohistochemical studies suggest that these regions have distinct repertoires of densely
expressed neuropeptide receptors. For these reasons, Yang et al. utilized a tissue-stabilized liquid
chromatography tandem mass spectrometry (LC-MS/MS) approach to identify the complimentary
neuropeptidome in the habenula [86]. They identified 331 potential neuropeptides in this region,
including many that were exclusive to either the medial (136 peptides) or lateral (51 peptides) habenula.
While some of these peptides have well established roles in reward circuitry, the functions of others
have not been widely investigated, suggesting that further studies investigating their involvement
in addiction are warranted. Some of the neuropeptides identified remain more nebulous, as their
putative receptors have not been fully established (e.g., secretogranins). Collectively, these results
suggest that a comprehensive analysis of neuropeptide changes in emerging addiction structures such
as the habenula will uncover new druggable targets for altering addictive behaviors.

6.2. Which Neuropeptides Get Released for Extracellular Signaling in the CNS?

In addition to exhibiting differences between brain structures, neuropeptide levels vary
dramatically within brain structures at the subcellular level. Genetic sequence analyses predict
that over 1000 potential neuropeptides may exist, with many having already been identified in
CNS tissue using peptidomic approaches. In the striatum, Ye et al. identified 419 m/z that
correspond to potential neuropeptides and discovered that many of these peptides were regulated
by behavioral manipulation [87]. Specifically, they found that proSAAS derived peptides (big LEN,
PEN, and little SAAS) were decreased in mice that were unfed (hungry). The microinjection of big
LEN dramatically decreased food intake in regularly fed mice, demonstrating a clear functional link
between big LEN and satiety, and suggesting that big LEN acts in the striatum through an extracellular,
receptor-mediated mechanism.
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For most studies, the analysis of neuropeptide content has typically been performed on samples
from bulk tissue. As illustrated by analogous work studying neurotransmitters and endocannabinoid
lipids in the CNS, there are some potential limitations to using this approach [88,89]. Briefly, it is
not easy to distinguish neuropeptides found in vesicles and extracellular spaces (active signals)
from those found in the endoplasmic reticulum and lysosomes (deactivated). Even with advanced
sample handling technology [90,91], post-mortem peptide degradation remains a significant concern.
In addition to these technical issues, environmental factors such as stress and circadian rhythm have a
substantial impact on peptide hormonal levels. Given the large number of potential neuropeptides
identified in comprehensive neuropeptidomics approaches, there is an unmet need for techniques that
refine the population of peptides for identifying high-value targets.

Sampling using in vivo microdialysis addresses many of these concerns and provides a useful
approach for identifying signaling-competent peptides in the CNS during drug exposure [88,92]
(Figure 2). Through the implantation of a semi-permeable probe located within a specific
brain structure, microdialysis allows for repeated sampling from awake and behaving animals.
Moreover, microdialysate samples contain molecules in equilibrium with the extracellular space,
providing an index for signaling-competent molecules available for binding to cell surface receptors.
Due to the nature of this sampling approach, mass spectrometry analyses of microdialysates
typically contain a lower neuropeptide diversity and content than traditional bulk tissue analyses.
However, the neuropeptides identified using this technique have a greater likelihood of producing
receptor-mediated effects, and they can be readily assessed for bioactivity using this approach.
For example, Haskins et al. performed a peptidomic analysis of microdialysate samples collected from
the striatum [93]. In this study, they used an untargeted LC-MS/MS approach and identified 3349
m/z features released in the rat striatum. From these data, they identified 29 potential neuropeptides
from 6 different genes, including two peptides from enkephalin (PENK 198–207 and BAM 8–22).
A similar study by Bernay et al. used multiple microdialysis and mass spectrometry approaches
to more comprehensively investigate the striatal neuropeptidome and identified 97 peptides from
these samples, including additional pro-enkephalin peptides PENK 114–133 and PENK 239–260 [94].
Given their lack of homology with met-enkephalin, these PENK peptides are unlikely to activate
traditional opiate receptors and likely would exert their bioactivity through an alternative mechanism.
Taken together, these studies indicate that pro-enkephalin biology may extend beyond traditional
opioid receptor signaling, thereby warranting further investigation.

The reverse-dialysis of neuropeptides, a complementary technique to microdialysis, provides a
rapid and effective readout for establishing in vivo bioactivity. Whereas microdialysis facilitates the
diffusion of peptides in the brain to dialysate fluid in the probe, reverse-dialysis takes advantage of
the ability to introduce potentially active substances into the dialysate fluid (e.g., neuropeptides) for
subsequent distribution in the brain to their biological targets [89]. Thus, reverse-dialysis allows for
the site-specific application of a potential neuropeptide to produce local effects on the CNS that can be
assessed by changes in release of traditional neurotransmitters (e.g., glutamate, GABA, dopamine)
implicated in addiction circuitry. Both Haskins et al. and Bernay et al. effectively used this approach
to evaluate the bioactivity of their respective PENK peptides [93,94], demonstrating that both PENK
114–133 and PENK 198–207 increased glutamate release while suppressing GABA. Alternatively, PENK
239–260 produces robust increases in glutamate with no significant effect on GABA, whereas BAM8–22
activates GABA release. Collectively, these results suggest greater complexity in pro-enkephalin
signaling than has been appreciated previously and implicate alternative strategies for targeting
reward circuitry. Given the importance of the opioid system as a treatment for drug addiction,
these pro-enkephalin peptides remain an important unanswered area in the study of addiction.
More broadly, many of the neuropeptide genes implicated in addiction contain multiple peptides that
can be identified in vivo using peptidomic strategies, and these peptides should be explored further as
potential druggable targets.
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Figure 2. Schematic of an in vivo microdialysis probe setup, neurochemical diffusion and sample
collection. Microdialysis sampling involves the implantation of a small-diameter probe into the brain
region of interest. Artificial cerebrospinal fluid (ACSF) is perfused continuously into the probe, creating
a concentration gradient at the semi-permeable membrane tip. This allows for the passive diffusion of
extracellular transmitters (conventional dialysis) or solubilized compounds or drugs (reverse-dialysis)
in the ACSF to freely enter or exit the probe. A timeline of collection can then be implemented to
explore changes in neurotransmission before and after an experimental manipulation.

6.3. How do We Elucidate Neuropeptide Bioactivity?

The transition from peptide identification to target discovery remains a critical bottleneck in
neuropeptidomics. As illustrated in the studies above, traditional behavioral and molecular biology
approaches can establish a functional role for neuropeptides identified using mass spectrometry.
As reported by Ye et al., peptides can be site-specifically infused into brain structures to evaluate
behavioral outcomes and establish a functional link with the underlying biology [87]. Likewise,
peptides can be site-specifically administered by reverse-dialysis to investigate changes in levels
of traditional neurotransmitters such as glutamate and GABA [93,94]. Both approaches provide
invaluable information about the bioactivity of a specific neuropeptide, yet fall short of elucidating
specific receptor-mediated mechanisms. The following studies provide examples of different
approaches for identifying specific receptors for orphan neuropeptides.

Given the importance of big LEN in food intake [95], Gomes et al. sought to identify the receptor
responsible for its behavioral effects. Using the criteria of targeted receptor subclass (GPCR, Gi/o)
and gene expression information (enriched in hypothalamus and Neuro2A cells), they limited the
possibilities to four likely targets, ultimately revealing GPR171 as the endogenous big LEN receptor.
Cells overexpressing GPR171 showed characteristic Gi/o-mediated decreases in cAMP levels following
exposure to big LEN, and GPR171 siRNA delivered to the hypothalamus led to increased food intake
in mice. Subsequent studies have identified a role for big LEN and GPR171 in anxiety-like behavior
and fear conditioning [96], suggesting this system may influence addiction pathology. A small
molecule agonist of GPR171 is now available [97], and future studies will evaluate its viability as a
therapeutic target.

The proenkephalin-derived peptide BAM 8–22 has previously been identified as an endogenous
anti-nociceptive peptide [98], and thus may counteract the actions of other opioid peptides.
To identify receptor(s) that mediate the effects of BAM 8–22 and other orphan peptides, Kroeze et al.
codon-optimized the Tango assay of Barnea et al. [99] and developed a method for the simultaneous and
parallel interrogation of the entire human nonolfactory GPCRome (parallel receptorome expression and
screening via transcriptional output, with transcriptional activation following arrestin translocation;
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PRESTO-Tango). Although GPCRs can signal through a multitude of intracellular second messenger
systems, thw sustained activation of nearly all GPCRs leads to the binding of β-arrestin and
internalization, thereby providing a universal assay platform for screening a variety of receptors
concurrently. Each Tango construct is engineered to promote β-arrestin recruitment and ultimately
drive the expression of luciferase upon the binding of the ligand. Kroeze et al. designed and validated
Tango constructs for nearly the entire human GPCRome (83%), enabling them to screen a single peptide
against a wide range of potential receptors, including over 100 orphan GPCRs. Using this technology,
BAM 8–22 was identified as a potent activator of Mas-related G-protein coupled receptor member X1
(MRGPRX1) and other members of this receptor family. This work helped facilitate the development
of potential analgesics targeting MRGPRX1 [100], which may have reduced abuse liabilities as they
do not activate the mu-opioid receptor. Further exploration of the MRGPRX family suggests that
many opioid scaffolds can potently activate MRGPRX receptors [101], and that these receptors may
be responsible for some of the undesirable side effects such as opioid tolerance [102]. More broadly,
this technology provides a unique approach for uncovering links between peptidomics and orphan
receptors and establishes a foundation for the hit-to-lead optimization of novel druggable targets for
addiction and other psychiatric disorders.

7. Conclusions and Future Directions

The population of drug-addicted individuals continues to expand in the United States and
worldwide, but the dearth of available treatment options has impeded progress in addressing this
escalating burden. As our understanding of the neurobiology of addiction has evolved, it has
become increasingly apparent that subtle changes in discrete brain circuits facilitate maladaptive
behaviors associated with mood and cognition that ultimately lead to relapse and sustained drug use.
Thus, the continued development of novel mass spectrometric-based methods such as cell-specific
labeling [103] and single cell proteomics [104] in combination with currently available neuroscientific
tools is critical for the detection of molecular drivers of addiction and their subsequent translation into
viable clinical treatments. Future studies utilizing these approaches will undoubtedly improve our
ability to interrogate brain circuitry, ultimately forging a unique path for identifying novel druggable
targets of addiction and related psychiatric disorders.
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Abstract: It is well accepted that treatment of chronic pain with morphine leads to μ opioid receptor
(MOR) desensitization and the development of morphine tolerance. MOR activation by the selective
peptide agonist, D-Ala2, N-MePhe4, Gly-ol]-enkephalin(DAMGO), leads to robust G protein receptor
kinase activation, β-arrestin recruitment, and subsequent receptor endocytosis, which does not
occur in an activation by morphine. However, MOR activation by morphine induces receptor
desensitization, in a Protein kinase C (PKC) dependent manner. PKC inhibitors have been reported to
decrease receptor desensitization, reduce opiate tolerance, and increase analgesia. However, the exact
role of PKC in these processes is not clearly delineated. The difficulties in establishing a particular role
for PKC have been, in part, due to the lack of reagents that allow the selective identification of PKC
targets. Recently, we generated a conformation state-specific anti-PKC antibody that preferentially
recognizes the active state of this kinase. Using this antibody to selectively isolate PKC substrates and
a proteomics strategy to establish the identity of the proteins, we examined the effect of morphine
treatment on the PKC targets. We found an enhanced interaction of a number of proteins with
active PKC, in the presence of morphine. In this article, we discuss the role of these proteins in
PKC-mediated MOR desensitization and analgesia. In addition, we posit a role for some of these
proteins in mediating pain by TrKA activation, via the activation of transient receptor potential cation
channel subfamily V member 1 (TRPV1). Finally, we discuss how these new PKC interacting proteins
and pathways could be targeted for the treatment of pain.

Keywords: morphine; opioid receptors; conformational antibody; analgesia; GPCR signaling

1. Introduction

Morphine-Mediated Signal Transduction Pathways and Receptor Desensitization

Treatment of chronic pain has been a challenge as the most effective treatment that uses opiates
has many unwanted side effects; for example, chronic exposure leads to desensitization of opioid
receptors, development of tolerance, and addiction [1]. One of the alarming effects, reported in 2016,
is that more than 100 people die daily due to opioid-related overdose (CDC/NCHS, National Vital
Statistics System, Mortality, CDC Wonder, Atlanta, GA: US Department of Health and Human Services,
CDC; 2017).

Opiates, such as morphine and heroin, interact with opioid receptors and it is generally thought
that they function primarily via the activation of the μ opioid receptor (MOR), although, at high
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concentrations, they can activate δ and κ opioid receptors [2]. Opioid receptors are located both
pre-and-post-synaptically and are coupled to the Gi/Go proteins. Upon ligand binding, Gi/Go-coupled
receptors, acutely inhibit adenylyl cyclase (AC) activity, decreasing the levels of the cyclic AMP
(cAMP) and decreasing the activity of the protein kinase A (PKA) [3], or of the exchange protein
directly activated by cAMP (EPAC) [4]. Opioid receptor activation also leads to the stimulation of
inward rectifying potassium channels and the inhibition of voltage-gated calcium channels, causing a
decreased neurotransmitter release from the pre-synaptic nerve terminal. Thus, the net effect of acute
opiate administration is to inhibit neuronal transmission, and this is thought to lead to analgesia [5].

Chronic opiate administration, on the other hand, has been shown to upregulate the activity of
AC and PKA [6]. This upregulation of the cAMP pathway has been reported to occur in several regions
of the brain, reduce analgesia, and is thought to contribute to opiate addiction [7].

In addition to PKA, opioid receptors have been shown to regulate a number of other kinases.
Activation of opioid receptors leads to the activation of G protein-coupled receptor kinases (GRK),
mitogen-activated protein kinase (MAPK), protein kinase B (PKB/AKT), calcium/calmodulin-
dependent kinase II (CAMKII), and protein kinase C (PKC) [2,8–13]. Some of these kinases are
thought to play a role in opiate-mediated tolerance, dependence [14], and addiction [15]. In the case
of PKC, studies show that PKC inhibitors decrease receptor desensitization, development of opiate
tolerance, and opiate addiction [16,17], (reviewed in [18]).

PKC is a family of serine/threonine kinases, composed of eleven different isoenzymes, divided
into three sub-families. These include, (i) classical PKCs (cPKCs) including α, Bi, βII, and γ, which are
calcium-dependent and are activated by phosphatidyl serine (PS) and diacylglycerol (DAG), (ii) novel
PKCs including δ, ε, η, and θ, which are calcium-independent, but depend on PS and DAG for their
activation, and (iii) atypical PKCs including ζ and λ/ι, which are calcium-independent [19] and are
thought to be activated by protein–protein interactions [20]. Different PKC isoenzymes are expressed
at different subcellular locations. For example, PKCα is found in both pre-and-post-synaptic sites,
at the outer surface of synaptic vessels. However, PKCγ in adult rats is only expressed in postsynaptic
dendrites, perikaryal cytoplasm, and postsynaptic densities. On the other hand, PKCε is found only in
small and medium-sized dorsal root ganglion (DRG) neuronal soma, and presynaptic terminals of
nociceptive neurons in the dorsal spinal horn (reviewed in [18]). It has not yet been determined if these
PKCs are active, and what proteins they are interacting with, or are being phosphorylated by them.

Distinct PKC isoenzymes have been implicated in opioid receptor desensitization and addiction.
Protein levels and activity of PKCα and γ are increased in the dorsal spinal cord, during
chronic exposure to morphine [21,22]. Selective inhibitors for PKCα, γ, and ε completely reverse
morphine-tolerance [18]. In particular, PKCγ has been suggested to play a central role in morphine
tolerance, both in the spinal cord and the nucleus accumbens (NAc), having a role in sensory signal
processing [23]. Determining the exact role of PKC, in addiction, has been difficult, due to the fact
that PKC also plays a critical role in the formation and maintenance of memory [24,25], including
drug-induced memory [26]. However, it is not clear how PKC is activated, following the activation of
MOR, by morphine. Following are the possible mechanisms that follow from the MOR activation:

(i) MOR activation enables the Gβγ subunit to activate PLC which then would lead to PKC
activation [27],

(ii) MOR activation leads to an activation of a Gq-coupled receptor that, in turn, leads to PLCβ

activation, as seen in the case of M3 muscarinic receptor activation-mediated increase in the MOR
desensitization [28].

(iii) MOR activation leads to activation of the receptor-coupled and non-coupled tyrosine kinases,
which in turn lead to PLCγ activation.

(iv) MOR activation leads to the activation of a small G protein which would then activate PLCε and
subtypes of PLCβ and γ [29].

(v) MOR activation leads to activation of PI3K which then activates PKC.
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However, this last scenario has been shown to occur only in the case of atypical PKCs that are
insensitive to DAG [30]. In intestinal epithelial cells, MOR has been shown to activate PI3K, via Gβγ,
leading to a decrease in cell death [31]). Not much is also known about which PKC isoenzymes are
activated by morphine. A recent study with DRG neurons and HEK-293 cells that were overexpressing
MOR, showed that both PKCα and ε were activated at the plasma membrane within the first minute of
the receptor activation by morphine, and that this activation was sustained for at least 20 min. This was
specific to morphine, since MOR activation by DAMGO did not activate PKC, in this time frame. The
authors also demonstrated that PKCα was activated by Gβγ, and led to MOR phosphorylation at
specific sites, that restricted the plasma membrane localization of MOR and inhibited subsequent
nuclear activation of the extracellular signal-regulated kinase (ERK) [32]. Sequential activation of PKCα

and ε has been previously shown to be responsible for sustained ERK1/2 activation, upon ymechanical
stress [33]. If this also happens in the case of MOR activation by morphine, or whether both PKCs
are activated simultaneously, remains to be determined. Therefore, understanding the spatial and
temporal dynamics of the PKC signaling can help us elucidate the mechanisms that lead to MOR
desensitization, mediated by these kinases.

It is clear that PKC has an important role not only in receptor desensitization but also in inhibition
of receptor recycling [18,32]. One of the main features that distinguishes morphine from other potent
MOR agonists, such as DAMGO and fentanyl, is that morphine activates PKC signaling (and minimally
activates GRK), whereas, DAMGO robustly activates GRK which phosphorylates the receptor and
recruits β-arrestin, leading to a receptor endocytosis and recycling [32]. Even though PKC has been
demonstrated to be a key target in morphine-mediated receptor desensitization, the mechanism
by which PKC mediates this process is still not clear. Targeting PKC itself to decrease receptor
desensitization could be problematic, as PKC is involved in several processes, including mediating
immunological responses specifically against viral infections [34]. Thus, identifying PKC targets
can be useful in elucidating the signal transduction processes involved in MOR desensitization
and opioid-tolerance. MOR itself is a PKC target [35]. The carboxy-terminal tail of MOR contains
12 serine/threonine residues and two of them have the consensus sequence for phosphorylation
by PKC. Mutations of eleven of these phosphorylation sites (including the two PKC sites) led to
a functional receptor that was not desensitized or internalized, indicating that phosphorylation of
MOR is important for receptor recycling [36,37]. A possibility that MOR activation of PKC leads to
the phosphorylation of proteins other than the receptor, and that these PKC targets participate in
desensitization, has not been well explored [35,38,39]. In order to address this issue, we developed
a new strategy to identify the PKC interacting proteins/substrates within the context of an acute
morphine treatment. For this, we used an antibody that specifically recognizes the active state of cPKCs
(anti-C2Cat) [40]. Using this anti-C2Cat antibody, we immunoprecipitated active PKC-associated
proteins from Neuro-2A cells treated with acute morphine, and identified the associated proteins by
mass spectrometry. A number of proteins were identified, including a few known PKC targets.

In this article, we describe these proteins, discussing them in the context of pain mediated by nerve
growth factor (NGF) signaling. In nociceptive neurons, NGF has a central role in pain. Inflammation
leads to the release of NGF and activation of tropomyosin receptor kinase A (TrkA), a tyrosine kinase
coupled to the NGF receptor [41]. NGF-binding leads to TrkA dimerization, auto-phosphorylation
and subsequent binding and activation of PLCγ [42]. Amongst the several pathways activated by
TrkA, PLCγ activation causes DAG generation and opening of an ion channel, the transient receptor
potential cation channel subfamily V member 1 (TRPV1), a nonselective cation channel involved
in a variety of nociceptive processes and activated by several stimuli (including acidic pH, heat,
endocannabinoids, endogenous lipids, and capsaicin). Activation of TRPV1 causes a cation influx
followed by depolarization and pain [43]. PKA and PKC bind to AKAP79/150, and this complex can
then phosphorylate and activate TRPV1 [44] (Figure 1). One of morphine’s targets is TRPV1 (reviewed
in [45]). Blocking PKA-signaling by MOR, inhibits the TRPV1 channel activity and the TRPV1 active
multimer-translocation to the membrane [46]. Moreover, a cAMP analog, 8Br-cAMP, can reverse the
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opioid-mediated inhibition of TRPV1, in DRG neurons [47]. Furthermore, blocking TRPV1 decreases
morphine tolerance [48]. In DRG neurons and the spinal cord, TRPV1 and MOR are co-localized and
their expression increases, upon inflammation [48,49]. These observations suggest that TRPV1 [50]
and TrkA [51,52] could be drug targets for the development of non-opioid analgesics. Therefore,
understanding the interaction between morphine-mediated analgesia and TrkA mediated pain could
lead to the development of analgesics with lesser side-effects than the currently used drugs.

Figure 1. Schematic representation of the pathways that lead to pain through NGF-binding to TrkA.
Inflammation leads to the secretion of NGF that binds to TrkA, leading to receptor dimerization and
auto-phosphorylation, followed by PLCγ binding and activation. PLCγ cleaves inositol bisphosphate
(PtdIns(4,5)P2) to inositol (1,4,5) trisphosphate and DAG. DAG directly activates TRPV1 [43] and the
complex of PKC, PKA, and AKAP 79/150 that phosphorylates and also activates TRPV1 [42,44]).

2. Methods

2.1. Cell Culture

Mouse neuroblastoma (Neuro 2A) cell line was obtained from American Type Culture Collection
(Manassas, VA, USA) and maintained in DMEM high Glucose, supplemented with 10% fetal bovine
serum (FBS), penicillin/streptomycin [50 U/mL and 50 μg/mL, respectively, (Gibco-BRL®)], at 37 ◦C,
under 5% CO2.

2.2. Immunofluorescence

Neuro 2A cells were cultured on 13 mm glass coverslips, at 60% confluency, and treated with
50 nM PMA or 1 μM of Morphine or ATP for 1, 3, and 30 min. Cells were then fixed with 4%
PFA, permeabilized with Phosphate buffered saline (PBS), 0.1% Triton X-100. Next, the cells were
blocked in PBS, 0.1% Triton-X100, 1% normal goat serum, for 40 min, at room temperature. Cells were
subsequently incubated overnight at 4 ◦C, with anti-C2Cat serum [40], diluted 1:100 in blocking
solution, or anti PKCα (4 μg/mL, Santa Cruz Biotechnology®) and incubated for 1 h, at room
temperature (RT), with anti-rabbit conjugated to Alexa 555 (4 μg/mL), diluted as above. As a
negative control, secondary antibodies were incubated alone (without prior incubation with primary
antibodies) to assess the nonspecific-binding. Coverslips were mounted with Vectashield®/DAPI, and
Immunofluorescence staining was analyzed using a Leica DM6000 fluorescent microscope. The level of
fluorescence intensity from 12-15 images, for each condition, with an average of 60 cells per field, was
quantified using ImageJ® software and the amount of cPKC activity in each treatment was normalized
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to the control levels (fluorescence detected in unstimulated cells), which was set to 100. Statistical
analyses of ANOVA (Dunnett’s test) was done.

2.3. Western Blot

To analyze the cPKC expression in Neuro2A cells, cells were cultured in 25-cm2 flasks in DMEM
high Glucose, supplemented with FBS and antibiotics, until they reached 60% to 80% confluence.
The total cells were counted using a Neubauer chamber, to get 1 × 106 cells. The cells were then lysed
in Laemmli buffer, run on 10% SDS-PAGE, and the separated polypeptide chains were transferred to
nitrocellulose membranes, as described previously [40]. Membranes were incubated for 2 h, at RT,
with anti-PKCα, βI, βII or γ (0.4 μg/mL, Santa Cruz Biotechnology®), and anti-α-tubulin (1:5000,
Sigma-Aldrich®) as primary antibodies diluted in PBS/0.1% Tween-20, and 10% non-fat milk. Goat
secondary antibodies, anti-rabbit IgG, and anti-mouse IgG, conjugated to horseradish peroxidase
(GE Healthcare Life Science®), were diluted 1:1000 in PBS/0.1% Tween-20. For the negative control,
membranes were incubated with the secondary antibodies only (without prior incubation with primary
antibodies). Immunodetection was performed by chemiluminescence and the quantification was
performed using ImageJ® software.

2.4. Real-Time PCR

Total RNA was extracted from 1 × 106 Neuro 2A cells with TRIzol® (ThermoFisher Scientific,
Waltham, MA, USA), following the manufacturer’s instructions. cDNA was synthesized with
iScript cDNA synthesis kit (Bio-Rad®, Hercules, CA, USA). Real-time PCR reactions were performed
with the PowerUp SYBR® Green Master Mix (ThermoFisher Scientific) on a 7500 Real-Time PCR
System (Applied Biosystems, Foster City, CA, USA), using the reaction default parameters. Primers
used on the reactions were the following: PKCα Fwd: 5′CTGGAGAACAGGGAGATCCA3′,
Rev: 5′ ACTGGGGGTTGACATACGAG3′; PKCβI Fwd: 5′AGAAACTCGAACGCAAGGAG3′,
Rev: 5′CGAGAAGCCAGCAAACTCAT3′; PKCβII Fwd: 5′ AGAAACTCGAACGCAAGGAG3′,
Rev: 5′TCCTGATGACTTCCTGGTCA3′; PKCγ Fwd: 5′GGAAATTGCACCTCCTTTCA3′, Rev:
5′ACGAAGTCCGGGTTCACATA3′; GAPDH Fwd: 5′AGGTCGGTGTGAACGGATTTG3′, Rev:
5′GGGGTCGTTGATGGCAACA3′. Relative abundance of the transcripts was normalized by the
expression of the GAPDH gene and calculated with the equation: 220 − [Ct(PKC) − Ct(GAPDH)],
where 220 would be an arbitrary number of copies of GAPDH [53].

2.5. Cross-Linking Antibodies to Beads

The antibodies anti-C2Cat (5 μL) or pre-immune serum (5 μL) [40] were crosslinked to protein
G beads [(50 μL) (Invitrogen®)], for use in immunoprecipitation assays. Briefly, beads were washed,
by centrifugation, with 1 mg/mL BSA, in PBS. Anti-C2Cat (5 μL) or pre-immune serum (5 μL) were
incubated with 50 μL of packed volume of protein G beads, for 1 h at 4 ◦C. Antibody-bound beads were
washed with 1 mg/mL BSA, in PBS, and resuspended in PBS. Beads were incubated under rotation
with dimethylpimelimidate [(DMP) (Sigma®)] solution, freshly made up in 0.2 M triethanolamine,
with the pH readjusted to pH 8.2, for 30 min at RT. Subsequently, beads were washed with 0.2 M of
triethanolamine, in PBS, by incubation for 5 min, at RT, under rotation and then incubated twice with
an equal volume of DMP solution, for 5 min at RT, under rotation. The reaction was stopped by an
addition of an equal volume of 50 mM ethanolamine, prepared in PBS. After 5 min of incubation at RT
under rotation, the excess (non-bounded) antibody was removed by washing with 1M glycine pH 3.0,
and beads were resuspended in a PBS buffer.

2.6. Immunoprecipitation Assays and iTRAQ®

For the immunoprecipitation assays, Neuro 2A cells were cultured in 75-cm2 flasks, in DMEM high
Glucose supplemented with FBS and antibiotics, until they reached 60% to 80% confluence (containing
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approximately 5 × 106 cells). Neuro 2A cells were then treated with either saline or morphine (1 μM),
for 3 min, and lysed in PBS containing 1% Triton X-100, protease (Sigma-Aldrich®), and phosphatase
[PhosphoStop™ (Sigma®)] inhibitor cocktails, followed by three freeze–thaw cycles. Cells were
sonicated for 30 min, at 80 Hz (output), with a probe sonicator (Branson Sonifier 250). Cell lysates were
precleared with protein G beads, for 1 h at 4 ◦C, incubated with crosslinked antibody-bound beads,
overnight at 4 ◦C, and subsequently washed with PBS. Experimental triplicates of immunoprecipitated
proteins with anti-C2Cat from control (vehicle-treated) or morphine-treated cells were performed and
individual samples from the cells immunoprecipitated with pre-immune serum, in the presence or
absence of morphine, were prepared, totaling 8 samples. Proteins were eluted with 0.1 M glycine
pH 3.0 and subject to SDS-PAGE, followed by in-gel trypsin digestion. The resulting peptides
were subjected to 8-plex iTRAQ® (isobaric tags for relative and absolute quantitation), essentially,
as previously described [54]. Labeling was performed according to the manufacturer’s protocol, using
the following isobaric iTRAQ® tags: 113, 114, and 115 for saline-treated samples, immunoprecipitated
with anti-C2Cat, 116, 117, and 118 for morphine-treated samples, immunoprecipitated with anti-C2Cat,
119, and 121 for saline and morphine, respectively, both immunoprecipitated with pre-immune serum.
After that, the iTRAQ® labeled peptides from saline and morphine-treated samples were combined
and subjected to strong cation exchange liquid chromatography (SCXLC). Fractions containing the
labeled peptides were analyzed by RPLC-MS/MS on Obitrap Velos mass spectrometer. MS/MS
spectra were searched against UniRef 100 mouse database, using Mascot search engine. A total of 2889
unique peptides, corresponding to 956 proteins, were identified. Homologous protein redundancy
was reduced by Scaffold software (http://www.proteomesoftware.com/QPlus/ScaffoldQ+.html) to a
minimum. The false discovery rate was less than 1%. Each protein was identified with at least one
unique peptide, with FDR less than 1%.

To identify the proteins that preferably interacted more with cPKC, upon morphine treatment,
proteins were analyzed using the Scaffold software, as discussed in the results section and Figure 3D.
Further network analysis of PKC interaction proteins was performed using Strings (https://string-db.
org/) webtool. Immunoprecipitated proteins that interacted more with anti-C2Cat, in the presence of
morphine and PKCα, were analyzed for their interaction with each other, according to the following
criteria. (i) text mining, (ii) experiments, and (iii) databases. The analysis was performed with a
minimum confidence of 0.4. Seventeen proteins were shown to interact with PKCα, according to
these criteria, and a network of the interaction amongst these proteins was made. The analysis was
performed with a minimum confidence of 0.4.

3. Results

Previously, we have developed and characterized an antibody that preferentially recognizes
active cPKC. This antibody was used to study the spatial and temporal dynamics of active cPKC,
in SK-N-SH cells, activated by the DAG analog, Phorbol myristate acetate (PMA), or activated by ATP
and glutamate [40]. The anti-active state cPKC antibody was named anti-C2Cat, since this antibody
is directed towards an intramolecular interaction between the C2 and the catalytic domains of PKC
that occurs only in an inactive kinase, and thus the epitope recognized by the antibody was only
exposed upon activation [40]. Previously, we have used this antibody to immunoprecipitate cPKC from
breast cancer cell lines and found higher levels of active cPKC in a metastatic breast cancer cell line
(MDA-MB-231), compared to a non-metastatic cell line (MCF-7). We also, showed a significantly higher
level of active cPKC in metastatic, triple negative breast cancer samples, as compared to estrogen
receptor positive (ER+) samples [40].

In this study, we used anti-C2Cat to study the temporal dynamics of PKC activation, after
stimulation of Neuro 2A with morphine, ATP, and PMA. As can be seen in Figure 2, PKC was active
after 3 min of treatment, with 1 μM morphine, and its activation was faster (1 min) when ATP was used.
Treatment with PMA led to the PKC activation, by 1 min, and this was sustained for up to 30 min, after
treatment. Of the classical PKCs, PKCα was expressed the most, in Neuro2A cells, as seen in Figure 3A.
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cPKCs were detected, both, by real-time PCR and Western blot with isoenzyme specific antibodies.
Immunofluorescence with anti-PKCα antibodies, following treatment with 1 μM morphine, for 3 min,
detected an increase in PKCα at the cell membrane (indicative of active PKC) (Figure 3A, bottom).

Figure 2. Morphine and Phorbol ester triggered cPKC activation with anti-C2Cat. (A) Neuro-2A
cells were treated with 1 μM Morphine, ATP, or 100 nM PMA, for the indicated periods. Activators
were removed by washing with PBS and the cells were fixed for immunofluorescence analysis. cPKC
activation was performed using anti-C2Cat [40] as the primary antibody, and as a secondary antibody,
when conjugated with Alexa 568. (B) The level of fluorescence intensity was quantified using ImageJ®

software and the amount of cPKC activity, in each treatment, was normalized to the control levels
(fluorescence detected in unstimulated cells), which was set to 100. Results represent the average ± SD
of measurements from twelve to fifteen different images, for each condition, statistical significance was
determined by ANOVA–Dunnett’s test where *** represents p < 0.001 and ** represents p < 0.01.

To detect proteins and substrates with enhanced interaction with PKC, in response to MOR
activation by morphine, immunoprecipitation experiments with anti-C2Cat (and pre-immune serum
as a control) were performed with Neuro 2A cells, treated with and without 1μM morphine,
for 3 min (Figure 3B). Immunoprecipitated proteins were labeled by iTRAQ® and submitted to
mass spectrometry, as described in Methods. We identified 757 proteins, excluding putative and
uncharacterized proteins. Based on the quantitative data of the immunoprecipitated proteins (analyzed
using Scaffold 4 software), the following criteria were used to select proteins that exhibited enhanced
interaction with PKC, in response to MOR activation by morphine:

(i) To detect the proteins that interacted with active PKC upon morphine treatment, we eliminated
proteins that immunoprecipitated from cells not treated with morphine. Six hundred proteins
met this criterion (p ≤ 0.05, per t-test analysis) and these proteins exhibited a ratio of
≥2.5, when proteins immunoprecipitated from morphine-treated cells were compared with
vehicle-treated cells.
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(ii) To exclude proteins that bound non-specifically to the anti-C2Cat antibody, we eliminated
proteins that interacted with pre-immune serum in the presence of morphine. This reduced
the list to 557 proteins and these proteins exhibited a ratio ≥2.5, when proteins that were
immunoprecipitated by anti-C2Cat antibody were compared to proteins immunoprecipitated
with pre-immune serum (from cells treated with morphine).

(iii) To exclude proteins that interacted with PKC under basal conditions (absence of morphine),
we only considered proteins that had a ratio ≤1.0, when comparing proteins immunoprecipitated
with anti-C2Cat, to those with pre-immune serum, in vehicle-treated cells. This further reduced
the list to 434 proteins.

Figure 3. cPKC binding partners found in Neuro 2A cells that interacted more with anti-C2Cat,
upon treatment with 1 μM morphine, for 3 min. (A) cPKC expression in Neuro2A cells analyzed
by Real-time PCR (average of n = 3), and Western blot, with isoenzyme specific antibodies (top
panels), immunofluorescence of PKCα, in control or morphine-treated cells (1 μM morphine for 3 min),
white arrows indicate that PKCα was present in the membrane (indicative of PKC activation). (B) A
representative diagram of how the proteins that interacted more with anti-C2Cat, upon morphine
activation of MOR, were selected to eliminate non-specific binding (as discussed in the results section).
(C) Using Strings (https://string-db.org/), a network with 17 PKCα interacting proteins was created (as
discussed in the text). (1) Red lines indicate PKCα interacting proteins obtained from both experimental
data and text mining (proteins that were co-mentioned). (2) Green lines indicate proteins that were
co-mentioned. (3) Blue lines indicate putative homologs co-mentioned in other species. (D) A Heat
map indicating a quantitative analysis of the intensities of the peptides found for each of the 17 proteins,
which were found to interact more with anti-C2Cat, in the presence of morphine.

Of these, approximately 20% of the identified proteins were ribosomal proteins or proteins
involved with RNA processing and 20% involved in metabolism. We did not immunoprecipitate
PKC, because of limitations of mass spectrometry. However, when the immunoprecipitated proteins
were subjected to Western Blotting, using an anti-PKCα antibody, we found higher levels of PKCα

signal in the anti- C2Cat immunoprecipitate of cells treated with morphine (Supplementary Figure
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S1). Next, we used Strings (https://string-db.org/) software to generate a network of the anti-C2Cat
immunoprecipitated proteins, from cells treated with morphine; of these seventeen proteins were
shown to directly interact with PKCα (Figure 3C). As can be seen in this figure some proteins interacted
with each other, suggesting they could be in a complex of PKCα and associated binding proteins
(Figure 3D). Other proteins in the list also interacted with the known PKCα-binding proteins previously
identified, for example, eleven proteins have been previously reported to interact with the catalytic
domain of PKA (PRKACA), including the regulatory domain. Below we discuss the role for some
of these proteins in the context of the pain-signaling pathway, activated by the Nerve Growth Factor
(NGF) and the Tropomyosin Receptor Kinase A (TrkA).

A heat map shown in Figure 3D summarizes the relative quantification of the 17 proteins
immunoprecipitated with anti-C2Cat, from cells treated with morphine (and compares it to those
immunoprecipitated following vehicle treatment or immunoprecipitated with pre-immune serum
from morphine-treated cells). Data were analyzed using Scaffold 4 (Proteome Software, Inc.). It was
clearly seen that these 17 proteins interacted more with anti-C2Cat antibody i.e., active cPKC, upon
MOR stimulation with morphine, and that our strategy with activation-specific antibodies enriched
the PKC binding partners (Figure 3D).

Below, we discuss some of the identified PKCα interacting proteins, detected with the
anti-active-state specific cPKC antibody and a PKC substrate (neurogranin), previously validated in
the literature [55], that could be regulating spatial and temporal dynamics, in the context of TrkA and
MOR signaling.

3.1. Phosphatidylethanolamine Binding Protein 1 (PEBP1)

As discussed above, one of the main features that distinguish DAMGO from morphine is that
MOR activated by DAMGO leads to robust GRK activation, while MOR activated by morphine
activates PKC signaling, without significant GRK activation [32]. One of the mechanisms for this could
be through the Phosphatidylethanolamine-binding protein 1 (PEBP1) phosphorylation by PKC. PEBP1,
also known as Raf kinase inhibitory protein (RKIP), which inhibits Raf1-signaling and thus the MAPK
activation. PKC phosphorylates Serine 153 of PEBP1, leading to its dimerization, as dimerized PEBP1 is
known to interact with and inhibit GRK2 [56] (Figure 4). GRK2 phosphorylation of MOR was essential
for arrestin-binding and endocytosis [18,57]. Interestingly, non-phosphorylated PEBP1 has also been
shown to bind to δ-opioid receptors (DOR), and inhibit Gαβγ binding to DOR. Upon PKC activation,
phosphorylated PEBP1 binds to GRK2, enabling G αβγ-binding and signaling, via DOR [58].

3.2. Scaffolds (Annexin 6 and AKAP12) and PKA

Spatial dynamics of signaling pathways is essential to position proteins at specific subcellular
localizations. Adaptor proteins often mediate interactions between kinases and substrates, and help
create microdomains. Of these, we found two scaffolds that have been shown to interact with PKC,
annexin 6 [59], and AKAP12, also known as, Gravin, SSeCKS, or AKAP250 [60].

The role of PKC activation/inhibition of ERK by PEBP1 and Annexin 6 should be more carefully
examined. Annexin 6 binds Ras-GTPase activating protein p120GAP, leading to Ras-GDP and
consequently inhibiting ERK activation, besides being a scaffold protein for PKC [61]. Recently,
Halls and collaborators (2016) showed that the spatial and temporal dynamics of ERK-activation
is regulated by morphine versus DAMGO. They also showed that PKCα is a key player for this
regulation, since it inhibits the receptor translocation within the plasma membrane which triggers a
transient nuclear activation of the ERK, while sustaining cytosolic ERK-activation [32]. This study
suggests that modulators of ERK-signaling, such as PEBP1 and Annexin 6, should be analyzed within
the context of spatial-signaling, triggered by morphine.

AKAP12 is a PKA substrate and scaffold [62] that has been shown to interact with a β-adrenergic
receptor and mediate its phosphorylation and desensitization. AKAP12 is localized at the plasma
membrane and relocalizes to the cytoplasm, upon an increase in calcium in a PKC-dependent
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manner [60]. Indeed, we found AKAP12 and PKA (both regulatory and catalytic domains), interacting
with active PKC, upon morphine treatment. The redistribution of PKA, by AKAP12, to the cytoplasm,
upon PKC activation, could be a mechanism to inhibit the PKA membrane localization and the binding
of other AKAPS (such as 79/50). Whether AKAP12 interacts with PKC, at the membrane, and is
phosphorylated and relocalized to the cytoplasm, or whether PKCα relocalizes with AKAP12, upon
activation, remains to be investigated. Interestingly, both, PKC and PKA phosphorylate TRPV1,
at specific residues, increasing the channel activity and decreasing the threshold for channel activation
(reviewed by [63]). These phosphorylations only occur upon binding of the kinases, PKA and PKC,
to AKAP79/150 [44]. It is possible that morphine could not only be inhibiting the PKA activity through
Gαi, but could also be mediating PKA (regulatory and catalytic domains) redistribution via PKC,
and this should be further investigated.

Figure 4. Model of the signaling processes mediated by acute morphine, that lead to desensitization of
MOR and pain-relief, through inhibition of TRPV1. Morphine bound to MOR, leading to Gαi-mediated
inhibition of AC and Gbγ-mediated activation of PKC. PKC phosphorylated neurogranin bound
to calmodulin, calmodulin was then released and inhibited TRPV1. PKC phosphorylated PEBP1,
releasing it from Raf1. Phosphorylated PEBP1 dimerized, bound to, and inhibited GRK2, inhibiting
β-arrestin-mediated MOR endocytosis, leading to MOR desensitization. Active PKC bound to AKAP12,
leading to PKA relocalization to the cytoplasm, and inhibition of TRPV1 phosphorylation by PKC/PKA.

3.3. Neurogranin and Calmodulin

Neurogranin (Ng) is one of the few well-characterized PKC substrates, in the context of morphine
treatment [55]. Neurogranin is expressed in post-synaptic neuronal cell bodies and dendrites of the
hippocampus, amygdala, striatum, and olfactory bulb, and interacts both with Ca2+/calmodulin
dependent protein kinase II (CAMKII) and PKC, and has been shown to be a regulator of CAMKII
activity. At low levels of calcium, neurogranin binds Calmodulin (CaM), sequestering it and inhibiting
it from binding to CAMKII. An increase in cytosolic calcium releases Ng from CaM, enabling it to bind
to and activate CAMKII. Phosphorylation of neurogranin, by PKC, can also release CaM bound to Ng
and lead to CAMKII activation. Free CaM can also bind directly to TRPV1, and prevent AKAP79/
150 bound to PKC and PKA, from binding to TRPV1, consequently inhibiting the channel and causing
a decrease in pain sensation (Figure 4).

An increase in neurogranin phosphorylation and in CaMKII activity was observed in the
brains and spinal cord of opioid-tolerant mice [55]. Inhibition of neurogranin, through antisense
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oligodeoxynucleotides, decreased morphine dependence, and activation of CaMKII and of the
transcription factor cAMP response element-binding protein (CREB) [64]. Further, neurogranin
phosphorylation potentiates synaptic transmission and long-term potentiation (LTP) processes [65],
which are important for the development of opioid tolerance. Neurogranin is an important link
between PKC and CAMKII, which are two key proteins involved in the development of tolerance [55].

3.4. Morphine Inhibition of TrKA-Signaling Pathways via PKC

Signaling networks in the context of specific processes are complex and often involve cross-talk
between different pathways and receptors. As discussed above, besides activation of PKC by Gβγ, in Gι

coupled receptors, activation/sustained activation of PKC could possibly be mediated by subsequent
activation of Gαq coupled receptors, tyrosine kinases, and small G proteins via PLC activation [28,29]

In the context of morphine signaling, we proposed a cross-talk between MOR, PKC, TrkA,
and TRPV1, which is summarized below.

Upon inflammation, NGF is secreted and, via PLCγ, it activates TRPV1 leading to pain (Figure 1).
On the other hand, attenuation of pain by acute morphine administration leads to the following:

(a) Inhibition of PKA by Gαi.
(b) Transient activation of cPKC, initially via Gβγ. Sustained PKC activation, possibly of nPKCs,

could be mediated through other mechanisms discussed above.
(c) PKC-mediated phosphorylation of neurogranin, making CAM available to activate CAMKII and

to bind to TRPV1, and inhibit the channel and nociception.
(d) Displacement of PKC and PKA, through scaffold proteins, annexin 6, and AKAP 12, inhibiting

these kinases from binding to AKAP79/150 and activating TRPV1 (Figure 4).

In part, morphine-mediated desensitization could be due to the inhibition of endocytosis
and receptor recycling via β-arrestin. Phosphorylation of PEBP1 by PKC leads to localized
MAPK-activation and inactivation of GRK2, thereby, inhibiting MOR phosphorylation, internalization
by β-arrestin, and receptor recycling. Upon chronic morphine treatment, PKA was activated [45]
leading to an increase in NGF secretion [66]. PKC and PKA activation led to TRPV1 activation and
pain, these mechanisms should be further explored in future studies. Other mechanisms of PKC
activation upon chronic morphine exposure, such as EPAC-mediated PKCε activation, should also be
explored [67]. MOR activation, in fact, has been shown to cause a decrease in EPAC activation [68].

4. Concluding Remarks

Despite the fact that PKC plays a role in MOR desensitization, the exact role and mechanisms
that lead to receptor desensitization, via this kinase family, are still unclear. One of the reasons is the
difficulty in identifying kinase interaction proteins. Using an active-state specific PKC antibody we
identified proteins that interact with PKC upon MOR-activation and we discuss pathways that could
be activated by these PKC interacting proteins, in the context of acute morphine treatment. Future
studies will validate the proposed interactions. These proteins should be validated within the context
of pain, in animal models.

Pain is discussed in the context of TrKA and TRPV1 activation, and its attenuation by morphine.
Other cation channels involved in depolarization and pain could be affected in a similar manner.
Due to the opioid epidemic, it is important to integrate signaling pathways and understand the
molecular mechanisms involved in MOR desensitization, as this may lead to new strategies to modulate
morphine-signaling and decreasing tolerance. Mutations in TrKA lead to Congenital Insensitivity to
Pain with Anhidrosis (CIPA) [69,70], and a decrease in kinase activity observed in the naked mole rat
leads to a reduction in pain sensitivity [71]. Efforts to develop selective inhibitors, for both TRPV1 [50]
and TrKA [51,52], are underway. New and more specific therapeutic approaches towards pain can be
developed, upon understanding the molecular mechanisms of these signaling pathways.
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Supplementary Materials: The following are available online at http://www.mdpi.com/2227-7382/6/4/39/s1,
Figure S1: PKCα was immunoprecipitated with anti-C2Cat antibody following morphine treatment. Western blot
probing for PKCα in two of the three samples processed for protein quantification and identification experiments
by Mass Spectrometry, in the presence and absence of 1 μM Morphine for three minutes. No reactivity with anti
PKCα was found in samples immunoprecipitated with Pre-immune serum (data not shown).
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Abstract: Cocaine addiction is characterized by aberrant plasticity of the mesolimbic dopamine
circuit, leading to dysregulation of motivation to seek and take drug. Despite the significant toll that
cocaine use disorder exacts on society, there are currently no available pharmacotherapies. We have
recently identified granulocyte-colony stimulating factor (G-CSF) as a soluble cytokine that alters the
behavioral response to cocaine and which increases dopamine release from the ventral tegmental area
(VTA). Despite these known effects on behavior and neurophysiology, the molecular mechanisms
by which G-CSF affects brain function are unclear. In this study mice were treated with repeated
injections of G-CSF, cocaine or a combination and changes in protein expression in the VTA were
examined using an unbiased proteomics approach. Repeated G-CSF treatment resulted in alterations
in multiple signaling pathways related to synaptic plasticity and neuronal morphology. While the
treatment groups had marked overlap in their effect, injections of cocaine and the combination of
cocaine and G-CSF lead to distinct patterns of significantly regulated proteins. These experiments
provide valuable information as to the molecular pathways that G-CSF activates in an important
limbic brain region and will help to guide further characterization of G-CSF function and evaluation
as a possible translational target.

Keywords: cocaine; addiction; cytokine; neuroimmune; ventral tegmental area

1. Introduction

Pathological substance use disorders are a group of recalcitrant, relapsing and remitting conditions
that have deleterious effects on the patient, their family, and society at large. While there have
been attempts made to mitigate the prevalence of substance abuse disorders, the incidences of illicit
substance abuse and misuse has remained steady or increased since 1990 [1], and the economic burden
created by substance use disorders is tremendous with a societal cost of over 500 billion dollars per year
in the United States alone [2]. Of these conditions, pathological use of psychostimulants such as cocaine
and amphetamine account for a significant portion of the morbidity and mortality. However, there are
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currently no FDA-approved pharmacological treatments for cocaine use disorder [3,4]. Previous drug
discovery attempts in this arena have generally failed due to lack of efficacy, intolerable side effects, or
both [5–7].

In recent years there has been growing interest in the role that neuroimmune interactions play in
the development of psychiatric illness, including addictive disorders [8–10]. This raises the intriguing
possibility that targeting neuroimmune signaling pathways may be a viable translational treatment
strategy to reduce the persistence of pathological substance use disorders. Our lab recently discovered
granulocyte-colony stimulating factor (G-CSF) as a cytokine that is up-regulated both centrally and
peripherally after chronic cocaine treatment [11]. Peripheral injections of G-CSF potentiated the
development of locomotor sensitization, conditioned place preference, and self-administration of
cocaine, and blockade of G-CSF function in the mesolimbic dopamine system abrogated the formation
of conditioned place preference.

While the behavioral effects of G-CSF on cocaine-induced behavioral plasticity are known, the
cellular and molecular mechanisms underlying these effects remain to be identified. We have recently
found that acute treatment with G-CSF enhances release of dopamine from the ventral tegmental area
(VTA) into the nucleus accumbens (NAc) [12]. Previous work has found that the G-CSF receptor is
robustly expressed on dopamine expressing neurons of the midbrain [13,14]. G-CSF has been found
to be a potent neurotrophic and neuroprotective factor in response to stroke or other insults [15–17].
Importantly, G-CSF is also neuroprotective in the midbrain where treatment with G-CSF reduces
neuronal death in the MPTP model of Parkinson’s disease [18]. Additionally, within these midbrain
neurons, G-CSF has been found to induce activity of the immediate-early gene Cfos and acute treatments
upregulate tyrosine hydroxylase—the rate limiting step in dopamine synthesis [13]. Moving forward,
it will be critical to determine the molecular signaling cascades that control the effects of G-CSF
on behavior.

Given the known effects of G-CSF within the midbrain and the importance of the VTA in the
development and persistence of substance use disorders [19,20] we characterized the effect of G-CSF
and its interaction with cocaine on the proteomic makeup of the VTA. Via an unbiased quantitative
proteomics approach, we identified and characterized the regulation pattern of more than two thousand
proteins in the VTA. We found that G-CSF treatment on its own regulated many of the same signaling
pathways that are regulated by cocaine and induced numerous factors important for neurite and
dendritic spine plasticity. Specifically, we found significant regulation of proteins predicted to be
downstream from Fragile X mental retardation (FMRP) and mammalian target of rapamycin (mTOR).
Additionally, we report multiple intracellular signaling cascades that are differentially regulated by
combined cocaine and G-CSF treatment, suggesting future targets for study on the effects of G-CSF on
the behavioral response to cocaine.

2. Materials and Methods

2.1. Animals and Drug Treatments

Male C57BL/6J mice (7 weeks old ~20–25 g; Jackson Laboratories, Bar Harbor, ME, USA) were
housed in the animal facilities at Icahn School of Medicine at Mount Sinai. Mice were maintained on a
12:12 h light/dark cycle with lights on at 0700 and lights off at 1900. Mice had food and water available
ad libitum throughout the experiments. Drug treatments were performed in a 2 × 2 design with the first
group receiving phosphate buffered saline vehicle, followed by saline (PBS/Sal), the second group was
injected with G-CSF 50 μg/kg (GenScript Biotech, Piscataway, NJ—G-CSF/Sal) followed by saline, the
third group was injected with PBS followed by cocaine hydrochloride 7.5 mg/kg (NIDA—PBS/Coc),
and the fourth group with both G-CSF and cocaine (G-CSF/Coc). Injections were performed once
daily for 7 days and the animals were euthanized 24 h after the final injection. All animals were
maintained according to the National Institutes of Health guidelines in Association for Assessment
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and Accreditation of Laboratory Animal Care accredited facilities. All experimental protocols were
approved by the Institutional Animal Care and Use Committee at Mount Sinai.

2.2. Protein Preparation

For each mouse the VTA was dissected from fresh tissue on ice using a reference brain atlas and
anatomical landmarks to guide dissection. Tissue from each animal was then sonicated into 50 μL of
ice-cold RIPA buffer (50 mM Tris [pH 8.0], 1 mM EDTA, 1% Triton X-100, 0.1% sodium deoxycholate,
0.1% SDS, 110 mM NaCl & Halt Protease and Phosphatase Inhibitor Cocktails [Fisher]). Protein
concentrations were determined by Bradford colorimetric assay according to manufacturer protocols
(Thermo Fisher, Waltham, MA, USA). For these analyses tissue from individual animals was used as
distinct data points. There was no pooling of samples between animals other than to make the master
mix for cross-assay normalization as described below.

2.3. Tandem Mass Tag (TMT) Labeling

TMT samples were prepared according to the manufacturer’s instructions. Briefly, 50 μg proteins
per condition were reduced by incubating the samples with TCEP (tris(2-carboxyethyl)phosphine)
at 55 ◦C for 1 h and alkylated by incubating with iodoacetamide at room temperature in the dark
for 30 min. The proteins were precipitated by the acetone precipitation, resuspended in 25 mM
Triethyl ammonium bicarbonate (TEAB) and digested with trypsin at 37 ◦C overnight. The peptide
concentrations of the tryptic digests were measured by Amino Acid Analysis method using a Hitachi
L-8900 Amino Acid Analyzer. Equal amount (30 μg) of peptides were labeled with TMT reagents from
the TMT-10plex kit (ThermoFisher Scientific). The samples were labeled by distributing them into two
experimental groups. Each TMT experimental setup has two TMT tags (126 and 129N) that labeled the
two pooled samples, which were created by collecting and combining an equal amount of peptides
from each sample. The pooled samples served as a global internal standard for normalizing the data
across the two experimental setups and is henceforth referred to as the Master Mix. The remaining
8 TMT reagents in each experimental setup were used for labeling the two biological replicates for
each of the four conditions. The TMT labels carried by each sample and the mixing design is shown in
Figure 1B. For labeling, the peptides were incubated with TMT reagents for 1 h at room temperature.
The labeling reaction was quenched by adding 5% hydroxylamine to the sample and incubating
for 15 min. Before combining the labeled samples for mass spectrometry analysis, an aliquot was
combined and analyzed by LC-MS/MS to ensure the labeling was complete and also that the mixing
generated a ratio of 1. Eventually, all ten labeled samples were combined and fractionated offline by
high pH reversed-phase fractionation.

Figure 1. Experimental design and validation. (A) Animals were injected with ± G-CSF
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(50 μg/kg) ± Cocaine (7.5 mg/kg) a 2 × 2 design. Injections were done once daily for 7 days and
animals sacrificed 24 h after the final injection and the VTA dissected out for analysis. (B) To allow
for significant power, two runs of the TMT 10-plex were run with two samples from each group per
run (total 4/group) with a mix comprised of an equal amount of each sample run as a Master Mix run
to allow normalization between runs. Median intensity values of actin, which was not significantly
changed in any group show near complete overlap (C) whereas Mecp2 shows increase in all non-saline
groups with the expected change in median intensity (D).

2.4. High-pH Reversed-Phase C18 Peptide Fractionation

High-pH reversed-phase C18 peptide fractionation was performed on an ACQUITY UPLC
H-class system (Waters Corporation, Milford, MA, USA) on ACQUITY UPLC BEH C18 column,
1.7 μm, 2.1 mm × 50 mm. Elution was performed at a flowrate of 0.4 mL/min using a gradient of
mobile phase A (10 mM ammonium acetate) and B (10 mM ammonium acetate in 90% acetonitrile).
The gradient extended from 2% to 37% mobile phase B in 17.6 min and then to 75% mobile phase
B in another 8.8 min. The collected pooled 10 fractions were dried in a speed-vac centrifuged and
reconstituted in buffer A (0.1% formic acid in water); 400 ng digests from each fraction were used for
reversed-phase liquid chromatography-tandem mass spectrometry (RP-LC-MS/MS/MS) analysis.

2.5. SPS-MS3 TMT Data Acquisition on an Orbitrap Fusion Tribrid Mass Spectrometer

RP-LC-MS/MS/MS was performed using a nanoACQUITY UPLC system (Waters Corporation,
Milford, MA, USA) connected to an Orbitrap Fusion Tribrid (ThermoFisher Scientific, San Jose, CA,
USA) mass spectrometer. After injection, samples were loaded into a trapping column (nanoACQUITY
UPLC Symmetry C18 Trap column, 180 μm × 20 mm) at a flowrate of 5 μL/min and separated with
a C18 column (nanoACQUITY column Peptide BEH C18, 75 μm × 250 mm). The compositions of
mobile phases A and B were 0.1% formic acid in water and 0.1% formic acid in acetonitrile, respectively.
Peptides were eluted with a gradient extending from 6% to 20% mobile phase B in 120 min and then to
40% mobile phase B in another 50 min at a flowrate of 300 nL/min and a column temperature of 37 ◦C.
The data were acquired with the mass spectrometer operating in a top speed data-dependent mode
with multinotch synchronous precursor selection (SPS)-MS3 scanning for TMT tags. The full scan was
performed in the range of 380–1580 m/z at an Orbitrap resolution of 120,000 at 200 m/z and automatic
gain control (AGC) target value of 2 × 105, followed by selection of ions above an intensity threshold
of 5000 for collision-induced dissociation (CID)-MS fragmentation in the linear ion trap with collision
energy of 35%. The isolation width was set to 1.6 m/z. The top 10 fragment ions for each peptide MS2
were notched out with an isolation width of 2 m/z and co-fragmented with higher-energy collision
dissociation (HCD) at a collision energy of 65% to produce MS3 scans which were analyzed in the
Orbitrap at a resolution of 60,000.

2.6. Protein Identification and Quantification

Raw data from the Orbitrap Fusion were processed using Proteome Discoverer software (version
2.1, ThermoFisher Scientific, San Jose, CA, USA). MS2 spectra were searched using Sequest HT
which was set up to search against the SwissProt mouse database (downloaded on 06292017). The
search criteria included 10 ppm precursor mass tolerance, 0.6 Da fragment mass tolerance, trypsin
enzyme and maximum missed cleavage sites of two. Static modification included carbidomethylation
(+57.02146 Da) on cysteine and TMT labels (+229.16293 Da) on lysine and peptide N-terminus.
Dynamic modifications included oxidation (+15.99492 Da) on methionine, deamidation (+0.98402
Da) on asparagine and glutamine, and acetylation (+42.01057 Da) on protein N-terminus. Peptide
spectral match (PSM) error rates were determined using the target-decoy strategy coupled to Percolator
modeling of true and false matches [21]. Reporter ions were quantified from MS3 scans using an
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integration tolerance of 20 ppm and the most confident centroid as the integration method in the
Reporter Ions Quantifier node.

2.7. Mass Spec Data Analysis

Scaffold Q+ (version Scaffold_4.8.5, Proteome Software Inc., Portland, OR, USA) was used for
label-based TMT10-plex quantitation of peptide and protein identifications. Peptide identifications
were accepted if they could be established at greater than 95.0% probability by the Scaffold Local
FDR algorithm. Protein identifications were accepted if they could be established at greater than
99.0% probability and contained at least 2 identified peptides. Peptide probabilities were calculated by
the Scaffold Local FDR algorithm, and protein probabilities were assigned using the Protein Prophet
algorithm [22]. Proteins identified with fewer than two peptides were excluded from quantitation.
Proteins sharing redundant peptides were grouped into clusters. Normalization was performed
iteratively (across samples and spectra) on intensities, as previously described [23]. After setting
the minimum dynamic range to 5%, removing spectra that were missing a reference value and
those that arose from degenerate peptides that match to more than one protein, the remaining
log-transformed spectra were weighted by an adaptive intensity weighting algorithm. Of 71,507
spectra in the experiment, 59,861 (84%) met the threshold criteria and were included in quantitation.
Statistical testing was performed using uncorrected Student’s t-test between groups. p-values < 0.05
were considered statistically significant. Volcano plots were created using GraphPad Prism version
7 (La Jolla, CA, USA). Pathway analyses to determine specifically regulated pathways were created
using Ingenuity Pathway Analysis software from Qiagen. The network diagrams depicted in Figure
3 were created using significantly regulated proteins from our dataset that were predicted to be
directly downstream of the hub genes, and then up to 5 genes predicted to be downstream of each
of those was added to the outer layer. There were no additional filters applied. Predicted targets
downstream from activity-dependent transcription factors was performed using the Enrichr analysis
suite (http://amp.pharm.mssm.edu/Enrichr/). Full methodology for the Enrichr analyses is described
in detail in the original Chen et al. paper [24]. Heatmaps were created using the freely available
Morpheus software from the Broad Institute (https://software.broadinstitute.org/morpheus).

2.8. Western Blot Analysis

For Western blot analysis animals were treated identically to those above, and VTA tissue was
fresh dissected and frozen on ice until further processing. Samples were thoroughly sonicated into
SDS lysis buffer (1% SDS, 50 mM Tris [pH 8.0], 130 mM NaCl, 5 mM EDTA, 50 mM NaF, 1 mM
PMSF, protease and phosphatase inhibitor cocktails from ThermoFisher) according to previously
published procedures [25]. Sample concentrations were determined using a Bradford colorimetric
assay (ThermoFisher) according to manufacturer protocols, and 10μg of protein was run on a 4–12%
gradient gel. Proteins were transferred to PVDF membranes using standard techniques. Membranes
were blocked using LiCor blocking buffer with TBS based mixed 1:1 with standard TBS for one hour at
room temperature. Primary antibodies were incubated with mixing at 4 ◦C overnight with constant
agitation. Primary antibodies used were tyrosine hydroxylase (AbCam #ab112, 1:1000), Mecp2 (Cell
Signaling #3456, 1:1000) & actin (Cell Signaling #3700, 1:10,000). Membranes were washed with TBS +
Tween-20 before incubation with secondary antibodies raised against the appropriate species (LiCor,
1:10,000) for one hour at room temperature. Membranes were then washed with TBS + Tween-20,
rinsed with TBS without Tween, and imaged using a LiCor Fluorescent imager. Image quantification
was performed using freely available ImageJ software. Representative images shown in Figure 8 were
flipped horizontally to achieve representative bands in the correct order but were not otherwise altered
or retouched.
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3. Results

3.1. Experimental Design

We have previously demonstrated that peripheral injections of G-CSF alter gene expression in
the NAc in response to cocaine [11]. More recently, we have identified G-CSF as a potent regulator of
dopamine release from the VTA into the NAc [12]. These data lead us to the hypothesis that G-CSF may
be inducing changes in VTA function that lead to downstream alterations in neuronal responsiveness
in the NAc. To assess the effects of G-CSF alone and in combination with cocaine a 2 × 2 experimental
design was utilized in which animals were being injected with vehicle, G-CSF (50 μg/kg), cocaine
(7.5 mg/kg), or both—with the appropriate additional vehicle controls (Figure 1A). Animals received
7 daily injections as this treatment paradigm leads to significant alterations of important synaptic
plasticity pathways and protein changes [26].

To allow for sufficient power to detect protein changes in a complex mixture using this 2 × 2
experimental design, two parallel runs were performed utilizing the TMT-10-plex labeling method as
described in the Methods section. To allow for quantitative comparisons between the two runs we
pooled an equal amount of each of the experimental samples and ran it in duplicate as the “Master
Mix” in each run (Figure 1B). This allowed for a standard for normalizing protein expression between
runs and allowed for an N of 4 for each experimental group in the discovery proteomics analysis.
Figure 1C,D provides examples of median intensity plots for a regulated (MeCP2, Figure 1D) and
non-regulated (Actin, Figure 1C) protein. In Figure 1C the median intensity values for actin-derived
peptides are presented with the colored-in peaks representing the median Log2 normalized intensity,
and the corresponding lines representing the full range. All groups including the master mix show
alignment of their median intensities. In Figure 1D we provide an example of a protein that was shown
to be up-regulated relative to Saline in all other treatment groups, Mecp2. The median intensities of
the other treatment groups are increased relative to that of Saline. Additionally, within this group
the median intensity of the Master Mix is shifted towards the up-regulated groups but is somewhat
downshifted compared to the three experimental conditions, suggesting that the lower levels of Mecp2
in the saline samples caused a shift in the Master Mix graph, as would be expected.

3.2. Proteomic Effects of G-CSF in the VTA

For our initial analyses we queried the effects of chronic G-CSF alone on the VTA proteome. While
the G-CSF receptor has been shown to be robustly expressed in the midbrain [27,28], there has not yet
been a detailed molecular analysis of the effects of chronically increased G-CSF signaling. Figure 2A
is a volcano plot of the fold-change and p-value of regulation for each protein that was detected in
the proteomics analysis. There were 2353 reliably detected proteins, 475 met a threshold of p < 0.05
when the normalized mean intensity of detected peptides was compared to those from the saline
group (colored dots on volcano plot). Of these 475, we found that 121 were down-regulated and 354
were up-regulated, suggesting that repeated treatment with G-CSF was more likely to upregulate
protein networks in the VTA. To look more stringently at proteins that were regulated by repeated
G-CSF, we identified proteins that were up or down-regulated by more than 20%. By applying this
criterion, we identified 184 proteins 51 were down-regulated and 153 were up-regulated (green dots on
volcano plot). A full list of proteins significantly regulated by G-CSF with corresponding fold-change
information and p values is available as Table S1.
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Figure 2. G-CSF regulated proteins and signaling pathways. (A) Volcano plot demonstrating proteins
in the G-CSF group relative to saline controls with Log2 Fold change on the x-axis and Log10 p value
on the y-axis. Proteins that were significantly changed with a nominal p value of <0.05 are represented
by blue dots, and those with a ±20% change and a p < 0.05 are represented by green dots. Ingenuity
pathway analysis demonstrated that amongst the significantly regulated proteins there were multiple
canonical signaling pathways that were found to be down-regulated (B) as well as up-regulated
(C) relative to saline controls.

It should be noted that the primary purpose of these experiments was to gain further insight
into the effect of G-CSF on the proteomic landscape of the VTA, and to identify important signaling
networks for future more mechanistic studies into the effects of G-CSF in the brain. Given this, and that
our study was not powered to allow for statistical correction of multiple tests, uncorrected p values
were utilized in this figure and throughout the manuscript. Additionally, all proteins that were found
to be significantly regulated were included in subsequent pathway and network analysis, regardless of
the fold change. While this methodology may bias reported results towards an increased number of
false positives, we feel that it is appropriate for a discovery analysis such as this one.

To provide a context for how these large-scale protein changes induced by G-CSF might be
affecting neuronal function in the VTA we analyzed the subset of proteins found to be significantly
regulated to look for changes in intracellular signaling networks. Analysis of canonical signaling
pathways identified multiple that were significantly up or down-regulated (Table 1 and Figure 2B,C).
Among the seven most significantly down-regulated pathways (Figure 2B), there were multiple that
relate to signaling downstream of cyclic-adenosine monophosphate (cAMP)—a second-messenger
signaling system heavily implicated in response to drugs of abuse [20]. We see down-regulation
specifically of the cAMP-mediated signaling pathway, the protein kinase A (PKA) signaling pathway
which is downstream of activated cAMP, and the CREB1 signaling pathway. When looking at pathways
that were significantly upregulated (Figure 2C) we see increases in pathways related to transcriptional
and translational control. This includes marked increases in the eukaryotic initiation factor 2 (EIF2)
pathway which is critical for the initiation of translation from mRNA to protein [29]. Furthermore,
sirtuin and granulocyte-macrophage colony stimulating factor (GM-CSF) are also increased. Sirtuins
are a class of histone deacetylase enzymes and changes in their function have previously been shown
to be important for behavioral response to cocaine and opiates [30,31]. GM-CSF is another colony
stimulating factor molecule that shares some signaling pathways with G-CSF, and this increase in this
signaling pathway may be due to the overlap in the signaling between the two sets of proteins.
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Table 1. Canonical signaling pathways altered by G-CSF treatment. Ingenuity pathway analysis of
proteins significantly altered by repeated G-CSF treatment reveals multiple signaling networks that are
up and downregulated.

Ingenuity Canonical Pathways −log(p-value) z-score

Downregulated cAMP-mediated signaling 2.95 −2.183
Protein Kinase A Signaling 6.62 −1.347
nNOS Signaling in Neurons 3.2 −1.342
Chemokine Signaling 4.48 −1.265
Opioid Signaling Pathway 6.77 −0.816
Synaptic Long-Term Potentiation 4.1 −0.577
CREB Signaling in Neurons 3.37 −0.577
RhoA Signaling 2.56 −0.333
Dopamine-DARPP32 in cAMP Signaling 2.83 −0.277

Upregulated Oxidative Phosphorylation 3.78 3.317
EIF2 Signaling 5.19 2.111
Ephrin B Signaling 3.24 1.667
Noradrenaline/Adrenaline Degradation 2.87 1.342
Sirtuin Signaling Pathway 3.07 1.265
Tryptophan Degradation 4.93 0.816
Actin Cytoskeleton Signaling 3.15 0.775
Thrombin Signaling 3.4 0.535
GM-CSF Signaling 3.28 0.378
14-3-3-mediated Signaling 3.93 0.333
Neuropathic Pain Signaling in Dorsal Horn
Neurons 3.07 0.302
Calcium Signaling 3.46 0.277

Given that G-CSF signals through multiple intracellular signaling pathways the data were also
analyzed to identify key signaling molecules that might serve as signaling hubs upstream of proteins
regulated by G-CSF. These analyses provide information on the specific intracellular signaling networks
driven by effects of G-CSF in the VTA. Ingenuity Pathway Analysis (IPA) revealed multiple key
regulators predicted to be upstream of proteins regulated by G-CSF as shown in Table 2. The top
protein predicted to be an upstream regulator of proteins altered by G-CSF was fragile X mental
retardation protein (FMRP), a key protein in translation initiation and the site of the most common
mutation seen in Fragile X syndrome. Based on these analyses it was estimated that at least 26 of
the proteins that were altered with chronic G-CSF treatment are known to be downstream of FMRP.
The data from these samples was used to create a network diagram of all proteins significantly regulated
by G-CSF that were predicted to be downstream of FMRP were added. To show the complexity of this
network, up to 5 downstream targets of each of the proteins directly downstream of FMRP. This is
displayed as a network diagram in Figure 3A. This analysis revealed a total of 157 G-CSF regulated
proteins (37 down-regulated and 120 up-regulated—p values and fold change values in Table S2) are
predicted to be downstream of FMRP.
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Table 2. Predicted upstream regulators of G-CSF affected proteins. Data from Ingenuity Pathway
Analysis predicting the regulator genes with the greatest influence on significantly regulated proteins
from animals treated with daily G-CSF.

Master
Regulator

Molecule Type Participating Regulators
Activation

z-score
p-Value Direct Targets

FMR1 Translation
Regulator Akt1, FMR1, MAPT, MTOR 1.4 7.83 × 10−14 26

MMP9 Peptidase AKT1, FMR1, GRIN1, MAPT, MMP9,
MTOR

−1.8 1.51 × 10−13 25

CDK5 Kinase CDK5, FMR1, MAP2, MAP2K1, MAPK1,
MAPT, MTOR, RPS6KB1, STAT3, TRPV1 −0.78 1.49 × 10−10 25

SLC6A3 Transporter CDK5, GSK3B, MAP2, MAP2K1, MAPK10,
MAPT, MTOR, RPS6KB1, SLC6A3 1.09 3.76 × 10−10 21

EGR1 Transcription
Regulator

CDK5, EGR1, GSK3B, MAP2, MAP2K1,
MAPK10, MAPT, MTOR, RPS6KB1 −1.34 1.05 × 10−9 20

Figure 3. Key upstream regulators of proteins altered by G-CSF. From the proteins identified as
significantly altered by repeated G-CSF treatment, we used IPA analysis to identify key upstream
regulators. Two of the most robust were FMRP (A) and mTOR (B). These dendrograms represent all
proteins that were significantly changed in this dataset that are predicted to be directly downstream
of these regulators, and those that are predicted to be directly downstream of those (two degrees
of regulation). Proteins visualized in red are significantly increased, and those in green were
significantly decreased.

While FMRP was predicted to be the top upstream regulator of G-CSF-altered signaling networks,
it was also noted in our analyses that mTOR was the only protein that was predicted to be a
participating regulator in each of the top master regulatory networks identified. Given its apparent
broad involvement in those proteins that were regulated by prolonged G-CSF exposure, a network
diagram of significantly regulated proteins from our dataset that would be predicted to be downstream
of mTOR and its direct effectors was created. This is illustrated in Figure 3B, and from these analyses
we see that 101 proteins predicted to be downstream of mTOR are significantly regulated by chronic
G-CSF treatment (18 down-regulated, 83 up-regulated—p values and fold change values in Table S3).

Examination of the most significantly regulated disease and function changes predicted by IPA in
the G-CSF treated samples revealed networks related to changes in neuronal morphology, with the most
significantly regulated network being “Morphology of Neurons” (p = 1.22 × 10−13). The significantly
regulated proteins belonging to this network are illustrated according to their predicted subcellular
distribution in Figure 4—which demonstrates that G-CSF had significant effects on nuclear, cytosolic
and cell membrane proteins known to affect the morphological structure of neurons. In sum this
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network of significantly regulated proteins was comprised of 64 proteins 23 down-regulated and 41
up-regulated (p values and fold change values in Table S4).

Figure 4. Drivers of neuronal morphology affected by G-CSF. IPA analysis of the most significantly
altered cellular functions following G-CSF treatment revealed that proteins involved in altering
neuronal morphology were significantly changed. This diagram shows all significantly regulated
proteins predicted to be involved in affecting neuronal morphology, and their corresponding predicted
subcellular distribution. Proteins visualized in red are significantly increased, and those in green were
significantly decreased.

3.3. Interaction Effects of G-CSF & Cocaine in the VTA

Following the analyses of G-CSF treated animals, the effects of cocaine and the combination of
cocaine and G-CSF on VTA proteomics were examined (Figure 1A). Cocaine treatment significantly
altered 422 with an uncorrected p value of <0.05 (Figure 5A—blue dots). Of these, there were 152 that
also exhibited a >20% increase or decrease in expression from the saline group (Figure 5A—green dots).
Treatment with a combination of G-CSF plus cocaine resulted in 327 proteins that were significantly
regulated, 99 of which were increased or decreased by 20% or more compared to saline treatment
(Figure 5B). Combination treatment of G-CSF plus cocaine significantly altered 195 proteins, 63 of
which were up or down-regulated more than 20% compared to cocaine alone (Figure 5C). A list of all
significantly regulated proteins from each pairwise comparison is available as Table S1.
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Figure 5. Changes in VTA protein expression in cocaine-treated groups. Volcano plots of proteins in
the Cocaine (A) and Cocaine + G-CSF (B) groups relative to saline controls. Log2 Fold change on the
x-axis and Log10 p value on the y-axis. Proteins that were significantly changed with a nominal p value
of <0.05 are represented by blue dots, and those with a ±20% change and a p < 0.05 are represented by
green dots. (C) Demonstrates the changes in the Cocaine + G-CSF group relative to the Cocaine group.
Proteins with a nominal p value of <0.05 are represented by turquoise dots, and those with a ± 20%
change and a p < 0.05 are represented by red dots.

Analysis of all proteins that were regulated compared to saline revealed that there was
considerable overlap in changes in protein expression between the groups, but also significant subsets
of proteins that were only regulated by one treatment group. Treatment with G-CSF only had the
highest number of uniquely regulated proteins (Figure 6A). A breakdown of all proteins in each
segment of the Venn diagram is available as Table S5. To further illustrate the differential expression
patterns between the treatment groups we measured the mean fold saline expression level of all
significantly regulated proteins (N = 789 unique proteins) relative to saline controls. Expression levels
were then z-score normalized and sorted using k-means clustering (k = 5, Figure 6B). Functional
characterization of these protein clusters will be the subject of future analyses.

As was done for the G-CSF only group, we also performed IPA analysis of the two cocaine
treatment groups to identify canonical signaling pathways that were altered compared to Saline.
The p values of nine of the most significantly regulated pathways are presented in Figure 7A. These
analyses demonstrate that there is indeed a good degree of commonality in the regulated proteins
in all three treatment groups compared to the control group. Notably, the tryptophan degradation
pathway was significantly regulated in the G-CSF and in the G-CSF + Cocaine groups, but not in the
cocaine only group. Full data for these pathways with regulated protein lists and directional z-scores
are available as Table S6.
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Figure 6. Comparison of significantly-regulated proteins between all treatment groups. (A) Venn
diagram demonstrating overlap and differences of proteins changed between the three treatment
groups relative to saline controls. (B) Heatmap visualization of the 789 proteins that were significantly
regulated in any treatment group demonstrates clusters of proteins that are differentially affected based
on the three treatment groups. K-means clustering (k = 5) used to create heatmap of z-scored mean
fold-change from saline.

Figure 7. Canonical pathways regulated in all groups and predicted transcription factors of upregulated
proteins. (A) Ingenuity Pathway Analysis software was used to compare significantly altered canonical
signaling pathways amongst all treatment groups. The height of the bars represents the statistical
strength of the change but does not represent directionality of change. Directional data available in
Table S6. (B) Using Enrichr software we identified transcription factors with the highest predicted
number of targets in our datasets. This graph demonstrates the calculated transcription factor (TF)
prediction score for the three chosen transcription factors. Significantly regulated targets are available
in Table S9.
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Further pathway analyses was performed utilizing Gene Ontology enrichment analysis
(geneontology.org) to assess for specific molecular functions altered in each treatment group relative
to Saline controls [32–34]. For these analyses, only the upregulated proteins from each treatment
group were included. The top 12 significantly regulated molecular processes (as defined by lowest
FDR-corrected p value) from each treatment group are presented in Table 3. Similar to what was seen
with the IPA analyses, we found that 7/12 predicted changes in molecular function were common
amongst the three treatment groups. The full list of all significantly changed molecular function
pathways is available as Table S7 and the full list of all significantly regulated cellular component
pathways is available as Table S8.
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Given the substantial number of proteins altered in all treatment groups, analyses were performed
to determine which transcription factors were predicted to be affecting the largest number of proteins in
the samples. To do this, all of the proteins that were up-regulated relative to saline in each group were
uploaded to the Enrichr software package (freely available: http://amp.pharm.mssm.edu/Enrichr/).
Using inputs from an exhaustive list of published studies, this software predicts the transcription
factors most likely to be upstream of regulated proteins and provides a transcription factor prediction
score [24]. Based on this, the transcription factors likely to be responsible for the most changes in each
group were identified. For these analyses focus was placed on two transcription factors that achieved
statistically significant prediction value for each of the three treatment groups, as well as CREB1 which
was significantly regulated only in the G-CSF group, but which has been broadly implicated in the
neurobiology of addiction [35,36]. These analyses predicted the E2F1 transcription factor to be the
strongest regulator of proteins in the G-CSF group, but is also a significant driver of transcription in
the other two experimental groups (Figure 7B and Table S9). A similar pattern is seen for both Atf2
and CREB1. While not yet conclusive, these analyses identify potential hub molecules that are driven
by G-CSF signaling to induce neuronal and potentially behavioral plasticity.

3.4. Protein Validation

Due to the relatively small sample size (N = 4) of each of the treatment groups and the relatively
large number of proteins defined as significantly regulated by various treatments, we performed
experiments to validate the scale and directionality of change of some key regulated proteins. For these
analyses we chose tyrosine hydroxylase, the rate limiting enzyme in dopamine synthesis, and a protein
predicted to be significantly decreased in all three treatment groups. We additionally examined changes
in Mecp2, a methyl-DNA binding protein that has been shown to be important in numerous aspects of
neuronal and behavioral response to cocaine [37,38], and which was predicted to be increased in all
three treatment groups in our mass spec analyses. For these experiments animals received the same
treatments as in Figure 1 and protein levels in the VTA were examined with quantitative Western
blot analysis.

Analysis of tyrosine hydroxylase levels demonstrated changes similar in magnitude to those
that were reported with the initial analyses. Two-way ANOVA demonstrated a main effect of G-CSF
(F(1,20) = 11.63; p = 0.003) and a significant G-CSF x cocaine interaction (F(1,20) = 7.612; p = 0.012) but
no main effect of cocaine (F(1,20) = 0.202; p = 0.66). Post-hoc analyses (Fisher’s LSD) demonstrated
significant differences with all treatment groups compared to the Saline controls (Figure 8A—asterisks).
To compare the results from the Western blots to the mass spec data from above, the fold-change
from saline for all groups is marked on the graphs with a blue line. While the magnitude of the
changes were not identical, they were quite similar and all in the same direction. A similar pattern
for Mecp2 was also seen. We found a main effect of G-CSF (F(1,20) = 6.707; p = 0.018) and a significant
Cocaine x G-CSF interaction (F(1,20) = 11.19; p = 0.003), but no main effect of cocaine (F(1,20) = 0.02;
p = 0.88). Post-hoc testing demonstrated significant differences between Saline and G-CSF and Saline
and Cocaine (Figure 8B)
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Figure 8. Western blot validations—To validate proteins identified as changed by mass spectrometry
additional Western blot analysis of similarly treated tissue was performed. Graphical fold-change from
saline control is shown for tyrosine hydroxylase (A) and Mecp2 (B) with corresponding representative
images shown below. Blue lines on the graph represent the fold-change from saline that was seen in
each of the treatment groups with mass spec analysis.

4. Discussion

We have recently identified G-CSF as a key mediator of neuronal and behavioral plasticity in
response to cocaine [11]. In this manuscript an unbiased proteomics analysis is employed to identify
protein changes induced in the VTA by G-CSF, both on its own and in combination with cocaine.
In our original studies G-CSF signaling in the NAc was found to play a key role in the behavioral
effects of G-CSF. Given that dopamine release from VTA terminals in the NAc is a crucial substrate of
reward learning and the attribution of salience to rewarding stimuli, understanding changes in protein
expression in the VTA is critical for understanding the neuroplasticity that occurs in response to drugs
of abuse. Additionally, since the publication of our initial study we found that peripheral injections of
G-CSF are capable of modulating dopamine signaling by enhancing release from VTA terminals in the
NAc [12]. Given this and the fact that G-CSF receptors are densely expressed in the VTA [28] lead to
these proteomic analyses of the VTA.

Review of the literature demonstrates that the exact intracellular signaling mechanisms of G-CSF
in the brain are not fully clear and may be complex. G-CSF treatment has variously been shown to
induce activity of the Jak-Stat, Erk, and CREB1 signaling cascades among others [28,39–42]. These
results demonstrate that treatment with G-CSF decreased signaling in the CREB1 transcription factor
signaling cascades, as well as the cAMP and PKA pathways which are well known to be upstream
of CREB1 (Figure 2B) [43]. Increased expression of CREB1 in the NAc and in subregions of the VTA
has been shown to decrease cocaine reward, and inhibition of CREB1 in these regions has been shown
to enhance reward in a region-specific manner [35,44]. Analysis of significantly upregulated proteins
in the G-CSF treatment group found that CREB1 was predicted to be one of the transcription factors
driving gene expression (Figure 7). This apparent discrepancy in Figures 2 and 7 may be due to the
fact that the IPA analysis looks at networks of proteins based on literature review, while the Enrichr
software looks only at those proteins predicted to be directly downstream of the transcription factor.
Since G-CSF enhances cocaine intake and place preference and alters CREB1-related signaling, it is
possible that the behavioral effects of G-CSF are at least partially mediated through the CREB1 pathway.

We also observed regulation of proteins related to the maintenance of synapses and other cell-cell
contacts in our G-CSF treated groups (Figures 2B and 4). This is of particular interest as numerous
studies have demonstrated that changes in synapse density are induced by cocaine and are important
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for the behavioral response to drugs of abuse [45,46]. While most of these studies have focused on
the NAc, there is also evidence for synaptic remodeling in the VTA [47,48]. These findings raise the
possibility that G-CSF may participate in neurite remodeling, and may prime animals for further
changes in synaptic structure in response to cocaine, thus leading to the potentiation of behavioral
response induced by G-CSF [11].

The G-CSF-treated animals displayed significant changes in signaling cascades that are related to
initiation of mRNA translation. IPA analyses predicted that one of the most up-regulated canonical
signaling pathways is the eukaryotic initiation factor 2 (EIF2) pathway which is a critical mediator
of protein translation initiation and has been implicated in synaptic plasticity and memory [49]
(Figure 2C). Interestingly, EIF2 signaling has been shown to be inhibited by PKA signaling which is
found to be decreased in our G-CSF-treated animals (Figure 2B). EIF2 is also known to be activated by
the mTOR pathway which was predicted to be a key upstream regulator of the altered proteins in our
dataset [50] (Figure 3B). Indeed, the two most highly predicted upstream regulators, mTOR and FMRP
(Figure 3), have been shown to be critical regulators of translation of synaptic mRNAs and play key
roles in synaptic plasticity [51].

There is a growing literature demonstrating the importance of regulators of synaptic translation
regulators in the neuronal and behavioral plasticity in response to cocaine. Recently, an elegant study
by the Wolf lab demonstrated increased protein translation during cue-induced drug seeking, and
inhibition of mTOR or EIF2 could significantly attenuate cocaine seeking [52]. Studies of FMRP have
shown that it is also critical for the rewarding effects of cocaine and changes in synapse structure
in response to cocaine [53]. A number of studies have found roles for mTOR-mediated intracellular
signaling cascades in NAc in response to cocaine [54–56]. Behaviorally it has been demonstrated
that inhibition of mTOR with rapamycin can reduce locomotor sensitization, conditioned place
preference, and cocaine seeking [57–59]. The role of mTOR in the VTA was recently interrogated by
Liu and colleagues who found that deletion of mTOR reduced VTA dopamine release and decreased
conditioned place preference for cocaine [60].

When examining the number of proteins that were significantly altered between the different
treatment groups, it was found that treatment with G-CSF alone leads to changes in the largest number
of proteins (Figures 5 and 6). This may be due to the fact that activation of the G-CSF receptor has
been coupled to direct activation of transcription factors [39,40,61]. In contrast, cocaine directly leads
to changes in multiple neurotransmitter systems, but its effects on gene expression are tightly coupled
with context and behavior [62–64]. It is interesting that the combination of G-CSF and cocaine lead to
the smallest number of regulated proteins of the three treatment groups (Figure 5B). This suggests the
possibility that there are interactions between signaling pathways after G-CSF and cocaine in the two
that temper changes in protein expression in the VTA.

One of the more surprising findings from these studies was the similarity in changes between
treatment groups. Pathways that were regulated by G-CSF, Cocaine, or the combination were largely
the same (Figure 7A and Table 3) despite some differences. Given that G-CSF enhances the behavioral
effects of cocaine [11] and enhances dopamine release from the VTA [12] one might have suspected
that the effects of G-CSF and cocaine on protein expression in the VTA would have been additive.
Comparisons of levels of proteins relative to Saline revealed only 42 proteins in which Saline <G-CSF
<Cocaine <G-CSF + Cocaine and 107 in which Saline > G-CSF > Cocaine > G-CSF + Cocaine (Table
S10). This raises the possibility that the behavioral and physiological responses potentiated by G-CSF
may be owing in part to this smaller subset of proteins, or, more likely, that the changes induced by
G-CSF are complex and dependent on the function and response of multiple brain regions. Further
examination of these clusters of regulated proteins will be important for understanding interactions
between G-CSF and cocaine.

While these results have provided new and interesting findings related to the effects of G-CSF and
cocaine on proteomic expression in the midbrain, there are important caveats to their interpretation.
This study was designed as a discovery analysis to identify G-CSF and cocaine interactions in a 2 × 2
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design, and while this allowed us to investigate effects and interactions it lead to a study with low
power in terms of sample size (N = 4/group). While we were able to perform successful Western blot
validation of several regulated targets (Figure 8) the low sample size and decision not to correct p values
leads to a high likelihood that some of the reported changes are indeed false positives. Additionally,
while the use of network and pathway analyses (IPA, GO, Enrichr) are very useful for the identification
of potentially regulated pathways, it is important to note that none of these software packages are built
on a comprehensive review of the entire scientific knowledge base, but rather large cross-sections of
data that are available to be mined. Additionally, most of these software packages pool data across
tissues to increase statistical power in the analyses. While this has utility, it is important to note that
regulation of intracellular pathways in other tissues, or even in other brain regions, is likely to be
different from that seen in the VTA and has the potential to lead to spurious conclusions.

In sum, we have identified G-CSF as a neuroimmune factor that significantly influences the
behavioral and neuronal response to cocaine [11]. While this initial study established the possibility
that G-CSF may be a translationally-relevant target for the treatment of cocaine abuse, there remains
much to be done to establish its mechanism of action in the brain. Here we present an unbiased
proteomic analysis of the VTA animals treated with G-CSF, cocaine, or both. This study identified key
intracellular signaling pathways that are altered by systemic G-CSF treatment and lays the groundwork
for future mechanistic studies into the effects of G-CSF in brain reward structures.

Supplementary Materials: The following are available online at http://www.mdpi.com/2227-7382/6/4/35/s1,
Table S1: All significantly regulated proteins for each pairwise comparison with corresponding p-value and
Log2 Fold Change; Table S2: Significantly regulated proteins predicted to be downstream of FMRP; Table S3:
Significantly regulated proteins predicted to be downstream of mTOR; Table S4: Significantly regulated proteins
predicted to be involved in neuronal morphology; Table S5: Breakdown of all significantly regulated proteins
from all 7 portions of the Venn diagram presented in Figure 6; Table S6: Comparisons of significantly regulated
canonical signaling pathways for each treatment group as predicted with Ingenuity Pathway Analysis; Table S7:
Gene ontology analysis of predicted molecular function of all significantly upregulated proteins in each pairwise
comparison; Table S8: Gene ontology analysis of predicted cellular component of all significantly upregulated
proteins in each pairwise comparison; Table S9: Predicted transcription factors of upregulated proteins for each
pairwise comparison; Table S10: Lists of significantly regulated proteins following the pattern of Saline < G-CSF <
Cocaine < G-CSF + Cocaine and Saline > G-CSF > Cocaine > G-CSF + Cocaine.

Author Contributions: D.D.K. conceived and designed the study. N.R. and T.T.L. performed protein isolation,
mass spectrometry analyses, and initial data processing. R.W. performed data analysis and statistical guidance.
N.L.M., R.S.H., M.G.K., E.S.C. & D.D.K. performed detailed data analyses and created the figures. N.L.M. & D.D.K.
wrote the manuscript. All authors provided critical feedback and edits on the final version of the manuscript.

Funding: Proteomic analysis for this study was supported by the Yale/NIDA Neuroproteomic Center Grant from
NIDA (P30-DA018343) including pilot award funds from that grant to D.D.K. Additional support was provided
from NIDA to D.D.K. (DA044308) and to E.S.C. (DA042111), from the Brain and Behavior Research Foundation to
D.D.K. & E.S.C., funds from the Whitehall Foundation and the Edward Mallinckrodt Jr. Foundation to E.S.C., as
well as funds from the Friedman Brain Institute, Leon Levy Foundation, and Seaver Family Foundation all to
D.D.K.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the
study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, and in the decision to
publish the results.

References

1. Patel, V.; Araya, R.; Chatterjee, S.; Chisholm, D.; Cohen, A.; De Silva, M.; Hosman, C.; McGuire, H.; Rojas, G.;
van Ommeren, M. Treatment and prevention of mental disorders in low-income and middle-income countries.
Lancet 2007, 370, 991–1005. [CrossRef]

2. Patel, V.; Chisholm, D.; Parikh, R.; Charlson, F.J.; Degenhardt, L.; Dua, T.; Ferrari, A.J.; Hyman, S.;
Laxminarayan, R.; Levin, C.; et al. Addressing the burden of mental, neurological, and substance use
disorders: Key messages from Disease Control Priorities, 3rd edition. Lancet 2016, 387, 1672–1685. [CrossRef]

3. Castells, X.; Cunill, R.; Pérez-Mañá, C.; Vidal, X.; Capellà, D. Psychostimulant drugs for cocaine dependence.
Cochrane Database Syst. Rev. 2016, 9, CD007380. [CrossRef] [PubMed]

195



Proteomes 2018, 6, 35

4. Shorter, D.; Domingo, C.B.; Kosten, T.R. Emerging drugs for the treatment of cocaine use disorder: A review
of neurobiological targets and pharmacotherapy. Expert Opin. Emerg. Drugs 2015, 20, 15–29. [CrossRef]
[PubMed]

5. Platt, D.M.; Rowlett, J.K.; Spealman, R.D. Behavioral effects of cocaine and dopaminergic strategies for
preclinical medication development. Psychopharmacology 2002, 163, 265–282. [CrossRef] [PubMed]

6. Preti, A. New developments in the pharmacotherapy of cocaine abuse. Addict. Biol. 2007, 12, 133–151.
[CrossRef] [PubMed]

7. Shorter, D.; Kosten, T.R. Novel pharmacotherapeutic treatments for cocaine addiction. BMC Med. 2011,
9, 119. [CrossRef] [PubMed]

8. Hofford, R.S.; Russo, S.J.; Kiraly, D.D. Neuroimmune mechanisms of psychostimulant and opioid use
disorders. Eur. J. Neurosci. 2018. [CrossRef] [PubMed]

9. Lacagnina, M.J.; Rivera, P.D.; Bilbo, S.D. Glial and neuroimmune mechanisms as critical modulators of drug
use and abuse. Neuropsychopharmacology 2017, 42, 156–177. [CrossRef] [PubMed]

10. Hodes, G.E.; Kana, V.; Menard, C.; Merad, M.; Russo, S.J. Neuroimmune mechanisms of depression.
Nat. Neurosci. 2015, 18, 1386–1393. [CrossRef] [PubMed]

11. Calipari, E.S.; Godino, A.; Peck, E.G.; Salery, M.; Mervosh, N.L.; Landry, J.A.; Russo, S.J.; Hurd, Y.L.;
Nestler, E.J.; Kiraly, D.D. Granulocyte-colony stimulating factor controls neural and behavioral plasticity in
response to cocaine. Nat. Commun. 2018, 9, 9. [CrossRef] [PubMed]

12. Kutlu, M.G.; Brady, L.J.; Peck, E.G.; Hofford, R.S.; Yorgason, J.T.; Siciliano, C.A.; Kiraly, D.D.; Calipari, E.S.
Granulocyte colony stimulating factor enhances reward learning through potentiation of mesolimbic
dopamine system function. J. Neurosci. 2018, 1116–1118. [CrossRef] [PubMed]

13. Kumar, A.S.; Jagadeeshan, S.; Subramanian, A.; Chidambaram, S.B.; Surabhi, R.P.; Singhal, M.; Bhoopalan, H.;
Sekar, S.; Pitani, R.S.; Duvuru, P.; et al. Molecular Mechanism of Regulation of MTA1 Expression by
Granulocyte Colony-stimulating Factor. J. Biol. Chem. 2016, 291, 12310–12321. [CrossRef] [PubMed]

14. Prakash, A.; Medhi, B.; Chopra, K. Granulocyte colony stimulating factor (GCSF) improves memory and
neurobehavior in an amyloid-β induced experimental model of Alzheimer’s disease. Pharmacol. Biochem.
Behav. 2013, 110, 46–57. [CrossRef] [PubMed]

15. Minnerup, J.; Sevimli, S.; Schäbitz, W.-R. Granulocyte-colony stimulating factor for stroke treatment:
Mechanisms of action and efficacy in preclinical studies. Exp. Transl. Stroke Med. 2009, 1, 2. [CrossRef]
[PubMed]

16. Schäbitz, W.-R.; Schneider, A. New targets for established proteins: Exploring G-CSF for the treatment of
stroke. Trends Pharmacol. Sci. 2007, 28, 157–161. [CrossRef] [PubMed]

17. Lu, C.Z.; Xiao, B.G. G-CSF and neuroprotection: A therapeutic perspective in cerebral ischaemia. Biochem.
Soc. Trans. 2006, 34, 1327–1333. [CrossRef] [PubMed]

18. Meuer, K.; Pitzer, C.; Teismann, P.; Krüger, C.; Göricke, B.; Laage, R.; Lingor, P.; Peters, K.; Schlachetzki, J.C.M.;
Kobayashi, K.; et al. Granulocyte-colony stimulating factor is neuroprotective in a model of Parkinson’s
disease. J. Neurochem. 2006, 97, 675–686. [CrossRef] [PubMed]

19. Kauer, J.A. Learning mechanisms in addiction: Synaptic plasticity in the ventral tegmental area as a result of
exposure to drugs of abuse. Annu. Rev. Physiol. 2004, 66, 447–475. [CrossRef] [PubMed]

20. Nestler, E.J. Is there a common molecular pathway for addiction? Nat. Neurosci. 2005, 8, 1445–1449.
[CrossRef] [PubMed]

21. Käll, L.; Canterbury, J.D.; Weston, J.; Noble, W.S.; MacCoss, M.J. Semi-supervised learning for peptide
identification from shotgun proteomics datasets. Nat. Methods 2007, 4, 923–925. [CrossRef] [PubMed]

22. Nesvizhskii, A.I.; Keller, A.; Kolker, E.; Aebersold, R. A statistical model for identifying proteins by tandem
mass spectrometry. Anal. Chem. 2003, 75, 4646–4658. [CrossRef] [PubMed]

23. Oberg, A.L.; Mahoney, D.W.; Eckel-Passow, J.E.; Malone, C.J.; Wolfinger, R.D.; Hill, E.G.; Cooper, L.T.;
Onuma, O.K.; Spiro, C.; Therneau, T.M.; et al. Statistical analysis of relative labeled mass spectrometry data
from complex samples using ANOVA. J. Proteome Res. 2008, 7, 225–233. [CrossRef] [PubMed]

24. Chen, E.Y.; Tan, C.M.; Kou, Y.; Duan, Q.; Wang, Z.; Meirelles, G.V.; Clark, N.R.; Ma’ayan, A. Enrichr:
Interactive and collaborative HTML5 gene list enrichment analysis tool. BMC Bioinform. 2013, 14, 128.
[CrossRef] [PubMed]

196



Proteomes 2018, 6, 35

25. Kiraly, D.D.; Stone, K.L.; Colangelo, C.M.; Abbott, T.; Wang, Y.; Mains, R.E.; Eipper, B.A. Identification of
kalirin-7 as a potential post-synaptic density signaling hub. J. Proteome Res. 2011, 10, 2828–2841. [CrossRef]
[PubMed]

26. Lüscher, C. Cocaine-evoked synaptic plasticity of excitatory transmission in the ventral tegmental area. Cold
Spring Harb. Perspect. Med. 2013, 3, a012013. [CrossRef] [PubMed]

27. Ridwan, S.; Bauer, H.; Frauenknecht, K.; Hefti, K.; von Pein, H.; Sommer, C.J. Distribution of the
hematopoietic growth factor G-CSF and its receptor in the adult human brain with specific reference
to Alzheimer’s disease. J. Anat. 2014, 224, 377–391. [CrossRef] [PubMed]

28. Huang, H.-Y.; Lin, S.-Z.; Kuo, J.-S.; Chen, W.-F.; Wang, M.-J. G-CSF protects dopaminergic neurons from
6-OHDA-induced toxicity via the ERK pathway. Neurobiol. Aging 2007, 28, 1258–1269. [CrossRef] [PubMed]

29. Jennings, M.D.; Pavitt, G.D. A new function and complexity for protein translation initiation factor eIF2B.
Cell Cycle 2014, 13, 2660–2665. [CrossRef] [PubMed]

30. Ferguson, D.; Koo, J.W.; Feng, J.; Heller, E.; Rabkin, J.; Heshmati, M.; Renthal, W.; Neve, R.; Liu, X.; Shao, N.;
et al. Essential role of SIRT1 signaling in the nucleus accumbens in cocaine and morphine action. J. Neurosci.
2013, 33, 16088–16098. [CrossRef] [PubMed]

31. Renthal, W.; Kumar, A.; Xiao, G.; Wilkinson, M.; Covington, H.E.; Maze, I.; Sikder, D.; Robison, A.J.;
LaPlant, Q.; Dietz, D.M.; et al. Genome-wide analysis of chromatin regulation by cocaine reveals a role for
sirtuins. Neuron 2009, 62, 335–348. [CrossRef] [PubMed]

32. Ashburner, M.; Ball, C.A.; Blake, J.A.; Botstein, D.; Butler, H.; Cherry, J.M.; Davis, A.P.; Dolinski, K.;
Dwight, S.S.; Eppig, J.T.; et al. Gene ontology: Tool for the unification of biology. The Gene Ontology
Consortium. Nat. Genet. 2000, 25, 25–29. [CrossRef] [PubMed]

33. The Gene Ontology Consortium. Expansion of the Gene Ontology knowledgebase and resources. Nucleic
Acids Res. 2017, 45, D331–D338. [CrossRef] [PubMed]

34. Mi, H.; Huang, X.; Muruganujan, A.; Tang, H.; Mills, C.; Kang, D.; Thomas, P.D. PANTHER version 11:
Expanded annotation data from Gene Ontology and Reactome pathways, and data analysis tool
enhancements. Nucleic Acids Res. 2017, 45, D183–D189. [CrossRef] [PubMed]

35. Carlezon, W.A.; Thome, J.; Olson, V.G.; Lane-Ladd, S.B.; Brodkin, E.S.; Hiroi, N.; Duman, R.S.; Neve, R.L.;
Nestler, E.J. Regulation of cocaine reward by CREB. Science 1998, 282, 2272–2275. [CrossRef] [PubMed]

36. Brown, T.E.; Lee, B.R.; Mu, P.; Ferguson, D.; Dietz, D.; Ohnishi, Y.N.; Lin, Y.; Suska, A.; Ishikawa, M.;
Huang, Y.H.; et al. A silent synapse-based mechanism for cocaine-induced locomotor sensitization.
J. Neurosci. 2011, 31, 8163–8174. [CrossRef] [PubMed]

37. Deng, J.V.; Wan, Y.; Wang, X.; Cohen, S.; Wetsel, W.C.; Greenberg, M.E.; Kenny, P.J.; Calakos, N.; West, A.E.
MeCP2 phosphorylation limits psychostimulant-induced behavioral and neuronal plasticity. J. Neurosci.
2014, 34, 4519–4527. [CrossRef] [PubMed]

38. Im, H.-I.; Hollander, J.A.; Bali, P.; Kenny, P.J. MeCP2 controls BDNF expression and cocaine intake through
homeostatic interactions with microRNA-212. Nat. Neurosci. 2010, 13, 1120–1127. [CrossRef] [PubMed]

39. Tian, S.S.; Tapley, P.; Sincich, C.; Stein, R.B.; Rosen, J.; Lamb, P. Multiple signaling pathways induced by
granulocyte colony-stimulating factor involving activation of JAKs, STAT5, and/or STAT3 are required for
regulation of three distinct classes of immediate early genes. Blood 1996, 88, 4435–4444. [PubMed]

40. Marino, V.J.; Roguin, L.P. The granulocyte colony stimulating factor (G-CSF) activates Jak/STAT and MAPK
pathways in a trophoblastic cell line. J. Cell Biochem. 2008, 103, 1512–1523. [CrossRef] [PubMed]

41. Cassinat, B.; Zassadowski, F.; Ferry, C.; Llopis, L.; Bruck, N.; Lainey, E.; Duong, V.; Cras, A.;
Despouy, G.; Chourbagi, O.; et al. New role for granulocyte colony-stimulating factor-induced extracellular
signal-regulated kinase 1/2 in histone modification and retinoic acid receptor α recruitment to gene
promoters: Relevance to acute promyelocytic leukemia cell differentiation. Mol. Cell. Biol. 2011, 31,
1409–1418. [CrossRef] [PubMed]

42. Diederich, K.; Schäbitz, W.-R.; Kuhnert, K.; Hellström, N.; Sachser, N.; Schneider, A.; Kuhn, H.-G.; Knecht, S.
Synergetic effects of granulocyte-colony stimulating factor and cognitive training on spatial learning and
survival of newborn hippocampal neurons. PLoS ONE 2009, 4, e5303. [CrossRef] [PubMed]

43. Robison, A.J.; Nestler, E.J. Transcriptional and epigenetic mechanisms of addiction. Nat. Rev. Neurosci. 2011,
12, 623–637. [CrossRef] [PubMed]

197



Proteomes 2018, 6, 35

44. Olson, V.G.; Zabetian, C.P.; Bolanos, C.A.; Edwards, S.; Barrot, M.; Eisch, A.J.; Hughes, T.; Self, D.W.;
Neve, R.L.; Nestler, E.J. Regulation of drug reward by cAMP response element-binding protein: Evidence for
two functionally distinct subregions of the ventral tegmental area. J. Neurosci. 2005, 25, 5553–5562. [CrossRef]
[PubMed]

45. Kiraly, D.D.; Ma, X.-M.; Mazzone, C.M.; Xin, X.; Mains, R.E.; Eipper, B.A. Behavioral and morphological
responses to cocaine require kalirin7. Biol. Psychiatry 2010, 68, 249–255. [CrossRef] [PubMed]

46. Dietz, D.M.; Sun, H.; Lobo, M.K.; Cahill, M.E.; Chadwick, B.; Gao, V.; Koo, J.W.; Mazei-Robison, M.S.;
Dias, C.; Maze, I.; et al. Rac1 is essential in cocaine-induced structural plasticity of nucleus accumbens
neurons. Nat. Neurosci. 2012, 15, 891–896. [CrossRef] [PubMed]

47. Sarti, F.; Borgland, S.L.; Kharazia, V.N.; Bonci, A. Acute cocaine exposure alters spine density and long-term
potentiation in the ventral tegmental area. Eur. J. Neurosci. 2007, 26, 749–756. [CrossRef] [PubMed]

48. Ungless, M.A.; Whistler, J.L.; Malenka, R.C.; Bonci, A. Single cocaine exposure in vivo induces long-term
potentiation in dopamine neurons. Nature 2001, 411, 583–587. [CrossRef] [PubMed]

49. Costa-Mattioli, M.; Sonenberg, N.; Richter, J.D. Translational regulatory mechanisms in synaptic plasticity
and memory storage. Prog. Mol. Biol. Transl. Sci. 2009, 90, 293–311. [PubMed]

50. Taha, E.; Gildish, I.; Gal-Ben-Ari, S.; Rosenblum, K. The role of eEF2 pathway in learning and synaptic
plasticity. Neurobiol. Learn. Mem. 2013, 105, 100–106. [CrossRef] [PubMed]

51. Khlebodarova, T.M.; Kogai, V.V.; Trifonova, E.A.; Likhoshvai, V.A. Dynamic landscape of the local translation
at activated synapses. Mol. Psychiatry 2018, 23, 107–114. [CrossRef] [PubMed]

52. Werner, C.T.; Stefanik, M.T.; Milovanovic, M.; Caccamise, A.; Wolf, M.E. Protein Translation in the Nucleus
Accumbens Is Dysregulated during Cocaine Withdrawal and Required for Expression of Incubation of
Cocaine Craving. J. Neurosci. 2018, 38, 2683–2697. [CrossRef] [PubMed]

53. Smith, L.N.; Jedynak, J.P.; Fontenot, M.R.; Hale, C.F.; Dietz, K.C.; Taniguchi, M.; Thomas, F.S.; Zirlin, B.C.;
Birnbaum, S.G.; Huber, K.M.; et al. Fragile X mental retardation protein regulates synaptic and behavioral
plasticity to repeated cocaine administration. Neuron 2014, 82, 645–658. [CrossRef] [PubMed]

54. Cahill, M.E.; Bagot, R.C.; Gancarz, A.M.; Walker, D.M.; Sun, H.; Wang, Z.-J.; Heller, E.A.; Feng, J.; Kennedy, P.J.;
Koo, J.W.; et al. Bidirectional Synaptic Structural Plasticity after Chronic Cocaine Administration Occurs
through Rap1 Small GTPase Signaling. Neuron 2016, 89, 566–582. [CrossRef] [PubMed]

55. Shi, X.; Miller, J.S.; Harper, L.J.; Poole, R.L.; Gould, T.J.; Unterwald, E.M. Reactivation of cocaine reward
memory engages the Akt/GSK3/mTOR signaling pathway and can be disrupted by GSK3 inhibition.
Psychopharmacology 2014, 231, 3109–3118. [CrossRef] [PubMed]

56. Sutton, L.P.; Caron, M.G. Essential role of D1R in the regulation of mTOR complex1 signaling induced by
cocaine. Neuropharmacology 2015, 99, 610–619. [CrossRef] [PubMed]

57. Bailey, J.; Ma, D.; Szumlinski, K.K. Rapamycin attenuates the expression of cocaine-induced place preference
and behavioral sensitization. Addict. Biol. 2012, 17, 248–258. [CrossRef] [PubMed]

58. Wu, J.; McCallum, S.E.; Glick, S.D.; Huang, Y. Inhibition of the mammalian target of rapamycin pathway
by rapamycin blocks cocaine-induced locomotor sensitization. Neuroscience 2011, 172, 104–109. [CrossRef]
[PubMed]

59. James, M.H.; Quinn, R.K.; Ong, L.K.; Levi, E.M.; Smith, D.W.; Dickson, P.W.; Dayas, C.V. Rapamycin reduces
motivated responding for cocaine and alters GluA1 expression in the ventral but not dorsal striatum. Eur. J.
Pharmacol. 2016, 784, 147–154. [CrossRef] [PubMed]

60. Liu, X.; Li, Y.; Yu, L.; Vickstrom, C.R.; Liu, Q.-S. VTA mTOR Signaling Regulates Dopamine Dynamics,
Cocaine-Induced Synaptic Alterations, and Reward. Neuropsychopharmacology 2018, 43, 1066–1077. [CrossRef]
[PubMed]

61. Schäbitz, W.R.; Kollmar, R.; Schwaninger, M.; Juettler, E.; Bardutzky, J.; Schölzke, M.N.; Sommer, C.;
Schwab, S. Neuroprotective effect of granulocyte colony-stimulating factor after focal cerebral ischemia.
Stroke 2003, 34, 745–751. [CrossRef] [PubMed]

62. Uslaner, J.; Badiani, A.; Norton, C.S.; Day, H.E.; Watson, S.J.; Akil, H.; Robinson, T.E. Amphetamine and
cocaine induce different patterns of c-fos mRNA expression in the striatum and subthalamic nucleus
depending on environmental context. Eur. J. Neurosci. 2001, 13, 1977–1983. [CrossRef] [PubMed]

198



Proteomes 2018, 6, 35

63. Lasseter, H.C.; Xie, X.; Arguello, A.A.; Wells, A.M.; Hodges, M.A.; Fuchs, R.A. Contribution of a
mesocorticolimbic subcircuit to drug context-induced reinstatement of cocaine-seeking behavior in rats.
Neuropsychopharmacology 2014, 39, 660–669. [CrossRef] [PubMed]

64. Stankeviciute, N.M.; Scofield, M.D.; Kalivas, P.W.; Gipson, C.D. Rapid, transient potentiation of dendritic
spines in context-induced relapse to cocaine seeking. Addict. Biol. 2014, 19, 972–974. [CrossRef] [PubMed]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

199



proteomes

Review

Phosphorylation of the AMPAR-TARP Complex in
Synaptic Plasticity

Joongkyu Park 1,2

1 Department of Pharmacology, Wayne State University School of Medicine, Detroit, MI 48201, USA;
joongkyu.park@wayne.edu; Tel.: +1-303-577-1580

2 Department of Neurology, Wayne State University School of Medicine, Detroit, MI 48201, USA

Received: 11 September 2018; Accepted: 6 October 2018; Published: 8 October 2018

Abstract: Synaptic plasticity has been considered a key mechanism underlying many brain functions
including learning, memory, and drug addiction. An increase or decrease in synaptic activity of
the α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptor (AMPAR) complex mediates
the phenomena as shown in the cellular models of synaptic plasticity, long-term potentiation (LTP),
and depression (LTD). In particular, protein phosphorylation shares the spotlight in expressing
the synaptic plasticity. This review summarizes the studies on phosphorylation of the AMPAR
pore-forming subunits and auxiliary proteins including transmembrane AMPA receptor regulatory
proteins (TARPs) and discusses its role in synaptic plasticity.

Keywords: phosphorylation; AMPA receptor complex; transmembrane AMPA receptor regulatory
protein; synaptic plasticity

1. Introduction

Animal behavior is dynamic. One of the essential features of brain function is the ability to be dynamic
in order to express various behaviors. Selective strengthening and weakening of synaptic transmission
have been modeled as a critical mechanism for many brain functions including learning, memory,
and drug addiction. Long-term potentiation (LTP) and depression (LTD) are well-characterized
models of synaptic plasticity, and they can be regulated by changes at presynaptic (e.g., changes in
the release of neurotransmitters) and postsynaptic (e.g., changes in the number and properties of
neurotransmitter receptors) sites. Importance of the α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic
acid receptor (AMPAR) complex has emerged notably in LTP and LTD. In particular, protein
phosphorylation is well known to play a pivotal role in the expression of synaptic plasticity, for
example, Ca2+/CaM-dependent protein kinase II (CaMKII) in hippocampal LTP [1–3]. This review
gives an overview of the studies on phosphorylation of the AMPAR pore-forming subunits and
auxiliary proteins including transmembrane AMPA receptor regulatory proteins (TARPs) and discusses
its role in those plastic cellular phenomena.

2. AMPAR Complex

AMPARs are predominantly distributed at excitatory synapses and mediate the majority of fast
transmission. The AMPAR complex consists of four pore-forming subunits (GluA1–4) and auxiliary
proteins including TARP, cornichons-like (CNIH), and cysteine-knot AMPAR modulating protein
(CKAMP)/Shisa family in the brain [4–9]. Knockout mice of GluA1, TARPγ-8, or CNIH-2/-3 show a
substantial reduction in hippocampal LTP [10–12], and GluA2 knockout leads to LTD impairment in
cultured cerebellar neurons and anterior cingulated cortex slices [13,14], highlighting their significance
for synaptic plasticity.
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3. Phosphorylation of the Pore-Forming Subunits: GluA1

To elucidate how phosphorylation regulates synaptic plasticity, extensive research has been
conducted to identify phosphorylation sites on the pore-forming subunits [15]. Based on the revised
topology [16], the C-terminal intracellular region of the GluA1 subunit has emerged as a potential
phosphorylation target (Figure 1).

Figure 1. Schematic illustration of α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptor
(AMPAR) subunit structure and phosphorylation sites in the intracellular loop 1 and C-terminal region
(referred to [15]). The identified phosphorylation sites are shown in red, and the protein kinases are
listed below the sites in blue. The conserved three tyrosine residues on GluA2 and GluA3 subunits are
underlined. M1–4 indicates transmembrane domains. CaMKII = Ca2+/CaM-dependent protein kinase
II; PKC = protein kinase C; PKA = cAMP-dependent protein kinase; PAK3 = p21-activated kinase-3.

A serine residue (Ser) at 831 in the intracellular region (Ser831) is one of the most attractive
phosphorylation sites of the GluA1 subunit. In vitro phosphorylation assays reveal that Ser831 can be
directly phosphorylated by CaMKII [17] or protein kinase C (PKC) [18]. Ser831 phosphorylation is
also shown on transiently expressed GluA1 in a heterologous cell line (a quail-origin fibroblast, QT6)
co-transfected with a constitutively active form of CaMKII [19] and in a PKC- and cAMP-dependent
protein kinase (PKA)-activating condition of human embryonic kidney 293 (HEK293) cells (treated with
phorbol 12-myristate 13-acetate, forskolin, and 3-isobutyl-1-methylxanthine) [18], respectively.
Therefore, this single site can be a shared target that can be phosphorylated by two different kinases:
CaMKII and PKC. Functional studies with whole-cell recording or outside-out membrane patches
reveal that Ser831 phosphorylation is critical for CaMKII- or PKC-induced AMPAR potentiation and
channel conductance enhancement in heterologous systems [17,20,21].

A serine residue at 845 (Ser845) is another phosphorylation target site that has been characterized
well. In vitro phosphorylation assay with purified PKA identifies direct phosphorylation at Ser845 [18].
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In heterologous cells, PKA activation (by forskolin and 3-isobutyl-1-methylxanthine) induces Ser845
phosphorylation on transiently expressed GluA1 [18,19]. Recording of whole-cell patches or single-
channel currents with PKA infusion reveals that Ser845 is necessary for PKA-induced AMPAR
potentiation and enhancement of channel open probability [18,22]. The positive effects of Ser831
and Ser845 phosphorylation on AMPAR potentiation and channel conductance may contribute to
synaptic plasticity upon stimulation.

In ex vivo slices, phosphorylation at Ser831 and Ser845 of GluA1 highly correlates with LTP and
LTD. To describe their phosphorylation states, phosphorylation site-specific antibodies have been
developed and validated by activation of PKC (by phorbol dibutyrate) and PKA (by forskolin and
3-isobutyl-1-methylxanthine) in rat hippocampal slices [19]. Theta burst stimulation (TBS)-induced
LTP increases Ser831 phosphorylation (but not at Ser845) in rat hippocampal slices, and the subsequent
low-frequency stimulation (LFS)-induced depotentiation decreases the phosphorylation [23]. This is
consistent with the notion that Ser831 residue of GluA1 subunit can be phosphorylated by CaMKII,
which is required for LTP [3,17,24]. In contrast, Ser845 phosphorylation (not at Ser831) reduces in the
LFS-induced LTD condition of rat hippocampal slices [23].

PKC is known to phosphorylate other sites on the GluA1 subunit. Autoradiograph and
phosphorylation site-specific antibody combined with purified C-terminal mutants of GluA1 reveal
that PKC (but not CaMKII) can directly phosphorylate Ser818 in vitro, and Ser818 phosphorylation
increases upon chemical LTP and TBS [25]. Thr840 is another PKC target site that was uncovered
by in vitro phosphorylation assays, a phosphorylation site-specific antibody, and PKC activation
(by phorbol ester) or inhibition (by Gö6976 or chelerythrine) in hippocampal slices [26,27]. Interestingly,
Thr840 phosphorylation inhibits a PKA-mediated increase in Ser845 phosphorylation and subsequent
AMPAR potentiation whereas a phospho-mimetic aspartate mutation at Ser845 (S845D) inhibits
PKC-mediated Thr840 phosphorylation in vitro and in hippocampal slices [27]. This suggests
that GluA1 phosphorylation may regulate AMPAR channel properties dynamically depending on
upstream kinase signaling pathways. This idea that the GluA1 subunit has a hyper-regulatory domain
with multiple phosphorylation sites is also supported by a study that single or multiple aspartate
mutations at Ser818, Thr840, and Ser831 residues enhance the weighted mean channel conductance [28].
In addition, surface expression and synaptic trafficking of AMPARs can be regulated by p21-activated
kinase-3 (PAK3)-mediated Ser863 phosphorylation [29] and CaMKII-mediated phosphorylation of
Ser567 residue in the loop 1 of GluA1 subunits [30]. This information is listed in Table 1.
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4. Significance of GluA1 Phosphorylation for Synaptic Plasticity: Knock-In Mouse Studies

The phosphorylation studies using heterologous cell systems and overexpression of GluA1
mutants have provided us with valuable mechanistic information. However, it has to be validated
in more physiological conditions such as targeted knock-in mouse models (Table 2). A ‘Penta’
phosphomutant mouse line is generated with alanine mutations at Ser831, Thr838, Ser839, Thr840, and
Ser845 [26]. The ‘Penta’ phosphomutant mice show a reduction in LTP and LTD compared to that of
wild-type mice at adult (~3-month-old) but not young (3–4-week-old) stage [26], suggesting that some
or all of those five phosphorylation sites are necessary for synaptic plasticity and there are different
mechanisms involved in those phenomena depending on age. The reduced LTP and LTD in adult mice
are also shown in a ‘Double’ phosphomutant mouse line that lacks phosphorylation at Ser831 and
Ser845 residues, suggesting that the other three sites including Thr840 may not contribute additionally
to synaptic plasticity [43]. Interestingly, a single knock-in mouse that has an alanine mutation at Ser831
residue exhibits intact LTP and LTD at adult and young stages [44]. This may suggest that there are
other CaMKII substrates that contribute to LTP more than Ser831 phosphorylation of GluA1 subunits
because disrupting CaMKII shows impairment in LTP in a knockout mouse or a knock-in mouse
of a mutant CaMKII [3,24]. One of the possible candidates for CaMKII substrates could be Ser567
residue in the loop 1 of GluA1 subunits as it is shown to be involved in the synaptic targeting of
AMPARs [30], but Ser567 phosphorylation has not been validated yet by a knock-in study. On the other
hand, a single knock-in mouse that lacks Ser845 phosphorylation displays an abolished LTD at adult
and young stages [44], consistent with the previous finding that Ser845 phosphorylation correlates
with LFS-induced LTD condition in rat hippocampal slices [23].

Table 2. Targeted knock-in mouse studies of AMPAR and TARP phosphorylation sites.

Protein
Phosphorylation Site (Mutated to

Alanine Residues)
Effect on Synaptic Plasticity

GluA1

Ser831, Thr838, Ser839, Thr840, and Ser845 A reduction in LTP and LTD at adult stage [26]

Ser831 and Ser845 A reduction in LTP and LTD at adult stage [43]

Ser831 Normal LTP and LTD [44]

Ser845 Abolished LTD [44]

Stargazin/TARPγ-2 Ser228, Ser237, Ser239, Ser240, Ser241,
Ser243, Ser247, Ser249, and Ser253 Normal LTP [41]

TARPγ-8 Ser277 and Ser281 A reduction in LTP [41]

5. Phosphorylation of the Pore-Forming Subunits: GluA2 and GluA3

Unlike GluA1, no CaMKII phosphorylation is detected on transiently expressed GluA2 in
HEK293 cells [17]. However, the C-terminal intracellular region of the GluA2 subunit serves
phosphorylation substrate sites (Table 1) despite the limited homology to the GluA1’s C-terminal
region (Figure 1). In vitro phosphorylation and phosphopeptide mapping reveal that PKC can directly
phosphorylate GluA2 subunits at Ser863 and Ser880 [31,33]. Phosphorylation site-specific antibodies
also show that Ser863 and Ser880 residues are phosphorylated on transiently expressed GluA2 in
a PKC-activating condition of HEK293 cells (treated by phorbol 12-myristate 13-acetate) [31,33].
The Ser863 phosphorylation likely exists in vivo brains as shown by an immunoblot of rat brain
homogenates using the phosphorylation site-specific antibody [31].

LTD is abolished in cultured cerebellar Purkinje cells from GluA2 knockout mice, and the
abolished LTD can be rescued by transient expression of the wild-type GluA2 subunit [13]. However,
expression of a mutant form of GluA2 that lacks Ser880 phosphorylation fails to restore LTD whereas
expression of its phospho-mimetic form with a glutamate mutation at Ser880 residue occludes LTD,
suggesting the importance of Ser880 phosphorylation in cerebellar LTD [13].
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The C-terminal ends of GluA2 and GluA3 subunits uniquely have three conserved tyrosine residues
(Figure 1). Immunoblots with anti-phosphotyrosine (PY20) antibody of immunoprecipitated GluA2
or GluA3 from mouse brains show their tyrosine phosphorylation [32]. Tyrosine phosphorylation-
specific antibody against the C-terminal part of GluA2 subunits and site-specific mutants further
identify that a Src family protein tyrosine kinase Lyn phosphorylates Tyr876 of GluA2 subunits [32].
The phosphorylation at the C-terminal end of GluA2 subunits (i.e., Tyr876 and Ser880 adjacent to its
PDZ-binding motif) negatively regulates GluA2 binding to glutamate receptor-interacting protein
(GRIP) [32,33], which is a synaptic PDZ domain-containing protein [45]. The C-terminal tyrosine
phosphorylation on GluA2 subunits (including Tyr876) is required for AMPA-, N-methyl-D-aspartate
(NMDA)-, and insulin-induced internalization of GluA2 subunits in cultured cortical neurons [32,34].
LFS-induced LTD condition correlates with an increase in tyrosine phosphorylation of GluA2 subunits
in homogenates from the stimulated rat hippocampal slices [34]. Also, the C-terminal peptide
of wild-type GluA2 (but not a mutant with alanine substitution at Tyr869, Tyr873, and Tyr876)
in an intracellular recording solution interferes with LFS-induced LTD, suggesting that tyrosine
phosphorylation of GluA2 subunits is required for LFS-induced hippocampal LTD [34].

6. Phosphorylation of the Pore-Forming Subunits: GluA4

Transiently expressed GluA4 subunits are phosphorylated in a PKC-activating (by phorbol
12-myristate 13-acetate) or PKA-activating (by forskolin) condition of HEK293T cells [35]. Phosphopeptide
mapping identifies Ser842 residue as the major phosphorylation site in the C-terminal intracellular
region of GluA4 subunits, which can be phosphorylated by CaMKII, PKC, and PKA in vitro and in a
PKA-activating condition of HEK293T cells [35] (Table 1). Also, PKC can phosphorylate Thr830 residue of
GluA4 [35].

PKA activity is necessary and sufficient for synaptic incorporation of GluA4 subunits in
hippocampal slices [36]. The PKA activation (by forskolin and 3-isobutyl-1-methylxanthine) leads to
AMPAR potentiation and an increase in Ser842 phosphorylation of GluA4 subunits in hippocampal
slices [36].

7. TARP Phosphorylation and Its Roles in LTP

AMPARs exist in the brain as a protein complex with auxiliary proteins (e.g., TARP, CNIH,
and CKAMP/Shisa) [4,9,46–48]. Stargazin/TARPγ-2 is firstly focused, as its mutant mice (termed
stargazer) show a loss of AMPAR-mediated transmission in cerebellar granule cells [49,50]. The TARP
family comprises two classes, type I (stargazin/TARPγ-2, γ-3, γ-4, and γ-8) and type II (TARPγ-5
and γ-7) [9,51]. TARPs have four transmembrane domains (Figure 2) and regulate trafficking and
channel properties of AMPARs [9,52–54]. TARP shows differential expression patterns in adult rodent
brains, for example, stargazin/TARPγ-2 is the dominant isoform of TARPs in the cerebellum whereas
TARPγ-8 is highly enriched in the hippocampus [51], suggesting distinct roles of each member in
different brain regions.
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Figure 2. Schematic illustration of TARP isoform structure and phosphorylation sites in the part of
the C-terminal cytoplasmic tail of each isoform (referred to [37]). The identified phosphorylation
sites are shown in red, and adjacent arginine residues are indicated in green. The conserved serine
residues of stargazin/TARPγ-2 phosphorylation sites are highlighted in yellow. M1–4 indicates
transmembrane domains.

Phosphorylation of stargazin/TARPγ-2 was firstly described. Both extra-synaptic (Triton X-100-
soluble) and post-synaptic density (Triton X-100-insoluble) fractions show phosphorylation of
stargazin/TARPγ-2 [37]. Intriguingly, the post-synaptic density fraction dominantly displays the
highest degree of stargazin/TARPγ-2 phosphorylation whereas the extra-synaptic fraction has
multiple phosphorylation bands with variable degrees, suggesting that synaptic stargazin/TARPγ-2 is
preferentially phosphorylated [37]. The phosphorylation sites of stargazin/TARPγ-2 are identified
as nine serine residues at 228, 237, 239, 240, 241, 243, 247, 249, and 253 in the C-terminal cytoplasmic
tail (mouse stargazin/TARPγ-2) by phosphopeptide mapping with primary cortical neurons and
transfected Chinese hamster ovary (CHO) cells [37] (Table 1). CaMKII and PKC can be the kinases
for stargazin/TARPγ-2 phosphorylation as shown by in vitro phosphorylation assays and inhibitor
studies [37]. A stargazin/TARPγ-2 phospho-mimetic knock-in mouse line that has aspartate mutations
at all those nine serine residues (S9D) (StargazinSD) shows an increase in synaptic AMPAR activity
in cerebellar mossy fiber-granule cell synapses [38], consistent with the notion that phosphorylated
forms of stargazin/TARPγ-2 are dominant in the post-synaptic density fraction [37]. In hippocampal
slice cultures, LTP is occluded by expression of a phospho-mimetic form of stargazin/TARPγ-2
(S9D) and prevented by expression of a phospho-deficient stargazin/TARPγ-2 that has alanine
mutations (S9A) [37]. Also, Thr321 of stargazin/TARPγ-2 can be phosphorylated by PKA, extracellular
signal-regulated protein kinase 2, and p38 mitogen-activated protein kinase in vitro [40].

Phosphorylation of TARPγ-8 by CaMKII is shown by in vitro phosphorylation assays [41].
The nine phosphorylation sites of stargazin/TARPγ-2 are highly conserved in all four TARP isoforms
including TARPγ-8 (e.g., serine at 264, 273, 275, 276, 277, 280, 284, 286, and 290 of mouse TARPγ-8),
and TARPγ-8 uniquely has one more serine residue at 281 [37,41] (Figure 2). In vitro phosphorylation
assay and radio-Edman sequencing identify Ser277 and Ser281 as CaMKII phosphorylation sites on
TARPγ-8 [41] (Table 1). A TARPγ-8 knock-in mouse line containing alanine mutations at Ser277 and
Ser281 residues (TARPγ-8Cm) shows a substantial reduction in hippocampal LTP, suggesting that
CaMKII phosphorylation of TARPγ-8 at these two sites is required for LTP [41] (Table 2). The possible
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contribution of stargazin/TARPγ-2 phosphorylation, TARPγ-3, and TARPγ-4 to hippocampal LTP
may be excluded because hippocampal LTP is intact in both a stargazin/TARPγ-2 knock-in mouse line
that lacks the nine phosphorylation sites (StargazinSA) and a triple mutant mouse with StargazinSA

knock-in plus knockout of TARPγ-3 and TARPγ-4 [41]. Previously, TARPγ-8 knockout mice exhibited a
substantial reduction in LTP, but not LTD, as well as altered expression of AMPAR subunits (i.e., GluA1
and GluA2) [11]. Possible secondary effect of the altered protein expression on the LTP impairment
can be ruled out because the TARPγ-8Cm knock-in mice with S277A and S281A show no obvious
differences in AMPAR expression compared to wild-type mice [41]. In addition, overexpression of a
TARPγ-8 phospho-mimetic form with aspartate mutations at Ser277 and Ser281 is sufficient to enhance
synaptic AMPAR activity in the hippocampus [41].

The molecular mechanism for how TARP phosphorylation regulates synaptic AMPAR activity
is one of the most interesting topics in synaptic plasticity. In the C-terminal cytoplasmic tail
of TARPs, the serine sites are adjacent to many arginine residues (e.g., arginine residues at 225,
230, 232, 235, 236, 238, 242, and 250 of mouse stargazin/TARPγ-2) (Figure 2). The positive
charges from these arginine residues of stargazin/TARPγ-2 can directly bind to negatively
charged lipids in vitro, for example, phosphatidic acid, phosphatidylinositol-4-phosphate (PIP),
phosphatidylinositol-4,5-bisphosphate (PIP2), and phosphatidylinositol-3,4-5-triphosphate (PIP3) [38].
Phospho-mimetic S9D mutations (aspartate substitution at nine serine residues of stargazin/TARPγ-2)
disrupt the electrostatic interaction between the cytoplasmic domain of stargazin/TARPγ-2 and
the negatively charged lipids [38]. Consistently, the charge-dependent dissociation of the TARP
cytoplasmic domain from the plasma membrane occurs in cultured hippocampal neurons [39].
Fluorescence lifetime imaging microscopy reveals that the phospho-mimetic S9D mutant of
stargazin/TARPγ-2 (GFP-tagged right after the arginine/serine-rich domain) exhibits a longer
GFP lifetime than wild-type stargazin/TARPγ-2 due to being further from the plasma membrane
(stained by a plasma membrane marker R18; octadecyl rhodamine B chloride), suggesting that the
C-terminus of the phospho-mimetic form of stargazin/TARPγ-2 extends further into the cytoplasm
than wild-type [39]. As discussed earlier, highly phosphorylated forms of stargazin/TARPγ-2 are
dominant in the post-synaptic density fraction [37], and the StargazinSD knock-in mice show an increase
in synaptic AMPAR activity [38]. Taken together, TARP phosphorylation may disrupt the membrane
binding of the C-terminal cytoplasmic tail to trigger a synaptic enhancement of AMPAR activity.

Since all TARP isoforms commonly have the eight to nine arginine residues adjacent to the
phosphorylation sites (Figure 2), it would not be surprising that other TARP isoforms behave in
a similar way to stargazin/TARPγ-2 in terms of the binding to/dissociation from membranes.
For example, it is possible that CaMKII phosphorylation at Ser277 and Ser281 of TARPγ-8 may
lead to dissociation of the cytoplasmic tail from the plasma membrane to enhance synaptic AMPAR
activity in the hippocampus as does stargazin/TARPγ-2 in cerebellar granule cells. This model is
further supported by a study with a TARPγ-8 knock-in mouse line (TARPγ-8Δ4) that lacks the last
four amino acids, a PDZ-binding motif. The interaction between PDZ-binding motifs of TARPs
and membrane-associated guanylate kinase family proteins (e.g., PSD-95) is proposed to stabilize
AMPAR-TARP complexes at synapses. Consistent with this idea, TARPγ-8Δ4 knock-in mice exhibit
~30% reduction in basal AMPAR transmission in the hippocampus [55]. However, hippocampal LTP is
intact in the TARPγ-8Δ4 knock-in mice [55], suggesting that PDZ binding of TARPγ-8 is not necessary
for LTP expression.

8. Phosphorylation of Other Auxiliary Proteins of AMPAR

Accumulating reports have identified more auxiliary proteins of the AMPAR complex, such as
CNIH, germ cell-specific gene 1-like protein (GSG1-L), and CKAMP/Shisa [9,46–48]. CNIH-2/-3 are
identified by proteomic analysis of native AMPAR complexes from rat brains [56]. CNIHs regulate
surface expression and channel properties of AMPARs in heterologous cells and mouse brain slices [12,
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56,57]. GSG1-L also modulates AMPAR trafficking and desensitization in heterologous cells [58,59].
However, phosphorylation of CNIHs and GSG1-L remains unknown.

Among the binding proteins to AMPARs [47,58], CKAMP44/Shisa9 is known to be phosphorylated
by PKC and protein interacting with C kinase 1 (PICK1) [42]. In vitro phosphorylation assay and
Phos-tag polyacrylamide gel electrophoresis reveal that CKAMP44/Shisa9 can be phosphorylated
by PKC in vitro and in a PKC-activating condition of COS-7 cells (treated by phorbol 12-myristate
13-acetate) [42]. However, the phosphorylation sites and their involvement in synaptic plasticity
are unknown.

9. Closing Remarks

Phosphorylation of the pore-forming subunits and auxiliary proteins of the AMPAR complex
has been extensively studied. The broad spectrum of biochemical approaches such as in vitro
phosphorylation assay, phosphopeptide mapping, phosphorylation site-specific antibodies, and
Phos-tag polyacrylamide gel electrophoresis has allowed us to identify the actual phosphorylation
sites and to describe their states in synaptic plasticity. Combined with the biochemical approaches,
in vivo and ex vivo studies including genetically modified mice and electrophysiological analyses
have found compelling phenomena and their molecular and cellular mechanisms. However, many
questions remain in the field of synaptic plasticity, in particular, in regards to proteomics. Although the
native AMPAR complex constituents were recently profiled by proteomics [58], phosphoproteomics of
the native complex has not been reported yet. Very little is known to date regarding phosphorylation
of many AMPAR complex constituents including TARPs, CNIHs, GSG1-L, and CKAMPs. Also, roles
of the previously identified phosphorylation sites of the complex in synaptic plasticity need to be
investigated further in more physiological conditions (e.g., targeted knock-in mice). Accumulating
knowledge from the phosphorylation studies of the native AMPAR complex will provide us with
more insight into the activity-dependent dynamic changes at synapses that underlie various animal
behaviors. Although this review is only limited to AMPAR complex proteins, other synaptic proteins
including neurotransmitter receptors and scaffolding proteins may serve as phosphorylation substrates
that contribute to synaptic plasticity.
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Abstract: Early life stress is associated with risk for developing alcohol use disorders (AUDs) in
adulthood. Though the neurobiological mechanisms underlying this vulnerability are not well
understood, evidence suggests that aberrant glucocorticoid and noradrenergic system functioning
play a role. The present study investigated the long-term consequences of chronic exposure to elevated
glucocorticoids during adolescence on the risk of increased alcohol-motivated behavior, and on
amygdalar function in adulthood. A discovery-based analysis of the amygdalar phosphoproteome
using mass spectrometry was employed, to identify changes in function. Adolescent corticosterone
(CORT) exposure increased alcohol, but not sucrose, self-administration, and enhanced stress-induced
reinstatement with yohimbine in adulthood. Phosphoproteomic analysis indicated that the amygdala
phosphoproteome was significantly altered by adolescent CORT exposure, generating a list of
potential novel mechanisms involved in the risk of alcohol drinking. In particular, increased
phosphorylation at serines 296–299 on the α2A adrenergic receptor (α2AAR), mediated by the
G-protein coupled receptor kinase 2 (GRK2), was evident after adolescent CORT exposure. We found
that intra-amygdala infusion of a peptidergic GRK2 inhibitor reduced alcohol seeking, as measured
by progressive ratio and stress reinstatement tests, and induced by the α2AAR antagonist yohimbine.
These results suggest that GRK2 represents a novel target for treating stress-induced motivation for
alcohol which may counteract alterations in brain function induced by adolescent stress exposure.

Keywords: adolescence; corticosterone; proteomics; yohimbine; progressive ratio; reinstatement;
ethanol

1. Introduction

Chronic stress is an environmental factor known to increase the risk for psychiatric disorders,
including alcohol use disorders. Importantly, chronic stress during critical developmental periods can
have long-lasting effects on alcoholism risk [1–5]. Specifically, exposure to multiple adverse events
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in childhood, including adolescence, is associated with greater lifetime incidence and earlier onset
of alcohol dependence [6,7]. Adolescence may be a period of particular vulnerability because of
the ongoing development of brain circuits responsive to glucocorticoids during that time. Indeed,
we have found that chronic exposure to the glucocorticoid stress hormone corticosterone (CORT)
during adolescence, using an established procedure that produces a depression-like syndrome in
adults [8,9], increases impulsivity on the delay-discounting test of impulsive choice, indicating that
adolescent CORT has long-term effects on behavior [10]. Moreover, impulsivity on delay discounting
tasks is frequently associated with presence of alcohol use disorders, and it is a possible risk factor for
alcoholism [11].

Preclinical studies suggest that stress hormone exposure in adolescence may influence motivation
for ethanol in adulthood, including reports demonstrating that post-weaning social isolation stress for
either 42 [12,13] or 90 [14] days, which includes but is not limited to the adolescent period, can increase
subsequent operant ethanol self-administration. Moreover, we recently reported that adolescent
corticosterone exposure from postnatal day (PND) 30–50 can increase a variety of alcohol-motivated
behaviors in male and female rats [15].

In Experiment 1 of the current study, we demonstrate that under certain training conditions,
male rats exposed to CORT in adolescence demonstrate an increased motivation for alcohol,
as evidenced by increased operant alcohol self-administration and yohimbine-induced reinstatement
of alcohol-seeking behavior in adulthood, whereas responding for sucrose was unchanged. We then
used a discovery-based phosphoproteomics approach to determine what signaling systems were
persistently altered in the amygdala of rats exposed to CORT in adolescence, which might interact
with the ethanol self-administration experience. The proteomics analysis revealed several persistent
changes in protein phosphorylation based on adolescent experience that may represent potential
mechanisms underlying increased motivation for alcohol, including increased phosphorylation of
the α2A adrenergic receptor (α2AAR) by CORT. Consequently, Experiment 2 sought to determine the
effects of direct manipulation of α2AAR function on adult alcohol-motivated behavior in adolescent
CORT-exposed male rats.

2. Materials and Methods

2.1. Subjects

Male Sprague Dawley rats aged 24–27 days upon delivery to the animal facility were used in
all experiments. Experiment 1 was conducted at Yale University in the Connecticut Mental Health
Center, and Experiment 2 was conducted at the University of Pittsburgh. Rats were obtained from
Charles River (Kingston, NY, USA) at Yale and from Harlan/Envigo (Frederick, MD, USA) at the
University of Pittsburgh. We used different vendors to minimize animal shipping time to both facilities.
In addition, at Yale, rats were housed in shoebox cages with water bottles on standard racks, while
at the University of Pittsburgh, rats were housed in individually ventilated caging (IVC) with an
automated watering system. All other housing and procedural parameters were the same between the
two universities, unless otherwise noted. In addition, all procedures were conducted in accordance
with the National Institutes of Health Guide for the Care and Use of Laboratory Animals and were approved
by each institution’s Institutional Animal Care and Use Committee. Rats acclimated to the facility
for 3–5 days before CORT exposure began on postnatal day (PND) 30. Rats were pair-housed and
maintained on a 12:12 hour light-dark cycle in a temperature- and humidity-controlled environment.
The rats were given ad libitum access to food and water except during periods of food restriction, as
described below.

2.2. Drugs

Corticosterone hemisuccinate (CORT; 4-pregnen-11β,21-diol-3,20-dione21-hemisuccinate,
Steraloids, Newport, RI, USA) was prepared fresh every three days. CORT was dissolved in tap
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water and stirred overnight at a pH of 10–11 and neutralized to a pH of 7.0–7.4 prior to use. Ethanol
(EtOH; Decon Labs, King of Prussia, PA, USA) and saccharin (Acros Organics, Pittsburgh, PA, USA)
were diluted in tap water to concentrations of 10% (v/v) and 0.1% (w/v), respectively, to make the
sweetened EtOH solution. Yohimbine (Sigma, St. Louis, MO, USA) was dissolved in double distilled
water to a concentration of 1.25 mg/mL. GRK2i (GRK2 inhibitory polypeptide; Tocris, Minneapolis,
MN, USA) was dissolved in saline to a concentration of 2 mM.

2.3. Chronic Corticosterone Exposure

From postnatal day (PND) 30–50, a period which spans the majority of adolescence in rodents [1],
rats received access to a bottle containing either water or a solution of CORT as their sole source of fluid
(note: the automated watering system was disabled in Experiment 2). For the first 14 days of exposure,
rats received a concentration of 50 μg/mL CORT, which was then reduced to 25 μg/mL and finally
to 12.5 μg/mL for three days each. During the exposure period, CORT- and water (H2O)-containing
bottles were weighed daily, and rats were weighed every other day. Following cessation of CORT
exposure, all rats were returned to normal tap water. Behavioral testing began following a 10-day
washout period to allow for the re-establishment of endogenous hypothalamic-pituitary-adrenal (HPA)
axis functioning [9] and for the rats to age into adulthood. The CORT exposure procedure was the
same as that previously described and that has been reported to produce circulating CORT levels of
greater than 800 ng/mL [9,16].

2.4. Operant Self-Administration

All rats remained CORT-free during behavioral testing. To facilitate acquisition of self-administration,
rats were mildly food restricted during training. In Experiment 1, rats were maintained on this
restriction, while in Experiment 2, the restriction was gradually eased such that rats were fed ad
libitum by the end of training. Self-administration sessions were conducted in standard operant
chambers (MedAssociates, St. Albans, VT, USA) housed in sound-attenuating cubicles. Rats were
trained to respond for 10 s presentation of the reinforcer paired with a light + tone cue on a fixed ratio
(FR)1 schedule of reinforcement. In both experiments, rats were trained to self-administer a solution
of 10% (v/v) EtOH + 0.1% (w/v) saccharin, and in Experiment 1, a control group of rats were trained
to self-administer a solution of 20% (w/v) sucrose. Sucrose was used for comparison as it contains
calories similar to ethanol, and has a sweet taste, similar to saccharin. In Experiment 1, rats received 20
one-hour self-administration sessions during the light cycle. In Experiment 2, sessions were conducted
in the dark cycle and were initially 30 min in length, and they were subsequently extended to 60 min
to match the duration of Experiment 1. Rats received a total of 21 self-administration sessions prior to
surgery, and an additional 10 sessions following surgery to re-establish baseline responding.

2.5. Experiment 1. Analysis of Adolescent CORT Effects on Adult Ethanol Self-Administration and the
Amygdala Phosphoproteome

Quantitative Label-Free Phosphoproteomics

Fourteen to 16 days after the last day of self-administration, rats from Experiment 1 were
euthanized by focused microwave irradiation, in order to analyze the amygdala phosphoproteome
using high resolution tandem mass spectrometry. Focused microwave irradiation is known to maintain
the post-translational modification state of proteins during the post-mortem period [17]. Rats were
lightly anesthetized with isoflurane prior to euthanasia, to reduce the influence of acute stress
on protein phosphorylation. After euthanasia, the amygdala was dissected and homogenized by
sonication in a buffer containing urea (ThermoFisher, 8 M), ammonium bicarbonate (ThermoFisher,
0.4 M), and protease (Pierce, at 1% of lysis buffer) and phosphatase inhibitor cocktails (Pierce, at 2.5%
of lysis buffer). Samples from two rats in each experimental group were randomly pooled to create
a total of four biological samples per group. Pooled samples were then analyzed by the Yale/NIDA
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Neuroproteomics Center as previously described [18]. Briefly, 20 μL of 45 mM dithiothreitol (DTT)
was added to each sample and incubated at 37 ◦C for 20 min to reduce Cys residues. Samples were
cooled and 20 μL of 100 mM iodoacetamide (IAM) was added to each sample and incubated at room
temperature in the dark for 20 min for alkylation of the reactive free sulfhydro of the reduced Cys.
Dual enzymatic digestion was carried out by adding 600 μL of dH2O and 30 μL of 1 mg/mL Lys
C followed by incubation at 37 ◦C for 4 h, with subsequent digestion by incubation with 30 μL of
1 mg/mL trypsin overnight at 37 ◦C. Samples were macrospin desalted and dried by a Speedvac.
Pellets were dissolved in 50 μL of a solution containing 0.5% trifluoroacetic acid (TFA) and 50%
acetonitrile. Samples were then subjected to titanium dioxide (TiO2) phosphopeptide enrichment using
TopTips (Glygen, Columiba, MD, USA). A three-step conditioning of the TopTip was utilized with 1
min at 2000 rpm on a bench top centrifuge (ThermoFisher) for each step. First, the TopTip was washed
with 2 × 60 μL 100% acetonitrile, then with 2 × 60 μL 0.2 M sodium phosphate (pH 7.0), and finally
with 2 × 60 μL 0.5% TFA in a 50% acetonitrile solution. The acidified digest supernatants were loaded
into the TopTip, and bound phosphopeptides were washed with 2 × 40 μL of a buffer containing 0.5%
TFA in 50% acetonitrile, spun at 1000 rpm for 1 min, and then at 3000 rpm for 2 min. Phosphopeptides
were eluted from each TopTip by three aliquots of 30 μL of 28% high purity ammonium hydroxide
(ThermoFisher). The eluted fraction was dried and re-dried with 2 × 30 μL water by speedvac.
Enriched fractions were dissolved in 10 μL of 70% formic acid and 30 μL of 50 mM sodium phosphate.
Peptide concentrations were determined by NanoDrop to load 0.3 μg/5 μL of each sample.

For LC/MS-MS, 5 μL of each sample was injected onto a LTQ Orbitrap XL LC-MS/MS system.
Peptide separation was performed on the nanoACQUITY™ ultra-high pressure liquid chromatography
(UPLC™) system (Waters, Milford, MA), using a Waters Symmetry® C18 180 μm × 20 mm trap column
and a 1.7 μm, 75 μm × 250 mm nanoACQUITY™ UPLC™ column (35 ◦C). Trapping was done at
15 μL/min, with 99% Buffer A (0.1% formic acid in water) for 1 min. Peptide separation was performed
over 120 min at a flow rate of 300 nL/min beginning with 95% Buffer A and 5% Buffer B (0.075% formic
acid in acetonitrile) to 40% B from 1–9 min, to 85% B from 9–91 min, held at 85% B from 91–95 min,
then returned to 5% B from 95–96 min. Two washes were made between each sample run to ensure
no carryover (1. 100% acetonitrile, 2. Buffer A). The LC was in-line with an LTQ-Orbitrap XL mass
spectrometer. MS was acquired in the Orbitrap using one microscan, and a maximum injection time
of 900 msec followed by 3–6 data-dependent MS/MS acquisitions in the ion trap (with precursor ion
threshold of >3000). The total cycle time for both MS and MS/MS fragmentation by collision induced
dissociation (CID) were first isolated with a 2 Da window, followed by normalized collision energy of
35%. Dynamic exclusion was activated where former target ions were excluded for 30 s. Three technical
replicates were injected for each sample and all samples and replicates were randomized across the
entire run time.

2.6. Experiment 2. Determining the Role of GRK2 in Regulating Ethanol-Motivated Behaviors

The proteomics analysis revealed several changes in protein phosphorylation of potential interest
for mediating the increase in motivation to respond for alcohol in adolescent CORT-exposed rats.
One of particular relevance was the increase in phosphorylation of the α2A adrenergic receptor (α2AR)
on serines (S) 296–299 in the amygdala of CORT-exposed animals relative to controls. Phosphorylation
of these four neighboring residues is mediated by the G-protein coupled receptor kinase 2 (GRK2,
also known as the β-adrenergic receptor kinase-βARK) [19]. Therefore, we sought to determine
whether inhibition of GRK2 in the amygdala could prevent or reduce yohimbine-induced increases
in alcohol-motivated behavior that were measured by progressive ratio responding for alcohol,
and reinstatement of alcohol seeking.

2.6.1. Surgery

Rats were anesthetized with a combination of 87.5 mg/kg ketamine and 5 mg/kg xylazine,
and were injected with 5 mg/kg of Rimadyl (NSAID analgesic) and 5 mL of lactated Ringers’ solution
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prior to surgery. Rats were implanted bilaterally with intracranial guide cannulae (28 gauge, Plastics
One) aimed 1 mm above the basolateral amygdala using the following coordinates: from bregma:
AP −3.0 mm; ML ±5.3 mm; DV −7.9 mm. Cannulae were anchored with three stainless steel screws
and dental cement, and obturators were placed within the cannulae to maintain patency. Rats were
monitored for seven days post-surgery and then they resumed EtOH self-administration.

2.6.2. Progressive Ratio (PR)

The PR schedule began with a ratio of 1 that increased by 2 within each step, then it increased
by 1 every four steps (e.g., 1, 3, 5, 7; 10, 13, 16, 19; 23, 27, 31, 35; etc.). Rats were first given
three baseline PR sessions, the last of which included a sham injection to acclimate the rats to the
infusion/injection procedure. On test days, rats were infused with 1 nmol/side of GRK2i (vs vehicle
(saline), between-subjects) 10 min prior to an intraperitoneal injection of 1.25 mg/kg yohimbine (vs.
vehicle (H2O), within-subjects] given 10 min prior to each of two PR sessions. Yohimbine and vehicle
PR sessions were given in a counterbalanced manner and were separated by a non-injection PR session.

2.6.3. Extinction/Yohimbine-Induced Reinstatement of EtOH Seeking

Following self-administration (Experiment 1) or PR testing (Experiment 2), rats underwent at least
five days of extinction (no more than 10 days) until meeting the extinction criterion (≤20 active lever
presses over two consecutive days). In Experiment 1, rats were tested for stress-induced reinstatement
of EtOH seeking following challenge with yohimbine and vehicle in two separate test days [15,20,21].
Similarly, in Experiment 2, rats were tested in two reinstatement sessions (yohimbine and vehicle)
using the same infusion/injection parameters described above for PR testing. Assignment to GRK2i
and vehicle groups was counterbalanced such that some rats received the same infusion for both PR
and reinstatement (e.g., GRK2i, GRK2i or VEH, VEH) while others received the opposite infusion (e.g.,
GRK2i, VEH or VEH, GRK2i).

2.7. Statistical Analysis

2.7.1. Behavioral Data

Behavioral data were analyzed by multi-factor ANOVA, including repeated measures where
appropriate, or by Student’s t-test. Significance was set at an alpha of 0.05 and any significant
interaction effects were further analyzed by Bonferroni’s post hoc test.

2.7.2. Proteomics Data

Chromatographic/spectral alignment, feature extraction, data filtering, and statistical analysis was
carried out using Nonlinear Dynamics Progenesis LC-MS software (www.nonlinear.com). Raw data
files were imported into the program and detected mass spectral features were aligned based on
the retention time of the detected m/z peaks based on a randomly selected reference run. All other
runs were automatically aligned to the reference run to minimize retention time variability between
runs. No adjustments were necessary in the m/z dimension, due to the high mass accuracy of the
spectrometer (typically <3 ppm). All runs were selected for detection with an automatic detection limit.
Features within retention time ranges of 0–5 min were filtered out, as were features with charge state
greater than +6 or singly charged peptides (as no MS/MS fragmentations were taken for these charge
states during data collection) for reduction of false positive peptide assignments. A normalization
factor based on the use of the median and the median absolute deviation was then calculated to account
for the approximation of the variance to remove the influence of outliers, and to account for differences
in sample load between injections. The experimental design grouped multiple injections from each
condition. Stringent conditions were set in in-house MASCOT search engine (Matrix Science, Boston,
MA) to filter out low scoring identified peptides by imposing a confidence probability score (p) of <0.05.
A protein was quantified if it contained at least two unique identified peptides. The filtered MS/MS
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spectral features along with their precursor spectra were exported in the form of an .mgf file (Mascot
generic file) for database searching using the Mascot algorithm [22]. These data were searched against
the Uniprot (Rattus norvegicus) database. The confidence level was set to 95% within the MASCOT
search engine for peptides assigned hits based on randomness. MS/MS analysis was based on the use
of trypsin and the following variable modifications: carbamidomethyl (Cys), Oxidation (Met), Phospho
(Ser, Thr, Tyr). Other search parameters included peptide mass tolerance of ±15 ppm, fragment mass
tolerance of ±0.5 Da, and maximum missed cleavages of 3. A decoy search (based on the reverse
sequence search) was performed to estimate the false discovery rate (FDR), with a setting of acceptable
protein ID having FDR of 2%. A protein was considered to be positively identified if there were two or
more significantly labeled unique peptides (bold red based on Mascot MOWSE scoring). The Mascot
significance score match is based on a MOWSE score, and it relies on multiple matches to more than
one peptide from the same protein. The Mascot search results were exported to an .xml file using a
significance cutoff of <0.05, and ion score cutoff of 28, and a requirement of at least one bold (first time
any match to the spectrum has appeared in the report) and red (top scoring peptide match for this
spectrum) peptide. The .xml file was then imported into the Progenesis LCMS software, where search
hits were assigned to corresponding detected features (post-translational modifications), identified
as described above. Verification of phosphorylation site(s) was carried out using the PhosphoRS
algorithm [23], and phosphorylated peptides with PhosphoRS probability greater than 0.7 (confidently
assigned from the MS/MS fragmentation spectra) were considered in our analyses.

Once proteins and protein modifications for each peptide were determined, the normalized
intensity values for each sample were averaged within each group. When the same modification
was identified on a protein as separate peptides (due to charge state or cleavage differences),
the peptide with the lowest coefficient of variation was chosen as the representative readout for
that phosphorylation event. However, in cases where the multiple peptides did not show the same
general statistical relationships between groups, then both peptides were kept in the analysis. The four
groups were compared by ANOVA to identify p-values of potential differences between any of the
four groups. The −log10 value of these p-values was then plotted against the log2 ratio of the average
intensity for the CORT group relative to the water group, and the EtOH group relative to the sucrose
group, in volcano plots. These data were also used to determine the significant main effects of
relative phosphopeptide abundance. These data were also analyzed by two-way ANOVA to determine
whether there were any interactions in phosphopeptide abundance based on adolescent treatment and
reinforcer self-administered. Note that phosphopeptide abundance was not normalized to total protein
levels, allowing the possibility that apparent differences in phosphorylation are driven by changes in
total protein expression. Nevertheless, the data still indicate a change in the amount of signaling related
to that phosphorylation event in the amygdala. Given that the purpose of this study was to discover
potential new targets for treating stress-associated alcohol drinking, we present data with p-values
of p < 0.05 for main effects (CORT vs H2O treatment or sucrose vs EtOH self-administration) and
p < 0.1 for interaction effects after correcting for multiple comparisons using the Benjamini–Hochberg
procedure, assuming a 10% false discovery rate. Significant interactions were further examined using
Tukey’s post-hoc test.

Phosphopeptides showing significant interactions were further analyzed using a principal components
analysis and a hierarchical clustering analysis to better visualize the relationship of phosphopeptide
abundance between groups. The distance between two clusters was calculated using Ward’s method.

3. Results

3.1. Experiment 1. Analysis of Adolescent CORT Effects on Adult Ethanol Self-Administration and the
Amygdala Phosphoproteome

A total of 32 rats were exposed to CORT (n = 16) or normal tap water (n = 16) in adolescence.
In adulthood, half of the rats were trained to self-administer either sucrose or ethanol + saccharin,
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with n = 8 in each treatment group (sucrose–H2O, sucrose–CORT, EtOH–H2O, EtOH–CORT). Figure 1A
illustrates the experimental design.

Figure 1. Ethanol and sucrose self-administration and yohimbine-induced reinstatement in H2O-
and CORT-exposed animals. (A) Experimental timeline. CORT exposure did not alter sucrose
self-administration (B), but increased the response for ethanol during the last three days of
self-administration (C) and ethanol (g/kg body weight) intake (C), inset. Pairwise comparisons
following a significant reinforcer × exposure interaction showed a strong trend for increased
yohimbine-induced reinstatement of ethanol, but not sucrose seeking in CORT-exposed rats (D).
Thus, CORT exposure selectively alters ethanol-motivated behavior. Data are presented as the mean ±
the standard error of the mean (SEM). * p < 0.05’ ˆ p = 0.06.

3.1.1. Ethanol Self-Administration

In adulthood, adolescent CORT-exposed and control rats were trained to self-administer ethanol
or sucrose. Factorial ANOVA analysis of overall numbers of reinforcers earned, active lever presses,
and magazine entries across self-administration sessions as a function of adolescent treatment (H2O
vs. CORT) and reinforcer type (sucrose vs. EtOH), indicated no treatment × reinforcer interactions
(all p > 0.05). However, there were significant effects of time and time × reinforcer interactions
for reinforcers earned (F(19, 8) = 58.22, p < 0.001; F(19, 8) = 43.99, p < 0.001), indicating that sucrose
self-administration (Figure 1B) was acquired more quickly for both treatment groups. Inspection of the
ethanol self-administration data indicated that once animals had acquired stable self-administration
(e.g., the final 3 days of testing), there was a separation between the CORT-exposed and control
groups in the number of ethanol reinforcers earned (Figure 1C). Analysis of the number of reinforcers
earned on the last three days of self-administration revealed a significant reinforcer type by adolescent
exposure interaction (F(1, 26) = 8.10, p = 0.009), and subsequent analysis by separate two-way ANOVAs
for each reinforcer type indicated that there was only a significant effect of adolescent CORT exposure
on reinforcers earned in rats responding for ethanol (F(1, 13) = 17.14, p < 0.001), but not for sucrose
(F(1, 13) = 1.829, p > 0.05). Therefore, adolescent CORT exposure resulted in a significant increase in
the number of ethanol reinforcers earned once self-administration was acquired, but did not affect
self-administration of sucrose (Figure 1B,C). Similarly, analysis of ethanol intake (g/kg) during the
same time frame revealed a significant effect of adolescent condition (F(1, 26) = 6.94, p = 0.02), but no
interaction with session day (F(2, 26) = 0.32, p > 0.05), indicating that the adolescent CORT-exposed
animals self-administered significantly more ethanol as a g/kg dose during all three of the last
self-administration sessions (Figure 1C, inset).

3.1.2. Yohimbine-Induced Reinstatement of EtOH vs. Sucrose Seeking

Following self-administration and subsequent extinction training, rats were tested for
yohimbine-induced reinstatement. Data were expressed as a fold change in responses on the

219



Proteomes 2018, 6, 41

active lever following yohimbine relative to vehicle injection (Figure 1D). A two-way ANOVA
revealed a significant reinforce type × adolescent exposure interaction (F(1, 27) = 4.9, p = 0.036).
Subsequent t-tests comparing the effects of adolescent exposure revealed a trend (p = 0.06) for increased
yohimbine-induced reinstatement of ethanol, but not sucrose (p = 0.33) seeking. These results indicate
that adolescent CORT exposure may enhance sensitivity to the ability of a pharmacological stressor to
induce reward seeking, but that this effect is selective for responding for ethanol.

3.1.3. Phosphoproteomic Analysis

Two weeks after the reinstatement test, rats were euthanized and their brains were analyzed
for changes in the levels of phosphorylated proteins in the amygdala. A discovery-based mass
spectrometry approach was used to identify potentially novel biological signaling differences in the
brains of rats that self-administered sucrose vs ethanol or that were exposed to CORT in adolescence,
and their interaction. A total of 156 unique proteins were identified on which sites of phosphorylation
could be resolved. Within these proteins, 478 unique phosphorylation patterns were identified, and of
these, 270 phosphopeptides were significantly regulated in at least one of the experimental conditions
(Suppl. Table S1, phosphopeptides above yellow row are significant). Next, volcano plots were
created to compare the magnitude of change in phosphopeptide abundance based on the main effect of
adolescent CORT exposure (Figure 2A) versus the main effect of ethanol self-administration (Figure 2B)
relative to the −log10 of the p-value from the ANOVA to identify highly significant differences (y-axis)
of large effect size (x-axis). This analysis revealed that adolescent CORT exposure produced 16
changes in protein phosphorylation (red dots in Figure 2A) that were both significantly different
from H2O exposure (points above gray line = p < 0.05 after correcting for multiple comparisons)
and that were of large effect size (either increases or decreases with an effect size greater than a
four-fold change from H2O exposed control = log2(ratio) >2 or <−2). On the other hand, there was
only one significant difference of large effect size identified, based on the reinforcer that was previously
self-administered (Figure 2B), suggesting that adolescent CORT exposure had a larger long-term effect
on the amygdala phosphoproteome than the prior ethanol self-administration experience. Indeed, the
protein seemingly regulated by ethanol self-administration, microtubule-associated protein 2 (MAP2),
was also regulated by CORT exposure, and both effects were likely driven by a few large values in the
CORT–sucrose group.
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A. Volcano Plot of CORT Exposure Effects B. Volcano Plot of EtOH Self-Adminstration Effects

Figure 2. Volcano plots of main effects of adolescent exposure and adult self-administration. Plots are
shown comparing main effect of adolescent CORT exposure (A) or the main effect of ethanol (EtOH)
self-administration experience (B). Each plot shows the identified phosphopeptides based on the log2
effect size of adolescent CORT relative to H2O exposure on the x-axis and the −log10 of the ANOVA
p-value on the y-axis. The gray lines represent the Benjamini–Hochberg-corrected significance point for
p < 0.05. Points in red represent phosphopeptides that are both highly significantly different and have
a large effect size (>4-fold difference).
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We went on to test for potential interaction effects between adolescent CORT exposure and ethanol
self-administration. After correcting for multiple comparisons, significant interactions (p < 0.1) were
identified for 10 phosphopeptides (Suppl. Table S2). Of these 10, seven were different phosphopeptides
from the neurofilament heavy and medium chain proteins. Figure 3A shows the quantitative difference
between groups from one of these neurofilament phosphopeptides, which was representative of the
pattern of results observed for all of the neurofilament phosphopeptides. Tukey’s post-hoc analysis
revealed that phosphorylation of the neurofilament proteins was highest in the adolescent control
group that self-administered sucrose (p < 0.0001 relative to all other groups). A similar pattern
was observed for two of the other phosphopeptides identified, synaptotagmin 2 and Map 1a (all
p < 0.0001 comparing H2O–sucrose to all other groups; Figure 3B,C). Therefore, either prior adolescent
CORT exposure or ethanol self-administration resulted in reduced phosphorylation of these peptides
relative to controls. The only phosphopeptide to show a different pattern of results was IPP2 (protein
phosphatase inhibitor 2, PPP1R2). Phosphorylation of IPP2 on serines 121 and 122 was reduced in
the adolescent CORT-exposed rats that self-administered sucrose relative to H2O–sucrose controls
(p = 0.012), but CORT-exposed rats that self-administered ethanol showed a significant reversal of
this effect (p = 0.035; Figure 3D). Thus, with the exception of IPP2, all significant interactions between
adolescent exposure groups and reinforcer types indicated that self-administration of ethanol could
reduce protein phosphorylation in the adolescent H2O-exposed group to the levels of adolescent
CORT-exposed rats, while ethanol produced no further effects beyond the CORT exposure.

Figure 3. Box plots of phosphopeptides with significant interactions. Plots show the effect of
adolescent exposure versus reinforcer self-administered in adulthood for four of the phosphopeptides
found to have significant interaction effects after two-way ANOVA: (A) neurofilament heavy chain
(SPAEAKpSPAEAKPPAEAK), (B) synaptotagmin 2 (GGQDDDDAETGLpTEGEGEGEEEKEPENLGK),
(C) Map 1a (GFKpSPPCEDFSVTGESEK), and (D) IPP2 (EQEpSpSGEEDNDLSPEER). Significant
interactions were followed by Tukey’s post-hoc test, *** p < 0.0001, * p < 0.05.

These results were further supported by a principal component analysis (PCA) and a hierarchical
clustering analysis. Figure 4 illustrates that the first principal component explained the majority
of the variance, with the H2O–sucrose group showing a concentration ellipse that did not overlap
with the other three groups. Overlaying the PCA plot is a biplot indicating that the H2O–sucrose
group generally had higher values for each phosphopeptide relative to the other groups, suggestive
of reduced phosphorylation in the experimental groups. In addition, hierarchical clustering analysis
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based on the abundance of the 10 phosphopeptides was significantly different among groups, showing
that the adolescent H2O- and CORT-exposed groups largely clustered separately, independent of the
reinforcer self-administered, with the exception of some of the rats in the H2O–ethanol group, which
clustered more closely with the CORT groups (Figure 5).

Figure 4. Principal components analysis of significant interactions. Plot shows the first principal
component on the x-axis and second principal component on the y-axis. Each colored ellipsis represents
a different group and the clustering of the CORT groups shows that much of the variance between
groups could be explained by adolescent CORT exposure. The H2O–sucrose group was the most
different, suggesting that ethanol self-administration shifted the H2O group to be more similar to
adolescent CORT group. Overlaid is a biplot (brown circle and arrows) indicating the majority of the
phosphopeptides in the H2O–sucrose group are in greater abundance than the other three groups.

 

Figure 5. Hierarchical clustering analysis. (A) Hierarchical clustering of individual samples based
on the abundance of the 10 phosphopeptides significantly different among groups showing general
clustering of adolescent H2O and CORT groups, with the H2O–ethanol group showing mixed clustering
between the two. (B). Heat map of clusters versus phosphopeptides with darker colors representing
greater abundance of the phosphopeptide.
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Next, due to the large effect of adolescent CORT exposure on the amygdala phosphoproteome,
independent of self-administration condition, we focused our analysis on the 16 significantly regulated
phosphopeptides shown in red in Figure 2A. The identity of each of the phosphopeptides is listed in
Table 1, where the protein, modified peptide sequence, log2 magnitude of change, and p-value from
the ANOVA are given. The phosphorylated residues are shown in red.

Table 1. Phosphopeptides significantly regulated by adolescent CORT exposure.

Top Up-Regulated Phosphopeptides

Protein
Peptide Sequence + Phosphorylation

Sites (in Red)
Log2(CORT/H2O)-Magnitude p-Value (ANOVA)

Microtubule-associated protein 2 RLSNVSSSGSINLLESPQLATLAEDVTAALAK 5.325915864 0.005821436
Microtubule-associated protein 2 RLSNVSSSGSINLLESPQLATLAEDVTAALAK 3.863577679 7.21 × 10−5

Gap junction alpha-1 protein VAAGHELQPLAIVDQRPSSRASSR 3.054725626 3.34 × 10−8

Microtubule-associated protein 2 RLSNVSSSGSINLLESPQLATLAEDVTAALAK 2.726525438 7.69 × 10−6

Protein phosphatase 1 regulatory subunit 1A RRPTPATLVLTSDQSSPEVDEDRIPNPLLK 2.69773257 6.46 × 10−6

Canalicular multispecific organic anion
transporter 2 IPLNLLPQLISGMTQTSVSLK 2.568107399 0.000230896

Microtubule-associated protein tau HLSNVSSTGSIDMVDSPQLATLADEVSASLAK 2.409694538 1.97 × 10−6

Microtubule-associated protein 2 RLSNVSSSGSINLLESPQLATLAEDVTAALAK 2.359792109 0.000139602
Alpha-2A adrenergic receptor DGDALDLEESSSSEHAERPQGPGKPER 2.043347801 6.23 × 10−8

Top Down-Regulated Phosphopeptides

Neurofilament light polypeptide AEEAKDEPPSEGEAEEEEK −2.48762892 9.91 × 10−9

Neurofilament heavy polypeptide TLDVKSPEAK −2.38663396 2.96 × 10−7

Neurofilament heavy polypeptide SLAEAKSPEK −2.276582671 3.53 × 10−6

Neurofilament heavy polypeptide SPAEAKSPAEAKPPAEAK −2.178346111 2.49 × 10−5

Neurofilament heavy polypeptide SPVEVKSPEK −2.100576776 9.08 × 10−5

Neurofilament heavy polypeptide SPAEAKSPAEVK −2.093897637 7.44 × 10−7

Neurofilament medium polypeptide AEEEGGSEEEVGDKSPQESK −2.035085213 0.001096364

Overall, adolescent CORT exposure appeared to produce increased phosphorylation of
the microtubule-associated protein MAP2, particularly in the N-terminal domain, while the
phosphorylation of neurofilament proteins was decreased. These data are suggestive of CORT-induced
structural changes in the amygdala, though the exact functions of the phosphorylation sites identified
are currently unknown. Of interest for alcohol use and other psychiatric disorders, adolescent CORT
exposure also regulated the gap junction protein, connexin43, the protein phosphatase 1 regulatory
subunit 1a (PPP1R1a), which is also known as inhibitor 1 (I-1), and the α2AAR. In addition, the most
highly statistically significant change in phosphopeptide abundance between groups was for the
metabotropic glutamate receptor 5 (mGluR5), though the magnitude of effect was slightly less than
4-fold. Given the known relevance of mGluR5, particularly in the amygdala, for alcohol-motivated
behaviors [24–28], we further inspected the two-way interaction between adolescent treatment
and reinforcer self-administered for this receptor and the other highly regulated phosphopeptides.
A Two-way ANOVA revealed the main effects of CORT in increasing the abundance of each of
these phosphopeptides (connexin 43: (F(1, 33) = 14.44, p < 0.001); I-1: (F(1, 33)=15.5, p < 0.001); α2AAR:
(F(1, 33) = 24.17, p < 0.001); mGluR5: (F(1, 33)=26.64, p < 0.001)), with no effect of reinforcer consumed
during self-administration (all p > 0.25; Figure 6A–D).

We next determined the potential functional implications of the phosphorylation events observed.
The function of the phosphorylation sites on I-1 (Ser43, Ser46, and Ser47) and mGluR5 (Ser1014 and
Ser1016) are unknown. On the other hand, increased phosphorylation of connexin43 was found on
Ser365, Ser368, and Ser369, which have been described previously [29]. In particular, phosphorylation
of Ser368 is known to decrease the permeability of gap junctions, and it is thought to be mediated by
protein kinase C (PKC) [30,31]. Thus, adolescent CORT exposure may lead to long-lasting changes in
neural signaling via gap junctions in the amygdala.

Finally, increased phosphorylation of the α2AAR was found on four consecutive serines
(366–369), which are a known substrate of the G-protein coupled receptor kinase 2 (GRK2) [19,32].
Phosphorylation at these sites mediates agonist-stimulated receptor desensitization, association with
arrestin, decoupling from the G-protein, and clathrin-mediated endocytosis [19,32]. Thus, we predicted
that the adolescent CORT-treated rats would have a reduced sensitivity to α2AR-mediated signaling,
which could result in an increase in norepinephrine release and post-synaptic signaling in the brain,
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as the normal autoreceptor-mediated brake on noradrenergic-transmission would be impaired. Given
the large literature on the involvement of heightened noradrenergic signaling, particularly in the
amygdala, for both stress- and alcohol-related behaviors, including the potential clinical use of α2AAR
agonists as a treatment for alcohol use disorders [33–35], GRK2-mediated phosphorylation of α2AAR
after adolescent CORT exposure is a strong candidate as a mediator of increased motivation for
alcohol. Therefore, we decided to directly test if inhibition of GRK2 in the amygdala could reduce
alcohol-motivated behaviors in adolescent CORT- or H2O-exposed rats.

Figure 6. Box plots of phosphopeptides highly differentially regulated by adolescent CORT exposure.
Plots show the effect of adolescent exposure group versus reinforcer self-administered in adulthood
for four of the phosphopeptides found to have highly significant differences of large effect size
based on adolescent CORT exposure with relevance to alcohol use disorders: (A) connexin 43
(VAAGHELQPLAIVDQRPSpSRApSpSR), (B) PPR1A (RRPTPATLVLTpSDQpSpSPEVDEDRIPNPLLK),
(C) α2AAR (DGDALDLEEpSpSpSpSEHAERPQGPGKPER), and (D) mGluR5 (pSPpSPISTLSHLAGSAGR).
Significant main effects of CORT, *** p < 0.0001.

3.2. Experiment 2. Determining the Role of GRK2 in Regulating Ethanol Motivated Behaviors

A total of 94 rats were exposed to CORT (n = 46) or normal tap H2O (n = 48) in adolescence at
the University of Pittsburgh as in Experiment 1. Of these rats, 26 were ultimately excluded from data
analysis due to failure to meet acquisition criteria, misplaced cannula, or death during surgery. Thus,
the final sample sizes for this experiment were n = 34 for both CORT and H2O groups (n = 16–17 each
for GRK2i- and vehicle-treated rats). Figure 7A illustrates the experimental design.
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Figure 7. Inhibition of GRK2 attenuates yohimbine-induced increases in ethanol-motivated behavior.
(A) Experimental timeline. (B) CORT exposure consistently, but not significantly, tended to increase
reinforcers earned and intake (inset) during ethanol self-administration. (C) Intra-basolateral amygdala
inhibition of GRK2 blocks yohimbine-induced increases in breakpoint during progressive ratio testing,
though the overall low number of reinforcers earned precluded the detection of differences in ethanol
intake (inset). (D) GRK2 inhibition significantly reduced the reinstatement of ethanol seeking and
tended to reduce the effects of yohimbine in increasing reinstatement. * p < 0.05 yohimbine (YOH) vs.
vehicle (VEH); # p < 0.05 GRK2i vs. vehicle.

3.2.1. Ethanol Self-Administration

To more closely equate the results of Experiment 2 to those of Experiment 1, analyses were
conducted on the 10-day postoperative self-administration period, during which time rats were tested
in 60 min sessions. Mixed factorial ANOVAs with adolescent exposure (CORT vs. H2O) as the
between-subjects factor and day (10) as the within-subject factor revealed significant main effects of
day for reinforcers earned ((F(9, 702) = 3.208, p < 0.001); Figure 7B) and ethanol intake (g/kg; (F(9, 702) =
3.18, p = 0.001); (Figure 7B, inset); however, day-to-day variability was not systematic. Similar patterns
evident for all other self-administration parameters (e.g., active lever presses, magazine entries; data
not shown). Though no statistically significant main effects of or interactions involving adolescent
exposure were found for any outcome measure, CORT-exposed rats consistently showed greater
ethanol-motivated behavior compared to H2O-exposed controls.

3.2.2. Progressive Ratio Testing: Yohimbine vs. Vehicle

Mixed factorial ANOVAs with adolescent group (CORT vs. H2O) and infusion (GRK2i vs.
vehicle) as the between-subjects factors and injection (yohimbine vs vehicle) as the within-subject
factor revealed an overall main effect of injection (F(1, 64) = 10.997, p = 0.002), and an injection
× infusion interaction (F(1, 64) = 5.085, p = 0.028) for breakpoint (last ratio completed), with the
yohimbine-injected rats showing greater “willingness to work” for ethanol than vehicle-injected rats,
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and a GRK2i-mediated reduction in these measures was only observed in yohimbine-injected rats (t(66)
= 2.229, p = 0.029); Figure 7C. Similar patterns were evident for other self-administration parameters
(e.g., reinforcers earned, active lever presses; data not shown). Though the analysis of ethanol intake
did not reveal significant effects of injection or infusion, rats only earned roughly 3–4 reinforcers on
average during PR testing, thus making it difficult to detect differences in very low levels of intake
(Figure 7C, inset). No main effect of adolescent group was evident during PR.

3.2.3. Yohimbine-Induced Reinstatement

Mixed factorial ANOVAs with adolescent exposure (CORT vs. H2O) and infusion (GRK2i vs.
vehicle) as the between-subjects factors and injection (yohimbine vs. vehicle) as the within-subject factor
revealed significant main effects of injection (F(1, 63) = 26.169, p < 0.001) and infusion (F(1, 63) = 4.293,
p = 0.042) for active lever presses during reinstatement (Figure 7D). Yohimbine-injected rats responded
more than vehicle-injected rats, and GRK2i-infused rats responded less on the active lever than
rats infused with the GRK2i vehicle. An exploratory analysis indicated that like during PR testing,
yohimbine-induced increases in ethanol-motivated behavior tended to be attenuated (p = 0.06) in
GRK2i-infused rats relative to those that received vehicle infusion. No main effect of the adolescent
group was evident during reinstatement. Taken together, these results indicate that intra-BLA
inhibition of GRK2 reduces yohimbine-induced increases in ethanol-motivated behavior.

4. Discussion

In the present series of studies, we first examined the impact of chronic exposure to
the glucocorticoid stress hormone corticosterone (CORT) during adolescence (PND 30–50) on
ethanol-motivated behaviors and on the amygdala phosphoproteome (Experiment 1). We found
that rats chronically exposed to CORT during adolescence self-administered significantly more of
a sweetened ethanol solution than control rats, once self-administration was acquired. Further,
CORT-exposed rats displayed enhanced yohimbine stress-induced reinstatement in ethanol-reinforced,
but not sucrose-reinforced rats. Importantly, chronic CORT exposure increased phosphorylation
of a series of serine residues in the α2A adrenergic receptor protein in the amygdala, at which
yohimbine exerts its pharmacological action. We then targeted the kinase that phosphorylates
these residues, G protein-coupled receptor kinase 2 (GRK2), in experiments aimed at determining
whether GRK2 inhibition would alter ethanol-motivated behaviors as a function of chronic (CORT
exposure during adolescence) and/or acute (injection of yohimbine) stress exposure (Experiment 2).
While we only uncovered statistical trends for the ability of chronic adolescent CORT exposure to
increase ethanol self-administration in Experiment 2, we found that inhibition of GRK2 in the BLA
significantly attenuated yohimbine-induced increases in ethanol-motivated behavior, regardless of
adolescent experience. These findings suggest that GRK2 inhibition is a promising target for reducing
stress-induced increases in ethanol-motivated behaviors.

Prolonged stress exposure during adolescence has been shown to increase the vulnerability of
developing psychiatric disorders, including alcoholism later in life [5,6]. Prior studies have shown
that chronic CORT exposure in adolescence subsequently increases impulsivity [10] in adulthood.
This indicates that there are long-lasting effects of elevated glucocorticoid levels during adolescence
that could increase the risk of maladaptive behavior. However, while some studies have shown
that post-weaning isolation stress increases ethanol-motivated behaviors [12,14,36], the present and
previous studies utilizing the chronic CORT model in adolescence [15] showed inconsistent effects in
the ability of CORT to significantly augment ethanol-motivated behaviors. The significant increase
in ethanol self-administration during the final three days of training in Experiment 1 is paralleled
by consistent trends for prior CORT exposure to augment responses for ethanol in Experiment 2,
and cue-induced reinstatement in female rats [15]. This disparity could be due to environmental
differences in the two facilities in which the present experiments were conducted. Indeed, large
differences in behavioral outcomes have been documented, even when experimental conditions
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(other than facility) are held constant [37,38]. It is possible that these unavoidable changes in
husbandry could have resulted in the diminished CORT effects on drinking in Experiment 2, potentially
leading to a decreased sensitivity to stress. For example, other studies have identified differences
in ingestive behavior [39] and stress/anxiety-related responses [40] in rodents housed in open-style
(like Experiment 1) versus individually ventilated (like Experiment 2) cages, potentially leading to the
lack of a robust effect of CORT on subsequent ethanol intake in the latter experiment. Our laboratory
has conducted experiments to directly determine if light cycle phase or degree of food restriction
during ethanol self-administration was responsible for the differential effects of adolescent CORT
exposure between Experiments 1 and 2, and neither of these factors was found to consistently influence
our results. Future studies could test exposures to higher concentrations of CORT to potentially
overcome any stress-buffering effects that the current facility may have, to improve the replicability of
these results.

Regardless of the sensitivity of prior chronic CORT exposure in adolescence to alter
subsequent ethanol self-administration, the proteomics analysis identified a number of differentially
phosphorylated proteins in the amygdala of the CORT-exposed rats that did show greater ethanol
self-administration in Experiment 1, and these could potentially be targeted to treat alcohol use
disorders. The effect of adolescent CORT exposure was greater than ethanol self-administration
experience alone, suggesting that elevated glucocorticoids in adolescence may produce a long-lasting
vulnerability that is not substantially exacerbated by ethanol intake. In addition, while there were
a few phosphopeptides that exhibited significant interactions between adolescent treatment and
the reinforcer that was self-administered, almost all of these phosphopeptides were of the highest
abundance in the H2O–sucrose group, with ethanol self-administration bringing the abundance in
the H2O group down to the level of the CORT exposed rats. These data are intriguing and suggestive
that three weeks of 1 hour daily ethanol exposure may shift the molecular activity of the amygdala of
control rats to a state that is more similar to rats that were exposed to chronic CORT in adolescence.

Importantly, the majority of significantly regulated phosphopeptides were observed in the
adolescent CORT group independent of the reinforcer self-administered in adulthood, again suggesting
that adolescent CORT exposure produces profound effects on the amygdala phosphoproteome,
including proteins that are associated with alcohol use disorders, which may indicate heightened
vulnerability to the effects of alcohol. In particular, increased phosphorylation of four serine residues in
the third intracellular loop of the α2AR, which are a GRK2 substrate, was of particular interest, due to
evidence pointing to the potent role of adrenergic signaling, particularly in the amygdala, in ethanol
drinking and seeking. It has long been recognized that the noradrenergic system plays a critical role in
the development of alcohol use disorders, but only recently has interest been revitalized in targeting
this system with respect to AUD treatment [34]. Preclinical studies have shown that downregulation
of noradrenergic signaling, via α2AR agonism (clonidine; [35]), or antagonism of α1AR (prazosin; [41])
or βAR (propranolol; [42]), reduces ethanol drinking and seeking in high-consuming animals. Similar
treatment approaches have been undertaken to treat comorbid post-traumatic stress disorder (PTSD)
and AUD [33,43], as these disorders frequently co-occur, lead to significant disability, and are difficult
to treat effectively [44].

Further, early life stress reduces norepinephrine in the amygdala [45] and α2AR (adra2a)
gene expression in the hypothalamus [46], which leads to increased anxiety-like behavior and
ethanol drinking, respectively, and enhances ethanol-induced norepinephrine levels in the BLA [47].
Taken together, these studies suggest that early life stress alters noradrenergic functioning, consistent
with the enhanced phosphorylation, and likely subsequent internalization of the autoreceptor α2AR
in CORT-exposed rats. Moreover, ethanol exposure can lead to a heightened noradrenergic response,
consistent with the enhanced yohimbine-related ethanol-motivated behavior that was mitigated by
blocking GRK2-induced α2AR phosphorylation in both H2O- and CORT-exposed rats. Our results add
to a small, but growing number of studies examining the role of GRK-mediated phosphorylation of
metabotropic receptors, such as serotonin 5-HT2A [48], dopamine D1/D2 [49,50], cannabinoid [51],
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and mu opioid receptors [52], in models of substance use disorders, and suggest that GRKs should be
further studied as potential targets for novel treatment development. Finally, the proteomics results
also identified novel potential targets for treating alcohol use disorders, such as gap junction signaling
through connexin43, and provide further support for the development of mGluR5 modulators as
treatments for substance use and other disorders [25].

5. Conclusions

The present studies expand on previous findings of enhanced vulnerability to maladaptive
behavior following exposure to persistently elevated glucocorticoid levels by demonstrating that
chronic adolescent CORT exposure can lead to heightened ethanol drinking, enhancement of yohimbine
stress-induced ethanol seeking, and increased phosphorylation of α2ARs at residues that are the
substrates for GRK2-mediated receptor desensitization/internalization. We then showed that blocking
these reductions in α2AR function by inhibiting GRK in the BLA blocks yohimbine stress-induced
ethanol seeking, regardless of prior CORT exposure. These results suggest that altering GRK activity,
and/or facilitating noradrenergic autoinhibition, are promising targets for reducing stress-related
alcohol use.
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Abstract: Activation of nicotinic acetylcholine receptors containing α4 and β2 subunits (α4/β2*
nAChRs) in the mammalian brain is necessary for nicotine reinforcement and addiction.
We previously identified interactions between α4/β2* nAChRs and calcium/calmodulin-dependent
protein kinase II (CaMKII) in mouse and human brain tissue. Following co-expression of α4/β2
nAChR subunits with CaMKII in HEK cells, mass spectrometry identified 8 phosphorylation
sites in the α4 subunit. One of these sites and an additional site were identified when isolated
α4/β2* nAChRs were dephosphorylated and subsequently incubated with CaMKII in vitro, while
3 phosphorylation sites were identified following incubation with protein kinase A (PKA) in vitro.
We then isolated native α4/β2* nAChRs from mouse brain following acute or chronic exposure
to nicotine. Two CaMKII sites identified in HEK cells were phosphorylated, and 1 PKA site was
dephosphorylated following acute nicotine administration in vivo, whereas phosphorylation of the
PKA site was increased back to baseline levels following repeated nicotine exposure. Significant
changes in β2 nAChR subunit phosphorylation were not observed under these conditions, but 2 novel
sites were identified on this subunit, 1 in HEK cells and 1 in vitro. These experiments identified
putative CaMKII and PKA sites on α4/β2* nAChRs and novel nicotine-induced phosphorylation
sites in mouse brain that can be explored for their consequences on receptor function.

Keywords: nicotinic receptor; CaMKII; PKA; quantitative phosphoproteomics; mouse;
phosphorylation; nicotine

1. Introduction

High-affinity nicotinic acetylcholine receptors containing the α4 and β2 subunits (α4/β2* nAChRs,
where * denotes other, potentially unidentified, subunits) are essential for the rewarding and reinforcing
properties of nicotine in the mouse [1–4]. α4/β2* nAChRs are intrinsic ion channel-containing proteins
that flux positive ions, including calcium, in response to nicotine or the endogenous neurotransmitter
acetylcholine. Activation of α4/β2* nAChRs depolarizes neurons on which they are expressed, leading
to changes in intracellular signaling, such as activation of calcium-dependent kinases [5].
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In addition to initiating calcium signaling, nicotine also increases the number of nAChRs and can
alter the associated proteome of α4/β2* nAChRs in mouse and human brain [6]. Biochemical studies
have identified a number of interacting proteins that regulate assembly, trafficking, and function of
α4/β2* nAChRs. For example, the chaperone 14-3-3 has been identified as an α4 nAChR subunit
interactor in multiple studies [6–8], and this interaction can alter the physiological properties of
α4/β2* nAChRs [7,9,10]. Interestingly, the association between 14-3-3 and the α4 nAChR subunit is
regulated by protein kinase A (PKA), and is critical for regulating the desensitization kinetics of the
receptor [7,10–12]. Other kinases can also regulate nAChR function. For example, phosphorylation of
the α4 nAChR subunit by the calcium-dependent protein kinase PKC, as well as dephosphorylation
by the calcium-dependent phosphatase calcineurin, also regulate desensitization of α4/β2* nAChRs
in response to prolonged nicotine exposure [13–15]. Thus, biochemical studies have established an
important role for nAChR phosphorylation in regulation of nicotine signaling through its receptors.

Several studies have now evaluated the α4/β2* nAChR-associated proteome, and these studies
have identified several proteins that co-immunoprecipitate with the receptor from mouse and human
brain [6,8,16]. Interestingly, a quantitative interaction between α4/β2* nAChRs and multiple isoforms
of calcium/calmodulin-dependent protein kinase II (CaMKII) has been identified in mouse and human
brain tissue [6,8]. This is of particular interest because activation of nAChRs by nicotine could activate
associated CaMKII directly, leading to phosphorylation of nAChR subunits or of downstream targets.
In mice, acute nicotine exposure activates CaMKII in the spinal cord [17] and brain [18], whereas
chronic exposure increases CaMKII activity in the nucleus accumbens [19], all of which require
α4/β2* nAChRs. CaMKII is also required for development of anxiety-like behaviors during nicotine
withdrawal [20]. Taken together, these studies suggest that nAChR-mediated activation of CaMKII is
important for at least a subset of the behavioral effects of nicotine related to addiction, and the direct
interaction between α4/β2* nAChRs and CaMKII isoforms provides the rationale for determining
whether nAChR subunits are substrates for phosphorylation.

In the current set of experiments, we used mass spectrometry to identify the residues
phosphorylated on the α4 and β2 nAChR subunits when co-expressed with CaMKIIα in HEK cells,
when dephosphorylated and subjected to phosphorylation in vitro with CaMKIIα or PKA, and when
isolated from mouse brain at baseline, or following exposure to acute or repeated nicotine in vivo.
These studies were designed to determine whether CaMKII can phosphorylate the α4 and β2 nAChR
subunits in cells that do not normally express these proteins, and whether sites identified in the
cellular assay were recapitulated when purified nAChRs were incubated with CaMKIIα or a kinase
that is endogenously expressed in HEK cells (PKA) in vitro. The in vitro study also allowed us to
determine whether previously identified PKA sites [7,10–12] could be identified in our studies. Finally,
we provide the first evidence of nAChR phosphorylation in mouse brain, at baseline and following
nicotine exposure in vivo.

2. Materials and Methods

2.1. Animals

Adult male C3H mice (approval number: 2016-07895) were obtained from Jackson laboratories
and housed in groups of no more than 5 individuals per cage, maintained on a 12:12 h light/dark cycle,
and given ad libitum access to food and water. All procedures involving animals were approved by
the Yale University Institutional Animal Care and Use Committee and conformed to the standards for
animal care and use set by the National Institutes of Health.

2.2. Cell Culture

HEK-293 (HEK) cells (ATCC) were grown and maintained in a humidified incubator at 37 ◦C and
5% CO2. DMEM cell culture medium supplemented with 10% fetal bovine serum (FBS, Gibco) and
antibiotic/antimycotic (Gibco), according to established ATCC protocols. Prior to transient transfection,
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HEK cells were split and plated at medium-high density on plastic 10 cm dishes which were pre-treated
with 0.05 mg/mL poly-D-lysine (PDL) in water.

2.3. Cell Transfection

Transient expression of nAChR subunits, mRuby, and CaMKII-mRuby were performed in
serum-free medium (SFM) using Lipofectamine 2000 (Invitrogen, Carlsbad, CA, USA) at 2.5 μL per
μg DNA. For cell-based phosphorylation assays, the following combinations of plasmids were used,
each in triplicate: (1) untagged α4-nAChR + β2-nAChR-YFP + mRuby, (2) untagged α4-nAChR
+ β2-nAChR-YFP + CaMKII-mRuby, (3) α4-nAChR-YFP + Untagged β2-nAChR + mRuby, and
(4) α4-nAChR-YFP + Untagged β2-nAChR + CaMKII. For in vitro phosphorylation assays, HEK
cells were transfected with either untagged α4-nAChR + β2-nAChR-YFP or with α4-nAChR-YFP
+ Untagged β2-nAChR. For all experiments, transfection suspensions were prepared by combining
DNA and Lipofectamine in a small volume of SFM and incubating at room temperature for 30 min.
Transfection suspensions were added to cells with an additional volume of SFM, and returned to the
incubator for 24 h prior to harvesting.

2.4. Plasmids

All nAChR plasmids were generous gifts from Henry Lester [21], and can be procured from
Addgene (Cambridge, MA, USA): nAChR alpha4 WT (Addgene plasmid #24271), nAChR alpha4-YFP
(Addgene plasmid #15245), nAChR beta2 WT (Addgene plasmid #24272), and nAChR Beta2-YFP
(Addgene plasmid #15107). CaMKIIα-mRuby2 was created from full length Camui-CR (a gift from
Michael Lin; Addgene plasmid #40256; [22]) using the Nhe1/Apa1 cloning site. mRuby2-C1 was
purchased from Addgene (plasmid #54768; [22]).

2.5. HEK Cell Harvest and Protein Extraction

24 h after transfection, HEK transients were harvested by scraping cells into ice-cold membrane
extraction buffer (MEB; 50 mM Tris-HCl (pH 7), 120 mM NaCl, 5 mM KCl, 1 mM MgCl2) containing
2% Triton X-100, protease inhibitors (PMSF and Sigma protease inhibitor cocktail), and phosphatase
inhibitors (5 mM sodium fluoride, 0.1 mM sodium orthovanadate, and Sigma phosphatase inhibitor
cocktails 2 and 3). For in vitro phosphorylation assays, only the baseline samples were collected in the
presence of phosphatase inhibitors; separate samples for the lambda phosphatase, PKA, and CaMKIIα
conditions were collected in ice-cold MEB without phosphatase inhibitors. Harvested cells underwent
2 rounds of sonication/vortex cycles on ice, and were then allowed to incubate on ice for ~30 min
to facilitate solubilization. Insoluble material was removed by brief centrifugation, and the resulting
supernatants were used for further experiments.

2.6. In Vivo Nicotine Treatment

The nicotine treatment paradigm used was essentially as we have used previously [23,24].
Adult C3H mice were randomly assigned to each of three groups containing 5 animals each: Control,
Acute, and Chronic. Animals were given ad libitum access to food and water containing either
200 μg/mL nicotine hydrogen tartrate (calculated as free base) in 2% (w/v) saccharin (chronic condition
only) or 2% saccharin with molar-matched tartaric acid (Sigma-Aldrich, St. Louis, MO, USA; Acute
and Control conditions) for 14 days. Animals were housed 3–4 to a cage, and pairings were set up at
least 5 days prior to introduction of experimental water to allow for acclimation. Water was stored in
darkened bottles to protect from light.

At the end of two weeks, animals were treated with a single, subcutaneous dose of either nicotine
(0.5 mg/kg, acute condition), or saline (chronic and control conditions). Experimental drinking water
was removed from cages 1 h prior to dosing, and animals were sacrificed by cervical dislocation 15 min
after dosing. Whole brains were immediately removed on ice, then flash-frozen and stored at −80 ◦C
until processing.
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2.7. Brain Tissue Processing for Immunoprecipitation

On the day of tissue preparation, frozen brains were thawed on ice and homogenized in
10 volumes of ice-cold tissue homogenization buffer (10 mM HEPES [pH 7.4], 320 mM sucrose,
2 mM EDTA) containing protease inhibitors (PMSF and Sigma protease inhibitor cocktail) and a
panel of phosphatase inhibitors (5 mM sodium fluoride, 0.1 mM sodium orthovanadate, and Sigma
phosphatase inhibitor cocktails 2 and 3). Lysates were subjected to two rounds of sonication and
vortexing, incubated on ice for 30 min, then spun at 1000× g for 10 min. Pellets were discarded, and
“S1” supernatants were transferred to clean ultracentrifuge tubes and spun for 1 h at 100,000× g and
4 ◦C using a Beckman 70.1 Ti rotor. The resulting supernatants were removed and the pellets (“P2”)
were resuspended in 0.3× their initial volume in membrane extraction buffer (MEB; 50 mM Tris-HCl
(pH 7), 120 mM NaCl, 5 mM KCl, 1 mM MgCl2) containing 2% Triton X-100, protease inhibitors (PMSF
and Sigma protease inhibitor cocktail), and phosphatase inhibitors (5 mM sodium fluoride, 0.1 mM
sodium orthovanadate, and Sigma phosphatase inhibitor cocktails 2 and 3). Samples were vortexed
thoroughly, and allowed to incubate on ice for ~2 h to facilitate solubilization. P2 homogenates were
transferred to microfuge tubes and spun at 1000× g and 4 ◦C in for 10 min. The supernatant (S3;
Triton-soluble crude membrane fraction) was used for immunoprecipitation of nAChRs.

2.8. Immunoprecipitation

Immunoprecipitation (IP) of HEK transients was conducted using a magnetic GFP-nAb resin from
Allele, essentially according to manufacturer protocols. Briefly, GFP-nAb resin was washed 3× with
binding buffer (10 mM Tris-HCl, 150 mM NaCl, pH 7.5), then resuspended and aliquot into microfuge
tubes (20 μL resin/IP). While preparing resin, HEK cell lysates were thawed on ice and diluted in
binding buffer such that the detergent concentration was not higher than 0.6% (v/v). Wash buffer
was completely removed from resin using a magnetic stand, and diluted HEK lysates were added to
washed resin. IP was conducted by tumbling overnight at 4 ◦C.

The following day, bound material was separated from the unbound supernatant by placing
resin on a magnetic stand for at least 2 min. Supernatants were removed and resin was washed 1× in
binding buffer and 2× in wash buffer (high salt Tris Buffered Saline). Bound fractions of HEK lysates
from co-expression experiments (co-expression of nAChRs with CaMKII or mRuby in HEKs) and
baseline samples from in vitro phosphorylation experiments were eluted by boiling resin in in 60 μL
1× Laemmli sample buffer (Bio-Rad, Hercules, CA, USA) with SDS (prepared in ultrapure water for
MS). Bound fractions of HEK lysates, intended for in vitro phosphorylation experiments, were treated
according to the dephosphorylation/phosphorylation protocol(s) detailed below, prior to eluting.

Immunoprecipitation of α4/β2-containing nAChRs from mouse brain lysates was done using
M-270 Epoxy magnetic Dynabeads (Invitrogen, Carlsbad, CA, USA) linked to purified nAChR
antiserum. Approximately 600 μg of rat-anti-α4 (mAb299; Lindstrom) was combined with 175 μg
of rat-anti-beta2 (mAb270; Lindstrom) and linked to surface-activated M-270 Epoxy Dynabeads
(Invitrogen; 5 mg Dynabeads /100 μg mAb) according to the manufacturer’s instructions. mAb299
and mAb270 antisera were a generous gift from Jon Lindstrom, and were characterized previously [25].
Antibody linking was conducted overnight (~23 h) at room temperature with gentle agitation.
The following day, linked resin was separated on a magnetic stand, rinsed with Phosphate Buffered
Saline (PBS) + 0.1% BSA (w/v), then resuspended in PBS and stored at 4 ◦C until use. On the day of IP,
linked resin was rinsed once in PBS and then equally divided into each of 15 clearly labeled microfuge
tubes (5 samples × 3 treatment groups). Processed whole brain samples (S3 fraction) were added to the
prepared resin, and IP was conducted by tumbling overnight at 4 ◦C. The next day, beads and bound
proteins were separated on a magnetic stand and rinsed 3× with PBS and 1× with PBS containing 0.1%
BSA (w/v) and 0.1% Triton X-100 (v/v). The final wash was then removed, and the bound fractions
were eluted by boiling resin in 50 μL 1× Laemmli sample buffer (Bio-Rad) with SDS. Once cooled, the
eluate was immediately removed from the resin and stored at −20 ◦C until gels were run.

235



Proteomes 2018, 6, 42

2.9. In Vitro Phosphorylation

Transfected HEK cells for in vitro phosphorylation experiments were separated into four
groups: baseline, lambda phosphatase, PKA, and CaMKII. Baseline nAChR transients were collected
in the presence of phosphatase inhibitors, and eluted immediately following IP, as described
above. The remaining three groups were harvested in the absence of phosphatase inhibitors, and
immunoprecipitated receptors were subject to in vitro dephosphorylation with purified lambda
phosphatase (New England Biolabs, Ipswich, MA, USA; all but baseline group received this treatment).

2.9.1. Dephosphorylation with Lambda Phosphatase

Immunoprecipitated receptors were dephosphorylated in vitro using recombinant lambda
phosphatase (New England Biolabs), according to manufacturer instructions. Briefly,
immunoprecipitated receptors (still bound to nAb-GFP resin) were rinsed once with 200 μL PMP
phosphatase buffer (manufacturer supplied) to equilibrate. The following phosphatase mixture was
then added to each tube: 100 μL PMP buffer, 10 μL MnCl2 (manufacturer supplied), 1 μL each of
aprotinin and PMSF, and 2 μL of lambda phosphatase. Dephosphorylation continued for 1 h at 30 ◦C
with gentle agitation. After incubation, resins were separated from dephosphorylation mixture by
placing on a magnetic stand, washed with PMP, and dephosphorylation was conducted a second time.
Following the second treatment, 50 μL of 500 mM EDTA was added to each sample and suspensions
incubated on ice for 5 min to stop phosphatase activity. Supernatants were then removed, and resin
was washed 2× in wash buffer. Bound receptors in the lambda phosphatase group were eluted here in
40 μL 1× Laemli Sample Buffer (LSB) prepared in ultrapure water. Remaining samples continued on
to rephosphorylation with PKA or CaMKIIα.

2.9.2. Phosphorylation with PKA

Following dephosphorylation, samples in the PKA group were phosphorylated with purified
PKA (New England Biolabs) according to the manufacturer’s instructions. Briefly, bound receptors
were rinsed in 1× PK buffer (manufacturer supplied), and then incubated in the following PKA
phosphorylation mixture: 100 μL 1× PK buffer, 1 μL of sigma protease inhibitor cocktail, 2 μL of
10 mM ATP stock (200 μM total), and 2 μL of PKA enzyme. Phosphorylation continued for 1–2 h at
30 ◦C with gentle agitation. Following incubation, supernatants were removed, and resin was washed
2× in wash buffer. Bound receptors were then eluted in 40 μL 1× LSB prepared in ultrapure water.

2.9.3. Phosphorylation with CaMKIIα

Following dephosphorylation, samples in the CaMKIIα group were phosphorylated with purified
CaMKIIα (New England Biolabs) according to manufacturer instructions. CaMKIIα enzyme was
activated by combining 2 μL of the purified kinase with 100 μL buffer, 200 μM ATP, 1.2 μL calmodulin,
and 2 mM CaCl2, all provided by the manufacturer. The activation solution incubated for 10 min at
30 ◦C. Meanwhile, bound receptors were washed 2× in supplied kinase buffer and then incubated
with activated CaMKII phosphorylation mix (+A/PMSF) for 45 min at 30 ◦C with gentle agitation.
After incubation, the kinase suspension was removed, and resins were washed 2× in wash buffer.
Bound receptors were then eluted in 40 μL 1× LSB prepared in ultrapure water.

2.10. Protein Gels

All IP samples were separated on Bio-Rad Mini-Protean TGX precast gels (Bio-Rad, Hercules, CA,
USA) using established protocols. Separated protein eluates were then stained using Simply Blue Safe
Stain (Invitrogen). Samples were run alongside a protein molecular weight marker, and bands of the
appropriate molecular weights were excised from the gel, transferred to microfuge tubes, and stored at
−20 ◦C until processing for proteomics. Approximate molecular weights for the nAChR subunits and
variants are as follows: α4-nAChR ~75 kDa (HEK transients and from mouse brain), β2-nAChR-YFP
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~75 kDa, α4-nAChR-YFP ~100 kDa, and β2-nAChR ~55 kDa (HEK transients and from mouse brain).
All processing was done in a clean environment and ultrapure water was used to prepare all buffers
and reagents.

2.11. Protein Digestion for LC-MS/MS

Gel bands were first cut into small pieces and subjected to the following washes with agitation:
50% (v/v) acetonitrile (5 min), 50% (v/v) acetonitrile/10 mM NH4HCO3 (30 min). Gel pieces were
dried with a speed vacuum, resuspended in 30 μL of 10 mM NH4HCO3/0.2 μg digestion grade trypsin
(Promega), and incubated for 16 h at 37 ◦C. Peptides were acidified with 0.1% (v/v) trifluoroacetic acid
(TFA) prior to mass spectrometry analysis.

2.12. Protein Identification by LC-MS/MS

Reverse phase liquid chromatography tandem mass spectrometry (RP-LC-MS/MS) was
performed using a NanoACQUITY (Waters Corporation, Milford, MA) ultra-performance liquid
chromatography (UPLC) coupled to a Q Exactive Plus Hybrid Quadrupole-Orbitrap (ThermoFisher
Scientific, San Jose, CA, USA) mass spectrometer. Peptides were loaded onto a nanoACQUITY (Waters
Corporation, Milford, MA, USA) UPLC Symmetry C18 trapping column (180 μm × 20 mm) at a
flowrate of 5 μL/min prior to separation on a nanoACQUITY (Waters Corporation, Milford, MA, USA)
Peptide BEH C18 column (75 μm × 250 mm). Mobile phase A and B compositions were 0.1% (v/v)
formic acid in water and 0.1% (v/v) formic acid in acetonitrile, respectively. Peptides were eluted over
120 min with a mobile phase B gradient (6–20%) at a column temperature of 37 ◦C and a flow rate of
300 nL/min. Precursor mass scans (300 to 1500 m/z range, target value: 3 × 106, maximum ion injection
times: 45 ms) were acquired and followed by HCD-based fragmentation (normalized collision energy:
28). A resolution of 70,000 at m/z 200 was used for MS1 scans, and up to 20 dynamically chosen, most
abundant precursor ions were fragmented (isolation window: 1.7 m/z). The tandem MS/MS scans
were acquired at a resolution of 17,500 at m/z 200 (target value: 1 × 105, maximum ion injection times:
100 ms). Mass spectrometry raw spectra were searched against the Mascot algorithm (Matrix Science,
London, UK) using Proteome Discoverer software (v 2.2.0.388, ThermoFisher Scientific, San Jose,
CA, USA). The search criteria were the following: precursor mass tolerance, 10.0 ppm; fragment
mass tolerance, 0.020 Da; enzyme, trypsin; maximum missed cleavage sites, 2; variable modifications,
carbamidomethyl (C), oxidation (M), phosphorylation (STY), propionamide (C).

2.13. Quantitative Data Analysis

Searched data was imported into Scaffold (v 4.8.7, Proteome Software Inc., Portland, OR, USA)
software for validation of peptide and protein identifications. Peptide and protein identifications
were accepted above a 95% and 99% probability threshold, respectively. Proteins containing less
than two peptides per protein were filtered out, and proteins sharing redundant peptides were
grouped. Peptide and protein probabilities were calculated by the Scaffold Local FDR algorithm
and Protein Prophet algorithm [26], respectively. For label-free quantitative analysis, the Scaffold
Q+ (v 4.8.7, Proteome Software Inc., Portland, OR, USA) function was used. Median-normalization
of precursor ion intensities was performed across samples, which were then log-transformed and
weighted by an adaptive intensity weighting algorithm. After removal of peptides not meeting the
threshold criteria the following number of spectra were used for label-free quantitation: Experiment 1
(66%), 77,423 (quantitative)/117,463 (total); Experiment 2 (69%), 108,557 (quantitative)/158,253
(total); Experiment 3 (57%), 114,821 (quantitative)/200,002 (total). Analysis settings were specified
for the following categories: Analysis type, Intensity-based; Experiment type, Between subjects
(Independent Groups). Quantitation Preferences were selected as follows: (1) Minimum Value
Preference; Use Minimum Absolute Intensity, false; Minimum Absolute Intensity, 0.0; Minimum
Value: 0.01; (2) Condenser Preferences; Use Intensity Weighting, true; Use Standard Deviation
Estimation, true; Use Non-Exclusive Peptides, true; (3) View Preference; View Type, Log2 Ratio;
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(4) Normalization Preference; Calculation Type, Median; Blocking Level, Unique Peptides; Use Inter
Experiment Normalization, true; Use Intra Sample Normalization, false; Use Peptide Normalization,
false; Use Protein Average As Reference, true; Use Iterative Normalization, true; Spectrum Quality
Filter, no filter. For annotation of protein PostTranslational Modification (PTM) sites, Scaffold PTM
(v 4.8.7, Proteome Software Inc., Portland, OR, USA), which integrated the MS/MS results exported
from Scaffold/Scaffold Q+. For differential phosphorylation analysis, phosphorylated peptide spectral
counts were first normalized to the total spectral counts for each protein. This value was then
normalized to the total spectral counts for the entire sample.

2.14. Statistical Analysis

For all replicates, normalized quantitative values for the “treated” group were compared to those
of the “control” group. Statistical analyses were performed in GraphPad Prism v7.01 (La Jolla, CA,
USA) using two-tailed Student t-tests. The level for significance was set at p < 0.05.

3. Results

3.1. Co-Expression of nAChR Subunits and CaMKII in HEK Cells

Trafficking and activity of high-affinity nAChRs can be regulated by phosphorylation [7,14,15].
The intracellular loop between the 3rd and 4th transmembrane domain of the α4 subunit (M3/M4 loop)
is the longest found among all nAChR subunits and has been identified as a locus for protein–protein
interactions and phosphorylation (Figure 1). Further, activation of nAChRs can increase intracellular
calcium levels in the cells on which they are expressed, and α4/β2 nAChRs are physically associated
with several isoforms of the calcium-dependent kinase CaMKII in mouse and human brain [6,8].
In order to determine whether the α4 or β2 nAChR subunits can be phosphorylated by CaMKII, we
co-expressed untagged and YFP-tagged nAChR subunits in HEK cells (2 independent replicates per
condition), with or without CaMKIIα-mRuby, and used mass spectrometry to identify phosphorylation
sites on the nAChR. To control for any effects of the fluorescent tag, parallel experiments were
performed using α4-YFP with untagged β2 and untagged α4 with β2-YFP. Results did not differ
depending on which subunit was fluorescently tagged, so data on phosphorylation sites were pooled
between the two studies for statistical evaluation.

Figure 1. Amino acid structure of mouse α4/β2 nAChR subunits. Membrane topology of the mouse
α4/β2 nAChR shows the boundaries of the intracellular domains. The intracellular M3/M4 loop of the
α4 subunit is the longest of all the nAChR subtypes, and is the site of most identified protein–protein
interactions [8,16].

Following transfection, nAChRs were immunoprecipitated and subunits were separated by
gel electrophoresis. Gels were Coomassie-stained, bands of the appropriate size for the untagged
and tagged α4 and β2 nAChR subunits were excised, and proteins were digested and subjected to
mass spectrometry. We identified 8 serine residues on the α4 subunit with significantly increased
phosphorylation following co-expression with CaMKIIα-mRuby, compared to those co-expressing
mRuby alone (Figure 2, see Supplementary Materials for representative spectra). Phosphorylation
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of the β2 subunit on S445 was identified in the baseline condition in HEK cells, but there was no
significant phosphorylation of this residue in the CaMKIIα-mRuby condition. The phosphorylated
residues identified in the α4 subunit were all in the intracellular M3/M4 loop of the protein (see
Figure 1) and include serine 444 (S444), S448, S468, S470, S530, S540, S543, and S563 (Figure 2, Table 1),
as was the S445 phosphorylation site in the β2 subunit (Table 1).

Figure 2. Co-expression of α4/β2 nAChRs and CaMKII in HEK cells. Phosphorylated residues on
tagged α4 and β2 nAChR subunits co-expressed with mRuby or CaMKIIα -mRuby in HEK cells were
identified by mass spectrometry following immunoprecipitation and separation by gel electrophoresis.
Phosphorylation level was normalized to total subunit protein. Phosphorylation of 5 serine residues on
the α4 subunit (S470, S530, S540, S543, S563) could be identified in HEK cells co-expressing mRuby,
and 8 serine residues showed a significant increase in phosphorylation in HEK cells co-expressing
CaMKIIα (S444, S448, S468, S470, S530, S540, S543, S563). No phosphorylation of the β2 subunit was
detected. * p < 0.05; *** p < 0.005. Error bars represent standard error of the mean; n = 6/condition.

Table 1. Sequence of phosphorylation sites identified in the mouse α4 and β2 nAChR subunits.

Site Sequence 1 Observed
Previously 2

Conserved in
Human

Predicted
CaMKII Site 3

T417 . . . RMDTAVE . . . No No Yes
S444 . . . EKASP . . . No Yes (S441) No
S448 . . . PSPG . . . No Yes (S445) No

S468 . . . KARSLSVQH
. . . No Yes (S464) No

S470 . . . KARSLSVQH
. . . Yes Yes (S467) Yes

S491 . . . RSRSIQ . . . Yes Yes (S488) Yes
S521 . . . TRPSQLP . . . No No No
S530 . . . DQTSPC . . . Yes Yes (S527) No
S540 . . . KEPSPVSP . . . Yes Yes (S538) Yes
S543 . . . KEPSPVSP . . . Yes Yes (S541) No
S563 . . . LPLSPAL . . . Yes Yes (S561) No

1 Phosphorylated residue is underlined. 2 Sites of phosphorylation in the α4 nAChR subunit identified in 7, 11, 12,
28–30. 3 CaMKII sites predicted using the Phyre2 site: http://www.sbg.bio.ic.ac.uk/phyre2/.

The coverage of the α4 subunit intracellular M3/M4 loop was ~80%, suggesting that the majority
of physiologically relevant sites of phosphorylation were likely identified, and only 6 serine or
threonine residues in the intracellular loop were uncovered (Figure 3). However, overall coverage of
the α4 subunit was 61% and of the β2 subunit was 43%, so additional sites of phosphorylation could
be present, but not identified in this experiment.
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Figure 3. Coverage of the α4 nAChR subunit M3/M4 intracellular loop across experiments. Coverage of
the large intracellular loop of the α4 subunit is diagrammed for each experiment for direct comparison.
Yellow: identified amino acids; Green: identified phosphorylation sites; Red: serine or threonine
residue that was not covered and might represent a missed phosphorylation site.

3.2. CaMKII and PKA Can Phosphorylate nAChRs In Vitro

Since multiple kinases are found in all cell types, phosphorylation of the nAChR subunits may
have resulted directly through CaMKII activity, or indirectly through activation of other kinases
expressed in HEK cells. We, therefore, performed an in vitro phosphorylation experiment using
α4/β2 nAChRs immunoprecipitated from HEK cells following dephosphorylation using lambda
phosphatase. Following immunoprecipitation and dephosphorylation, tagged or untagged nAChRs
were incubated with CaMKIIα in the presence of calcium and calmodulin or PKA. nAChRs were
then separated by gel electrophoresis, and bands were excised for evaluation by mass spectrometry.
As above, parallel experiments were performed using α4-YFP with untagged β2 and untagged α4
with β2-YFP, and no differences were found, so data for tagged and untagged subunits were pooled.
At baseline, four highly phosphorylated serine residues were identified on the α4 subunit, S470,
S530, S540, S543 (Figure 4, see Supplementary Materials for representative spectra). Except for S470,
phosphorylation of these sites was decreased or nearly eliminated following incubation with lambda
phosphatase (Figure 4a). Incubation with CaMKIIα resulted in phosphorylation of T417 and S468
above the phosphatase condition, whereas phosphorylation of S470 and S540 were detected, but were
not higher than the phosphatase condition (Figure 4b, Table 1). Incubation with PKA resulted in
phosphorylation of S470, S491, and S521 above the phosphatase condition (Figure 4c, Table 1). Of these
sites, S468, S470, and S540 were detected when nAChR subunits and CaMKII were co-transfected
into HEK cells as described above (Figure 2). The coverage of the α4 subunit intracellular M3/M4
loop was ~85%, suggesting that the majority of physiologically relevant phosphorylation sites were
likely identified, but 6 serine or threonine residues in the intracellular loop were uncovered in this
experiment (Figure 3). No significant changes in phosphorylation were identified on the β2 subunit,
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although phosphorylation of T375 was detected in both the CaMKII and PKA conditions, and not at
baseline (Table 1). Coverage of the α4 and β2 subunits was 55% and 38%, respectively, so additional
sites of phosphorylation could be present, but not identified in this experiment. These findings identify
distinct phosphorylation sites on the α4 subunit for PKA and CaMKIIα, as well as sites that may be
phosphorylated at baseline by these or other kinases.

Figure 4. In vitro phosphorylation of α4/β2 nAChRs by CaMKII or PKA. The α4 and β2 nAChR
subunits were co-expressed in HEK cells, isolated by immunoprecipitation, and subjected to mass
spectrometry. Phosphorylation level was normalized to total subunit protein. (a) At baseline, there was
a high level of phosphorylation of S470, S530, and S540 on the α4 subunit, and incubation with lambda
phosphatase dephosphorylated S540 and S543 to undetectable levels. (b) Incubation with CaMKIIα in
the presence of calcium and calmodulin increased phosphorylation of T417 and S468 on the α4 subunit
significantly. (c) Incubation with PKA in the presence of cyclic AMP increased phosphorylation of S470,
S491, and S521 significantly. * p < 0.05; *** p < 0.005. Error bars represent standard error of the mean;
n = 6/condition.

3.3. Phosphorylation of nAChRs In Vivo

We next determined whether the phosphorylation sites identified as CaMKII or PKA targets
in vitro were also phosphorylated in vivo under conditions in which nAChRs could be activated by
nicotine. Using monoclonal antibodies raised against the α4 subunit, we immunoprecipitated native
α4/β2* nAChRs from mouse brain following saline administration, a single nicotine dose in a novel
environment (0.5 mg/kg), or chronic nicotine in the drinking water, a regimen known to increase
locomotor activity in a dopamine-dependent manner [23]. In mice that had been handled and placed
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in a novel environment following saline administration, we once again identified phosphorylation
of S470, S491, and S543 in the α4 subunit (Figure 5, see Supplementary Materials for representative
spectra). Acute nicotine administration resulted in a significant increase in phosphorylation of S444
and S448, whereas repeated nicotine exposure resulted in no significant differences over baseline,
but detectable phosphorylation of S444, S448, S470, S491, S543, and S563 (Figure 5). Increases in
S406 and S563 were observed, but did not reach significance. Coverage of the M3/M4 loop of the
α4 subunit was ~75% in this experiment, but 10 serine or threonine residues in the intracellular loop
were uncovered in this experiment, including S521 and S530 which were identified as a potential PKA
site and in HEK cells, respectively (Figure 3). Interestingly, S470 in the α4 subunit was significantly
phosphorylated following saline administration, and phosphorylation was reduced to undetectable
levels following acute nicotine administration, then returned to baseline levels following repeated
nicotine exposure. No sites of phosphorylation were identified on the β2 subunit. Coverage of the
α4 subunit was 53%, and of the β2 subunit was 47%, so additional sites of phosphorylation could be
present, but not identified in this experiment.

Figure 5. Phosphorylation of α4/β2 nAChRs in vivo following nicotine exposure. nAChRs were
immunoprecipitated from mouse brain homogenates using a monoclonal antibody raised against the
α4 subunit, isolated by gel electrophoresis, and bands corresponding to the α4 and β2 subunits were
excised and subjected to mass spectrometry. Phosphorylation level was normalized to total subunit
protein. Phosphorylation of S491, S543, and S563 on the α4 subunit was detected in brain homogenates
from saline treated mice. (a) Following acute nicotine exposure in vivo, phosphorylation of S444 and
S448 was significantly increased, whereas phosphorylation of S470 was significantly decreased to
undetectable levels. (b) Following chronic exposure to nicotine, no significant differences from baseline
phosphorylation were observed in the α4 subunit. No phosphorylation of the β2 subunit was detected.
* p < 0.05. Error bars represent standard error of the mean; n = 10/condition.

4. Discussion

These experiments identify previously described and novel sites on the mouse α4 nAChR subunit,
and the first report of specific residues on the β2 nAChR subunit, that can be phosphorylated in
cells after heterologous expression with CaMKIIα, or by CaMKIIα or PKA in vitro (summarized in
Figure 6). In addition, we report the first identification of in vivo nAChR phosphorylation at baseline
and in response to nicotine exposure in mouse brain (Figure 5). Despite phosphorylation of the mouse
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β2 nAChR subunit on S445 in HEK cells and T375 in vitro by CaMKIIα or PKA, no phosphorylation
in vivo at baseline or following nicotine exposure was detected, although coverage of the subunit
was not complete, so additional sites may not have been revealed.Co-transfection of the α4 and β2
nAChR subunits with CaMKIIα on the α4 subunit in HEK cells induced significant phosphorylation
of 8 sites on the mouse α4 subunit, all of which are conserved in the human α4 nAChR subunit and 3
of which (S444, S448 and S468) have not been reported previously. Of these, 2 sites (S470 and S540)
match the minimal requirements for phosphorylation by CaMKII (RXXS/T, where R is arginine and
T is threonine; [27]), however, incubation of isolated α4/β2 nAChR with CaMKIIα in vitro did not
result in significant phosphorylation of these residues. Instead, in vitro CaMKIIα phosphorylated
one site identified in the HEK cell experiment (S468) and a novel site not identified previously (T417).
T417 conforms to the minimal consensus sequence for CaMKII phosphorylation, but S468 has a
different basic residue (K (lysine) rather than R) at the −3 position.

Figure 6. Summary of α4 nAChR subunit phosphorylation sites. Comparison of the sites detected in
the α4 subunit across experiments and topological site of phosphorylation sites identified in vitro and
in vivo. Green: sites with increased phosphorylation; Red/italics: site with decreased phosphorylation;
A: no difference from baseline; * p < 0.05; *** p < 0.005.

The in vitro experiment identified two additional residues that were phosphorylated by PKA
(S491 and S521) that have not been described as substrates for this kinase previously, along with
highly significant phosphorylation of S470. A number of studies have identified S470 as an important
site of phosphorylation on the α4 nAChR subunit [7,11,12,28–30]. These studies show that S470
can be phosphorylated by both PKA and PKC in vitro and after co-transfection in cultured cells.
Our in vitro experiments confirm that S470 is a substrate for PKA, and suggest it is not a direct
substrate for CaMKIIα, although activation of CaMKII appears to lead to increased phosphorylation of
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this residue in HEK cells, possibly through indirect activation of another kinase or decreased activity of
a phosphatase. Phosphorylation of S470 on the α4 subunit by PKA is necessary for recruitment of the
scaffolding protein 14-3-3, and this association increases stability of the α4/β2 nAChR and contributes
to upregulation following nicotine exposure [7]. In addition, phosphorylation of the α4 subunit by
PKC increases activity of the α4/β2 nAChR by enhancing recovery from desensitization following
agonist exposure [28,31]. We observed baseline phosphorylation of S470 on the α4 nAChR subunit in
cells and in mouse brain across experiments, however, acute nicotine exposure in vivo significantly
decreased the phosphorylation of S470, whereas chronic exposure returned the phosphorylation state
to baseline levels in the mouse brain. Thus, the decreased phosphorylation of S470 following acute
nicotine exposure, observed here, is likely to result in decreased activity of the receptor, whereas the
recovery to baseline following chronic exposure could be important for nAChR upregulation, which is
observed in mouse brain following the chronic nicotine exposure regimen used here [23,32]. Note that,
in all experiments, phosphorylation level was normalized to total subunit protein.

The decrease in phosphorylation of the S470 site on the mouse α4 subunit following acute nicotine
treatment in vivo suggests that stimulation of nAChRs may result in activation of a protein phosphatase
that dephosphorylates this residue. This observation is consistent with experiments showing that
nicotine acting through nAChRs can activate the calcium-dependent phosphatase calcineurin in
cultured cortical neurons [33]. In addition, activity of calcineurin is required for nicotine-induced
locomotor sensitization in rats [34], suggesting that this decrease in nAChR phosphorylation could be
behaviorally relevant.

The consistent association between α4/β2 nAChRs and several CaMKII isoforms in mouse and
human brain prompted us to investigate whether these receptors were a substrate for phosphorylation
by this kinase. Neither of the phosphorylation sites identified following in vitro phosphorylation
of α4/β2 nAChRs with CaMKIIα were identified in vivo at baseline or following nicotine exposure,
suggesting that the nAChR may not be a major substrate for CaMKII in the mouse brain at baseline
or under that conditions of nicotine exposure tested here. However, S444, S448, and S563 were
phosphorylated both when CaMKIIα was co-expressed with the α4 and β2 nAChR subunits in HEK
cells and in mouse brain. The physical interaction between α4/β2 nAChRs and CaMKII could result
in activation of the kinase and phosphorylation of other protein targets. Therefore, the increased
phosphorylation of α4/β2 nAChRs, when co-transfected with CaMKIIα in HEK cells, could be the
result of a protein kinase cascade that indirectly results in phosphorylation of the nAChR by PKA
and other unidentified kinases. Alternatively, the association between α4/β2 nAChRs and CaMKII
may be important for other cell biological functions, such as localization of the receptor to particular
intracellular compartments or the plasma membrane. Interaction with scaffolding proteins, such as
14-3-3, contributes to trafficking of nAChRs in a PKA-dependent manner [7], and CaMKII can serve as
a binding protein to target other proteins to specific intracellular membranous compartments, such as
synaptic vesicles [35]. Thus, α4/β2 nAChRs may be regulated by association with CaMKII in mouse
brain, even if they are not an efficient substrate for phosphorylation by the enzyme.

5. Conclusions

In summary, this phosphoproteomic study has identified novel phosphorylation sites on the
mouse α4 nAChR and β2 subunits, and is the first instance of identification of a subset of α4 nAChR
residues phosphorylated, in vivo, in mouse brain tissue. Further, acute nicotine exposure increases the
phosphorylation of two residues on the α4 subunit (S444 and S448), but decreases phosphorylation
of a very well-characterized residue (S470) that contributes to surface trafficking and resistance
to desensitization of α4/β2 nAChRs in cultured neurons [7,10–12]. Taken together, these studies
suggest that nAChR activity initiates intracellular signaling cascades that can alter receptor activity.
Furthermore, although it is not yet clear whether α4/β2 nAChRs are a substrate for CaMKIIα, which
interacts physically with the receptor, these results suggest that CaMKIIα can affect phosphorylation
of the α4 subunit indirectly in cells. Future studies using purified enzymes in vitro, co-transfection
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studies in cells, or specific stimuli in vivo will be necessary to identify the kinases that phosphorylate
these novel sites. The functional consequences of these phosphorylation events on receptor assembly,
trafficking, and function should also be evaluated in cells and in vivo.

Supplementary Materials: The following are available online at http://www.mdpi.com/2227-7382/6/4/42/s1.

Author Contributions: Conceptualization, M.M., A.C.N. and M.R.P.; Data curation, M.M., R.W. and T.L.;
Formal analysis, M.M. and R.W.; Funding acquisition, M.M., A.C.N. and M.R.P.; Investigation, M.M. and T.L.;
Methodology, R.W., T.L. and A.C.N.; Project administration, A.C.N. and M.R.P.; Resources, A.C.N.; Supervision,
A.C.N. and M.R.P.; Visualization, M.M., R.W. and M.R.P.; Writing—original draft, M.R.P.; Writing—review &
editing, M.M., R.W., T.L., A.C.N. and M.R.P.

Funding: This research was funded by the Yale/NIDA Neuroproteomics Center at Yale University (DA018343),
DA14241, MH77681 and the State of Connecticut, Department of Mental Health and Addiction Services. MBM was
supported by the Basic Science Training Program (T32 MH014276) and received a Pilot Grant from DA018343.
The Q Exactive Plus mass spectrometer used for mass spectral data collection was funded by NIH SIG from the
Office of The Director, National Institutes of Health under Award Number (S10OD018034). The content is solely
the responsibility of the authors and does not necessarily represent the official views of the National Institutes
of Health.

Acknowledgments: The authors would like to thank Jon Lindstrom for the generous gift of antisera, Cali Calarco,
Angela Lee, and Alan Lewis for help with, and discussion of, these studies. We also would like to thank
Edward Voss and Jean Kanyo for assistance with mass spectrometry sample preparation and data collection.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Tapper, A.R.; McKinney, S.L.; Nashmi, R.; Schwarz, J.; Deshpande, P.; Labarca, C.; Whiteaker, P.; Marks, M.J.;
Collins, A.C.; Lester, H.L. Nicotine activation of α4* receptors: Sufficient for reward, tolerance, and
sensitization. Science 2004, 306, 1029–1032. [CrossRef] [PubMed]

2. Maskos, U.; Molles, B.E.; Pons, S.; Besson, M.; Guiard, B.P.; Guilloux, J.P.; Evrard, A.; Cazala, P.; Cormier, A.;
Mameli-Engvall, M.; et al. Nicotine reinforcement and cognition restored by targeted expression of nicotinic
receptors. Nature 2005, 436, 103–107. [CrossRef] [PubMed]

3. Picciotto, M.R.; Kenny, P.J. Molecular mechanisms underlying behaviors related to nicotine addiction.
Cold Spring Harb. Perspect. Med. 2013, 3, a012112. [CrossRef] [PubMed]

4. Picciotto, M.R.; Zoli, M.; Rimondini, R.; Lena, C.; Marubio, L.M.; Pich, E.M.; Fuxe, K.; Changeux, J.-P.
Acetylcholine receptors containing the β2 subunit are involved in the reinforcing properties of nicotine.
Nature 1998, 391, 173–177. [CrossRef] [PubMed]

5. Picciotto, M.R. Nicotine-mediated activation of signal transduction pathways. In Understanding Nicotine and
Tobacco Addiction; Bock, G.R., Goode, J.A., Eds.; John Wiley & Sons: New York, NY, USA, 2006; pp. 83–90.

6. McClure-Begley, T.D.; Esterlis, I.; Stone, K.L.; Lam, T.T.; Grady, S.R.; Colangelo, C.M.; Lindstrom, J.M.;
Marks, M.J.; Picciotto, M.R. Evaluation of the Nicotinic Acetylcholine Receptor-Associated Proteome at
Baseline and Following Nicotine Exposure in Human and Mouse Cortex. eNeuro 2016, 3. [CrossRef] [PubMed]

7. Jeanclos, E.M.; Lin, L.; Treuil, M.W.; Jayaraman, A.; DeCoster, M.A.; Anand, A. The chaperone protein
14-3-3η interacts with the nicotinic acetylcholine receptor α4 subunit. Evidence for a dynamic role in subunit
stabilization. J. Biol. Chem. 2001, 276, 28281–28290. [CrossRef] [PubMed]

8. McClure-Begley, T.D.; Stone, K.L.; Marks, M.J.; Grady, S.R.; Colangelo, C.M.; Lindstrom, J.M.; Picciotto, M.R.
Exploring the nicotinic acetylcholine receptor-associated proteome with iTRAQ and transgenic mice.
Genom. Proteom. Bioinform. 2013, 11, 207–218. [CrossRef] [PubMed]

9. Bermudez, I.; Moroni, M. Phosphorylation and function of α4/β2 receptor. J. Mol. Neurosci. 2006, 30, 97–98.
[CrossRef]

10. Exley, R.; Moroni, M.; Sasdelli, F.; Houlihan, L.M.; Lukas, R.J.; Sher, E.; Zwart, R.; Bermudez, I. Chaperone
protein 14-3-3 and protein kinase A increase the relative abundance of low agonist sensitivity human α4/β2
nicotinic acetylcholine receptors in Xenopus oocytes. J. Neurochem. 2006, 98, 876–885. [CrossRef] [PubMed]

11. Pollock, V.V.; Pastoor, T.E.; Wecker, L. Cyclic AMP-dependent protein kinase (PKA) phosphorylates Ser362
and 467 and protein kinase C phosphorylates Ser550 within the M3/M4 cytoplasmic domain of human
nicotinic receptor α4 subunits. J. Neurochem. 2007, 103, 456–466. [CrossRef] [PubMed]

245



Proteomes 2018, 6, 42

12. Pollock, V.V.; Pastoor, T.; Katnik, C.; Cuevas, J.; Wecker, L. Cyclic AMP-dependent protein kinase A and
protein kinase C phosphorylate α4/β2 nicotinic receptor subunits at distinct stages of receptor formation
and maturation. Neuroscience 2009, 158, 1311–1325. [CrossRef] [PubMed]

13. Eilers, H.; Schaeffer, E.; Bickler, P.E.; Forsayeth, J.R. Functional deactivation of the major neuronal nicotinic
receptor caused by nicotine and a protein kinase C-dependent mechanism. Mol. Pharmacol. 1997, 52,
1105–1112. [CrossRef] [PubMed]

14. Fenster, C.P.; Beckman, M.L.; Parker, J.C.; Sheffield, E.B.; Whitworth, T.L.; Quick, M.W.; Lester, R.A.J.
Regulation of α4/β2 nicotinic receptor desensitization by calcium and protein kinase C. Mol. Pharmacol 1999,
55, 432–443. [PubMed]

15. Marszalec, W.; Yeh, J.Z.; Narahashi, T. Desensitization of nicotine acetylcholine receptors: Modulation by
kinase activation and phosphatase inhibition. Eur. J. Pharmacol. 2005, 514, 83–90. [CrossRef] [PubMed]

16. Kabbani, N.; Woll, M.P.; Levenson, R.; Lindstrom, J.M.; Changeux, J.-P. Intracellular complexes of the 2
subunit of the nicotinic acetylcholine receptor in brain identified by proteomics. Proc. Natl. Acad. Sci. USA
2007, 104, 20570–20575. [CrossRef] [PubMed]

17. Damaj, M.I. Nicotinic regulation of calcium/calmodulin-dependent protein kinase II activation in the
spinal cord. J. Pharmacol. Exp. Ther. 2007, 320, 244–249. [CrossRef] [PubMed]

18. Jackson, K.J.; Walters, C.L.; Damaj, M.I. β2 subunit-containing nicotinic receptors mediate acute nicotine-induced
activation of calcium/calmodulin-dependent protein kinase II-dependent pathways in vivo. J. Pharmacol.
Exp. Ther. 2009, 330, 541–549. [CrossRef] [PubMed]

19. Jackson, K.J.; Damaj, M.I. Beta2-containing nicotinic acetylcholine receptors mediate calcium/calmodulin-
dependent protein kinase-II and synapsin I protein levels in the nucleus accumbens after nicotine withdrawal
in mice. Eur. J. Pharmacol. 2013, 701, 1–6. [CrossRef] [PubMed]

20. Jackson, K.J.; Damaj, M.I. L-type calcium channels and calcium/calmodulin-dependent kinase II differentially
mediate behaviors associated with nicotine withdrawal in mice. J. Pharmacol. Exp. Ther. 2009, 330, 152–161.
[CrossRef] [PubMed]

21. Nashmi, R.; Dickinson, M.E.; McKinney, S.; Jareb, M.; Labarca, C.; Fraser, S.E.; Lester, H.A. Assembly of
α4/β2 nicotinic acetylcholine receptors assessed with functional fluorescently labeled subunits: Effects
of localization, trafficking, and nicotine-induced upregulation in clonal mammalian cells and in cultured
midbrain neurons. J. Neurosci. 2003, 23, 11554–11567. [CrossRef] [PubMed]

22. Lam, A.J.; St-Pierre, F.; Gong, Y.; Marshall, J.D.; Cranfill, P.J.; Baird, M.A.; McKeown, M.R.; Wiedenmann, J.;
Davidson, M.W.; Schnitzer, M.J.; et al. Improving FRET dynamic range with bright green and red fluorescent
proteins. Nat. Methods 2012, 9, 1005–1012. [CrossRef] [PubMed]

23. King, S.L.; Caldarone, B.J.; Picciotto, M.R. β2-subunit-containing nicotinic acetylcholine receptors
are critical for dopamine-dependent locomotor activation following repeated nicotine administration.
Neuropharmacology 2004, 47, 132–139. [CrossRef] [PubMed]

24. Jung, Y.; Hsieh, L.S.; Lee, A.M.; Zhou, Z.; Coman, D.; Heath, C.J.; Hyder, F.; Mineur, Y.S.; Yuan, Q.;
Goldman, D.; et al. An epigenetic mechanism mediates developmental nicotine effects on neuronal structure
and behavior. Nat. Neurosci. 2016, 19, 905–914. [CrossRef] [PubMed]

25. Whiting, P.; Lindstrom, J. Purification and characterization of a nicotinic acetylcholine receptor from rat brain.
Proc. Natl. Acad. Sci. USA 1987, 84, 595–599. [CrossRef] [PubMed]

26. Nesvizhskii, A.I.; Keller, A.; Kolker, E.; Aebersold, R. A statistical model for identifying proteins by tandem
mass spectrometry. Anal. Chem. 2003, 75, 4646–4658. [CrossRef] [PubMed]

27. White, R.R.; Kwon, Y.G.; Taing, M.; Lawrence, D.S.; Edelman, A.M. Definition of optimal substrate recognition
motifs of Ca2+-calmodulin-dependent protein kinases IV and II reveals shared and distinctive features.
J. Biol. Chem. 1998, 273, 3166–3172. [CrossRef] [PubMed]

28. Pacheco, M.A.; Pastoor, T.E.; Wecker, L. Phosphorylation of the α4 subunit of human α4/β2 nicotinic
receptors: Role of cAMP-dependent protein kinase (PKA) and protein kinase c (PKC). Mol. Brain Res. 2003,
114, 65–72. [CrossRef]

29. Wecker, L.; Guo, X.; Rycerz, A.M.; Edwards, S.C. Cyclic AMP-dependent protein kinase (PKA) and protein
kinase C phosphorylate sites in the amino acid sequence corresponding to the M3/M4 cytoplasmic domain
of α4 neuronal nicotinic receptor subunits. J. Neurochem. 2008, 76, 711–720. [CrossRef]

246



Proteomes 2018, 6, 42

30. Guo, X.; Wecker, L. Identification of three cAMP-dependent protein kinase (PKA) phosphorylation sites
within the major intracellular domain of neuronal nicotinic receptor α4 subunits. J. Neurochem. 2002, 82,
439–447. [CrossRef] [PubMed]

31. Lee, A.M.; Wu, D.F.; Dadgar, J.; Wang, D.; McMahon, T.; Messing, R.O. PKCε phosphorylates α4/β2 nicotinic
ACh receptors and promotes recovery from desensitization. Br. J. Pharmacol. 2015, 172, 4430–4441. [CrossRef]
[PubMed]

32. Sparks, J.A.; Pauly, J.R. Effects of continuous oral nicotine administration on brain nicotinic receptors and
responsiveness to nicotine in C57Bl/6 mice. Psychopharmacology 1999, 141, 145–153. [CrossRef] [PubMed]

33. Stevens, T.R.; Krueger, S.R.; Fitzsimonds, R.M.; Picciotto, M.R. Neuroprotection by nicotine in mouse primary
cortical cultures involves activation of calcineurin and L-type calcium channel inactivation. J. Neurosci. 2003,
23, 10093–10099. [CrossRef] [PubMed]

34. Addy, N.A.; Fornasiero, E.F.; Stevens, T.R.; Taylor, J.R.; Picciotto, M.R. Role of calcineurin in nicotine-mediated
locomotor sensitization. J. Neurosci. 2007, 27, 8571–8580. [CrossRef] [PubMed]

35. Benfenati, F.; Valtorta, F.; Rubenstein, J.L.; Gorelick, F.S.; Greengard, P.; Czernik, A.J. Synaptic vesicle-associated
Ca2+/calmodulin-dependent protein kinase II is a binding protein for synapsin I. Nature 1992, 359, 417–420.
[CrossRef] [PubMed]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

247



proteomes

Article

Proteomic Analysis of the Spinophilin
Interactome in Rodent Striatum Following
Psychostimulant Sensitization

Darryl S. Watkins 1, Jason D. True 2,3, Amber L. Mosley 2 and Anthony J. Baucum II 4,5,6,*

1 Stark Neurosciences Research Institute, Indiana University School of Medicine Medical Neuroscience
Graduate Program, Indianapolis, IN 46278, USA; dswatkin@iu.edu

2 Department of Biochemistry and Molecular Biology, Indiana University School of Medicine, Indianapolis,
IN 46278, USA; Jdtrue@bsu.edu (J.D.T.); almosley@iu.edu (A.L.M.)

3 Department of Biology, Ball State University, Muncie, IN 47306, USA
4 Department of Biology, Indiana University-Purdue University Indianapolis, Indianapolis, IN 46202, USA
5 Stark Neurosciences Research Institute Indianapolis, Indianapolis, IN 46202, USA
6 Department of Pharmacology and Toxicology, Indiana University School of Medicine, Indianapolis,

IN 46202, USA
* Correspondence: ajbaucum@iupui.edu; Tel.: +1-317-274-0540; Fax: +1-317-274-2846

Received: 12 October 2018; Accepted: 13 December 2018; Published: 17 December 2018

Abstract: Glutamatergic projections from the cortex and dopaminergic projections from the substantia
nigra or ventral tegmental area synapse on dendritic spines of specific GABAergic medium spiny
neurons (MSNs) in the striatum. Direct pathway MSNs (dMSNs) are positively coupled to protein
kinase A (PKA) signaling and activation of these neurons enhance specific motor programs whereas
indirect pathway MSNs (iMSNs) are negatively coupled to PKA and inhibit competing motor programs.
An imbalance in the activity of these two programs is observed following increased dopamine signaling
associated with exposure to psychostimulant drugs of abuse. Alterations in MSN signaling are
mediated by changes in MSN protein post-translational modifications, including phosphorylation.
Whereas direct changes in specific kinases, such as PKA, regulate different effects observed in the
two MSN populations, alterations in the specific activity of serine/threonine phosphatases, such as
protein phosphatase 1 (PP1) are less well known. This lack of knowledge is due, in part, to unknown,
cell-specific changes in PP1 targeting proteins. Spinophilin is the major PP1-targeting protein in
striatal postsynaptic densities. Using proteomics and immunoblotting approaches along with a novel
transgenic mouse expressing hemagglutainin (HA)-tagged spinophilin in dMSNs and iMSNs, we have
uncovered cell-specific regulation of the spinophilin interactome following a sensitizing regimen of
amphetamine. These data suggest regulation of spinophilin interactions in specific MSN cell types
and may give novel insight into putative cell-specific, phosphatase-dependent signaling pathways
associated with psychostimulants.

Keywords: amphetamine; spinophilin; protein phosphatase-1; dopamine; striatum

1. Introduction

Psychostimulant drug abuse is becoming increasingly popular and costly globally [1,2].
Psychostimulant drugs of abuse, such as methamphetamine, amphetamine, and cocaine, have been
associated with dopamine (DA) receptor dysfunction, improper synaptic transmission, and other
neuronal perturbations that may contribute to addiction pathology [3–8]. Psychostimulants drive
hyper-dopaminergic signaling within the striatum by increasing DA concentrations and enhancing
DA transmission [9–14]. When low doses of psychostimulants are administered chronically, response
to the drug also increases, causing progressive potentiation of motor programs, a process known
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as behavioral sensitization [15,16]. Thus, DA plays a critical role in basal ganglia regulated motor
programs [17–22].

The striatum is the largest structure within the basal ganglia and has been shown to play a role in
disease states, such as Huntington and Parkinson Disease (HD and PD, respectively), and neurological
disorders like obsessive-compulsive disorder (OCD) and drug addiction/abuse [23–28]. The striatum
is divided into two main regions: The dorsal striatum (dStr) and the ventral striatum (vStr), which
includes the nucleus accumbens (NAc) and the olfactory tubercle (OT). The dStr is innervated
by dopaminergic projections arising from the substantia nigra (SN) and has been functionally
described as a modulator of motor domains specifically involving action selection and initiation [29,30].
The vStr is innervated by dopaminergic projections from the ventral tegmental area (VTA) and is
involved in mediating reward and motivational domains [31–33]. However, studies also suggest
that there is significant overlap in motor and reward functional domains within the striatum [34,35].
Approximately 90–95% of the neuronal populations within the striatum are gamma-aminobutyric acid
(GABA)-ergic medium spiny neurons (MSNs). There are two MSN subtypes within the striatum that
are characteristically distinct based on physiological and structural properties, as well as differential
expression of DA receptor subtypes and neuropeptide hormones [36–38]. Differential expression
of DA receptors allows for differential signaling within striatal MSNs. Studies have shown that
characteristics and behaviors associated with striatal specific pathological maladies can occur when
there is an imbalance in the activity and/or signaling between the two MSN classes [14,39–41]. Direct
pathway MSNs (dMSNs) contain the D1 class of DA receptors, which are positively coupled to PKA
signaling. Activation of dMSNs enhances basal ganglia related motor programs. Conversely, indirect
pathway MSNs (iMSNs) contain the D2 class of DA receptors, which are negatively coupled to PKA
signaling. Activation of iMSNs inhibits inappropriate basal ganglia regulated motor function [42–45].
Thus, the opposing functions of dMSNs and iMSNs are, in part, regulated by post-synaptic responses
to DA-dependent signaling.

In the post-synaptic density (PSD) of MSNs, reversible protein phosphorylation is facilitated
by kinase and phosphatase activity, contributing to competent neuronal signaling, communication,
and synaptic plasticity. To achieve proper signaling, serine/threonine kinases phosphorylate
substrates utilizing specific consensus sites; however, serine/threonine phosphatases, such as protein
phosphatase 1 (PP1), associate with targeting proteins to attain specificity [46,47]. The most abundant
targeting protein for PP1 in the PSD is spinophilin [46,48–50]. Spinophilin acts as a scaffolding protein
by targeting PP1 to specific substrates; however, spinophilin can also inhibit the activity of PP1,
driving changes in synaptic strength and plasticity [48,51–53]. Furthermore, spinophilin is enriched
in the PSD of dendritic spines, and is essential for proper dendritic spine function by regulation of
critical dendrite properties [48,54–56]. Changes in MSN dendritic spine density and morphology,
perturbations in synaptic transmission and concomitant aberrant dopaminergic signaling are all
major contributors to striatal disease states like drug addiction and myriad others [23,26,27,31,57].
In addition, psychostimulant administration, which drives hyper-dopaminergic responses was shown
to increase spinophilin expression in the striatum [58,59]. As stated above, alterations in DA levels
will regulate DA receptor activity and downstream activation of kinases, such as PKA. Spinophilin is
phosphorylated by PKA and PKA phosphorylation of spinophilin is known to decrease its binding to
F-actin [49,60]. DA depletion, which decreases DA terminals in the striatum, modulates spinophilin
interactions within the striatum. Specifically, there were increases in spinophilin binding to PP1;
however, the interactions of spinophilin with a plurality of spinophilin-associated proteins (SpAPs)
were decreased [61,62]. We have shown that whole-body spinophilin knockout (KO) mice do not
undergo d-amphetamine-induced behavioral sensitization [63]. However, how excessive DA signaling,
as occurs following psychostimulant sensitization, modulates spinophilin interactions is unclear. Here
we show that in contrast to DA depletion, amphetamine sensitization increases a majority of striatal
spinophilin interactions. Moreover, in our preliminary studies using a novel transgenic mouse line
that allows for Cre-dependent expression of an hemagglutinin (HA)-tagged form of spinophilin,
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we observed both pan-MSN and putative cell-specific alterations in spinophilin interactions following
amphetamine treatment. Together, these data delineate alterations in spinophilin interactions that may
contribute to psychostimulant-induced pathologies.

2. Materials and Methods

2.1. Animals—HA Spinophilin Mice Generation

All animal studies were performed in accordance with the Guide for the Care and Use of
Laboratory Animals as disseminated by the U.S. National Institutes of Health and were approved by
Indiana University-Purdue University School of Science Animal Care and Use Committees (Approval
#SC270R). A human, HA-tagged spinophilin construct [62] containing a P2A sequence and the
mNeptune 3 protein were assembled into the pBigT vector between the ClaI and SacI restriction
sites (Figure 1A). Gene files were assembled in SnapGene (GSL Biotech, Chicago, IL, USA) or Vector
NTI (ThermoFisher Scientific, Waltham, MA, USA). The insert was then subcloned into the AscI/PacI
sites on the pROSA26.PA vector (Figure 1B) for generation of targeted embryonic stem cells (ES)
cells. pROSA26.PA vector was linearized with AscI and injected into SV129 ES cells by the Vanderbilt
Transgenic Mouse/ESC Shared Resource. These ES cells were transferred into pseudo-pregnant
C57Bl6/J females and chimeric pups were born from two of these clones (2D4 and 2E12). Chimeras
were transferred from the Vanderbilt Transgenic Mouse/ESC Shared Resource to the mouse colony
at IUPUI. One clone was maintained in house. Mice were backcrossed at least six generations onto
a C57Bl6/J background. Mice were subsequently crossed with either the Drd1a-Cre line or onto an
A2A-Cre line [64,65] that were on the C57Bl6/J background. For proteomics, mice expressing a single
copy of spinophilin knocked-in to the ROSA locus were used. For immunoblotting, mice expressing
HA-spinophilin knocked into one or both copies of the ROSA locus were used. For those expressing a
single copy of spinophilin, the other ROSA allele was either WT or had a flox-stop tdTomato reporter
sequence inserted (Jackson laboratories Stock #007914, Bar Harbor, ME, USA).

2.2. Animals—Proteomics Studies

Adult male and female mice were used for the proteomics studies (Table 1).

Table 1. Animals used for proteomics studies. Sex, genotype, weight of animals used for proteomics studies.

Eartag Sex Condition Genotype Cre
Initial
Weight

Final
Weight

Birth Date Sacrifice Date

2450 M Saline Het/Cre+ D1 23.8 25.0 31 January 2018 30 March 2018
2452 M Treated Het/Cre+ D1 22.4 23 31 January 2018 30 March 2018
2453 M Treated tdHet/HA-Het/Cre+ D1 23.0 23.3 31 January 2018 30 March 2018
2454 M Saline Het/Cre+ D1 22.3 22.8 31 January 2018 30 March 2018
2390 F Saline Het/Cre+ A2A 22.9 22.8 3 January 2018 30 March 2018
2393 F Treated Het/Cre+ A2A 20.9 20.8 3 January 2018 30 March 2018
2443 F Saline Het/Cre+ D1 21.5 21.7 29 January 2018 30 March 2018
2444 F Treated Het/Cre+ D1 19.6 19.8 29 January 2018 30 March 2018

2.3. Animals—Immunoblotting Studies

Four male or female P85–P120 mice were used for immunoblotting analysis of HA spinophilin.
In addition, one adult P90 WT and one adult spinophilin KO mouse [63,66] were used to validate a
subset of spinophilin interactions.
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Figure 1. Generation and characterization of Cre-expressing, HA-tagged human spinophilin mice.
(A) A construct containing DNA encoding HA-tagged human spinophilin with a P2A sequence
and mNeptune3 fluorescent protein was cloned into the pBIGT vector that contains a floxed-stop
sequence. (B) The construct encoding the floxed-stop sequence and the HA-spinophilin-P2A-mNeptune
3 sequence was subcloned into the ROSA targeting vector pROSA_26.PA. (C) The modified
ROSA vector was used for generation of the targeted transgenic mice. (D) Striatal cells were
transfected without or with HA-tagged human spinophilin. Lysates were immunoprecipitated with
either an HA or spinophilin antibody and immunoblotted with an HA antibody or a spinophilin
antibody. HA-spinophilin was selectively detected when it was overexpressed. (E) Mice express
HA-tagged spinophilin upon crossing with Cre recombinase expressed in the direct pathway (D1)
or indirect pathway (A2A) medium spiny neurons. (F) Spinophilin and protein phosphatase 1
immunoblots of inputs and HA-immunoprecipitates from HA spinophilin mice crossed with D1
or A2A Cre-recombinase-expressing mice. (G) Mice expressing HA-spinophilin had non-significant
increases in total spinophilin expression.

2.4. d-Amphetamine Sensitization

Mice received daily intraperitoneal (i.p) injections of d-amphetamine at 3.0 mg/kg (Sigma-Aldrich,
St. Louis, MO, USA) or saline (10 mL/kg) for five consecutive days. Mice were then sacrificed and
striata dissected 72 h after the last injection.

2.5. Brain Tissue Lysis

Mouse striatum (including both dorsal and ventral (accumbens) striatum or olfactory tubercle)
was homogenized and sonicated in 1 mL in a low-ionic strength Tris buffer containing 2 mM Tris-HCl,
1 mM DTT, 2 mM EDTA, 1% Triton X-100, and 1X protease inhibitor cocktail (Bimake, Houston,
TX, USA), phosphatase inhibitors (20 mM sodium fluoride, 20 mM sodium orthovanadate, 20 mM
β-glycerophosphate, and 10 mM sodium pyrophosphate; Sigma-Aldrich or ThermoFisher Scientific
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(Waltham, MA, USA)). Homogenates were incubated for 15 min at 4 ◦C and then centrifuged at
13,600× g for 10 min. The cleared lysate was mixed with Laemmli sample buffer to generate the input
or subjected to immunoprecipitation.

2.6. Transfections

Mouse STHdhQ7/7 striatal cell line (a kind gift from Dr. Gunnar Kwakye, Oberlin College,
Oberlin, OH, USA) were cultured in Dulbecco’s modified Eagle’s medium (DMEM) that contained 10%
fetal bovine serum, 1% GlutaMAXTM (ThermoFisher Scientific), 400 μg/mL G418-Sulfate (Geneticin)
(ThermoFisher Scientific), 100 U/mL penicillin, and 100 μg/mL streptomycin. Culture plates were
incubated at a constant 33 ◦C and 5% CO2 in myTemp Mini CO2 digital incubator (Benchmark Scientific;
Edison, NJ, USA). Cells were transfected overnight with 2 μg of HA-tagged human spinophilin and
PolyJet reagent (SignaGen Laboratories, Gaithersburg, MD, USA) per the manufacturers’ instructions.
Cells were lysed in the low-ionic strength Tris buffer.

2.7. Immunoprecipitations

Striatal lysates were immunoprecipitated with an HA-epitope antibody or spinophilin antibody.
3 μg of goat HA polyclonal antibody (Bethyl Laboratories, Montgomery, TX, USA, A190-238A) or
5 μg goat spinophilin polyclonal antibody (Santa Cruz Biotechnology, Dallas, TX, USA, SC14774)
were incubated at 4 ◦C with 750–800 μL (75–80%) of total striatal lysate overnight. Striatal cell lysates
were immunoprecipitated with 1.6 μg of a sheep spinophilin antibody (ThermoFisher Scientific).
The following day, protein G magnetic beads (DynaBeads, ThermoFisher Scientific) were added,
and the mixture was incubated for 2 h. Beads were washed three times by magnetic separation in an
immunoprecipitation wash buffer (150 mM NaCl, 50 mM Tris-HCl pH 7.5, 0.5% (v/v) Triton X-100).
For immunoblotting, beads were resuspended in 2X sample buffer. For Tandem Mass Tag (TMT)
labeling, beads were subsequently washed three times in PBS by centrifugation. Washed beads were
submitted for tryptic digestion and each sample was labeled with an isobaric tandem mass tag to allow
for quantitation.

2.8. TMT Labeling and Mass Spectrometry

Following washes, immunoprecipitated samples on beads were reduced with 5 mM
tris(2-carboxyethyl)phosphine hydrochloride (TCEP) and alkylated with 10 mM chloroacetamide
(CAM). Beads were then incubated with Trypsin Gold (Promega) at 37 ◦C overnight. Digested samples
were cleaned up using a Waters Sep-Pak C18 plate per manufacturer’s instructions.

For TMT labeling, tryptic peptides from each individual condition were labeled with eight
different isobaric TMT tags using 8 of a 10-plex TMT kit (ThermoFisherScientific) and following
manufacturer’s instructions. Following individual labeling, samples were mixed and separated by
HPLC and subjected to mass spectrometry.

For HPLC and mass spectrometry analysis, digested peptides were loaded onto an Acclaim
PepMap C18 trapping column and eluted on a PepMap C18 analytical column with a linear gradient
from 3% to 35% acetonitrile (in water with 0.1% formic acid) over 120 min in-line with an Orbitrap
Fusion Lumos Mass Spectrometer (ThermoFisher Scientific). Raw files generated from the run were
analyzed using Thermo Proteome Discoverer (PD) 2.2. SEQUEST HT (as a node in PD 2.2) was utilized
to perform database searches as previously described [67] with a few modifications: Trypsin digestion,
two maximum missed cleavages, precursor mass tolerance of 10 ppm, fragment mass tolerance of
0.8 Da, fixed modifications of +57.021 Da on cysteine, +229.163 on lysines and peptide N-terminii, and a
variable modification of +15.995 Da on methionine. The spectral false discovery rate (FDR) was set to
≤1% as previously described [68]. The FASTA database used was a mouse proteome downloaded from
Uniprot on January 9, 2017 with the addition of 72 common contaminants. Results and quantitative
information from the TMT were exported to an Excel Spreadsheet (Tables S1 and S2, Microsoft, Seattle,
WA, USA) and tables were generated from these data. A total intensity from the TMT labels, derived
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from all of the tryptic peptides matching to a specific protein, is given. These intensity data were
used for comparing the abundance of different proteins. Examples of these TMT peaks are shown in
Figures S2–S5.

2.9. Immunoblotting

Striatal lysates were immunoblotted with the appropriate primary antibody (see below).
For protein detection the following primary antibodies were used: HA rabbit antibody (Bethyl
Laboratories A190-208A), mouse Clathrin Heavy Chain monoclonal antibody (Santa Cruz, CA,
USA, sc12734), rabbit SAP102 monoclonal antibody (Cell Signaling Technology, Danvers, MA,
USA; 47421S), rabbit SNIP/p140Cap (SRCIN1) polyclonal antibody (Cell Signaling Technology
3757) and goat or sheep spinophilin polyclonal antibody (as above) or rabbit spinophilin antibody
(Cell Signaling Technology 14136S). Antibody dilutions were used at 1:500–1:2000 for immunoblotting.
Following overnight incubation at 4 ◦C, the following secondary antibodies were used for fluorescence
detection: Donkey anti-rabbit (H+L) Alexa Fluor 790 (Jackson Immunoresearch, West Grove, PA, USA
#711-655-152, 1:50,000 dilution), Donkey anti Goat Alexa Fluor 680 (ThermoFisher Scientific A21084;
1:10,000 dilution), Donkey anti-mouse (H+L) Alexa Fluor 680 (ThermoFisher Scientific, A10038; 1:10,000
dilution), Donkey anti-mouse (H+L) Alexa Fluor 790 (Jackson Immunoresearch #715-655-151, 1:50,000).
Imaging was performed on an Odyssey CLx system (LI-COR Biosciences, Lincoln, NE, USA).

2.10. Pathway Analysis

Proteins that were increased in HA-spinophilin immunoprecipitates isolated from amphetamine
treated animals were analyzed using the Database for Annotation, Visualization and Integrated
Discovery (DAVID) Bioinformatics Resource (version 6.8; https://david.ncifcrf.gov/, National Cancer
Instutitue at Frederick, MD, USA [69,70]). Proteins were analyzed using the Kyoto encyclopedia of
genes and genomes (KEGG) and gene ontology (GO) pathway databases.

2.11. Statistics

To compare saline to amphetamine treatment across all groups combined, a t-test was performed
to compare spinophilin abundance in the amphetamine vs. saline treated samples. A non-adjusted
t-test and a t-test adjusted for multiple comparisons (using the Holm-Sidak method) were performed
to compare the abundance of the proteins isolated from amphetamine compared to saline-treated
samples (both non-normalized (Table S1) and normalized (Table S2). For normalization for PCA
analysis and protein abundance, we divide the abundance of the individual protein in the individual
sample by the total peptide or total spinophilin abundance detected in that sample. Given that there
was an N of 1 in some of the sub-categories (e.g., A2A male and D1 female) the study was not powered
nor intended to make statistical conclusions and these results are a qualitative display of sex- and
cell-specific protein interactions.

3. Results

3.1. Generation of HA-Tagged Spinophilin Mice

We created constructs that encoded HA-tagged human spinophilin [62] along with a P2A sequence
and a far-red fluorescent protein (mNeptune3 [71]). Mice were generated from these constructs
by the Vanderbilt Transgenic Mouse/ESC Shared Resource (see methods). When crossed with
Cre-expressing mice, these animals express HA-tagged human spinophilin under control of the
ROSA promoter (Figure 1C). When crossed with mice expressing Cre recombinase under control of
the Drd1a gene or the Adora2a gene, we were able to detect HA signal in HA immunoprecipitates by
immunoblotting (Figure 1D,E). Furthermore, we were able to detect known spinophilin interacting
proteins PP1 and GluN2B [48,50,72,73] in the HA immunoprecipitates isolated from Cre-expressing
lines (Figure 1E). Less PP1 and GluN2B co-precipitated from the Cre-negative animals (Figure 1E).
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Moreover, a spinophilin antibody also detected a band in the HA immunoprecipitates isolated from
Cre-expressing, but not Cre-negative mice (Figure 1D,F). Of note, we detected a doublet in the
HA-immunoprecipitates when immunoblotting for spinophilin isolated from the HA-spinophilin
expressing mice, as well as a striatal cell line transfected with an HA-spinophilin construct (Figure 1F).
This is not surprising as spinophilin is thought to homo-dimerize and this suggests that the human
HA-spinophilin is complexing with the endogenous, mouse spinophilin. However, there was no
significant difference in the amount of total spinophilin in the mice expressing HA-spinophilin,
suggesting a low overexpression of spinophilin (Figure 1G). Moreover, given the low expression of
epitope tagged spinophilin and fluorescent protein, we were unable to detect either HA-tagged protein
or fluorescent protein by immunohistochemistry (data not shown).

3.2. Amphetamine Modulates Spinophilin Expression and Interactions

DA signaling within the striatum modulates MSN activity and signaling [74,75]. Amphetamine
increases the release of DA at dopaminergic terminals synapsing on MSNs [9,11,12]. Our previous
studies show that DA depletion alters the spinophilin interactome [62] and that spinophilin KO
mice do not undergo amphetamine-induced locomotor sensitization [63]. However, how spinophilin
normally contributes to synaptic changes associated with amphetamine-dependent striatal changes
is unclear. As spinophilin targets PP1 to regulate synaptic protein phosphorylation, in order to
identify potential spinophilin-dependent synaptic protein targets that are regulated by spinophilin
following amphetamine sensitization, we utilized our HA-tagged spinophilin mice (Figure 1) to
measure spinophilin interactions in saline- or amphetamine-treated mice expressing spinophilin in D1
DA or A2A adenosine-receptor containing neurons of the striatum. Mice were injected with 3 mg/kg
amphetamine every day for five days and sacrificed 72 h after the final amphetamine treatment. Striatal
lysates were immunoprecipitated with an HA antibody, digested with trypsin, labeled with TMTs,
and analyzed by mass spectrometry (Figure 2A). A total TMT abundance for spinophilin was detected
in all conditions. As human and mouse spinophilin differ by fewer than 30 amino acids (Figure S1)
and as spinophilin homo-dimerizes we searched only the mouse database. Forty-eight spectral
counts matching spinophilin were detected across all eight samples. While the human construct and
mouse spinophilin are highly homologous, there are 28 (out of 817) different amino acids between
the two species that lead to the generation of ~12 different potential tryptic fragments (Figure S1).
We validated two MS/MS spectra generated from tryptic peptides that were predicted to be different
between mouse and human spinophilin (Figures S2–S5). This further validates the expression of our
HA-tagged human spinophilin construct. Based on the unnormalized abundance of the TMT tag from
the different samples, we observed more spinophilin in the amphetamine-treated compared to control
treated samples (Figure 2B). A principal component analysis from all proteins (1454) of the individual
samples, normalized to total peptide amount, revealed that 46.2% of the total variability is due to
amphetamine treatment (Figure 2C). We next evaluated changes in the TMT tag abundance ratios
(amphetamine/saline) of the spinophilin interacting proteins. For this, we eliminated all contaminant
proteins and only included those proteins detected in all eight samples (e.g., with all eight tags).
This led to the detection of 984 total proteins in the HA-spinophilin immunoprecipitates (Table S1).
We plotted these unnormalized values using a volcano plot with Log2 abundance ratio on the X-axis
and −log10 p-value (t-test, non-adjusted) on the Y-axis (Figure 2D). All but two proteins showed an
increased abundance in spinophilin immunoprecipitates isolated from amphetamine compared to
saline treated samples.
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Figure 2. Quantitation of spinophilin complexes isolated from dMSNs and iMSNs using tandem
mass tag (TMT) analysis. (A) Striatal lysates isolated from male or female mice expressing HA
spinophilin under the control of D1 or A2A promoters and treated with saline or amphetamine were
immunoprecipitated with an HA antibody, digested with trypsin, labelled with eight different TMT
tags, mixed and analyzed by mass spectrometry (MS/MS). (B) A higher intensity of TMT reporter
abundance matching spinophilin was observed in amphetamine-treated compared to saline treated
animals (t-test; * p < 0.05). (C) Principal component analysis of individual samples normalized to
total peptide amount within each sample. (D) A volcano plot showing a majority of the protein have
increased abundance in HA immunoprecipitates isolated from amphetamine treated animals.

3.3. Regulation of Spinophilin Interactions by Amphetamine

Given that spinophilin abundance was increased in immunoprecipitates isolated from
amphetamine treatment compared to saline-treated samples, to determine if the increased association
of spinophilin with interacting proteins was due exclusively to increased spinophilin levels,
we normalized the abundance of each individual interacting protein to the abundance of spinophilin
in the corresponding sample (Table S2A). Moreover, in Table S2, we show only those proteins that
contained at least eight peptide spectral matches (PSMs) as these would average 2 PSMs per condition.
We detected 423 total proteins across all conditions that met these criteria. Of these proteins, 134 were
unchanged (Log2 ratio −0.5 to +0.5), three had a decreased association (<Log2 Ratio −0.5), and 286
had an increased association (>Log2 Ratio +0.5) with spinophilin. Those proteins with a decreased
interaction ratio of <−0.5 and increased interaction ratio of >1.0 are shown in Table 2. We performed a
second PCA analysis of the data normalized to spinophilin for those peptides having eight PSMs or
more (Figure 3A). This mode of analysis decreased the variability within the amphetamine treatment
group but increased the variability in the saline treatment group. We plotted these normalized values
using a volcano plot with Log2 abundance ratio on the X-axis and −log10 P-value (t-test, non-adjusted)
on the Y-axis (Figure 3B). Therefore, even when normalized to spinophilin there is a higher number
of proteins with an enhanced association with spinophilin compared to a decreased or no change
in association.
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Figure 3. Greater abundance of spinophilin interacting proteins in amphetamine-treated animals occurs
across both sexes and cell types. (A) Principal component analysis of individual samples normalized to
spinophilin abundance within each sample and filtered for eight or more PSMs. (B) A volcano plot
showing a majority of the proteins have increased abundance in HA immunoprecipitates isolated
from amphetamine treated animals when normalized to the amphetamine-dependent increase in
spinophilin abundance. (C) A plot of the abundance of spinophilin interacting proteins isolated from
male, D1 Cre expressing animals and normalized for spinophilin expression (Table S2) and quantified
from treated (Y-axis) or control (X-axis) samples. Left panel shows mean ± standard deviation, the right
panel just shows the mean of the two values. (D) A plot of the abundance of spinophilin interacting
proteins isolated from female, D1 Cre expressing animals and normalized for spinophilin expression
(Table S2) and quantified from treated (Y-axis) or control (X-axis) samples. (E) A plot of the abundance
of spinophilin interacting proteins isolated from female, A2A-Cre expressing animals and normalized
for spinophilin expression (Table S2) and quantified from treated (Y-axis) or control (X-axis) samples.

We next evaluated the spinophilin interacting proteins from the different cell types and sexes.
It is important to note that evaluation of these sub-categories (sex and genotype) are qualitative and
no statistical inference can be made; however, these preliminary studies denote the importance of
evaluating different sexes and cell types. We plotted the abundance of the amphetamine treated
samples on the Y-axis and the abundance of the saline-treated samples isolated from D1 males
(Figure 3C), D1 females (Figure 3D) and A2A females (Figure 3E). All data were normalized to
spinophilin abundance. All three sets had a slope greater than 1, suggesting that there was greater
abundance in the amphetamine treatment compared to the saline treatment. Of note, the D1 females
had the greatest slope (M = 2.554), suggesting the greatest increased association in this group compared
to the D1 males (M = 1.267) or A2A females (M = 1.269). Together, our data suggest that amphetamine
treatment enhances synaptic protein interactions with spinophilin across multiple sexes and cell types.

To begin to delineate amphetamine-dependent regulation of specific spinophilin interactors in
the different Cre lines, we generated a ratio of the abundance ratios from the D1 Cre animals to the
A2A Cre animals (Table S2B). As stated above, it is important to note that, given the N of 1 in the A2A
animals, these ratios are qualitative and no statistical inference can be obtained; however, these data
will inform novel lines of inquiry in future cell-specific studies. Those proteins with this ratio of ratios
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greater than 2 are shown in Table 3. No interactions with a ratio of less than 0.5 (2-fold decrease) were
detected. All ratios are shown in Table S2B.

Table 2. Spinophilin interacting proteins that had altered abundance following amphetamine treatment.

Description # PSMs
Normalized Abundance

Ratio (Treatment)/(Control)
Normalized Abundance Ratio
(log2): (Treatment)/(Control)

Decreased Interactions

E3 ubiquitin-protein ligase XIAP 22 0.69 −0.54
Disks large homolog 3 143 0.67 −0.58

Granulins 10 0.36 −1.47

Increased Interactions

Myelin proteolipid protein 38 2.28 1.19
Hemoglobin subunit alpha 17 2.24 1.16

ADP/ATP translocase 2 36 2.23 1.16
Clathrin light chain A 17 2.13 1.09

Adenylyl cyclase-associated protein 2 8 2.10 1.07
MCG10343, isoform CRA_b 35 2.08 1.05

Tubulin alpha-1B chain 54 2.07 1.05
Tubulin alpha chain (Fragment) 54 2.03 1.02

Cytochrome c oxidase subunit NDUFA4 13 2.03 1.02
Profilin-2 14 2.02 1.02

Reticulon (Fragment) 20 2.02 1.01
Myelin-oligodendrocyte glycoprotein 18 2.01 1.01
Serine/threonine-protein phosphatase

2A 65 kDa regulatory subunit
A alpha isoform

28 2.00 1.00

HA spinophilin was immunoprecipitated from saline and amphetamine-treated D1 Cre and A2A Cre mice.
The abundance of the individual proteins was normalized to the abundance of spinophilin. A ratio of the abundance
of proteins isolated from the amphetamine treated over the saline treated mice was generated. A subset of
spinophilin interacting proteins that had at least eight spectral counts (PSMs) and had a decreased (<0.05) or
increased (≥1.00) log2 ratio is shown. A complete list of interacting proteins (without contaminants) and their
abundance ratios are shown in Table S2A.

Table 3. Spinophilin interacting proteins that had altered abundance ratios in D1 Cre animals compared
to A2A Cre animals.

Description PSMs
Female A2A

Ratios
Female D1

Ratios
Male D1 Avg

Ratios
Avg D1/A2A

Ratios

Endophilin-A2 12 0.50 1.38 1.28 2.63
Cofilin-1 14 1.13 4.14 1.57 2.52

Malate dehydrogenase, mitochondrial 27 0.92 3.22 1.38 2.51
Calreticulin 8 0.87 3.15 1.11 2.46

Alpha-synuclein 21 1.06 3.56 1.61 2.43
Malate dehydrogenase, cytoplasmic 41 1.05 3.59 1.38 2.36

Glutamate dehydrogenase 1, mitochondrial 23 1.05 3.58 1.39 2.36
Fructose-bisphosphate aldolase 87 1.14 3.93 1.41 2.35
Protein disulfide-isomerase A3 9 0.93 3.19 1.13 2.31
Citrate synthase, mitochondrial 32 1.37 4.58 1.55 2.24

Synapsin-1 42 1.11 3.51 1.45 2.23
Tubulin polymerization-promoting protein 9 1.08 3.24 1.56 2.23

Nucleoside diphosphate kinase 12 1.20 3.92 1.39 2.21
Fascin 26 0.89 2.78 1.13 2.20

Cytochrome b-c1 complex subunit 1,
mitochondrial 19 0.99 3.09 1.26 2.19

Carbonic anhydrase 2 14 1.22 3.75 1.54 2.18
Rab GDP dissociation inhibitor alpha 22 1.12 3.58 1.26 2.16

Protein kinase C and casein kinase
substrate in neurons protein 1 18 1.10 3.36 1.30 2.12

Endophilin-A1 23 1.11 3.37 1.33 2.12
Cytochrome c oxidase subunit 5B,

mitochondrial 13 1.17 3.52 1.43 2.12
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Table 3. Cont.

Description PSMs
Female A2A

Ratios
Female D1

Ratios
Male D1 Avg

Ratios
Avg D1/A2A

Ratios

Adenylyl cyclase-associated protein 2 8 1.43 4.36 1.63 2.09
Cytochrome b-c1 complex subunit 2,

mitochondrial 40 1.04 3.08 1.22 2.06

Pyruvate kinase PKM 36 1.10 3.22 1.30 2.06
Profilin-2 14 1.33 3.85 1.58 2.04

Myelin proteolipid protein 38 1.58 4.56 1.89 2.04
60S ribosomal protein L17 8 1.06 3.20 1.12 2.03
40S ribosomal protein S23 11 0.89 2.40 1.23 2.03

Beta-synuclein 16 1.18 3.31 1.47 2.03
Heat shock 70 kDa protein 4 23 1.07 3.01 1.27 2.01

L-lactate dehydrogenase B chain 28 1.23 3.58 1.35 2.00

HA spinophilin was immunoprecipitated from saline and amphetamine-treated D1 Cre and A2A Cre mice.
The abundance of the individual proteins was normalized to the abundance of spinophilin. A ratio of the abundance
of proteins isolated from the amphetamine treated over the saline treated mice was generated. A second ratio
comparing the amphetamine/saline ratios identified in the 3 D1 samples and the 1 A2A sample was generated.
Those D1/A2A ratios ≥ 2.00 are shown. A complete list of interacting proteins (without contaminants) and the
cell-specific abundance ratios are shown in Table S2B.

3.4. Pathway and GO Analysis of Spinophilin Interacting Proteins Enhanced by Amphetamine

Using the DAVID Bioinformatics resource [69,70], we performed the Kyoto Encyclopedia of Genes
and Genomes (KEGG) pathway analysis on the 286 proteins that had an increased association with
spinophilin across all samples. 283 total proteins were detected from the list. A total of 94 pathways
were detected from this analysis (Table S3). 49 of the pathways were significantly enriched using a
Bonferroni adjustment (Table S3 highlighted). These include pathways associated with striatal function,
including amphetamine addiction. The top 10 pathways also include other disease states associated
with striatal dysfunction, such as Parkinson disease and Huntington disease (Table 4).

Table 4. Top 10 Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways associated with proteins
that have amphetamine-dependent increases in spinophilin.

Term Count % p Value Bonferroni

mmu01200:Carbon metabolism 27 9.54 3.52 × 10−18 7.04 × 10−16

mmu05012:Parkinson’s disease 29 10.25 2.34 × 10−17 4.69 × 10−15

mmu05016:Huntington’s disease 32 11.31 9.23 × 10−17 2.22 × 10−14

mmu00190:Oxidative phosphorylation 26 9.19 4.42 × 10−15 8.88 × 10−13

mmu04721:Synaptic vesicle cycle 19 6.71 5.04 × 10−15 9.99 × 10−13

mmu00020:Citrate cycle (TCA cycle) 15 5.30 7.94 × 10−15 1.60 × 10−12

mmu05010:Alzheimer’s disease 27 9.54 1.82 × 10−13 3.65 × 10−11

mmu01130:Biosynthesis of antibiotics 29 10.25 3.85 × 10−13 7.70 × 10−11

mmu04961:Endocrine and other
factor-regulated calcium reabsorption 15 5.30 1.92 × 10−11 3.84 × 10−9

mmu00010:Glycolysis/Gluconeogenesis 16 5.65 5.11 × 10−11 1.02 × 10−8

The 286 proteins that had an increased association with spinophilin (log2 ratio ≥ 0.5; Table S2A) were input into the
DAVID Bioinformatics resource and analyzed using KEGG pathway analysis. The top 10 enriched pathways are
shown. All pathways are given in Table S3.

We next evaluated these increased interactions in DAVID using gene ontology terms (GO).
We evaluated Biological Processes (BP), Cellular Components (CC), and Molecular Function (MF).
We detected 247 BPs, 154 CCs, and 127 different MFs (Table S4) in the increased spinophilin interactors.
Of these, 33, 55, and 31, respectively, were significantly enriched. For BPs, we observed a large number
of metabolic processes, including ATP and NADH metabolism. We also observed vesicle trafficking
processes, including synaptic vesicle endocytosis, vesicle-mediated transport, and endocytosis.
For CCs, we observed known areas where spinophilin is enriched, including membrane, postsynaptic
density, dendrite, dendritic spine, and cytoskeleton. In addition, we matched other locations where
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spinophilin has been implicated, such as synaptic vesicle membrane [76]. For MFs, we observed known
roles for spinophilin as a scaffold, including protein binding, protein complex binding, protein kinase
binding, and actin filament binding. In addition, we observed novel putative roles for spinophilin,
including GTPase binding, ATP binding, and syntaxin-1 binding. The top 10 pathways for BP, CC,
and MF are shown in Table 5.

Table 5. Top 10 GO, BP, CC, and MF pathways associated with proteins that have amphetamine-dependent
increases in spinophilin. The 286 proteins that had an increased association with spinophilin
(log 2 ratio ≥ 0.05; Table S2A) were input into the DAVID Bioinformatics resource and analyzed using GO
BP, CC, and MF pathway analyses. The top 10 enriched pathways are shown. All pathways are given in
Table S4.

Term Count % PValue Bonferroni

Biological Process

GO:0006099~tricarboxylic acid cycle 13 4.59 3.85 × 10−15 6.78 × 10−12

GO:0006810~transport 68 24.03 1.55 × 10−12 2.70 × 10−9

GO:0006096~glycolytic process 11 3.89 8.12 × 10−11 1.42 × 10−7

GO:0006734~NADH metabolic process 8 2.83 1.11 × 10−10 1.93 × 10−7

GO:0046034~ATP metabolic process 11 3.89 2.57 × 10−10 4.48 × 10−7

GO:0015992~proton transport 12 4.24 7.90 × 10−10 1.38 × 10−6

GO:0015991~ATP hydrolysis coupled proton transport 10 3.53 8.81 × 10−10 1.54 × 10−6

GO:0050821~protein stabilization 15 5.30 7.11 × 10−9 1.24 × 10−5

GO:0015986~ATP synthesis coupled proton transport 8 2.83 2.98 × 10−8 5.20 × 10−5

GO:1904871~positive regulation of protein localization
to Cajal body 6 2.12 3.79 × 10−8 6.61 × 10−5

Cellular Compartment

GO:0043209~myelin sheath 92 32.51 3.70 × 10−120 1.53 × 10−117

GO:0070062~extracellular exosome 159 56.18 2.16 × 10−65 8.91 × 10−63

GO:0005739~mitochondrion 88 31.10 3.66 × 10−27 1.51 × 10−24

GO:0005829~cytosol 88 31.10 4.60 × 10−26 1.90 × 10−23

GO:0005737~cytoplasm 173 61.13 3.24 × 10−22 1.34 × 10−19

GO:0016020~membrane 178 62.90 6.47 × 10−22 2.66 × 10−19

GO:0014069~postsynaptic density 32 11.31 5.02 × 10−21 2.07 × 10−18

GO:0043005~neuron projection 40 14.13 6.70 × 10−21 2.76 × 10−18

GO:0043234~protein complex 46 16.25 1.63 × 10−19 6.71 × 10−17

GO:0005743~mitochondrial inner membrane 37 13.07 2.23 × 10−19 9.20 × 10−17

Molecular Function

GO:0005515~protein binding 138 48.8 1.12 × 10−22 6.18 × 10−20

GO:0032403~protein complex binding 36 12.7 2.54 × 10−18 1.40 × 10−15

GO:0019901~protein kinase binding 36 12.7 1.24 × 10−15 6.74 × 10−13

GO:0044822~poly(A) RNA binding 55 19.4 4.52 × 10−14 2.49 × 10−11

GO:0000166~nucleotide binding 74 26.1 2.72 × 10−13 1.50 × 10−10

GO:0019904~protein domain specific binding 27 9.5 5.67 × 10−13 3.13 × 10−10

GO:0098641~cadherin binding involved in cell-cell adhesion 26 9.2 1.77 × 10−12 9.79 × 10−10

GO:0008022~protein C-terminus binding 22 7.8 1.30 × 10−11 7.15 × 10−9

GO:0005516~calmodulin binding 19 6.7 5.09 × 10−10 2.81 × 10−7

GO:0003779~actin binding 25 8.8 6.35 × 10−10 3.51 × 10−7

3.5. Interactome Analysis of Spinophilin Interacting Proteins Enhanced by Amphetamine

We next wanted to organize spinophilin interacting proteins that were enhanced by amphetamine
based on interactions and functional classifications. To do this, we utilized the string-db program [77,78].
This allows for the pictorial representation of proteins and their interactions. To reduce the complexity
of the submitted proteins, we used a high stringency confidence score (0.900) and removed any proteins
that were not connected. We next grouped proteins into 12 categories based on known function and
these interactions (Figure 4). These categories are: Metabolism, ATPases, vesicle trafficking, synaptic
signaling, cytoskeleton, ribosomal and nuclear, scaffolding, heatshock, G-proteins and GTPases,
semaphorin signaling, BBSome, and other.
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Figure 4. Graphical representation of interactors input into the string-db from protein complexes that
had greater abundance in the HA immunoprecipitates isolated from amphetamine-treated animals.
Proteins with greater abundance in HA immunoprecipitates isolated from amphetamine-treated
animals were input into the string-db program (www.string-db.org) and separated by hand based on
function. To reduce the complexity of this map, only those proteins that had at least 1 interaction at a
confidence of 0.9 (highest confidence).

3.6. Alteration and Validation of Novel Spinophilin Interacting Proteins

While some of the proteins isolated using the HA spinophilin antibody are known spinophilin
interactors (e.g., PP1, glutamate receptors, actin), some have not been previously validated. Therefore,
we wanted to validate some of the proteins that had an altered association with spinophilin that
are involved in different processes. We chose SAP102 (Dlg3), src kinase inhibitor protein 1 (Srcin1),
and clathrin heavy chain (Cltc) as proteins involved in synaptic scaffolding, signaling, and vesicle
trafficking, respectively. To determine if these proteins interact with spinophilin in a specific manner,
we dissected out total (dorsal and ventral (e.g., accumbens)) striatum (Str) and olfactory tubercle
(OT), a further ventral portion of the striatum from wildtype and whole-body spinophilin KO
animals. We chose these regions based on their roles in psychostimulant sensitization [31–33].
We immunoprecipitated striatal and tubercle lysates with a spinophilin antibody and immunoblotted
for spinophilin, SAP102, Srcin1, and clathrin heavy chain. Spinophilin was only detected in WT and
not KO samples (Figure 5). Moreover, spinophilin interactions were only detected in WT and not KO
animals. These data suggest that these proteins are specific interactors with spinophilin.
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Figure 5. Validation of spinophilin interactions. WT or spinophilin KO striatal (STR) or olfactory tubercle
(OT) lysates were immunoprecipitated with a spinophilin antibody. Lysates or immunoprecipitates
were immunoblotted for spinophilin and three interacting proteins that were detected in the
HA immunoprecipitates that had a decreased (SAP102) or increased (Clathrin heavy chain and
SRCIN1) interaction with spinophilin in amphetamine-treated animals. Spinophilin and all associated
proteins were detected in the spinophilin immunoprecipitates from WT animals, but were absent in
immunoprecipitates isolated from KO animals.

4. Discussion

4.1. Spinophilin Functional Localization

Spinophilin is a highly abundant spine-enriched protein. We have previously found that loss of
spinophilin modulates striatal behaviors. Specifically, loss of spinophilin decreases motor performance
and motor learning on a rotarod apparatus [66]. Moreover, we previously reported that spinophilin
KO mice, in contrast to WT mice, do not undergo amphetamine-induced locomotor sensitization [63].
In addition, others have observed alterations in the response of spinophilin KO mice in rotarod
behaviors and following cocaine treatment [79,80]. Together, these data suggest that spinophilin is
important in striatal based behaviors. However, how spinophilin contributes to these behaviors is
unclear. As the major postsynaptic density-enriched PP1-interacting protein, spinophilin’s functional
regulation of the above striatal behaviors may be due to its targeting of PP1 to synaptic proteins.
Moreover, while spinophilin, as its name implies, is enriched in dendritic spines, it is also present in
dendrites, presynaptic terminals, and glial cells [54,55]. Therefore, spinophilin may have functions
beyond just dendritic spines.

4.2. Regulation of the Spinophilin Interactome Following Amphetamine Treatment

To begin to identify cell-type specific spinophilin interactions that may be important in behavioral
changes observed following psychostimulant abuse, we created mice that Cre-dependently overexpress
an epitope-tagged (HA) form of human spinophilin. Using HA immunoprecipitation from different
cell types and TMT labeling, we probed the spinophilin interactome in the striatum of saline
compared to amphetamine treated animals. As previously observed in rats [58,59], the amount
of spinophilin detected (based on labeled peptide abundance) was increased following amphetamine
treatment. Interestingly, across all samples the abundance of the different proteins was greater in the
amphetamine-treated compared to the control treated lysates, even when normalizing to the increased
spinophilin expression. This is in contrast to what we observed previously in DA-depleted striatum
(an animal model of Parkinson disease) [62]. In that previous study, 60 proteins were decreased
whereas 31 total proteins were increased across two different fractions. In contrast, in the current
study, we only observed three proteins that were decreased and 286 proteins that were increased
following amphetamine treatment. These data suggest that spinophilin interactions are decreased
by DA depletion and increased by hyperdopaminergic signaling. However, it is critical to note that
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while specific, there are low levels of expression of the HA-tagged, human spinophilin and while we
validated expression of the HA-tagged form of the human protein by WB and MS/MS, as well as
the interactor, PP1, additional interacting proteins may be non-specifically interacting with the beads.
Therefore, future studies will need to follow-up on these studies to delineate those interactions that are
real and that are modulated by amphetamine.

Regulation of DA leads to alterations in striatal medium spiny neuron spine density. Specifically,
loss of DA decreases spine density [81–83] and psychostimulant treatment increases spine density [84,85].
Spinophilin is also known to regulate spine density, with acute knockdown of spinophilin decreasing
spine density in hippocampal cultures [86]. Whole-body spinophilin KO animals do not have loss of
dendritic spines in adulthood (and have a paradoxical increase in young animals) [56]. This lack of
an effect may be due to compensatory changes, such as decreases in expression of PP1 [80]. However,
data showing amphetamine-dependent increases in spinophilin expression [58,59] and our data showing
a lack of amphetamine-dependent locomotor sensitization [66] and the data presented in this paper
may suggest that changes in the spinophilin expression and/or interactions are critical for normal
psychostimulant-induced behaviors. However, it is currently unclear if amphetamine-induced increases
in spine density are also abrogated or modulated in spinophilin KO mice.

4.3. Classes and Specific Spinophilin Protein Interactions that are Modulated by Amphetamine

Using GO and KEGG analysis along with hand annotation of altered interactions in string-db we
detailed different classes of spinophilin interacting proteins that have an increased interaction with
amphetamine. These protein classes co-purify with spinophilin, including cytoskeletal and vesicle
trafficking proteins [62,73,87,88]. Moreover, many of the pathways identified associate with protein
binding, striatal function and diseases, and synaptic/postsynaptic protein organization. In addition
to these known functions of spinophilin and striatum-dependent regulation by amphetamine,
we observed novel/less well-characterized spinophilin interactions. Some of these may be non-specific.
For instance, myelin sheath was one of the most abundant cellular components. Myelin sheath
components may be non-specifically sticky and may not be specific interactions. Indeed, myelin
sheath components are associated with the CRAPome [89], a list of non-specific interactions that may
non-specifically co-precipitate. However, even though some of these interactions may be non-specific,
these pathways may be regulated by amphetamines. For instance, psychostimulant abuse in humans
may be associated with altered neuron myelination [90]. Therefore, while additional studies will need
to detail specific spinophilin interactions, our data may delineate alterations in protein expression
following amphetamine treatment.

Another major class of altered spinophilin interacting proteins were vesicle trafficking proteins.
For instance, the synaptic vesicle cycle was identified as being enriched in the KEGG pathway and
we delineated multiple vesicle trafficking proteins. While not much is known about the role of
spinophilin in vesicle trafficking, one study has detailed spinophilin as a regulator of presynaptic
vesicle function [76]. We also validated a vesicle trafficking protein, clathrin heavy chain, as a specific
interactor with spinophilin. Spinophilin may play a role in vesicle trafficking on glutamatergic
(or dopaminergic) presynaptic terminals or postsynaptic MSNs; however, given the enrichment of
endogenous spinophilin in spines and a lack of detected presynaptic vesicle proteins (e.g., syntaxin,
SNAP-25, synaptobrevin, etc.), we posit that this role is more postsynaptic; however, we cannot rule
out a presynaptic role for spinophilin in striatum.

We observed many metabolic proteins, including lactate and succinate dehydrogenases, and
ATPases, that were increased in spinophilin immunoprecipitates following amphetamine treatment.
Moreover, some of the pathways with altered protein expression included glycolytic process, ATP
metabolism/hydrolysis/synthesis, tricarboxylic acid cycle, and Citrate (TCA) cycle. Spinophilin has
been shown to associate with and regulate the membrane localization of the Na+-K+-ATPase [91].
Moreover, amphetamines may modify the activity of the Kreb’s cycle [92,93]. However, how
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alterations in spinophilin interactions with metabolic proteins modulate response to amphetamines is
an unexplored area.

4.4. Direct and Indirect Pathway Striatal MSNs and Spinophilin Interactions

By using mice expressing spinophilin Cre dependently, we were able to isolate complexes from
dMSNs and iMSNs. We used a D1 DA receptor Cre line and an A2A adenosine receptor Cre line.
These Cre lines were created as part of the GENSAT project [64,65]. While D1 and A2A are enriched
in striatal MSNs, there may be expression in other cell types and other brain regions. We observed
some HA spinophilin expression in other brain regions, including the hippocampus and prefrontal
cortex (data not shown). While these Cre lines only minimally express in these other regions, it may be
sufficient for driving expression of the HA spinophilin.

Previous studies have observed persistent psychostimulant-dependent increases in spinophilin
density in dMSNs (months), whereas in iMSNs these changes are more transient (days) [84]. We found
that there was a greater association of spinophilin with multiple proteins 72 h following amphetamine
treatment and that this occurred in both Cre-driver lines. This suggests that amphetamine may be
regulating interactions in both cell types. While our preliminary study suggests the level of increase
was greater overall in the dMSNs compared to the iMSNs, it is unclear if these changes will persist in
both populations and future studies will need to evaluate the persistence of these changes and the link
between spinophilin and modulation of dendritic spine density.

While most protein interaction changes were similar in the two cell types, the magnitude
of the effect was different between the different cell types. However, there was a cell-specific
effect of amphetamine treatment in two proteins that are known to be involved in striatal
pathologies. We detected both α-synuclein (SNCA) and tau (MAPT) proteins in the HA-spinophilin
immunoprecipitates. While additional work needs to determine if endogenous spinophilin associates
with these proteins, it was interesting that amphetamine increased the association of spinophilin with
both of these proteins, but this increase was only in the D1 Cre containing animals. These proteins
were enriched 2.45-fold (α-synuclein) and 1.85-fold (Tau) in the dMSNs compared to the iMSNs.
These proteins play major roles in PD and AD, respectively, and amphetamine is known to increase
α-synuclein and tau protein levels [94,95]. Moreover, phosphorylation of these proteins is important in
modulating their function and aggregation potential, but if spinophilin plays a role in modulating this
aggregation has, to our knowledge, not been evaluated.

5. Conclusions

Our data identify novel putative spinophilin interactions that are modulated by amphetamine.
As a whole, amphetamine increased spinophilin expression and enhanced spinophilin interactions.
While these changes occur in both MSN cell types, this preliminary study suggests dMSNs appear
to be more influenced by amphetamine. Future studies need to validate these interactions, use
additional approaches to enhance cell specific expression and interactions (e.g., viral transduction
of Cre-dependent epitope tagged spinophilin), and evaluate long-term amphetamine changes
(e.g., 1-month) in the different striatal MSN subtypes. However, the current proteomics study
is the first to outline potential pathways of spinophilin interactors that are modulated by
amphetamine. Moreover, we have begun to uncover differences in amphetamine-dependent
spinophilin interactions in the different striatal cell types. This knowledge will enhance our
understanding of amphetamine-dependent regulation of cell-specific striatal biology.
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Abstract: The recent identification of catalytically active peptidylglycine α-amidating monooxygenase
(PAM) in Chlamydomonas reinhardtii, a unicellular green alga, suggested the presence of a PAM-like
gene and peptidergic signaling in the last eukaryotic common ancestor (LECA). We identified
prototypical neuropeptide precursors and essential peptide processing enzymes (subtilisin-like
prohormone convertases and carboxypeptidase B-like enzymes) in the C. reinhardtii genome.
Reasoning that sexual reproduction by C. reinhardtii requires extensive communication between
cells, we used mass spectrometry to identify proteins recovered from the soluble secretome of
mating gametes, and searched for evidence that the putative peptidergic processing enzymes were
functional. After fractionation by SDS-PAGE, signal peptide-containing proteins that remained intact,
and those that had been subjected to cleavage, were identified. The C. reinhardtii mating secretome
contained multiple matrix metalloproteinases, cysteine endopeptidases, and serine carboxypeptidases,
along with one subtilisin-like proteinase. Published transcriptomic studies support a role for these
proteases in sexual reproduction. Multiple extracellular matrix proteins (ECM) were identified in
the secretome. Several pherophorins, ECM glycoproteins homologous to the Volvox sex-inducing
pheromone, were present; most contained typical peptide processing sites, and many had been
cleaved, generating stable N- or C-terminal fragments. Our data suggest that subtilisin endoproteases
and matrix metalloproteinases similar to those important in vertebrate peptidergic and growth factor
signaling play an important role in stage transitions during the life cycle of C. reinhardtii.

Keywords: peptidylglycineα-amidating monooxygenase; cilia; mating; signal peptide; prohormone convertase;
carboxypeptidase; matrix metalloproteinase; subtilisin; pherophorin

1. Introduction

Identification of the enkephalins as endogenous ligands for opioid receptors led to the successful
description of hundreds of additional bioactive peptides in the nervous systems of species as diverse
as Drosophila, Caenorhabditis elegans, and Hydra [1–3]. Like proinsulin and proopiomelanocortin,
the precursors to these neuropeptides have N-terminal signal sequences, multiple potential paired
basic amino acid endoproteolytic cleavage sites, potential amidation sites, generally lack recognized
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domains, and often contain multiple copies of similar peptides (Figure 1). Bioinformatic criteria
for the identification of potential neuropeptide precursors have been successfully applied to many
systems [4,5].

Figure 1. Classical neuropeptide precursors and processing enzymes. The biosynthesis and
post-translational processing of neuropeptide precursors from organisms as diverse as human and
Hydra employs a common set of subcellular organelles and processing enzymes. The reactions
catalyzed by subtilisin-like prohormone convertases, carboxypeptidase B (CPB)-like enzymes and
peptidylglycine α-amidating monooxygenase (PAM) are shown. Endoplasmic reticulum (ER) entry
requires an N-terminal signal peptide, which is quickly removed. As for other secreted proteins,
N-glycosylation, disulfide bond formation, proline hydroxylation, and proline isomerization are
accomplished before transit through the Golgi complex. A family of subtilisin-like endoproteases,
referred to as prohormone convertases (PCs), catalyze a series of ordered endoproteolytic cleavages,
with furin (PCSK3), PC1 (PCSK1), and PC2 (PCSK2) playing especially important roles in many neurons
and endocrine cells. Endoproteolytic cleavage is controlled, in large part, by the pH of the luminal
compartment, with furin active in the trans-Golgi network and endocytic compartments, and PC1
and PC2 more active in the low pH environment encountered in immature and mature secretory
granules. CPB-like enzymes (CPE and CPD) remove the C-terminal Lys and Arg residues produced by
furin, PC1, and PC2. The amidating enzyme, PAM, requires only a C-terminal Gly residue to amidate
the penultimate residue (–X–amide); in the presence of adequate copper, ascorbate, and molecular
oxygen, PAM can function throughout the biosynthetic pathway [6].

With the availability of genomic and transcriptomic data from a diverse array of organisms,
it quickly became clear that “neuropeptide precursors” were quite prevalent in species lacking
recognizable neurons or endocrine cells. Trichoplax, a basal, multicellular animal, lacks muscles
and neurons [7–9]. Despite this, its genome encodes many of the proteins that define the nervous
system: candidate voltage-gated ion channels, SNARE proteins, and neuropeptide precursors are
present. Trichoplax use the beating of ventrally located cilia to glide over surfaces, pausing to secrete
the enzymes needed to feed on algae. Ciliated gland cells produce peptide-containing secretory
granules that may be used to control locomotion and digestion. Single celled eukaryotes exhibit
behaviors such as phototaxis and chemotaxis, leading to the suggestion that the first steps of nervous
system evolution occurred in a ciliated organism, with neural circuits evolving to control locomotor
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cilia [10]. For example, amidated peptides synthesized in sensory neurons regulate the swimming of
Platynereis dumerilii larvae by controlling ciliary beat frequency [11].

The enzymes involved in converting neuropeptide precursors into bioactive peptide products
are highly conserved (Figure 1). All must function within the secretory pathway, where luminal
pH plays a key role in controlling precursor cleavage and product storage in secretory granules.
Like other secreted proteins, neuropeptide precursors often contain essential disulfide bonds, are
modified by N- and O-linked glycosylation, and are phosphorylated. A set of calcium-dependent
subtilisin-like endoproteases, CPB-like enzymes, and PAM, are generally regarded as reliable markers for
neuropeptide-producing cells [12–15]. The discovery of a fully functional PAM protein in Chlamydomonas
reinhardtii suggested the presence of “neuropeptides” in C. reinhardtii, and in the last eukaryotic common
ancestor. Secretory granules have not been observed in C. reinhardtii and CrPAM is localized to the Golgi
and to the ciliary membrane [16]. Cells in which expression of CrPAM was reduced were unable
to assemble cilia that extended beyond the transition zone [17]. Using a bioinformatics approach,
we searched for and found putative preproneuropeptides, and a complete set of peptide-processing
enzymes encoded by the C. reinhardtii genome.

Sexual reproduction, which began in the last eukaryotic common ancestor [18], is triggered
in C. reinhardtii by nutrient restriction. Based on studies in multiple systems, this process is likely
to involve peptidergic signaling [2,4] and regulated secretion [19]. Many of the interactions and
signaling pathways involved in C. reinhardtii mating have been well characterized, and detailed
transcriptomic data for specific stages are available [20,21]. Therefore, to evaluate the functional
role(s) of “neuropeptide” processing machinery in a unicellular eukaryote, we undertook an analysis
of the mating secretome of C. reinhardtii. Using differential centrifugation, we separated mating
ectosomes, small vesicles derived from the cilia, from the soluble mating secretome. We focus here on
our analysis of the proteases and cleaved products identified in the soluble mating secretome.

2. Material and Methods

2.1. Strains and Growth Conditions

CC124 (mating type minus) and CC125 (mating type plus) C. reinhardtii strains (Chlamydomonas
Resource Center) were cultured in R-medium aerated with 95% air and 5% CO2 under a 12 h light/12 h
dark cycle at 22 ◦C. Vegetative cells were grown for 5 days under these culture conditions. To induce
gametogenesis, vegetative cells were harvested, washed, and resuspended in nitrogen-deficient minimal
medium (M-N/5 medium) for 16–20 h [22]. The mating competency of the gametes was assessed by
mixing mating type minus and plus gametes and microscopically verifying >80% agglutination.

2.2. Preparation of Soluble Mating Secretome

In preliminary experiments, CC124 and CC125 gametes checked for high mating efficiency were
mixed together for 1 h with gentle aeration at 22 ◦C. Following removal of cells (1600× g for 5
min) and debris (20,000× g for 10 min), the mating medium was filtered through a 0.22 μm filter
to remove particulate material. The filtrate was concentrated 7-fold using a tangential flow filter
system with a 2 kDa cutoff (Sartorius Vivaflow 200, Hydrosart, 2K; Thermo Fisher Scientific, Waltham,
MA, USA). The concentrated mating medium was subjected to SDS-PAGE; after visualization by
silver staining (Pierce, SilverSnap kit; Thermo Fisher Scientific, Rockford, IL, USA), the gel lane was
excised. Gel fragments containing high and low molecular weight proteins were separately subjected
to in-gel trypsin digestion, essentially as described below. Tandem mass spectrometry was carried out
at the Proteomics and Mass Spectrometry Facility at the University of Massachusetts Medical School.
The sample analyzed in this preliminary experiment contained both ectosomes and soluble proteins;
in subsequent analyses, additional centrifugation steps yielded ectosomes and the soluble secretome,
which were analyzed separately.
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Gametes of both mating types (plus and minus) were washed and resuspended in 10 mL of fresh
nitrogen-free medium at a density of 8–10 × 106 cells/mL. An equal number of mating type plus
and minus gametes were mixed; after a 1 h incubation, the cultures were centrifuged at 1600× g as
described above. These supernatants were then centrifuged at 20,000× g for 30 min at 4 ◦C to pellet
cell debris. The resulting supernatants were next centrifuged at 200,000× g for 60 min at 4 ◦C to
sediment all particulate material, including extracellular vesicles. These final supernatants are referred
to as the soluble mating secretome. A protease inhibitor cocktail (Roche, cOmplete ULTRA Tablets,
Cat. No. 05 892 791 001) and phenylmethylsulfonyl fluoride (final concentration 0.3 mg/mL) were
added to each sample, which was dispensed in aliquots that were stored at −80 ◦C. A total of six
samples prepared at two different times were subjected to analysis, ultimately yielding Dataset 1
(Samples A, B and C) and Dataset 2 (Samples D, E and F). SDS-PAGE fractionation of 40 μL of the soluble
mating secretome yielded bands that were readily visualized using silver staining (Silver Stain for Mass
Spectrometry; Thermo Fisher Scientific, Rockford, IL, USA). The low speed pellet (1600× g for 5 min)
was resuspended in 0.30 mL 20 mM 2-[tris(hydroxymethyl)-methylamino]-ethanesulfonic acid (TES),
10 mM mannitol, pH 7.4 containing 1% TX-100 and a protease inhibitor cocktail; aliquots were assayed
for protein content using the bicinchoninic acid assay (Thermo Fisher Scientific, Rockford, IL, USA).

2.3. Fractionation for Mass Spectroscopy

Aliquots (40 μL) of each soluble mating secretome were prepared for SDS-PAGE by mixing
with 4× Laemmli sample buffer (Bio-Rad, Hercules, CA, USA) and denaturation at 55 ◦C for 5 min.
Each sample was then fractionated on a Criterion TGX 4–15% gradient gel (Bio-Rad, Hercules, CA, USA).
Electrophoresis of the first set of samples was stopped when the dye band had traveled 3 cm, and the gel
was stained with QC Colloidal Coomassie (Bio-Rad, Hercules, CA, USA), according to the manufacturer’s
protocol. Based on molecular weight standards analyzed at the same time, each lane was cut into 10 slices
that covered material migrating from the dye band to the top of the gel. Electrophoresis of the second set of
samples was stopped when the dye band had traveled 2.5 cm; after staining with QC Colloidal Coomassie,
each lane was cut into 4 slices covering the entire molecular weight range. Gel slices were stored frozen
in microfuge tubes before preparation for LC-MS/MS analysis after in-gel digestion with trypsin.

2.4. Preparation of Vegetative Secretome

Vegetative cells of both mating types (plus and minus) were grown for 5 days in R-media
(500 mL cultures). Cells were washed and resuspended in 5 mL of fresh R-medium. Cells were incubated
for 4 h under continuous light with gentle aeration. The soluble vegetative secretome was prepared
as described above for the soluble mating secretome. For comparing the vegetative and mating
secretomes, the volume of soluble secretome analyzed by gel electrophoresis was adjusted to represent
secretion by 200 (vegetative) or 50 (mating) μg of cell protein.

2.5. Mass Spectrometry

Gel bands were cut into small pieces, washed with 250 μL of 50% acetonitrile for 5 min with
rocking, then washed with 50% acetonitrile/50 mM NH4HCO3 for 30 min on a tilt-table. After a final
30 min wash with 50% acetonitrile/10 mM NH4HCO3, gel fragments were dried using a speed vacuum.
Each sample was suspended in 30 μL of 10 mM NH4HCO3 containing 0.20 μg of digestion grade trypsin
(Promega, V5111) and incubated at 37 ◦C for 16 h. The digestion supernatant was acidified and placed
into a vial for LC-MS/MS analysis (5 μL injected).

Data acquisition was conducted on an Orbitrap Fusion Tribrid mass spectrometer. Reversed phase
(RP)-LC-MS/MS was performed using a nanoACQUITY UPLC system (Waters Corporation, Milford,
MA, USA) connected to an Orbitrap Fusion Tribrid (Thermo Fisher Scientific, San Jose, CA, USA) mass
spectrometer. After injection, samples were loaded into a trapping column (nanoACQUITY UPLC
Symmetry C18 Trap column, 180 μm × 20 mm) at a flowrate of 5 μL/min and separated using a C18
column (nanoACQUITY column Peptide BEH C18, 75μm × 250 mm). The compositions of mobile phases
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A and B were 0.1% formic acid in water and 0.1% formic acid in acetonitrile, respectively. Peptides were
eluted with a gradient extending from 3% to 20% mobile phase B in 85 min, and then to 35% mobile
phase B in another 35 min at a flowrate of 300 nL/min and a column temperature of 37 ◦C. The data were
acquired with the mass spectrometer operating in a top speed data-dependent acquisition (DDA) mode.
An Orbitrap full MS scan was performed in the range of 300–1500 m/z at a resolution setting of 120,000
with an automatic gain control (AGC) target value of 4 × 105. Iterative isolation (with a 1.6 Thomson
unit isolation window and minimum intensity threshold of 5 × 104) and fragmentation by higher-energy
collisional dissociation of ions were carried out after the Orbitrap full MS scan. Ions were injected with
a maximum injection time of 110 ms and an AGC target of 1 × 105.

Raw data were processed using Proteome Discoverer software (version 2.1, Thermo Fisher Scientific,
San Jose, CA, USA). MS2 spectra were searched using Mascot (Matrix Science, London, UK), which was
set up to search against the Chlamydomonas reinhardtii database (Creinhardtii_281_v5.5). The search
criteria included 10 ppm precursor mass tolerance, 0.02 Da fragment mass tolerance, trypsin enzyme,
and maximum missed cleavage sites of two. Dynamic modifications included propionamide on cysteine,
oxidation on methionine, deamidation on asparagine and glutamine, and Gly-loss+Amide on C-terminal
glycine. Peptide spectral match (PSM) error rates were determined using the target-decoy strategy
coupled to Percolator modeling of true and false matches [23,24]. The mass spectrometry proteomics
data have been deposited to the ProteomeXchange Consortium via the PRIDE partner repository with
the dataset identifier PXD010945.

Scaffold (version Scaffold_4.8.4, Proteome Software Inc., Portland, OR, USA) was used to
validate MS/MS-based peptide and protein identifications. Peptide identifications were accepted
if they could be established at greater than 95.0% probability by the Scaffold Local FDR algorithm.
Protein identifications were accepted if they could be established at greater than 99% probability and
contained at least 1 identified peptide. Proteins that contained similar peptides and could not be
differentiated based on MS/MS analysis alone were grouped to satisfy the principles of parsimony.
Proteins sharing significant peptide evidence were grouped into clusters.

A total of 1291 proteins were identified in Dataset 1 and in Dataset 2. Proteins recognized in less than
four of the six samples were eliminated, yielding a Merged Dataset with 1216 proteins. We used PredAlgo
(https://giavap-genomes.ibpc.fr/predalgo/) to predict the subcellular localization of each identified
protein. We used SignalP 4.1 (www.cbs.dtu.dk/services/SignalP/) to identify proteins categorized as
O (Other) or NA (Not Assigned) but predicted to contain a signal peptide (SP). The merged dataset
contained 102 signal peptide-containing proteins, which we refer to as the soluble mating secretome.

When possible, proteins in the soluble mating secretome were grouped on the basis of function,
as assigned by Phytozome v12.1 (https://phytozome.jgi.doe.gov), Uniprot (https://uniprot.org),
and literature searches. Where indicated, mammalian homologues of these proteins were identified
using BLASTp (https://blast.ncbi.nlm.nih.gov) and the Uniprot database. NeuroPred (stagbeetle.
animal.uiuc.edu/cgi-bin/neuropred.py) [5] and SMART (smart.embl-heidelberg.de) were used to
predict cleavage sites and protein domains. For the analysis of proteases, and we utilized the
hierarchical, structure-based classification system of Families and Clans available in the MEROPS
database, Release 12.0 (https://www.ebi.ac.uk/merops/).

2.6. Bioinformatic Analyses

To search for any neuropeptide-like precursors encoded by the C. reinhardtii genome, we identified
primary transcripts (Phytozome v5.5; a total of 17,741) encoding proteins with a predicted signal
peptide (SignalP v4.1) and no transmembrane helices (TMHMM v2.0), resulting in a list of 771 proteins.
Using a custom script, these protein sequences were searched for potential prohormone convertase
cleavage sites ((K/R)Xn(K/R), where n = 0, 2, 4 or 6); likely furin cleavage sites (RX(K/R)R) were
screened for separately. The cleavage sites identified were then screened for the presence of potential
amidation sites (G(K/R)(K/R), (K/R)XnG(K/R) where n = 1 or 3, and RG(K/R)R). In addition,
NeuroPred [5] was used with “known motifs” to predict amidated product peptides that could be
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produced from these proteins; based on cleavages observed in Aplysia californica, RK, KXXK, and KXXR
sites were excluded from “known motifs”. Multiple sequence alignments utilized T-COFFEE, Version
11.00 [25].

3. Results

3.1. The C. reinhardtii Genome Encodes Multiple Proteins with the Characteristics of Neuropeptide Precursors

We screened the C. reinhardtii transcriptome for the presence of proteins that fit the generally
accepted criteria for neuropeptide precursors. We limited our search to the 771 soluble proteins
predicted to contain an N-terminal signal peptide (Figure 2A) (next page). Screening this set of proteins
for consensus subtilisin-like prohormone convertase cleavage sites ((R/K)Xn(R/K)↓, where n = 0 or 2,
and ↓ identifies the cleavage site) [26], yielded 756 proteins. Potential amidation sites were identified
in 331 proteins with G(K/R)(K/R) sites and in 298 proteins with (K/R)XG(K/R) sites. The prohormone
convertases that recognize paired basic cleavage sites function optimally in the low pH environment
of secretory granules; since furin does not require an acidic environment, we screened for furin-like
cleavage sites (RX(K/R)R), which were found in 224 proteins; 33 could yield amidated peptides.
Proteins with a C-terminal –Gly or –Gly–(Lys/Arg)n can be amidated without prior endoproteolytic
cleavage [27,28]; 49 of the 771 C. reinhardtii proteins were predicted to be secretory, terminate with –Gly,
and 24 could be converted into PAM substrates by the action of a CPB-like enzyme. The full dataset is
provided in Supplemental Table S1.

Figure 2. The C. reinhardtii transcriptome encodes multiple proteins that resemble classical
neuropeptide precursors. (A) The strategies used to identify prohormone convertase (PC) and furin
cleavage sites, and the amidated products that could be produced from signal peptide-containing
soluble C. reinhardtii proteins, are outlined. Potential amidation sites that do not require the action
of an endoprotease were also identified. The C. reinhardtii transcriptome was also analyzed using
Neuropred (Known Motifs) [5] to identify potential amidated peptides and their lengths. (B) Diagrams
illustrate the location of paired basic cleavage sites, furin sites, and amidation sites in three C. reinhardtii
proteins that resemble classical neuropeptide precursors.

We also used Neuropred [5] to identify C. reinhardtii proteins that could generate amidated
peptides following cleavages at “Known Motifs” (Figure 2A); 360 proteins were identified. A total
of 620 amidated peptides, ranging in size from 2 to over 100 amino acids, were identified
(Supplemental Table S2). While 60% of these proteins could yield only one amidated peptide, 30 could
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yield 3 amidated peptides and 4 could each yield 8 amidated peptides. All 20 amino acids were
identified as potential products; Gly-amide, the predicted C-terminus of 94 of the amidated peptides,
was the most prevalent.

Examples of precursors that could yield multiple amidated peptides, utilize furin and paired
basic cleavage sites, and undergo C-terminal amidation, are shown in Figure 2B. The C. reinhardtii
transcriptome encodes multiple proteins that could be acted upon by the classical neuropeptide
processing machinery.

3.2. The C. reinhardtii Genome Encodes Enzymes that Resemble the PCs and CBP-Like Enzymes Essential for
Neuropeptide Production

The first step unique to neuropeptide precursor processing involves limited endoproteolytic
cleavage by subtilisin-like prohormone convertases as the newly synthesized proteins move through the
secretory pathway lumen (Figure 1). When we searched for homologs of human furin, PC1, and PC2
in the C. reinhardtii genome using BLASTp, five subtilisin-like C. reinhardtii proteins were identified
(Figure 3A). Like furin, Cre14.g628800 is a Type I integral membrane protein, while Cre04.g213400 is
a soluble protein, as are PC1 and PC2. Strikingly, the other 3 homologs are predicted to be Type II
integral membrane enzymes. Functional data are available only for Cre01.g049950, which encodes
VLE1 (vegetative lytic enzyme, also known as sporangin), the endoprotease essential for the hatching of
daughter cells from the mother cell wall [29].

The catalytic core (S8 domain) of subtilisin-like endoproteases includes an essential D, H,
S catalytic triad; spacing of the active site residues in Cre01.g049950 (VLE1), Cre16.g685250,
Cre14.g628800, and Cre04.g213400 resembles the spacing in furin, PC1, and PC2 (Figure 3 and Table 1).

Figure 3. Subtilisin- and carboxypeptidase B-like proteins encoded by the C. reinhardtii transcriptome.
The closest homologs of human PC1 (BAA11133.1), PC2 (AAB32656.1), furin (NP_002560.1),
CPE (P16870.1), and CPD (AAH51702.1) were identified using NCBI BLASTp and v5.5 of the C. reinhardtii
proteome (Phytozome 12). The subtilisin (S8) and CPB (M14) catalytic cores, signal peptide,
transmembrane domains, and other features were identified using SMART and the MEROPS data
base. Diagrams are drawn to scale, with active site residues indicated: D, H, and S form the
catalytic triad of S8 family proteases; the M14 peptidases rely on zinc binding to an H, E, H motif, and an
active site E. The third catalytic domain of CPD is not active; altered residues are shown in brown.
P/S, indicates a Pro/Ser-rich region.
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Table 1. S8 domain-containing subtilisin-like proteins in the C. reinhardtii genome.

Protein ID Length Signal TM Helix
S8

Location

Most Closely
Related Human
Protein (GENE)

Secreted
Cre02.g076950 1355 1–22 no 189–992
Cre04.g213400 539 1–23 no 171–521 PC1 (PCSK1)
Cre07.g329500 945 1–29 no 601–847
Cre10.g459450 866 1–30 no 536–836
Cre05.g242100 1264 1–26 no 428–991
Cre05.g242750 1301 1–23 no 511–1053
Cre19.g750447 1141 1–26 no 700–1140

Type I membrane

Cre14.g628800 1787 1–47 1719–1741 837–1103 SKI-1 (MBTPS1)
Type II membrane

Cre01.g049950
VLE1, sporangin

1117 no 37–59 210–539 PC7 (PCSK7)

Cre03.g145827 1512 no 45–67 219–552
Cre16.g685250 1532 no 55–77 233–562 PC4 (PCSK4)
Cre17.g708400 1794 no 451–473 767–1163

Cre17.g735450 1674 no 138–160 333–774 PC2 (PCSK2) &
PACE4 (PCSK6)

Cre03.g190250 1229 no 1149–1171 298–792
Other

Cre13.g585800 809 no no 154–425
Cre16.g675350 1492 no no 119–599
Cre17.g713600 1982 no no 764–1116
Cre03.g170300 1374 no no Split
Cre05.g242700 777 no no 26–383
Cre05.g242856 1419 no no 585–1129
Cre09.g406700 1890 no no 482–1018

For each S8 domain-containing protein, SMART was used to determine its total number of amino acids, the presence
and length of any signal peptide (Signal), the location of potential transmembrane helices (TM Helix), and the
position of the S8 domain (S8 location). Proteins highlighted in gray were identified based on screening for homologs
to full-length human furin, PC1, and PC2. Based solely on their S8 domains, the most closely related hPCSK is
identified; the preferred protein name is shown, with the corresponding gene name in parenthesis. Cre01.g0499450
was previously identified as sporangin (also known as vegetative lytic enzyme (VLE1)) [29].

The catalytic cores of Cre01.g049950 (VLE1), Cre16.g685250, and Cre04.g213400 are most similar
to those of human PC7, PC4, and PC1, respectively; the human enzymes each cleave secretory products
after basic residues [13]. The catalytic core of Cre17.g735450, which is interrupted by a region rich in
Pro and Ser (P/S), has short segments homologous to PC2 and PACE4, which also cleave after basic
amino acids but, overall, is most homologous to a putative human subtilisin (SJM30502.1) that lacks
a signal peptide. The catalytic core of Cre14.g628800 most closely resembles that of human SKI-1/S1P,
which cleaves after non-basic sites in membrane-bound transcription factors [13].

Searching the Phytozome 12 (v5.5) database identified 21 C. reinhardtii proteins that contain the S8
peptidase domain (Table 1). SMART analysis predicts that 7 of the 21 proteins are secreted, 6 adopt
a Type II topology, 1 has a Type I topology, and 7 may be cytosolic. A phylogenetic analysis identified
a cluster containing the four C. reinhardtii S8 domain proteins most closely related to human furin, PC1,
and PC2 (Supplemental Figure S2). The oxyanion asparagine in PC2 has been replaced by aspartic
acid; this same substitution occurs in one of the 21 C. reinhardtii S8 domain proteins (Cre17.g713600).
As expected, the S8 catalytic domain is well conserved, with evolutionary divergence reflected in
features outside of the catalytic core [30].

To identify C. reinhardtii CPB homologs, we used the amino acid sequences of human CPE and CPD.
Two CPB-like proteins were identified in C. reinhardtii (Figure 3B) (Supplementary Figure S3). Both contain
a catalytic core (M14 peptidase; MEROPS database) that includes the three essential zinc-binding residues
(H, E, H) and the active site Glu. The catalytic core of CPZ2 (Cre06.g309450) is preceded by a Pro/Ser-rich
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region. While human CPD is a Type 1 integral membrane protein, both CPZ2 (Cre06.g309450) and CPZ3
(Cre07.g335900) lack a transmembrane domain and, thus, resemble CPE.

3.3. Expression of Transcripts Encoding C. reinhardtii Neuropeptide Processing Enzymes Is Regulated During
Sexual Reproduction

Neuropeptide processing enzyme expression often varies with neuropeptide expression [31–33].
Published transcriptomic data for C. reinhardtii reveal dramatic changes in expression of the
C. reinhardtii genes that encode the proteases most closely related to human furin, PC1, PC2, CPD,
and CPE [20] (Supplemental Figure S4). Transcript levels were reported for asynchronous vegetative
cells and for cells synchronized using a light/dark cycle, resting gametes (plus and minus) and gametes
of both mating types treated with lysin to remove the cell wall or with dibutyryl-cAMP to mimic
flagellar activation of the mating signaling pathway.

Expression of Cre04.g213400, the protein most homologous to PC1, was not reported in
this dataset, but each of the four other subtilisin-like enzymes exhibits a unique pattern [20].
VLE1 (Cre01.g049950) is most highly expressed in vegetative cells. Expression of Cre16.g685250
is especially sensitive to lysin treatment, while expression of Cre17.g735450 increases in response
to dibutyryl-cAMP, and expression of Cre14.g628800 drops in response to dibutyryl-cAMP.
CPZ3 (Cre07.g335900), a CPB-like enzyme, is highly expressed in vegetative cells and resting
gametes, dropping to low levels in lysin- or dibutyryl-cAMP-treated gametes (Supplemental Figure
S4) [20]. By contrast, expression of CPZ2 (Cre06.g309450), another CPB-like enzyme, rises in
response to Lysin-treatment and is higher after dibutyryl-cAMP treatment than in resting gametes.
Different subtilisin-like and CPB-like C. reinhardtii enzymes appear to be used to perform distinct
functions. The C. reinhardtii genome encodes a single PAM protein (Cre03.g152850) [16,34]; its
expression drops after dibutyryl-cAMP-treatment.

3.4. Preparation and Analysis of the Soluble Mating Secretome

In addition to vesicle-mediated secretion, C. reinhardtii release bioactive ectosomes from their
cilia [35–37]; we used differential centrifugation to separate ectosomes from the soluble secretome.
Vegetative cells and gametes of both mating types were prepared (Figure 4A). A series of differential
centrifugation steps yielded an ectosome-rich pellet and the soluble secretome. The soluble vegetative
secretome and the soluble mating secretome were visualized after SDS-PAGE (Figure 4B). The major
proteins in the soluble vegetative secretomes varied with mating type. Furthermore, mating gametes
released substantially more protein per unit time than vegetative cells.
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Figure 4. Preparation of the soluble mating secretome. (A) Experimental paradigm. Equal numbers
of vegetative cells (minus and plus) (10–12 × 106 cells/mL) suspended in fresh medium were grown in
constant light for 4 h; the indicated series of centrifugation steps yielded the vegetative ectosome-rich
pellet, and the soluble vegetative secretome. For preparation of mating ectosomes and the soluble
mating secretome, gametes were prepared by incubation of vegetative cells in nitrogen-limited medium
for 24 h; after mixing an equal number of plus and minus gametes (1–2 × 108 cells of each mating
type) in 10 mL nitrogen-free medium), mating was allowed to proceed for 1 h in constant light
with gentle aeration. The mating medium was processed, as described, for the vegetative medium,
yielding the mating ectosome enriched pellet and the soluble mating secretome. (B) SDS-PAGE analysis
(4 to 15% polyacrylamide gradient gels) of the soluble vegetative secretome (plus and minus) and the
soluble mating secretome. For vegetative cells, the volume of soluble secretome loaded came from 200 μg
of cell protein; for mating cells, the volume of soluble secretome loaded came from 50 μg of cell protein.

We fractionated soluble mating secretome samples by SDS-PAGE; a total of six independent
samples were analyzed (Figure 5A). Proteins identified in at least 4 of the 6 samples are listed
in Supplemental Table S3. Almost half were assigned to the category that includes cytosolic,
endosomal and vacuolar proteins (Other), with 32% identified as chloroplast proteins (Figure 5B).
The selective destruction of minus gamete chloroplast nucleoids and plus gamete mitochondrial DNA
that accompanies sexual reproduction may contribute to the prevalence of proteins associated with
organelles in the soluble mating secretome [21]. Signal peptide-containing proteins accounted for
8% of the secretome proteins; the complete list appears in Supplemental Table S4. ER and cell wall
proteins each accounted for about one-fifth of the signal peptide-containing proteins, with proteases
accounting for one-eighth (Figure 5C).
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Figure 5. Analysis of soluble mating secretome. (A) Separate preparations of gametes were used on two
different occasions to generate a total of six soluble mating secretome samples. For the first set of three
samples, gels were sliced into 10 fragments, generating Dataset 1 (1233 proteins). For the second set of three
samples, gels were sliced into 4 fragments, generating Dataset 2 (1494 proteins). The two datasets were
combined as described in Materials and Methods, yielding a merged dataset; normalized spectral counts
were used to calculate the spectral count average and standard error of the mean. Spectral count data,
predicted location, signal peptide presence, number of transmembrane helices, functional information and
data for individual gel slices appear in Supplemental Table S3. (B) Predalgo predictions for the subcellular
localization of all proteins in the merged dataset were used to generate the pie chart. (C) For soluble
mating secretome proteins predicted to contain a signal peptide, functional predictions were made using
Phytozome and literature analyses (the complete list appears in Supplemental Table S4).

ER chaperones (4) and cell wall proteins (12) were abundant, as expected. Further work will be
required to determine whether the identification of Cre11.g477950, an ADP-ribosylglycohydrolase, as the
most prevalent component of the secretome, indicates a prominent role for the reversible ADP-ribosylation
of chaperone proteins in controlling protein folding and secretion in C. reinhardtii [38,39]. The prevalence
of importin β, importin β-3 homolog, and Ran GTPase-activating protein in the secretome, is consistent
with the suggestion that proteins involved in controlling nuclear pore traffic also play a role in
controlling ciliary protein trafficking [40,41]. Three putative tRNA synthetases (Ala, Glu, Thr) were
identified in the soluble mating secretome, with alanyl- and glutamyl-tRNA synthetase among
the 30 most prevalent proteins (Table 2). These ancient enzymes, which catalyze the ATP-dependent
attachment of a specific amino acid to its tRNA, are known to perform additional functions in other
organisms, and several human tRNA synthetases are secreted [42–44].
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Table 2. Thirty most prevalent components of the soluble mating secretome.

Rank Accession Number
Mol
Mass

Avg Tot
Spectral
Counts

SEM/
Avg

Description

1 Cre11.g477950.t1.1 94 kDa 189.1 0.13 ADP-ribosylglycohydrolase
2 Cre02.g088200.t1.2 58 kDa 148.4 0.09 Protein disulfide isomerase 1, RB60
3 Cre02.g143200.t1.1 122 kDa 71.7 0.05 Alanine tRNA ligase
4 Cre02.g080700.t1.2 72 kDa 66.9 0.10 ER associated Hsp70 protein
5 Cre01.g038400.t1.2 47 kDa 56.4 0.15 Calreticulin 2, calcium-binding protein
6 Cre14.g633750.t1.1 122 kDa 51.7 0.07 Importin β-3 homolog
7 Cre06.g298650.t1.2 53 kDa 51.0 0.43 Translation initiation factor 4A
8 Cre02.g080650.t1.2 93 kDa 41.4 0.09 ER associated heat shock protein 90B
9 Cre09.g394200.t1.1 156 kDa 37.7 0.34 Flagellar associated protein

10 Cre01.g034000.t1.2 97 kDa 37.3 0.26 Importin β

11 Cre14.g620600.t1.2 52 kDa 34.7 0.24 Pherophorin, PHC2
12 Cre09.g406600.t1.1 38 kDa 33.7 0.35 ChlamyFPv5, 2 KCl peptides
13 Cre06.g258800.t1.1 132 kDa 26.7 0.24 OH-Pro-rich glycoprotein, GP2 (FAP3)
14 Cre10.g431800.t1.2 70 kDa 25.2 0.37 Arylsulfatase
15 Cre07.g330200.t1.2 30 kDa 23.2 0.12 Radial spoke protein 9
16 Cre02.g089500.t1.2 43 kDa 22.1 0.21 Proline rich extensin signature
17 Cre03.g144564.t1.1 81 kDa 22.0 0.30 Matrix metalloproteinase, MMP13
18 Cre07.g321400.t1.1 199 kDa 20.5 0.13 Flagellar associated protein
19 Cre02.g089450.t1.2 38 kDa 20.4 0.33 Proline rich extensin signature, HRP5
20 Cre02.g077850.t1.2 83 kDa 18.6 0.34 Flagellar associated protein, FAP212
21 Cre09.g407700.t1.2 54 kDa 17.3 0.08 Cysteine endopeptidase, CEP1
22 Cre09.g401900.t1.2 132 kDa 16.9 0.37 Proline rich extensin signature
23 Cre12.g487700.t1.2 77 kDa 15.9 0.13 Serine/threonine protein kinase
24 Cre09.g393700.t1.1 71 kDa 15.7 0.16 Matrix metalloproteinase, MMP3
25 Cre11.g467547.t1.1 83 kDa 13.0 0.26 Glutamyl/glutaminyl-tRNA synthetase
26 Cre02.g077800.t1.2 86 kDa 12.5 0.45 Proline rich extensin signature (FAP310)
27 Cre02.g102050.t1.1 92 kDa 12.4 0.20 Proline rich extensin signature (FAP328)
28 Cre11.g479250.t1.2 54 kDa 12.1 0.11 Ran GTPase-activating protein,
29 Cre06.g304500.t1.2 40 kDa 10.9 0.18 Zygote-specific protein
30 Cre12.g533100.t1.1 21 kDa 10.6 0.41 CHRD domain, PF07452

The signal peptide-containing proteins identified in the merged dataset were sorted by average total spectral counts
(Avg Tot Spectral Counts); the entire list, grouped by function, is provided in Supplemental Table S4. The 30 most
prevalent proteins, which account for 72% of the total spectral counts, are shown here.

Four of the seven C. reinhardtii proteins, identified as homologs of mammalian neuropeptide
processing enzymes (Figure 3), were present in our analysis of mating medium that contained both
ectosomes and soluble proteins. Only VLE1 (Cre01.g049950) was identified in the soluble mating
secretome. VLE1 is released in vegetative ciliary ectosomes, which can cleave the mother cell wall [35].
It is not clear how VLE1 activation, which presumably involves an autoproteolytic cleavage, is triggered,
or the subcellular site at which it occurs. It is possible that the other neuropeptide processing enzyme
homologs identified (Cre16.g685250, Cre17.g735450 and Cre06.g309450 (CPZ2)), along with PAM
(Cre03.g152850), will be found in mating ectosomes.

3.5. Multiple Signal Peptide-Containing Proteases Are Present in the Soluble Mating Secretome

Proteases representative of several different classes were identified in the soluble mating secretome
(Figure 6 and Supplemental Table S5). Cell wall removal during mating is accomplished by gametolysin,
a zinc-containing matrix metalloprotease (MMP) [45,46]. Gametolysin is stored in the periplasm as
an inactive 65 kDa proenzyme (progametolysin); its cleavage and activation are triggered by the
increase in intracellular cAMP that occurs during mating [19,21]. A serine protease (p-lysinase)
released in response to flagellar agglutination, cleaves and activates gametolysin [19]. With multiple
candidate proteases, the genes encoding the proteases that account for these activities have not yet
been identified.

282



Proteomes 2018, 6, 36

Figure 6. Signal peptide-containing proteases in the soluble mating secretome. (A) Average normalized
total spectral counts (n = 6; SEM) are shown for each of the signal peptide-containing proteases identified
in the merged dataset. The heatmap used transcriptomic data from Ning et al. [20] to identify stages
during which mRNAs encoding many of these proteases are most highly expressed; transcriptomic
data for MMP13, CPR1, and CEP5 were not available in the cited study. (B) Diagrams illustrating
key features of the three MMPs identified. Furin recognition motif: RX(R/K)R; Zn-binding motif:
HEXXHXX(G/N)XX(H/D) [47].

The only Ser endoprotease identified in the soluble mating secretome was VLE1, a type 2 integral
membrane protein (Figure 6A). VLE1 is stored in cells as an inactive 127 kDa proenzyme; after hatching,
active 125 kDa VLE1 can be recovered from the culture medium, presumably reflecting the occurrence
of an endoproteolytic cleavage that separates active enzyme from the transmembrane domain [29].
Biochemical studies indicate some specificity of VLE1 for basic amino acids and two candidate sites
(R136KR and R168R) precede the catalytic domain; the 9 tryptic peptides identified are consistent with
autocatalytic cleavage at either of these sites. As expected, expression of VLE1 mRNA is highest in
vegetative cells [20,29] (Figure 6). Lysin-catalyzed cell wall removal from minus gametes increases VLE1
mRNA levels, perhaps accounting for the presence of this protease in the soluble mating secretome.

Three matrix metalloproteinases (MMPs), MMP3, MMP29, and MMP13, were identified.
Based on spectral counts, the MMPs, which specialize in the degradation and remodeling of ECM
and in the extracellular release of signaling proteins, were the most highly expressed proteases.
Proteases more associated with lysosomal degradation (serine and metallo-carboxypeptidases and
cysteine endoproteases) were also present. Expression of transcripts encoding MMP3 and MMP29 peak
following db-cAMP treatment of both (plus) and (minus) gametes, consistent with a role for each of these
enzymes in gametic cell wall removal. Expression of the remaining proteases peaked in vegetative cells
or in resting gametes.

MMPs, ancient enzymes found in all kingdoms of life, are synthesized as inactive zymogens,
with their signal peptide followed by a prodomain [47]. In plants, they are involved in remodeling the
ECM and in cell–cell communication and signaling [48]. Each of the MMPs identified in the C. reinhardtii
soluble mating secretome is predicted to be a soluble protein (Figure 6B). Based on homology to better
characterized MMPs, activation will require an endoproteolytic cleavage that separates the prodomain
from the catalytic domain. MMP activation is frequently catalyzed by subtilisin-like enzymes [49],
and consensus furin-cleavage sites occur in the prodomains that precede the M11 catalytic domains in
MMP29, MMP13, and MMP3 (Figure 6B). Based on transcript expression patterns, VLE1, Cre16.g685250,
or Cre17.g735450 could be involved in activating MMPs (Supplemental Figure S3).
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The serine carboxypeptidases and cysteine and aspartyl endopeptidases identified are
cathepsin-like, suggesting that they function in a degradative pathway. The human homologs of CEP1,
CEP5, and CPR1 play a role in the degradation of extracellular matrix material. Transcripts encoding
CEP1 and both serine carboxypeptidases (SCPL-II and CPY-C) are highest in resting gametes of both
mating types, falling dramatically after lysin treatment or db-cAMP stimulation [20].

3.6. Many Cell Wall Pherophorins Recovered from the Soluble Mating Secretome Are Cleaved, While
Hydroxyproline-Rich Proteins Remain Intact

Carefully controlled removal of the C. reinhardtii cell wall is required during vegetative growth,
mating, and zygospore activation. Different sets of hydroxyproline-rich glycoproteins appear
in the vegetative/gametic vs zygotic cell wall [21]. Volvox and C. reinhardtii cell wall proteins,
termed pherophorins, resemble the subset of higher plant extensins referred to as solanaceous
lectins, suggesting that their globular domains bind carbohydrates [50]. The pherophorins have
a hydroxyproline-rich rod-like domain that separates globular N- and C-terminal domains [50].
Pherophorins are prevalent in the vegetative/gametic cell wall, but absent from early zygote-specific
gene clusters [20,21]. The vegetative hatching enzyme (VLE1) must be specific enough to cleave
the mother cell wall without attacking the vegetative cell wall. By contrast, the gametic lytic enzyme
(gametolysin) can cleave the cell wall at all stages of the C. reinhardtii life cycle, except the zygospore [51].
Each of these proteases is produced as an inactive zymogen, with endoproteolytic removal of its
prodomain, an essential part of the activation process.

A total of 21 cell wall proteins were identified in the soluble mating secretome (Figure 7A).
Three pherophorins were identified as highly expressed in vegetative cells (PHC5) or resting
gametes (PHC2, PHC4) [20] (Figure 7B). Three pherophorins (PHC1, PHC21, and PHC51) and four
hydroxyproline-rich proteins (VSP3, HRP3, HRP5, and CWP2), present in the soluble mating secretome,
fell into the group of cell wall proteins whose transcript levels increased in response to g-lysin treatment
of both plus and minus gametes [20,21]. Only two of the cell wall proteins identified (CWP2 and PHC28)
fell into the group of transcripts whose levels responded to both g-lysin and dibutyryl-cAMP treatment
of gametes.
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Figure 7. Signal peptide-containing cell wall proteins in the soluble mating secretome. (A) Average
normalized total spectral counts are reported for cell wall proteins identified in the soluble mating
secretome, as described in Figure 6. Cell wall proteins with a pherophorin domain were more prevalent
than hydroxyproline-rich proteins. (B) As described in Figure 6, the heatmap uses transcriptomic
data from Ning et al. [20]; PHC12, PHC35, PHC57, PHC75, VSP6, and FAP328 were not included in
the cited analysis.

In Volvox, cleavage of a cell wall protein releases a globular pherophorin domain that plays
a role as a sexual inducer or pheromone [50]. By analyzing individual gel slices from both datasets
(Supplemental Table S3), we looked for pherophorins or hydroxyproline-rich proteins that had
undergone endoproteolytic cleavage, generating smaller stable products (Figure 8).
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Figure 8. Predicted domain structures of cell wall proteins. (A) SMART was used to predict domain
structures for cell wall proteins whose tryptic peptides were identified in gel slices containing proteins
smaller than the intact protein. Signal peptides, pherophorin domains, and potential prohormone
convertase cleavage sites are shown. To the right of each diagram, total spectral counts in each gel slice
(from Dataset 1) are shown; * marks the gel slice in which that intact protein would be located; the mass
range of the slice containing the highest spectral counts is indicated above the bar. Black bars under
each diagram identify the region from which the tryptic peptides came. (B) The domain structures
predicted for cell wall proteins, whose tryptic peptides were identified only in gel slices containing
proteins at least as large as the intact protein, are shown.

For seven of the pherophorins, smaller fragments that contained peptides derived from one
or both pherophorin domains were detected (Figure 8A). PHC2, the most abundant pherophorin,
contains N- and C-terminal pherophorin domains. While intact PHC2 (52 kDa) was not detected,
peptides from its C-terminal pherophorin domain were identified in the 10–18 kDa region of the gel.
PHC1 and PHC5 also appeared to undergo cleavages that generated a stable C-terminal pherophorin
domain (Figure 8A). Stable N- and C-terminal pherophorin domains were generated from PHC12.
Seven of the eleven pherophorins identified in the soluble mating secretome had undergone cleavage;
by contrast, the six hydroxyproline-rich cell wall proteins appeared to remain intact. While more
detailed analyses will be required to identify the cleavage sites used, prohormone convertase-like
cleavage of the pherophorins could generate the products observed (Figure 8A).

4. Conclusions

In neurons, the biosynthesis of neuropeptides, which are stored in secretory granules, and many
growth factors, which are associated with the extracellular matrix, is orchestrated by the controlled
cleavage of inactive precursors. Activation of the subtilisin-like endoproteases that produce most of
the peptides stored in secretory granules is controlled by luminal pH, which declines as secretory
products move from the ER, through the Golgi complex, and into secretory granules (Figure 9).
Although secretory granules have not yet been identified in C. reinhardtii, their transcriptome encodes
candidate preproneuropeptides. VLE1 (sporangin), a subtilisin-like enzyme resembling furin, PC1,
and PC2, plays an essential role in vegetative growth, while gametolysin, an MMP-like enzyme
resembling those responsible for the extracellular cleavage of proTGFβ family members, is essential
for sexual reproduction.

286



Proteomes 2018, 6, 36

Figure 9. Using subtilisin- and MMP-like enzymes in C. reinhardtii and secretory granule-containing
cells. The C. reinhardtii genome encodes subtilisin-like proteins resembling the enzymes that cleave
proneuropeptides and generate the peptides stored in secretory granules (Table 1). MMP-like proteins
resembling those that cleave latent (inactive) growth factor precursors extracellularly are also encoded
by the C. reinhardtii genome. Ectosomes released from the cilia of hatching vegetative cells contain active
VLE1, the subtilisin-like enzyme that degrades the mother cell wall. Latent growth factor activation
in vertebrates involves extracellular activation of MMPs, along with the interaction of proteases and
growth factors with the extracellular matrix and plasma membrane. The presence of secretory granules
allows control of zymogen activation by declining luminal pH and storage of active peptides for release
in response to secretagogues.

In addition to constitutive secretion of vesicles exiting the trans-Golgi, C. reinhardtii use ciliary
ectosomes to deliver essential cargo to the appropriate target. The endomembrane system is well
developed in C. reinhardtii, with multivesicular bodies (MVBs), contractile vacuoles, and acidocalcisomes.
Topologically, the formation of ciliary ectosomes resembles the formation of intraluminal vesicles in MVBs.
Upon MVB fusion with the plasma membrane, exosomes are released. Vertebrate PAM and furin function
in the endocytic pathway, with PAM identified in exosomes from several different sources [52,53]. Our
data suggest that the controlled endoproteolytic activation of proneuropeptides and growth factors had
their molecular and enzymatic origins in unicellular organisms. The complex endomembrane system
thought to be present in the last eukaryotic common ancestor presumably supported the evolution
of the preproneuropeptides and growth factors essential for nervous system development and adult
nervous system function well before the appearance of neurons.
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Abstract: Fibroblast growth factor 14 (FGF14) is a member of the intracellular FGFs, which is a
group of proteins involved in neuronal ion channel regulation and synaptic transmission. We
previously demonstrated that male Fgf14−/− mice recapitulate the salient endophenotypes of synaptic
dysfunction and behaviors that are associated with schizophrenia (SZ). As the underlying etiology
of SZ and its sex-specific onset remain elusive, the Fgf14−/− model may provide a valuable tool to
interrogate pathways related to disease mechanisms. Here, we performed label-free quantitative
proteomics to identify enriched pathways in both male and female hippocampi from Fgf14+/+

and Fgf14−/− mice. We discovered that all of the differentially expressed proteins measured
in Fgf14−/− animals, relative to their same-sex wildtype counterparts, are associated with SZ
based on genome-wide association data. In addition, measured changes in the proteome were
predominantly sex-specific, with the male Fgf14−/− mice distinctly enriched for pathways associated
with neuropsychiatric disorders. In the male Fgf14−/− mouse, we found molecular characteristics
that, in part, may explain a previously described neurotransmission and behavioral phenotype. This
includes decreased levels of ALDH1A1 and protein kinase A (PRKAR2B). ALDH1A1 has been shown
to mediate an alternative pathway for gamma-aminobutyric acid (GABA) synthesis, while PRKAR2B
is essential for dopamine 2 receptor signaling, which is the basis of current antipsychotics. Collectively,
our results provide new insights in the role of FGF14 and support the use of the Fgf14−/− mouse
as a useful preclinical model of SZ for generating hypotheses on disease mechanisms, sex-specific
manifestation, and therapy.

Keywords: mass spectroscopy; bioinformatics; FGF14; voltage gated channels; schizophrenia;
autism; Alzheimer’s Disease; sex-specific differences; synaptic plasticity; cognitive impairment;
excitatory/inhibitory tone

1. Introduction

Originally identified as the genetic locus of missense mutations leading to spinocerebellar ataxia
type 27 [1–7], fibroblast growth factor 14 (FGF14) is an emerging risk factor for neuropsychiatric
disorders [8]. Unlike canonical secreted FGFs, which act through the activation of FGF receptor
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signaling, FGF14 is retained intracellularly, where it has been shown to regulate ion channel
function [9–13]. Much evidence indicates that FGF14 within neurons binds directly to and regulates
the voltage-gated sodium (Nav) channel, targeting the axonal initial segment (AIS) and biophysical
properties [9–21]. Other reported functions of FGF14 suggest a much more complex role within
the brain, including the regulation of presynaptic glutamate and gamma-aminobutyric acid (GABA)
release, and calcium signaling [18–21]. Studies focused on signaling pathways demonstrated that
FGF14 is also a hub for regulatory kinases [11,22], including glycogen synthase kinase 3 [15], which is
an enzyme that is linked to depression, bipolar disorder, and schizophrenia (SZ) [8,23–25].

Given the variety of key cellular functions associated with FGF14, it is not surprising that
the deletion of the gene results in disrupted function and behavior associated with complex brain
disorders. Recent studies have shown that male mice lacking Fgf14 (Fgf14−/−) recapitulate key
features of SZ endophenotypes. Namely, male Fgf14−/− mice present with the loss of parvalbumin
positive GABAergic interneurons in the hippocampus, disrupted gamma frequency, and reduced
working memory, all of which are hallmarks of cognitive impairment in SZ animal models and
post-mortem studies [21,26]. Concomitant changes in these mice are found at the glutamatergic
synapses with reduced presynaptic release and long-term potentiation [20,27], which may be the
common underlying pathology of SZ and other neurodevelopmental disorders [28]. Additional
evidence of disease endophenotypes is brought by studies reporting disrupted adult neurogenesis in
the dentate gyrus (DG) of Fgf14−/− mice that is consistent with an immature dentate gyrus [21,29] and
is another hallmark of SZ and other neuropsychiatric disorders [30].

In addition to reduced working memory, male Fgf14−/− mice exhibit behavioral deficits that align
with disrupted dopamine signaling, including altered aggressive and reproductive behavior, and blunt
response to cocaine and methamphetamine [26,31].

Taken together, these findings indicate that the male Fgf14−/− mouse recapitulates the
endophenotypes of SZ, including changes in GABA and glutamatergic synaptic signaling, leading to
perturbations of the excitatory/inhibitory (E/I) tone of the brain [32–36], impaired neurogenesis in the
DG, and disruption of dopamine signaling, which are all functional nodes in SZ pathophysiology.

Although many lines of evidence converge to suggest that male Fgf14−/− mice are useful
animals for the study of SZ, little is known about how these complex phenotypes develop, how
they relate to other neurodevelopmental diseases, or whether sex-specific differences exist in female
Fgf14−/− animals.

We chose to investigate this potentially useful animal model to gain further insight into the
etiology of SZ and related disorders. We performed label-free proteomic mass spectrometry and a
variety of bioinformatic approaches on isolated hippocampi from male and female wild-type (WT) and
Fgf14−/− mice to determine the molecular pathways disrupted in this model. As a result, we found
evidence that this animal model recapitulates the molecular aspects found in patients afflicted with
SZ. Our results will aid in the generation of new hypotheses about neuropsychiatric diseases, and
are expected to elucidate several gender-specific differences in the etiology of SZ, such as the age of
diagnosis, symptom clustering, premorbid function, treatment response, and prognosis [37–41].

2. Materials and Methods

2.1. Hippocampal Tissue Preparation

Fgf14−/− and Fgf14+/+ male and female mice are maintained on an inbred C57/BL6J background
with greater than 10 generations of backcrossing to C57/BL6J. Animals were bred in the University
of Texas Medical Branch animal care facility: either heterozygous Fgf14+/− males and females or,
in a few cases, homozygotes (Fgf14−/− males with Fgf14+/− females); Fgf14+/+ WT mice served as
control. Both male and female mice were used in this study at four to six months of age, unless
otherwise stated. The University of Texas Medical Branch operates in compliance with the United
States Department of Agriculture Animal Welfare Act, the Guide for the Care and Use of Laboratory
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Animals, and Institutional Animal Care and Use Committee approved protocols (0904029C). Mice
were housed, n ≤ 5 per cage, and kept under a 12-h light/12-h dark cycle with sterile food and water
ad libitum. All of the genotypes described were confirmed by genotyping of the progeny using DNA
extraction and PCR amplification following established protocols or conducted at Transnetyx Inc.
(Cordova, TN, USA).

Both hippocampi were dissected from each mouse brain of Fgf14−/− and Fgf14+/+ male and
female adult mice. A total of three biological replicates were in each group. Biological replicates were
combined to maximize the amount of total protein. Protein extraction was done on these combined
samples and analyzed three times for a total of three technical replicates. Tissue was homogenized
in RIPA buffer (Thermo Fisher Scientific, Rockford, IL, 25 mM of TrisHCl pH 7.6, 150 mM of NaCl,
1% NP-40, 1% sodium deoxycholate, 0.1% SDS) containing Halt protease and phosphatase EDTA-free
inhibitor cocktail (Thermo Fisher Scientific, Rockford, IL, USA) and one mM of phenylmethylsulfonyl
fluoride. Mechanical homogenization was performed using Polytron™ PT 10/35 GT Homogenizer
(Kinematica, Bohemia, NY, USA), 20 s × three pulses, at 10,000 rpm. After homogenization, Pierce
universal nuclease (Thermo Fisher Scientific, Rockford, IL) was added to samples (25 units per one
mL of tissue lysate) and incubated on ice for 30 min. Protein concentration was determined using a
BCA Protein Assay Kit (Pierce). Then, 100 μg aliquots of total protein were reduced and alkylated.
5 μL of 200 mM of tris (2-carboxyethyl) phosphine (TCEP) buffered with 50 mM of triethylammonium
bicarbonate (TEAB) were added to each sample (final TCEP concentration: 10 mM) and incubated
at 55 ◦C for 1 h. 5 μL of 375 mM of iodoacetamide (buffered with 50 mM of TEAB) were added and
incubated in the dark for 30 min. Proteins were precipitated in four volumes (440 μL) of ice-cold
acetone overnight at −20 ◦C. Samples were centrifuged at 10,000× g for 30 min (4 ◦C), after which the
supernatants were removed and discarded. Protein pellets were delipidated and incubated in one mL
of ice-cold tri-n-butylphosphate/acetone/methanol (1:12:1 by volume), followed by centrifugation
(Eppendorf 5415D, Hamburg, Germany) at 2800× g for 15 min at 4 ◦C, and sequential incubations
in ice-cold tri-n-butyl phosphate, acetone, and methanol, for 15 min each [42]. Pellets were air-dried
and resuspended in 12.5 μL of eight M of urea. Trypsin (4 μg in 87.5 μL of TEAB buffer) was added,
and the samples were incubated for 24 h at 37 ◦C. A final sample clean-up and removal of urea were
performed using Mark C18 Sep-Pak® Vac 1cc cartridges (Waters, Milford, MA, USA) attached to a
vacuum manifold. Cartridges were pre-equilibrated with 3 × 1 mL of acetonitrile and washed with
3 × 1 mL of 0.25% trifluoroacetic acid (flow rate ~ 2 mL/min); digested samples were loaded onto
the cartridges after adding trifluoroacetic acid to 1% final concentration, washed with 4 × 1 mL of
0.25% trifluoroacetic acid, eluted in one mL of 80% acetonitrile/0.1% formic acid, and dried in the
CentriVamp Concentrator (Labconco, Kansas City, MO, USA).

2.2. Mass Spectrometry and Chromatography

Chromatographic separation and mass spectrometric analysis were performed with a nano-LC
chromatography system (Easy-nLC 1000, Thermo Scientific) coupled online to a hybrid linear ion
trap-Orbitrap mass spectrometer (Orbitrap Elite, Thermo Scientific) through a Nano-Flex II nanospray
ion source (Thermo Scientific). Mobile phases were 0.1% formic acid in water (A) and 0.1% formic acid
in acetonitrile (ACN, B). After equilibrating the column in 95% solvent A and 5% solvent B, the samples
(5 μL in 5% v/v ACN/0.1% (v/v) formic acid in water, corresponding to 1 μg of tissue protein digest)
were injected onto a trap column (C18, 100 μm ID × 2 cm) and subsequently eluted (250 nL/min) by
gradient elution onto a C18 column (10 cm × 75 μm ID, 15 μm tip, ProteoPep II, 5 μm, 300 Å, New
Objective). The gradient was as follows: isocratic flow at 5% Solvent B for 5 min, 5% to 35% Solvent B
for 89 min, and 35% to 95% Buffer B for 16 min followed by isocratic flow at 95% Buffer B for 10 min.

All of the LC-MS/MS data were acquired using XCalibur, version 2.7 SP1 (Thermo Fisher
Scientific). The survey scans (m/z 350–1650) (MS) were acquired in the Orbitrap at 60,000 resolution
(at m/z = 400) in profile mode, followed by top five higher energy collisional dissociation (HCD)
fragmentation centroid MS/MS spectra, acquired at 15 K resolution in data-dependent analyses (DDA)
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mode. The automatic gain control targets for the Orbitrap were 1 × 106 for the MS scans and 5 × 104 for
MS/MS scans. The maximum injection times for the MS1 and MS/MS scans in the Orbitrap were both
500 ms. For MS/MS acquisition, the following settings were used: parent threshold = 10,000; isolation
width = 4.0 Da; normalized collision energy = 30%; and activation time = 10 ms. zMonoisotopic
precursor selection, charge-state screening, and charge-state rejection were enabled, with the rejection
of singly charged and unassigned charge states. Dynamic exclusion was used to remove selected
precursor ions (±10 ppm) for 90 s after MS/MS acquisition. A repeat count of one, and a maximum
exclusion list size of 500, were used. The following ion source parameters were used: capillary
temperature 275 ◦C, source voltage 2.1 kV, source current 100 μA, and S-lens RF level 40%. Each
sample was analyzed in triplicate, and the order of runs was block-randomized.

2.3. Quantification of Peptides and Proteins

Maxquant version 1.6.1.0 was used to process raw files [43,44]. Default settings were used unless
otherwise specified. Briefly, peptide spectrum match and protein false discovery rate (FDR) were
set to 1% and a minimum of one unique peptide for identification. Fixed modifications were set
to carbamidomethyl for cysteine, and variable modifications were set to methionine oxidation and
N-terminal acetylation. Matches between runs were enabled with a default match time window of
0.7 min and alignment window of 20 min. The mouse Uniprot reference proteome was downloaded
on 18 September 2018, last updated 28 July 2018, with canonical and isoform sequences. For
label-free quantification (LFQ), MS2 was required, while a minimum of one peptide was required for
quantification across samples, including both razor and unique peptides.

2.4. Statistical Analysis

Statistical analysis was performed with Perseus 1.6.0.7 [45]. LFQ intensity values were log2

transformed to render the data normally distributed. Proteins identified by site, reverse, and potential
contaminants were filtered prior to analysis. Proteins with missing values in any sample, including
replicates, were filtered. Differentially expressed proteins were determined using a moderated t test
statistic with the FDR controlled at 5% and the s0 parameter set to 0.1. Multiple test correction was
done using a permutation-based randomization procedure where values are randomly shuffled to
generate a “null” distribution to estimate the random type one error, or false detection rate, with
250 randomizations. This is the preferred procedure in Perseus.

3. Results

To efficiently detect specific changes in the cellular proteome, it is important to limit the biological
complexity of the subject of study. Whole brain proteome analysis is likely to miss or downplay
prominent changes of protein expression in particular brain regions. Therefore, the proteomic analysis
of isolated brain structures is preferred. Previous studies, including our own, have largely focused
on the role of FGF14 in the hippocampus. The hippocampus is part of the limbic system, which is
critically involved in cognition and a primary site of FGF14 expression [13,20,31]. FGF14 knockout
causes pronounced changes in the synaptic transmission [20,21] and cellular composition [21,29] of the
hippocampus, which correlate with changes in electrophysiology and behavioral deficits [20,27,31].
Given the documented role of hippocampal pathology in cognitive impairment in SZ [46–49],
we hypothesize that these gross changes play a critical part in the development of SZ-related
endophenotypes in Fgf14−/− mice. An additional advantage is that the hippocampus can be readily
isolated from adjacent brain structures, which makes sample preparation more robust and reproducible.
The workflow of our study is presented in Figure 1.
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Figure 1. Overview of label-free proteomics workflow and analysis. Workflow outlining experimental
procedures and LC-MS/MS data acquisition for the analysis of hippocampal brain tissue [50–52] from
male and female fgf14+/+ and Fgf14−/− mice, as detailed in the text. Representative confocal images of
triple staining of the entire hippocampus from Fgf14+/+ (left) and Fgf14−/− (right) mice representing
calbindin (green), calretinin (red), and Topro-3 nuclear staining (blue) at low magnification of the
dentate gyrus (DG).

While having many advantages, primarily ease of use, label-free proteomics chromatography
conditions must be standardized and assessed for reproducibility and overall data quality. As shown
in Figure 2, the various samples and their technical replicates are highly reproducible after appropriate
filtering (see methods). Furthermore, Maxquant quantifies protein intensity using MS2 spectra.
However, if an MS2 spectra, which is needed for peptide sequencing/identification, is missing in one
run due to the stochastic nature of data-dependent acquisition, Maxquant has the match between run
(MBR) feature. MBR allows for quantification by imputing the estimated MS2 intensity by using the
mass and retention time alignment of the corresponding MS1 peak [43,44].
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Figure 2. Quality control of label-free quantitative proteomics. The scatter matrix shows pairwise
Pearson correlations between animal groups and their technical replicates, histograms of log2 label-free
quantification (LFQ intensity) distributions, and their respective scatter plots. On the right is a quality
control figure showing ~2300 proteins identified in each sample after applying match-between-runs
(MBR) in Maxquant. Most proteins were identified by a combination of MS1 matching from other
samples, where peptide identification was successful, as well as directly by MS2 (purple). A smaller
subset of proteins could be identified exclusively by MS2 in a given run (green), and proteins identified
only after the retention time and the m/z alignment of MS1 peaks in comparison to other runs resulted in
a 16% gain of quantified proteins (red). The quality control figure was prepared using R programming
language and Proteomics Quality Control (PTXQC) [53].

3.1. Differentially Expressed Proteins in Fgf14−/− Mice and their Implications

After log transforming and filtering, we analyzed ~1500 proteins whose distribution was
approximately normal across all of the samples. Then, we compared male and female Fgf14−/− mice to
their respective wild-type counterparts using statistical analysis of microarrays, which is a moderated
t-test statistic (Figure 3, Table S1). We chose to investigate both male and female homozygous knockouts
of FGF14, as we had previously shown that male knockouts have SZ-like dysfunction, while female
mice for this model had not been previously investigated.

In the female Fgf14−/− mice, we found Snap25 and Mtatp6 upregulated. SNAP25 is part of the
SNARE complex, which mediates neurotransmitter–vesicle fusion and controls receptor trafficking
at post-synaptic sites of glutamatergic and GABAergic synapses [54]. It is unclear how the genetic
deletion of FGF14 causes a change in SNAP25 expression, but previous proteomic studies have
shown that FGF14 immunoprecipitates with SNAP25 [10]. Thus, the genetic deletion of FGF14 could
lead to SNAP25 loss of function, which in animal models is considered a mechanism leading to SZ
endophenotypes [55].
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Figure 3. Volcano plot of mass spectrometry results. Proteins that are significantly upregulated in sex
by genotype conditions: (a) shows the proteins significantly upregulated in female Fgf14−/− compared
to Fgf14+/+ mice; and (b) shows the proteins significantly upregulated in male Fgf14−/− compared to
Fgf14+/+ mice. The Y-axis represents negative log10 (p-value) based on the test statistic, and the X-axis
shows proteins with a positive log2 fold change (FC) as upregulated (red), and negative values as
downregulated (green) proteins in the Fgf14−/− mice, respectively.

MTATP6, or ATP synthase/Complex V, has been associated with SZ as either decreased mRNA
levels or as genetic polymorphisms [56,57]. Thus both SNAP25 and MTATP6, which have been
shown either knocked down or decreased in association with SZ, are upregulated in female knockouts;
this is a possible mechanism of resistance to the genetic deletion of FGF14. SNAP25 and MTATP6,
while upregulated in female mice, were not differentially expressed in male mice after multiple
hypothesis test correction. This suggests that the cognitive deficits seen in male Fgf14−/− mice may be
a consequence of reduced energy production, while their female Fgf14−/− counterparts may be able to
compensate. Despite the upregulation of these two proteins, we would expect some dysfunction in
mitochondrial energy production as well as GABA-ergic signaling in the female knockout mice, as
represented by decreased Calretinin (CalB2) and Cytochrome C (Cycs).

CYCS is an essential component of oxidative phosphorylation that is a major source of energy,
particularly in neurons. Mitochondrial dysfunction is also believed to be one of the potential risk
factors of SZ [56]. CALB2 is a calcium-buffering protein that is predominantly expressed in calretinin
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positive interneurons, which is a subtype of cells expressed in the hippocampus [58]. This suggests
that there may be a decrease in calretinin-positive interneurons in the hippocampus in female Fgf14−/−

mice. This is in direct opposition to the increase in these interneurons and immature dentate gyrus
that were previously reported in Fgf14−/− males [29].

Differentially expressed proteins were almost entirely different between female Fgf14−/− and
male Fgf14−/− compared to their respective Fgf14+/+ controls, with the exception of RBM3. RBM3 is
a cold inducible protein that is believed to be protective against neurodegeneration and mediate
structural plasticity [59]. While believed to aid in translation, RBM3 has also been reported as
two alternatively spliced isoforms, with the variant lacking arginine more highly expressed in the
dendritic spines of mature neurons [60]. Smart et al. also reported in the same study that both RBM3
isoforms are post-translationally modified. Thus, the difference in RBM3 expression between male
and female Fgf14−/− mice could be due, in part, to the lack of quantitation of some peptides, since
only unmodified peptides were quantified. While RBM3 was found to be upregulated in males,
which is generally thought to be protective, it is unclear if this is due to the stress response, lack of
post-translational modifications, or some combination of the two. Additionally, we found that RBM3
expression was lower in male versus female WT groups (Figure S1). This might suggest that females
and males have either differential expression in the hippocampus; alternatively, again, sex-specific
post-translational modifications could also play a role. Furthermore, differential expression may be a
consequence of different dendritic morphology and branching [61]. There are known differences in
male and female C57BL/6J mice, as RBM3 is enriched in dendritic spines. However, further targeted
investigation would be needed in order to determine the effect of sex and FGF14 on RBM3 expression
and post-translational modifications.

Although we focused our studies primarily on male knockouts (see Discussion), as they displayed
the cognitive and synaptic functions of interest, we identified key differences between normal male
and female hippocampi. Namely, most of the proteins that were differentially expressed were related
to the “neuron part” cellular component of the gene ontology (GO) term (Figure S1). As mentioned
previously, dendritic morphology has sex-specific differences. Estrogen may also play a role in the
hippocampal neuronal spine shape and long-term potentiation [62]. Our results support that there are
sex-dependent differences in proteins that are important for spine formation and dendrite morphology
in the hippocampus. Proteins overexpressed in the females, relative to other WT mice that were male,
were related to calcium signaling (CAMK2A) and calcium regulation (ANXA6). The former is most
strongly implicated in the early phases of long-term potentiation [63]. Copine 6 was also upregulated,
which is a calcium-binding protein that is believed to be responsible for translating calcium signals
into morphological changes at the level of synaptic spines [64].

Interestingly, two differentially expressed proteins that were found downregulated in Fgf14−/−

male mice than male WT, IGSF5 and VAT1L, were also found to be more abundantly expressed in the
male WT than female WT. Not only do these proteins appear to be differentially regulated by loss
FGF14 in only the male mice, they are more abundantly expressed in male WT than female. This
suggests they may be of central importance in the male hippocampus.

3.2. Differentially Expressed Proteins Highly Associated with Schizophrenia and/or Autism

Interestingly, we discovered that in an analysis of various genome-wide association studies
(GWAS), all of our differentially expressed proteins, with the exception of MTATP6, were identified to
be statistically associated with either autism and/or SZ, suggesting that the Fgf14 knockout mouse
might be a valuable model for a wider range of neuropsychiatric and neurodevelopmental disorders.
Protein level p-values were determined by Seyfried et al. using the MAGMA tool, which controls for
various confounders to determine the p-values for each protein coding gene [65,66] (Figure 4, Table S2).
MTATP6 may have been missing in this dataset due to being coded on the mitochondrial genome.
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Figure 4. Differentially expressed proteins in Fgf14−/− mice are associated with autism and
schizophrenia. The proteins that were identified in our study were found in an analysis of genome-wide
association study (GWAS) data [65] (Table S10) using the MAGMA tool [66].

3.3. Central Role of ALDH1A1 and SNAP25 in Pathophysiology of Fgf14−/− Mice

Experimental protein–protein interaction networks were constructed with the differentially
expressed proteins for males and females, separately, using OmicsNet, which identifies known
interactors [67] (Figure 5). Interactions were based only on high-confidence STRING interactions
with experimental evidence. The networks were imported into Cytoscape for visual purposes.
Three-dimensional predicted protein–protein interaction networks were constructed with the
differentially expressed proteins for males and females, separately (Figure 5). The network construction
did not generate any connections to other significant proteins other than Snap25 and Aldh1a1 for females
and males, respectively. Although protein–protein interaction data are far from complete, this suggests
that Snap25 and Aldh1a1 may be key players in the pathogenesis observed in Fgf14−/− mice and
perhaps SZ and/or autism [68,69].

Figure 5. Central node proteins networks. OmicsNet was used to generate protein–protein networks
with differentially expressed proteins and known experimental interactors. The networks that were
created based on input gene names are shown for both the male and female Fgf14−/− mice. In the
center are the input genes, and the connected genes are known interactors. This analysis identified
snap25 (A) and in female Fgf14−/− and aldh1a1 (B) male Fgf14−/− mice as central interactors.
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3.4. Hierarchical Clustering Reveals Subtype-Specific Clusters

We performed the hierarchical clustering of quantified proteins and sample groups using
Euclidean distance metric with average linkage as well as preprocessing with k-means for data
reduction purposes, prior to the generation of the heatmap shown in Figure 6. Sample replicates were
median-averaged, and the measured proteins were Z-score normalized across sample groups prior
to clustering. Both Z-scoring and clustering were done in the Perseus bioinformatics suite (default
clustering settings) [45]. Our analysis identified four protein clusters of interest, because they were
upregulated in each of the respective animals. We submitted these group-specific clusters to the
STRING protein–protein network database using only the highest confidence interactions based on
all of the data types, and identified the positively enriched pathways for each animal-specific protein
cluster (Figure 7, Table S3).

Of particular note are the enriched pathways in male Fgf14−/−mice, which includes alcoholism,
drug addiction, and related pathologies. These pathways may explain the endophenotype of
male Fgf14−/− mice. Furthermore, all of the animal groups had enriched terms related to vesicle,
membrane-bound vesicle, or vesicle-mediated transport, likely indicating their important roles in the
mouse hippocampus. This also suggests that both sex and the presence of FGF14 may affect different
aspects of neurotransmission given that these terms are positively enriched in all of the protein clusters.

Figure 6. Hierarchical clustering, heatmap, and cluster analysis of differentially expressed proteins.
(A) Heatmap of differentially expressed proteins in male and female Fgf14+/+ and Fgf14−/− mice. LFQ
intensities were averaged for technical replicates, and averages across animal groups were Z-scored
prior to Euclidean distance-based hierarchical clustering with Perseus (B–E). Protein clusters specific to
each animal group, male Fgf14+/+, female Fgf14−/−, female Fgf14+/+, and male Fgf14−/−, respectively.
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Figure 7. Protein–protein interaction and pathway enrichment for animal-specific clusters. (a) Enriched
pathways and their adjusted p-values (FDR) were obtained from the STRING database after inputting
cluster-specific gene names. Male Fgf14−/− display protein expression changes broadly associated with
neurotransmitter-based synaptic activation, drug addiction, and alcoholism. This was unique to the
male Fgf14−/− specific cluster. (b) Female Fgf14−/− mice display protein expression changes broadly
associated with synaptic vesicles, synaptic transport, and protein localization; this is an important
function of FGF14.

4. Discussion

Using a label-free proteomic approach and bioinformatics, we analyzed sex-specific differences in
the hippocampi of Fgf14−/− mice relative to their sex-specific controls. Previous work has demonstrated
that male Fgf14−/− mice present with cognitive deficits and changes in neuronal function that
mimic the endophenotypes of SZ and other neuropsychiatric disorders [21,29]. However, the results
presented in this study provide a biological context as to which specific pathways might be disrupted.
Importantly, we found that many of the proteins differentially expressed in male Fgf14−/− mice have
previously been linked to neuropsychiatric disorders with cognitive impairment, such as SZ and
autism (Figure 4). In fact, a network analysis of proteomic data from the brains of Alzheimer’s disease
(AD) patients has shown that synaptic transmission, synaptic membrane, and mitochondrion pathways
are disrupted [65]. Perhaps this indicates a general mechanism for cognitive impairment that may be
related to SZ, autism, and even the cognitive aspects of AD.

Importantly, many of the proteins with significantly altered expression in male Fgf14−/−

mice, including ALDH1A1, PRKAR2B, and VAT1L, have previously been linked to SZ and other
neuropsychiatric disorders within the domain of cognitive symptoms (Figure 3) [70–73]. These
results also further support the role of FGF14 in synaptic signaling [18,21]. For example, it is known
that Fgf14−/− male mice present with changes in GABA-ergic signaling in the hippocampus [18,21].
Our results here support that FGF14 may regulate the composition of GABA-ergic synapses both
presynaptically and postsynaptically through SNAP25 (Figure 3) and synaptic function (Figure 7).

Alterations in the dopaminergic signaling of male Fgf14−/− mice may be due to changes in
ALDH1A1. ALDH1A1 is not only an important enzyme for the breakdown of alcohol, it also defines
a subpopulation of dopaminergic neurons in the rodent and human substantia nigra pars compacta,
which are sensitive to α-synuclein cytotoxicity [71]. As shown in Liu et al., the deletion of ALDH1A1
exacerbates dopaminergic neurodegeneration in a mouse model of Parkinson’s disease. This effect
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may be mediated through changes in the E/I tone of the brain, as retinoic acid, which is synthesized
by ALDH1A1, regulates synaptic scaling at glutamatergic synapses by regulating AMPA receptor
trafficking [74]. Furthermore, ALDH1A1 is part of a highly conserved pathway that provides an
alternative method of GABA synthesis through putrescine [70]. Disrupting this pathway through
decreasing ALDH1A1 might cause the deprivation of alternative pathways to synthesize GABA, which
could in turn reduce inhibitory transmission and disrupt the E/I tone. These findings support others
who have shown that male Fgf14−/− mice exhibit changes in synaptic function as well as in their
response to drugs of abuse, such as cocaine and methamphetamine [31].

Changes in dopaminergic and GABAergic signaling in male Fgf14−/− mice can also be attributed
to a decreased level of protein kinase A (PRKAR2B). PRKAR2B has been linked to GABA receptor
breakdown by the endothelial gene claudin-5 in the prefrontal cortex of patients with SZ [75], and
may partially underlie the mechanism of action of several antipsychotics through the increase of
GABA receptors [72,76]. PRKAR2B also plays a role in dopaminergic neuromodulation, although
this has typically been shown in the nucleus accumbens for D2 receptor signaling and in neuronal
firing in medium spiny neurons [75,77–80]. Probes that target the interface between FGF14 and the
voltage-gated Na+ channel 1.6 (Nav1.6) have been shown to disrupt medium spiny neuron firing,
which is a phenotype found in the same neuron subtype in male Fgf14−/− mice [14]. Therefore, it is
plausible that protein kinase A (PKA) and FGF14 provide a regulatory mechanism of medium spiny
neuron firing that contributes to maintaining dopaminergic tone in the nucleus accumbens.

Other proteins with altered expression in the male Fgf14−/− mice are members of pathways altered
in neuropsychiatric disorders. Translin (TSN) is an RNA binding protein that regulates the dendritic
trafficking of brain-derived neurotrophic factor (BDNF) [81]. BDNF is tied to synaptic transmission,
plasticity, and homeostasis, and decreased serum levels of BDNF and mutations in the BDNF receptor,
tyrosine receptor kinase B, have also been linked to SZ [82,83]. Although little is known about the
effects of increased TSN [84], its altered expression in male Fgf14−/− mice, along with altered levels of
expression of other SZ associated proteins, support additional findings that the male Fgf14−/− mouse
model may be a new model of SZ and other disorders with a disrupted cognition component.

Overall, these findings support that Fgf14−/− male mice have several key features constituting
an endophenotype of SZ [21]. As there are currently no pharmacotherapies for the treatment of the
cognitive symptoms of SZ, this animal model may be a powerful tool in the discovery and testing of
new disease treatments.

Of similar importance is the striking finding that the differentially expressed proteome of female
Fgf14−/− mice is different from their male counterparts. This is especially critical given the gender
differences in several domains of neuropsychiatric disorders, including the age of diagnosis, premorbid
functioning, and symptom clustering [37–41]. These results indicate that there is a need to study
behavioral changes, if any, in female Fgf14−/−. In fact, the upregulation of SNAP25 and MTATP6 not
only indicate that female Fgf14−/− mice have a unique proteomic signature, but that they may have a
mechanism of resilience that compensates for changes in the synaptic functions seen in male mice of
the same age.

SNAP25 is an important member of the SNAP/SNARE complex, which is necessary for the
proper release of vesicles at the synapse [85] and has previously been shown to co-immunoprecipitate
with FGF14 [10]. Not only is the deletion of SNAP25 linked to an increase in E/I tone through
increased glutamatergic neurotransmission [55], but the deletion of SNAP25 has also been linked
to improper neurogenesis in the adult mammalian brain, which is an important endophenotype of
several neuropsychiatric disorders, including SZ and bipolar disorder [86,87]. Previously, it has
been shown that male Fgf14−/− mice also show traits of an immature DG [29]. These findings
suggest that this could be mediated through SNAP25, although more research is needed to determine
whether neurogenesis is also altered in the brain of adult female Fgf14−/− mice. Decreases in both
SNAP25 and MTATP6 have been seen in patients with SZ, as well as in potential animal models of
neuropsychiatric diseases [55,57,85,88,89]. Furthermore, genetic variants of SNAP25 leading to low
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protein expression levels have been associated with hyperactivity and/or with low cognitive scores in
autistic patients [69,90], corroborating our results linking differentially expressed proteins in Fgf14−/−

mice with autism (Figure 4). Not only does our study highlight the importance of sex-specific research
in basic science, it lays the groundwork for further investigations on the mechanisms of potential
resilience to neuropsychiatric disorders in females in preclinical models as well as in humans.
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