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1. Introduction

The increasing desire to detect and monitor in different fields [1–4] such as in environmental air,
life sciences, medical diagnostics, and planetary exploration demand the development of innovative
sensing systems. Laser spectroscopy-based techniques have the advantages of high sensitivity,
non-invasiveness and in situ, real-time observation [5–7]. Because of these merits, we introduced
state-of-the-art laser gas sensing technologies in this Special Issue. A total of 30 papers was received
for consideration of publication. Among them, six manuscripts were rejected by the editor in the initial
check process without peer review. The remaining manuscripts were all reviewed by at least two
reputed reviewers in related fields from the USA, France, Italy, Germany, Russia, and so on. Finally,
16 manuscripts were accepted for publication in Applied Sciences-Basel. We would like to thank all of
these numerous reviewers for their effort.

2. Main Content of the Special Issue

The recent advance in laser sources and detectors has opened up new opportunities for laser
spectroscopy-based sensing and detecting techniques. Furthermore, the new technique has helped
to promote its applications. Therefore, in this Special Issue, papers focus on novel laser sources and
advanced sensing methods and their applications.

With respect to the laser sources aspect, three papers are concerned. All of them are related
to mid-infrared lasers, which are beneficial to laser spectroscopy methods due to the strongest
fundamental absorption bands of gas molecules located in this wavelength region. The first paper,
authored by J. Zhao, P. Cheng, F. Xu, X. Zhou, J. Tang, Y. Liu, and G. Wang presents a continuous-
wave single-frequency singly-resonant mid-infrared optical parametric oscillator (OPO) with emission
wavelength at 3.68 μm [8]. The output power of more than 1 W indicated the high output level.
Therefore, such a source is especially beneficial to power related laser-based gas detection techniques,
such as photoacoustic and photothermal spectroscopy [9,10]. The second paper submitted by W.
Wang, L. Li, H. Zhang, J. Qin, Y. Lu, C. Xu, S. Li, Y. Shen, W. Yang, Y. Yang, and X. Yu reports a
pulsed Tm,Ho:LuVO4 solid-state laser with a repetition rate of 54.5 kHz and an output power of
1034 mW. The emission wavelength shifted from 2075.02 nm to 2057.03 nm when the operation mode
was switched from continuous wave to Q-switched [11]. The last paper in this section, authored by
D. Yu, Y. He, K. Zhang, Q. Pan, F. Chen, and L. Guo, is about a compact thermal control system for a
tunable mid-infrared solid-state laser, which could be used to improve environmental temperature
adaptability and solve heat dissipation problems for mid-infrared lasers [12].

In the gas sensing aspect of this Special Issue, Y. F. Ma presents a review paper about recent advances
in the quartz tuning fork based on photoacoustic detection [13], while K. Krzempek summarizes the
research progress in gas sensing by photothermal spectroscopy [14]. Both techniques are based on

Appl. Sci. 2020, 10, 433; doi:10.3390/app10020433 www.mdpi.com/journal/applsci1
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the photoacoustic effect. Another review paper concerned with femtosecond laser-induced emission
spectroscopy and its application in combustion and flow field diagnostics was presented by B. Li,
D. Zhang, J. Liu, Y. Tian, Q. Gao, and Z. Li [15]. The last three review papers, authored by Z. Du,
F. Wang, and X. Chao, respectively, mainly focus on direct laser absorption spectroscopy, especially
in the mid-infrared region [16–18]. All the above review papers presented a full discussion with
regard to the related technical field of gas sensing. The remaining papers report on the technical
research of gas detection based on direct laser absorption spectroscopy [19–25]. The target analytes
were acetylene (C2H2) [19], methane (CH4) [20], oxygen (O2) [21], and 13CO2/

12CO2 isotopic ratio [22].
The corresponding sensors were used for the monitoring of power plant exhausts [23] and vision
imaging [24].
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Abstract: We report a continuous-wave single-frequency singly-resonant mid-infrared optical
parametric oscillator (OPO). The OPO is based on 5 mol % MgO-doped periodically poled lithium
niobate (MgO:PPLN) pumped by a continuous-wave single-frequency Nd:YVO4 laser at 1064 nm.
A four-mirror bow-tie ring cavity configuration is adopted. A low-finesse intracavity etalon is utilized
to compress the linewidth of the resonant signal. A single-frequency idler output power higher than
1 W at 3.68 μm is obtained.

Keywords: mid-infrared; single-frequency; optical parametric oscillator (OPO); MgO:PPLN crystal;
continuous-wave (CW)

1. Introduction

Tunable laser sources in the mid-infrared range are widely used in laser spectroscopy,
atmospheric pollution monitoring, remote detection, and differential absorption lidar. In particular,
continuous-wave (CW) single-frequency mid-infrared laser sources with broad wavelength tunability
are more suitable for high-resolution spectral analysis [1–4] and atom physics [5]. Different techniques
have been applied to obtain a mid-infrared laser source. Quantum cascade lasers have been proved to
be a method to generate mid-infrared radiation and Razeghi et al. have done extensive work in this
area [6,7]. A solid-state laser based on metal-ion-doped crystals can directly generate mid-infrared
radiation; for example, research on a Fe:ZnSe laser has been reported [8,9]. An alternative method to
reach the mid-infrared wavelength range is to utilize nonlinear frequency downconversion devices
such as optical parametric oscillators (OPOs). OPOs with wide wavelength-tunability and a narrow
linewidth have become a very important mid-infrared laser source. Compared with birefringent
phase-matched (BPM) OPOs, quasi-phase-matched (QPM) OPOs can utilize the largest nonlinear
optical tensor element of nonlinear crystals, and make the three interacting waves (pump ωp,
signal ωs, and idler ωi) collinearly propagate in nonlinear crystals so that the distance of nonlinear
interaction is largely enhanced. Many QPM nonlinear materials such as periodically poled LiTaO3

(PPLT), periodically poled LiNbO3 (PPLN), periodically poled KTiOPO4 (PPKTP), periodically poled
RbTiOAsO4 (PPRTA), periodically poled GaAs, and periodically poled GaP have been studied.
Among these materials, PPLN is an excellent nonlinear crystal for QPM OPOs, having a relatively high
nonlinear coefficient (d33 ~27.2 pm/V) with a wide transparent range (0.35–5 μm). Compared with
PPLN, MgO-doped periodically poled lithium niobate (MgO:PPLN) has a much higher photorefractive

Appl. Sci. 2018, 8, 1345; doi:10.3390/app8081345 www.mdpi.com/journal/applsci5
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damage threshold. Therefore, MgO:PPLN is widely used as a QPM nonlinear crystal in mid-infrared
OPOs [10–15].

To obtain a narrow linewidth idler output from an OPO, a narrow linewidth pump laser source
is necessary in the OPO system. In addition, additional wavelength-selective elements are generally
utilized to suppress the linewidth of the oscillated signal in the OPO cavity. Peng et al. presented a
narrow linewidth PPMgLN OPO, and the linewidth of the 2.98 μm idler was within 0.30–0.63 nm by
theoretical analysis [16]. Henderson et al., demonstrated a singly-resonant CW OPO pumped by an
all-fiber pump source, with a 3.17 μm idler linewidth of 1 MHz [17]. Vainio et al., demonstrated a
singly-resonant CW OPO operating without mode hops for several hours due to the good thermal
control of the MgO:PPLN crystal [18]. Reflecting volume Bragg gratings (VBGs) have been widely
used in laser devices to obtain a narrow linewidth output. For example, Zeil et al., reported a
singly-resonant CW OPO with optimum extraction efficiency, in which a single-longitudinal-mode
signal output was obtained by employing a variable-reflectivity VBG as the output coupler of a ring
cavity [19]. In addition, Xing et al., devised self-seeding dual etalon-coupled cavities in the OPO
system pumped by a single-longitudinal-mode pulsed Yb-fiber laser. The linewidth of the oscillated
signal was suppressed and the linewidth of the idler was efficiently narrowed [20].

In this paper, we report our experimental work on a CW single-frequency MgO:PPLN OPO
pumped by a CW single-frequency Nd:YVO4 laser at 1064 nm. We obtained a CW single-frequency
3.68 μm idler laser with an output power higher than 1 W. Wavelength tuning can be achieved through
thermal control of the nonlinear crystal and use of the different grating periods.

2. Experimental Setup

The experimental configuration of the CW single-frequency MgO:PPLN OPO is shown schematically
in Figure 1. The nonlinear medium used for the OPO is 5 mol % MgO-doped periodically poled lithium
niobate (MgO:PPLN, HC Photonics) with a length of 50 mm and a laser aperture of 8 mm × 1 mm.
The MgO:PPLN crystal contains seven domain grating periods from 28.5 μm to 31.5 μm with 0.5-μm
increments. The crystal is antireflection-coated for the signal wavelength (R < 1%@1.4–1.7 μm), idler
wavelength (R < 1%@3–4 μm), and pump wavelength (R < 1%@1.064 μm). The crystal is mounted in a
temperature-controlled oven, in which the crystal temperature can be adjusted in the range of 25–200 ◦C
with a temperature stability of ± 0.1 ◦C. A simple bow-tie ring cavity is used in the OPO system. The ring
cavity consists of two identical curved cavity mirrors (M1 and M2) and two flat mirrors (M3 and M4), which
are all made of CaF2 and are antireflection-coated at the pump wavelength (T > 98%@1064 nm) and idler
wavelength (T > 95%@3–5 μm), and have high reflectivity at the signal wavelength (R > 99.8%@1.4–1.7 μm).
The OPO configuration gives a singly resonant OPO, which is resonant for the signal frequency. The two
identical curved cavity mirrors (M1 and M2), enclosing the MgO:PPLN crystal, have a 75-mm radius of
curvature and are separated by a distance of 120 mm. The nonlinear crystal is placed at the center between
the two curved mirrors (M1 and M2). The other two flat cavity mirrors (M3 and M4) are separated by
35 mm. The total resonator length is about 325 mm.

Figure 1. Configuration of the continuous-wave (CW) single-frequency MgO-doped periodically poled
lithium niobate (MgO:PPLN) optical parametric oscillator (OPO).
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The pump source is a continuous-wave single-frequency Nd:YVO4 laser that produces over 10 W
of radiation at 1064 nm. The Nd:YVO4 laser has an excellent beam quality of M2 ~1.1 and an output
of linear polarization, which was described in Reference [21]. When the power is changed, the laser
beam characteristics change significantly. In order to maintain a stable output, the Nd:YVO4 laser is
operated at maximum output power in this experiment. A combination of a half-wave plate and a
polarizing beam splitter is used as a power attenuator to change the incident pump power. By using
the second half-wave plate, the pump polarization is aligned along the crystallographic z-axis of the
MgO:PPLN crystal to utilize the largest nonlinear coefficient d33. The pump beam is mode-matched
to the OPO cavity with a series of convex lenses, producing a 1/e2 waist radius of 60 μm at the
center of the MgO:PPLN crystal. Its waist yields a focusing parameter ξp ~1.1. With the current
OPO cavity, the signal beam waist at the center of the MgO:PPLN crystal is about 70 μm, resulting in
optimum mode-matching to the pump (ξs ~ξp). To enhance the single-frequency operation of the OPO,
an uncoated 0.5-mm-thick yttrium aluminium garnet (YAG) plate is used as an intracavity etalon with
a free spectral range of 120 GHz. A 45◦ flat dichroic mirror M5 is utilized as a filter to separate the idler
from the output beams.

3. Experimental Results and Discussion

The wavelengths of the OPO signal and idler are recorded with a laser spectrum analyzer
(EXFO WA-650) combined with a wavelength meter (EXFO WA-1500). When the pump beam passes
through a 29.5 μm grating period of the MgO:PPLN crystal and the crystal temperature is controlled at
120.0 ± 0.1 ◦C, the idler wavelength is 3.68 μm (Figure 2) and the corresponding signal wavelength is
1.49 μm (Figure 3). The wavelengths of the pump (λp), signal (λs), and idler (λi) waves are in accord
with the conservation of energy (1/λp = 1/λs + 1/λi).

Figure 2. Idler wavelength of the MgO:PPLN OPO at temperature T = 120 ◦C for the grating period Λ = 29.5 μm.

Figure 3. Signal wavelength of the MgO:PPLN OPO at temperature T = 120 ◦C for the grating period Λ = 29.5 μm.
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To investigate its longitudinal mode structure, the signal spectral information is monitored by
a 1.5 μm scanning confocal Fabry-Perot (F-P) interferometer, with a free spectral range of 1.5 GHz.
As shown in Figure 4, the upper trace is the F-P ramp voltage and the lower trace is the voltage of the
signal transmission through the F-P interferometer. Figure 4a shows the F-P spectrum of the signal
from the MgO:PPLN OPO without the YAG etalon. To lock the cavity mode and reduce the spectral
noise, an uncoated 0.5-mm-thick YAG plate is used as an intracavity etalon inserted in the cavity.
By adjusting the angle of the etalon carefully, the signal spectral noise can be reduced. Figure 4b
shows the F-P spectrum of the signal from the MgO:PPLN OPO with the YAG etalon. As can be
seen, a single-frequency operation of the signal is presented in Figure 4b. According to the energy
conservation condition ωi + ωs = ωp, the single-frequency operation of the idler from the MgO:PPLN
OPO can be confirmed.

(a) 

 
(b) 

Figure 4. F-P spectrum of the signal from the MgO:PPLN OPO: (a) cavity without etalon; (b) cavity
with an uncoated yttrium aluminium garnet (YAG) etalon.

The idler output power, as a function of the incident pump power, is measured by a power
meter (Coherent PM2). Figure 5 shows the measured idler power versus incident pump power.
When the YAG etalon is inserted in the four-mirror ring cavity, the oscillated threshold of the OPO is
increased from 2 W to 5 W. Without the etalon in the OPO cavity, with a pump power of 10 W from the
single-frequency Nd:YVO4 laser, the 3.68 μm idler power is 1.3 W emitting from mirror M2. With an
intracavity etalon, the 3.68 μm idler power is 1.1 W, corresponding to an optical efficiency of 11%.

The idler beam quality is also measured as a function of the idler power. By making use of the
knife-edge method, the idler beam radius as a function of the distance from mirror M2 is achieved.
By using a nonlinear fitting method, the beam quality factor M2 can be obtained. For a single-frequency
idler output power of 1 W at 3.68 μm, the values of M2 are measured to be about 1.3 and 1.2 in the
horizontal and vertical directions, respectively.
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Figure 5. Output power of the 3.68 μm idler versus incident pump power.

We can tune the signal and idler wavelengths by changing the temperature of the MgO:PPLN
crystal. According to the Sellmeier equations [22], the theoretical tuning curves for the seven available
grating periods are shown in Figure 6. By shifting the MgO:PPLN crystal to keep the pump beam
passing through the different grating periods, and changing the nonlinear crystal temperature between
20 ◦C and 200 ◦C, the OPO is able to generate idler wavelengths ranging from 2.9 to 4.1 μm.

Figure 6. Theoretical tuning curves for eight periods of the MgO:PPLN crystal.

4. Conclusions

In conclusion, we have demonstrated a continuous-wave single-frequency mid-infrared
MgO:PPLN OPO pumped by a continuous-wave single-frequency Nd:YVO4 laser at 1064 nm.
The symmetrical design of the system can easily achieve mode-matching. We used an uncoated
0.5-mm-thick YAG etalon to enhance the single-frequency operation of the MgO:PPLN OPO. With the
etalon in the cavity, the OPO produced a single-frequency output of 1.1 W at 3.68 μm. By using
different grating periods and adjusting the nonlinear crystal temperature between 20 ◦C and 200 ◦C,
the idler wavelength of the OPO can be continuously tuned in the range of 2.9–4.1 μm.

Author Contributions: J.Z., P.C., and F.X. conceived and designed the experiment; J.T. and Y.L. performed the
experiment; X.Z. and G.W. supervised the entire work; J.Z. and P.C. wrote the paper.

Funding: This work was supported by the Fundamental Research Funds for the Central Universities (2016B02014,
2016B12114, and 2016B01914), National Natural Science Foundation of China (NSFC) (61378027, 61301199), and A
Project Funded by the Priority Academic Program Development of Jiangsu Higher Education Institutions.

Acknowledgments: The authors thank Yuezhu Wang for providing technical support.

Conflicts of Interest: The authors declare no conflict of interest.

9



Appl. Sci. 2018, 8, 1345

References

1. Kovalchuk, E.V.; Dekorsy, D.; Lvovsky, A.I.; Braxmaier, C.; Mlynek, J.; Peters, A.; Schiller, S.
High-resolution Doppler-free molecular spectroscopy with a continuous-wave optical parametric oscillator.
Opt. Lett. 2001, 26, 1430–1432. [CrossRef] [PubMed]

2. Verbraak, H.; Ngai, A.K.Y.; Persijn, S.T.; Harren, F.J.M.; Linnartz, H. Mid-infrared continuous wave cavity
ring down spectroscopy of molecular ions using an optical parametric oscillator. Chem. Phys. Lett. 2007, 442,
145–149. [CrossRef]

3. Zaske, S.; Lee, D.-H.; Becher, C. Green-pumped cw singly resonant optical parametric oscillator based on
MgO:PPLN with frequency stabilization to an atomic resonance. Appl. Phys. B 2010, 98, 729–735. [CrossRef]

4. Ricciardi, I.; Tommasi, E.D.; Maddaloni, P.; Mosca, S.; Rocco, A.; Zondy, J.J.; Natale, P.D. A narrow-bandwidth,
frequency-stabilized OPO for sub-Doppler molecular spectroscopy around 3 μm. Proc. SPIE 2012, 8434,
84341Z.

5. Mickelson, P.G.; Martinez de Escobar, Y.N.; Anzel, P.; De Salvo, B.J.; Nagel, S.B.; Traverso, A.J.; Yan, M.;
Killian, T.C. Repumping and spectroscopy of laser-cooled Sr atoms using the (5s5p)3P2-(5s4d)3D2 transition.
J. Phys. B Mol. Opt. Phys. 2009, 42, 235001. [CrossRef]

6. Bandyopadhyay, N.; Slivken, S.; Bai, Y.; Razeghi, M. High power, continuous wave, room temperature
operation of λ~3.4 μm and λ~3.55 μm InP-based quantum cascade lasers. Appl. Phys. Lett. 2012, 100,
212104–212107. [CrossRef]

7. Razeghi, M. High-performance InP-based mid-IR quantum cascade lasers. IEEE J. Sel. Top. Quantum Electron.
2009, 15, 941–951. [CrossRef]
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Abstract: A passively Q-switched (PQS) operation of Tm,Ho:LuVO4 laser is experimentally
demonstrated with a graphene saturable absorber (SA) mirror. An average output power of 1034
mW at 54.5 kHz is acquired with an 8% optical–optical conversion efficiency. The energy per pulse of
40.4 μJ and a peak power of 56.07 W are achieved; the narrowest pulse width of 300 ns is acquired,
and the output wavelengths of Tm,Ho:LuVO4 are 2075.02 nm in a continuous wave (CW) regime and
2057.03 nm in a PQS regime.

Keywords: Tm,Ho:LuVO4 laser; PQS; graphene saturable absorber

1. Introduction

Solid-state lasers emitting at 2 μm with ultra-short pulses are used in many fields, such as
remote sensing, medicine, and gas detection, as well as frequency conversion of mid-IR wavelengths,
due to their high peak power and pulse energy [1–4]. A passively Q-switched (PQS) with a saturable
absorber (SA) is a compact way, in which microsecond (μs) pulsed Q-switching operation in the mid-
Mid-infrared wavelength range can be achieved. Recently, many SAs, such as carbon nanotubes,
two-dimensional (2D) materials and ion-doped crystals, with broadband saturable absorption at
1–3 μm, have been used for passive Q-switching operations [5–8]. The carbon nanotubes are typically
a one-dimensional (1D) SA material, which has been widely applied in fiber lasers emitting at
wavelengths of 1–2 μm [5,9], but its performance is poor when used in solid-state lasers emitting
at 2 μm, because its bandwidth is limited by the diameter of single-walled carbon nanotubes, and
its broadband saturable absorption characteristics rely on mixing single-walled carbon nanotubes with
different diameters [9]. 2D materials are low-cost materials offering excellent performance and are used
as the SA for PQS and mode-locked mode operations, due to their ultrafast recovery time, moderate
modulation depth, high nonlinear effects and broadband saturable absorption [10,11]. Compared with
the 1D and 2D SAs, ion-doped crystals, such as the Cr:ZnS crystal, have inherent defects which affect
the stability, electronic structures and optical properties of ion-doped crystals [8,12].
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Among the 2D materials, graphene is a 2D sheet of sp2-bonded carbon atoms with a honeycomb
lattice [13]: this has attracted attention from workers in many disciplines, especially as it has
special capabilities with regard to nonlinear saturable absorption. Graphene has very good thermal
conductivity and optical properties, due to its zero-bandgap structure, and pure non-defective
single-layer graphene with a thermal conductivity of up to 5300 W/m·K and its optical absorption
is decided, independent of optical frequencies and optical conductivity constants [14]. Therefore,
graphene is used as an SA in fiber and solid-state laser devices at a 1–2 μm wavelength range to
achieve stable PQS and mode-locked laser emissions, owning to its ultrafast recovery time and
moderate modulation depths [14–18]. Loiko et al. have demonstrated that a PQS mode of Ytterbium
lasers with a graphene SA possessing a 1.9-μJ pulse energy and a 190-ns pulse duration were achieved
from Yb-doped calcium niobium gallium garnet disordered garnet crystal [15]. Li et al. demonstrated
a PQS mode operation of Nd:LiF4 laser with an SA of graphene in 2016. The output wavelengths of
1.31 and 1.32 μm and an average output power of 1.33 W were acquired with the largest pulse energy
of 17.3 μJ [16]. Serres et al. demonstrated a Tm:KLu(WO4)2 laser with an SA in 2015, and a 310-mW
average output power was achieved [17]. Duan et al. demonstrated a PQS mode Ho:YVO4 laser at
2052.1 nm with a graphene SA in 2016, and a 265.2-ns pulse width at 131.6 kHz was acquired [14].
Zhang et al. demonstrated a fiber laser operating at 1.94 μm with a graphene SA in 2012, and a 3.6-ps
pulse width and a 0.4-nJ energy at 6.46 MHz were obtained in a thulium-doped fiber laser [18].

Vanadate crystals are of particular interest as a potential laser host material, because they are
suitable for rare-earth ions doped or co-doped lasers, such as Nd:GdVO4, Nd:GdVO4, Tm,Ho:YVO4,
Tm,Ho:GdVO4, Ho:LVO4 and Tm,Ho:LuVO4 [8,19–25]. Nd:GdVO4 and Nd:YVO4 lasers have been
demonstrated at 1 μm wavelength range [26,27]. Tm,Ho:YVO4 and Tm,Ho:GdVO4 have been
used as the laser crystal in continuous wave (CW), PQS, and acousto-optically (AO) Q-switched
mode operation, and PQS Tm,Ho:YVO4 and Tm,Ho:GdVO4 laser were demonstrated with an SA of
a 2 mm-thick Cr:ZnS crystal with a pulse width of less than 100 ns and a pulse energy over 100 μJ [8,28].
However, 2D materials were rarely used as an SA for Tm3+ and Ho3+ co-doped vanadate crystals in PQS
laser operations. Compared with other vanadate crystals, the LuVO4 crystal has larger absorption and
emission cross-sections in the vicinity of 800 nm and 1.064 μm, respectively [29]. In addition, various
Ho:LuVO4 lasers (e.g., CW, Q-switched, actively mode-locked and single-longitudinal mode Ho:LuVO4

laser) have been demonstrated [14,21–24], which show that the LuVO4 crystal is an attractive host
material at 2 μm wavelength range. We demonstrated an AO Q-switched Tm,Ho:LuVO4 laser in 2018.
An average output power of 3.77 W was achieved at a pulse repetition frequency of 10 kHz with
an incident pump power of 14.7 W, and a pulse energy of 2.54 mJ was obtained at 1 kHz with a pulse
duration of 69.9 ns [25]. However, the Tm,Ho:LuVO4 crystal is a new laser crystal at 2 μm wavelength
range, and its use therein has rarely been reported, and in particular, it has never been reported in use
in PQS-mode operation.

In this paper, We demonstrated a PQS-mode operation of Tm,Ho:LuVO4 laser with a graphene
SA at 77 K. A Tm,Ho:LuVO4 crystal was dual end-faces pumped by a laser diode (LD) with a center
wavelength of 798.6 nm and the output power of 13 W. A pulse energy of 40.4 μJ and an average
output power of 1034 mW were acquired at 2057.03 nm, and the narrowest pulse width was 300 ns.

2. Experimental Setup

The experimental setup for the PQS mode operation of a Tm,Ho:LuVO4 laser is shown in Figure 1.
A 5I7→5I8 laser transition of Ho3+ in a Tm,Ho:LuVO4 crystal was used to achieve a laser emission
with a 2 μm wavelength range. A Tm,Ho:LuVO4 crystal was used in a resonator cavity with a 150-mm
physical cavity length, and the physical length from a dichroic mirror (M5) to a 300-mm concave
radius mirror (M6) was 60 mm. An LD (nLight Corp., Vancouver, WA, USA, NL-PPS50-10027) with
a center output wavelength of 798.6 nm, corresponding to the output power of 13 W, was used as
the pump source for the Tm,Ho:LuVO4 laser. The temperature of the LD was selected at 298.15 K in
the experiment, and the output power of LD was coupled to a fiber (a core diameter was 400 μm and
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numerical aperture (NA) was 0.22). Tm,Ho:LuVO4 with the mass percentages of 5% and 0.5% for Tm
and Ho was cut along a-axis, of which the dimension was 4 mm×4 mm×8 mm. The end-faces of the
laser crystal were coated at pump wavelengths from 790 to 810 nm and its laser wavelength range
from 1.9 to 2.2 μm with a transmission efficiency over 99.5% was used. The laser crystal was cooled at
77 K. In addition, the laser crystal was located in the middle of M5 and M6.

Figure 1. Experimental setup of the passively Q-switched Tm,Ho:LuVO4 laser.

A configuration with double-end pumping was chosen to relieve the thermal loading of the
laser crystal. The pumped laser from the LD was divided into two beams after being collimated by
a collimation lens (L1) and a split light mirror (M1). Then, One of the divided pumped laser was
refocused on one end-face of the laser crystal by a focusing lens (L2), and the other pumped laser
was reflected by the mirrors (M2, M3 and M4) and refocused on one end-face of the laser crystal by
a focusing lens (L3). The focal lengths of L1, L2 and L3 were 25, 50 and 50 mm, respectively, and
the pump spots with 800 μm in diameter were placed at the input surfaces of the laser crystal.
A flat 45◦ mirror was used as a splitting light mirror (M1), which was coated at 790–810 nm
with a 50%-transmission-efficiency and 50%-reflection-efficiency material on one face and another
high-transmission material (T > 99.0%) on the other face. Three flat 45◦ mirrors were used as reflection
mirrors (M2, M3 and M4), which were coated at 790–810 nm with a high-reflectivity (R > 99.5) material
on one face. A dichroic mirror (M5) was a plano mirror placed at 45◦ with respect to the incident light,
and it was coated with a high-transmission material working at 798.6 nm on two faces and another
high-reflection material working at 2000–2100 nm on one face. A concave mirror with a radius of
300 mm (M6) was coated with a high-transmission material working at 798.6 nm on two faces, and
was coated at a high-reflectivity material working at 2000–2100 nm on its concave face. A plane mirror
coated with a 2% or 5% transmittance at 2000–2100 nm was used as an output coupler (OC) mirror of
the laser. The mirror made from a CaF2 crystal was used as the substrate of the SA, and a graphene
crystal was chosen as the material for the SA. The graphene material dissolved in ethyl alcohol was
coated onto the surface of one face at the CaF2 mirror with a spin coating machine (KW-4A, Chinese
Academy of Sciences, Beijing, China).

3. Experimental Results and Discussion

Two kinds of OC mirrors (with transmittances of 2% and 5%) were chosen in CW and PQS mode
operation of an a-cut Tm,Ho:LuVO4 laser to achieved optimal output performances. In CW and
PQS mode operations, the output power and the average output power of the laser are shown in
Figure 2. Under the CW mode operation, output powers of 2310 and 2398 mW were achieved with
2% and 5% transmittances of the OC mirror, and optical–optical conversion efficiencies were 17.8%
and 18.5%, respectively. In the PQS mode operation, a graphene SA mirror placed between M5 and
OC mirror was located near the OC mirror. The transmittance of a few-layer graphene material at
2075.72 nm was measured and found to have been approximately 88.6%, and the modulation depths
were 69.0% (T = 2%) and 58.3% (T= 5%). The laser spot radii on the surface of M6, left end face of
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laser crystal, right end face of laser crystal, M5, graphene SA and the OC mirror were calculated
to be approximately 445, 416, 395, 367, 310 and 310 μm, respectively, by the ABCD matrix without
considering the thermal lens effect. The average output powers of 604 and 1034 mW were achieved with
2% and 5% transmittances of the OC mirror, respectively, corresponding to optical–optical conversion
efficiencies of 6.0% and 8.0%. In the PQS mode operation of Tm,Ho:LuVO4 laser, the pump threshold
power was approximately 5 W with a 2% or 5% transmittance of the OC mirror. The laser was operated
under a stable condition, and the pump power of 10.03 W or 13 W was injected into the laser cavity
with a 2% or 5% transmittance of the OC mirror to avoid the damage of the graphene SA. Compared
with the high transmittance of the OC mirror, a low transmittance of OC was chosen to acquire a stable
PQS mode operation, due to more energy being stored in the crystal, but the damage threshold of the
SA was easily reached, and the graphene SA was damaged at a peak power density of approximately
0.019 MW/cm2 at 2057.03 nm with a 2% transmittance of the OC mirror in the experiment.

Figure 2. Output power of Tm,Ho:LuVO4 laser in CW and PQS mode operations verse the pump power.

Under the PQS mode operation, the pulse repetition frequency (PRF) of the Tm,Ho:LuVO4 laser
is shown in Figure 3. As can be seen, the PRF increased with increasing pump power, and the highest
PRFs were 35.92 kHz (T = 2%) and 54.5 kHz (T = 5%), respectively, corresponding to energies per pulse
of 16.82 and 18.97 μJ. In addition, the maximum pulse energy of 40.4 μJ was achieved with a PRF of
24.01 kHz (T = 5%) and an average output power of 970 mW (T = 5%), corresponding a pulse width
of 1.429 μs. The pulse widths of Tm,Ho:LuVO4 laser are shown in Figure 4, and the narrowest pulse
width of 300 ns was acquired under a 2% transmittance of the OC mirror. The pulse widths were
2.521 and 8.250 μs with the pump powers of 6.96 and 5.01 W, respectively for a 5% transmittance of
the OC mirror. With a detector (Thorlabs, Newton, NJ, USA, PDA10PT-EC) and an oscilloscope with
a bandwidth of 1 GHz (Tektronix, Beaverton, OR, USA, DPO4104), the typical Q-switched pulse trains
were recorded in 40 and 200 μs time scales (Figure 5). Therefore, the highest pulse energy and the
peak power of the Tm,Ho:LuVO4 laser were calculated to be 40.4 μJ and 56.07 W based on the findings
in Figure 2.

A 721A IR laser wavelength meter with a measuring range of 1300–5000 nm (Bristol Instruments
Inc., Victor, NY, USA) was used to obtain an output wavelength of Tm,Ho:LuVO4 laser in CW and
PQS modes operations (Figure 6). An output wavelength of 2075.72 nm was achieved in the CW mode
operation, and 2057.03 nm was achieved in the PQS mode operation.
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Figure 3. PRF of the PQS Tm,Ho:LuVO4 laser verse the pump power.

Figure 4. Pulse widths of Tm,Ho:LuVO4 laser verse the pump power.

 

Figure 5. The pulse trains in 40 μs and 200 μs time scales.
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Figure 6. The output wavelengths of the Tm,Ho:LuVO4 laser in CW and PQS mode Operations.

A slit scanning beam profiler (BP109-IR2, Thorlabs Inc., Newton, NJ, USA) was used to acquire
beam quality factors of Tm,Ho:LuVO4 laser. Output beam profiles of Tm,Ho:LuVO4 laser were
measured, and 2D and 3D graphics are shown in Figure 7. In addition, beam quality factors Mx

2 and
My

2 were measured to be 1.19 and 1.19, respectively, at approximately 1-W average output power
from the PQS Tm,Ho:LuVO4 laser.

 

Figure 7. 2D and 3D output beam profiles of Tm,Ho:LuVO4 laser.

4. Conclusions

In conclusion, we have experimentally demonstrated a Tm,Ho:LuVO4 laser under the PQS mode
operation with a graphene SA for the first time. A pulse energy of 40.4 μJ and an average output
power of 1034 mW were acquired at 2057.03 nm. In addition, the beam quality factors (M2

x = 1.19 and
M2

y = 1.19) were obtained at about 1-W average output power from the PQS Tm,Ho:LuVO4 laser.
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Abstract: Tunable mid-infrared lasers are widely used in laser spectroscopy, gas sensing and many
other related areas. In order to solve heat dissipation problems and improve the environmental
temperature adaptability of solid-state laser sources, a tunable all-fiber laser pumped optical
parametric oscillator (OPO) was established, and a compact thermal control system based on
thermoelectric coolers, an automatic temperature control circuit, cooling fins, fans and heat pipes was
integrated and designed for the laser. This system is compact, light and air-cooling which satisfies
the demand for miniaturization of lasers. A mathematical model and method was established to
estimate the cooling capacity of this thermal control system under different ambient environments.
A finite-element model was built and simulated to analyze the thermal transfer process. Experiments
in room and high temperature environments were carried out and showed that the substrate
temperature of a pump module could be maintained at a stable value with controlled precision
to 0.2 degrees, while the output power stability of the laser was within ±1%. The experimental
results indicate that this compact air-cooling thermal control system could effectively solve the heat
dissipation problem of mid-infrared solid-state lasers with a one hundred watts level pump module
in room and high temperature environments.

Keywords: tunable mid-infrared solid-state laser; thermal control; all-fiber laser; thermoelectric
cooling; finite-element analysis; optical parametric oscillator

1. Introduction

Since mid-infrared lasers have minimum attenuation in atmospheric transmission and cover the
absorption peaks of many atoms and molecules, they are widely used in laser spectroscopy, atmosphere
monitoring, photoelectric detection, remote sensing survey and many other fields [1–4]. The pump
laser is one of the most important key modules in tunable mid-infrared solid-state lasers. It generates
a large amount of waste heat in the working process and needs to be dissipated in time, otherwise it
will cause wavelength shift, decrease of output power and even damage the laser [5,6]. Thus, it is of
vital importance to dissipate the waste heat and maintain the temperature of pump laser at a suitable
value. Various conventional cooling methods are used for lasers, such as water cooling, forced air
cooling, thermoelectric cooling, heat pipe cooling, micro-channel cooling, compressor refrigeration
and so on [7–9].

High power lasers mainly use the water cooling method to dissipate heat due to its advantages
of high heat transfer coefficient and heat flux density [10]. However, it requires the connection of an
external water cooler which causes the laser to have a large. Forced air cooling, heat pipe cooling,
micro-channel cooling and other passive cooling methods can only ensure the temperature of the laser
is higher than the ambient environment [11], while in some situations, the temperature of the laser
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needs to be controlled to be lower than the environment. Thermoelectric cooling, usually considered
using the thermoelectric cooler (TEC), has advantages over conventional cooling devices, including
being compact in size, having high reliability, no mechanical moving parts, no working liquid, light in
weight, being powered by direct current, and easily switching between cooling and heating modes [12].
Due to these advantages, TECs are widely used in many fields including electronic device cooling,
diode laser (LD) cooling and temperature control, domestic refrigeration, scientific equipment and so
on [13–15].

In recent years, many studies have reported TEC temperature control systems for laser cooling.
Jian Dong et al. [16] investigated a high power diode-side-pumped Q-switched Nd:YAG solid-state
laser under 808nm side-pumping without a water cooler. Two TECs were adopted to maintain the
temperature of the LD module, and it was observed that precision of the TEC controller impacted the
relative stability of the output energy. Wei Zhang et al. [11] used a finite-element analysis method to
study the performance of a micro semiconductor laser with TEC; the thermal cooling methods on the
hot side of TEC were also investigated. Hao Wang et al. [17] developed a dynamic thermal model for a
tunable laser module with a proportion-integration-differentiation (PID) temperature controller based
on finite-element analysis. Temperature variation and wavelength shift of the laser were simulated by
changing PID parameters and discussed. Limei Shen et al. [18] investigated a miniature thermoelectric
module for pulse laser cooling, and the effects of pulse and step variable voltage on the miniature TEC
module (TEM) were numerically and experimentally studied.

Recent studies of thermal management using TECs for lasers have mainly focused on single diode
lasers with medium and low output powers, while high output power pump lasers always use the
water cooling method to dissipate heat [11], which cannot satisfy the demand for miniaturization.
In this paper, an all-fiber laser pumped optical parametric oscillator (OPO) laser was established with a
compact thermal control system based on an automatic temperature control circuit, TEMs, cooling fins,
axial fans and heat pipes. This thermal control system was designed and analyzed in finite-element
method. A mathematical model to estimate the cooling capacity of the system under different ambient
environments was established. Experiments in room and high temperature environments were carried
out to validate the performance of the mid-infrared solid-state laser and the thermal control system.

2. Module Design

2.1. Design of a Tunable Mid-Infrared Solid-State Laser

The tunable mid-infrared solid-state laser that was investigated in the current study was an
all-fiber laser pumped OPO, made up of an all-fiber laser pump module, beam control module
and OPO module. The schematic diagram of the laser source is shown in Figure 1. The all-fiber
laser pump module is based on the structure of the master oscillator power amplifier (MOPA),
and includesmaster-oscillation and power-amplifier two parts. The master-oscillation stage uses
a linearly polarized DFB laser to produce seed light at 1064 nm.The power-amplifier is made up of
three-stages: linear, polarized and Yb doped fiber amplifier (YDFA) and can produce a 1064 nm laser at
maximum output power of 50 W. The facula and polarization-state of the fiber pump laser are adjusted
and isolated through a beam control module and then poured into OPO module on the MgO:PPLN
crystal. The optical parametric oscillation process happens through the feedback effect of resonant
cavity and obtains a near-infrared signal light and a mid-infrared idler. We used a dichroicmirror to
filter out the signal light and finally achieved a mid-infrared laser at maximum output power of 5 W.

There is a certain relationship between the polarization period and temperature of MgO:PPLN
crystal with the output wavelength of mid-infrared laser. The variation in the curve of the mid-infrared
laser wavelength with the temperature of the crystal during polarization periods of 29 μm, 29.5 μm
and 30 μm is shown in Figure 2. In our design, the wavelength of the mid-infrared laser was tuned by
changing the temperature of the crystal. The MgO:PPLN crystal was fixed in the temperature control
furnace, a film heater was used to control the temperature of the crystal and a PT1000 temperature
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sensor was used to measure the temperature of the crystal. We were able to obtain a certain wavelength
from the mid-infrared laser by controlling the temperature of MgO:PPLN crystal at a specific value.

Figure 1. The schematic diagram of the designed tunable all-fiber laser pumped optical parametric
oscillator (OPO).

Figure 2. The variation in the curve of the laser wavelength with changes in the temperature of the
crystal at different polarization periods.

2.2. Design of the Thermal Control System

There were four high power 976 nm LD modules in the pump module and each had a maximum
output power of 30 W. The electro-optic conversion efficiency of this LD module is about 50%; thus,
the total heat generated from the LD modules was about 120 W. In addition, the maximum output
power of the fiber laser pump module was over 50W; thus, the maximum heat generated from the
fiber was no more than 70 W. The total heat generated in the all-fiber laser pump module was no more
than 200 W.

Each LD module was tightly fixed on the upper surface of a thin heat sink and fully contacted
through grease. The fiber was encircled into a round shape and tightly pasted on the heat sink. The thin
heat sink was made from molybdenum–copper material which has advantages of low density and
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high thermal conductivity. Thus, we were able to dissipate the waste heat generated from LD modules
and fibers by cooling and keeping the upper surface temperature of the heat sink at a suitable value.
A schematic diagram of the laser and thermal control system is shown in Figure 3.

Figure 3. Schematic diagram of the laser and thermal control system.

2.2.1. Constitution of the Thermal Control System

To achieve a better automatic cooling ability for the mid-infrared laser, the thermal control system
was composed of an automatic temperature control circuit, TEMs, and an aluminum cabinet with
cooling fins, axial fans and heat pipes. The heat sink was stuck to the cold side of TECs through grease
and compressed tightly, allowing full contact and consequently, better heat transfer. The hot sides
of the TECs were positioned close to the bottom of the cabinet. Thus, when the laser was working,
the large amount of waste heat generated from the pump source module was absorbed by TECs and
dissipated to the bottom of cabinet. The cooling fins were distributed outside the bottom of the cabinet
to increase the heat transfer area. The axial fans were fixed on one side of the fins, increasing the heat
convection coefficient through forced convection cooling. There were also two heat pipes fixed at the
bottom of laser cabinet to improve heat transfer performance of the system.

The TEM used here was MCTE1-12712L-S, manufactured by Multicomp (Warsaw, Poland) with
parameters shown in Table 1. There were 16 pieces of TECs divided into 4 groups to cool the heat sink.
Each group was made up of 4 TECs with two pieces electrically connected in series and then electrically
connected in parallel together. As shown in Figures 4 and 5, two groups of TECs in a line were used
to cool the LD modules and the remaining two groups were used to cool the fiber. This electrical
connection and configuration mode improved the heat transfer efficiency by increasing the contact area
and simplified the circuit structure through one output channel to drive 4 TECs. The axial fan used
here was a pulse width modulation (PWM) speed controlled fan with 24 V direct current (DC) power
supply. The max rated speed of this fan was 18,000 r/min and the maximum airflow was 0.011 m3/s.
There were 7 fans parallel connected in a line to increase airflow.

Table 1. TEC parameters.

Parameters

Internal resistance 1 Ω ±10%
Imax 12 A
Vmax 15.4 V

- Th = 27 ◦C Th = 50 ◦C
Qmax 110 W 134 W

ΔTmax 68 ◦C 75 ◦C
Solder melting point 138 ◦C
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Figure 4. Diagrammatic sketch of the thermoelectric cooler (TEC) layout.

Figure 5. Picture of TEC layout.

2.2.2. Hardware Circuit Design of the Thermal Control System

The main function of the system hardware circuit was to realize automated thermal control for
the laser through exporting suitable drive power on the TECs. The diagram of the hardware circuit
is shown in Figure 6. The circuit consisted of a STM32 microcontroller as control core, two PT1000
platinum resistor sensors to measure the upper surface temperature of heat sink, one PT1000 to measure
the temperature of the MgO:PPLN crystal, an LCD12864 display to show the measuring temperature,
setting temperature and operating state of the laser, a 24V DC power supply for the PWM fans,
four H-bridges to drive the TECs, and a universal synchronous/asynchronous receiver/transmitter
(USART) interface to communicate with a personal computer. The platinum resistor is a kind of
temperature sensor with high stable performance and wide temperature measure ranging from
−200 to +650 ◦C. The PT1000 temperature characteristics can be approximately expressed with the
following equation:

Rt = 1000 + 3.9 × t. (1)

Rt is the resistance value (Ω) at temperature of t (◦C). An 0.1 mA precise constant current source flows
into the PT1000 resistor. The voltage on two sides of the resistor is amplified by an instrumentation
amplifier INA128 before entering the analog-to-digital converter (ADC) interface on STM32. Then,
the STM32 chip calculates the temperature value according to the conversion formula.
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Figure 6. Diagram of the hardware circuit.

2.2.3. Software Design of the Thermal Control System

The software designed for the automated system was embedded in the STM32 microcontroller
and programmed in C programming language based on a Keil development environment. It was made
up of six function modules: a signal acquisition and process module for temperature measurement,
an LCD12864 display module, a PID temperature control module, a PWM fan control module, a serial
communicating module and a system monitoring and protecting module.

In the temperature control process, due to the time-varying, nonlinearity and uncertainty factors
of the laser and external environment, the voltage exerted on the TEMs was calculated based on a
parameter self-tuning incremental PID algorithm. The design of this PID algorithm is shown as below:

ΔU(k) = Kp × [e(k)− e(k − 1)] + Ki × e(k) + Kd[e(k)− 2 × e(k − 1) + e(k)] (2)

(1) |e| > Ea1 : Kp = Kp1, Kd = Kd2, Ki = 0;
(2) Ea2 > |e| > Ea1 : Kp = Kp2, Kd = Kd1, Ki = Ki2;
(3) |e| < Ea2 : Kp = Kp1, Kd = Kd1, Ki = Ki1.

The relationships among the PID parameters are as follows: Kp1 > Kp2 >0, Kd1 > Kd2 > 0, Ki1 > Ki2
> 0, Ea1>Ea2>0. Kp1, Kp2, Kd1, Kd2, Ki1, Ki2, Ea1 and Ea2 are constants. When |e| is larger, we choose a
larger Kp and smaller Kd to promote the tracking performance of the system, setting Ki = 0 to avoid
larger overshoot when the system responds. When |e| is of medium size, we set smaller Kp and Ki
values to decrease the system response overshoot. When |e| is smaller, we set larger Kp and Ki values
to decrease the steady error and a medium-sized Kd to avoid system vibration near the set value.

3. Mathematical Model and Numerical Simulation

3.1. Thermal Analysis of TEM

The commercialized TEM is normally composed of a series of thermocouples electrically connected
in series and thermally converged in parallel. When direct current flows through a thermocouple
which is composed of an N semiconductor element and a P semiconductor element, the phenomenon
of heat absorption and release happens at the contact surface. The current flows from the N element
to the P element above the contact surface and the surface absorbs heat from the outside, becoming
the cold side. The current flows from the P element to the N element below the contact surface and
the surface releases heat to the outside, becoming the hot side [12]. The cooling capacity (Qc, heat
absorption power on the cold side) of the TEM is
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Qc = Sm ITc − 1
2

I2Rm − Km(Th − Tc). (3)

The quantity of heat production, Qh, on the hot side of the TEM is

Qh = Sm ITh +
1
2

I2Rm − Km(Th − Tc). (4)

In Equations (3) and (4), Sm is the Seebeck coefficient of TEM, Tc is the temperature of the cold
side of the TEM and Th is the temperature of the hot side of the TEM, I is the direct current through the
module, Rm is the electrical resistance of the TEM and Km is the thermal conductance of the TEM.

The performance parameters, Sm, Rm and Km, can be figured out by the TEM parameters of Imax,
ΔTmax, Th and Vmax given by the manufacturer through Equations (5)–(7) [19,20], of which Imax is
the direct current flowing through TEM that causes the maximum temperature difference, ΔTmax.
ΔTmax is the maximum temperature difference between the cold and hot sides of the TEM at a certain
temperature, Th. Vmax is the direct voltage that diverges the ΔTmax.

Rm =
(Th − ΔTmax)× Vmax

Th × Imax
(5)

Km =
(Th − ΔTmax)× Vmax × Imax

2 × Th × ΔTmax
(6)

Sm =
Vmax

Th
(7)

3.2. Mathematical Model of the Thermal Control System

In order to estimate the performance of the thermal control system, a mathematical model of the
system was established to calculate the cooling capacity. The thermal resistance network diagram is
shown in Figure 7.

Figure 7. The thermal resistance network diagram.

R1 is the thermal resistance of the thermally conductive grease between the substrate of the heat
sink and the cold side of the TEMs. R2 is the thermal resistance of the thermally conductive grease
between the hot side of the TEMs and the bottom inside of the cabinet. R1 is approximately equal to R2.
R3 is the thermal resistance from the bottom inside of the cabinet to the ambient environment. T1 is the
upper surface temperature of heat sink, since the 4 LD modules and fibers are closely fixed on the heat
sink and they are the main heat sources. Thus, it is important to maintain T1 at a suitable and stable
temperature to ensure the pump laser module works reliably. Tc is the cold side temperature of the
TEMs, Th is the hot side temperature of TEMs and Ta is the temperature of the ambient environment.
Qpump is the heat generated by the pump laser module and Qc is the cooling capacity of the TEM,
since there are 16 pieces of TECs used in the system, and assuming each TEC hasthe same Qc, it can be
deduced that the equation at the steady heat transfer state is

Qpump = 16 × Qc. (8)
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The one-dimensional steady heat transfer equation of the thermal resistance, R1, can be carried
out by thermal analysis as shown below:

Qc =
T1 − Tc

R1
. (9)

Qh is the heat release output at the hot side of TEM. Thus, we can determine the one-dimensional
steady heat transfer equation:

Qh =
Th − Ta

R2 + R3
. (10)

From thermodynamic Equations (3), (4) and (8)–(10), the TEC cooling capacity (Qc) can be written
as the following expression:

Qc(T1, Ta, I) =
[Sm

2 I2(R2 + R3)− Sm I − Km]T1 + KmTa +
1
2 I2Rm[(2Km − Sm I)(R2 + R3) + 1]

[Sm I(R2 + R3)− 1](Sm IR1 + 1)− Km(R1 + R2 + R3)
. (11)

From Equation (11), it can be deduced that Qc mainly depends on the TEM performance
parameters: Sm, Rm, Km, TEC drive current I, the system thermal resistances (R1, R2 andR3), the upper
surface temperature of the heat sink (T1) and the ambient environment temperature (Ta). If it is
assumed that T1 is 293.15 K at which the pump laser module could work steadily and normally, I
and Ta are set to regular values, and Sm, Rm and Km are calculated according to the TEM parameters
of Imax, ΔTmax, Th and Vmax (which are given by the manufacturer), then we just need to know the
system’s thermal resistances (R1, R2 and R3) to calculate Qc. If Qc multiplied by 16 is greater than
Qpump, we can make the conclusion that the pump laser module can work at a suitable and stable
temperature. The temperature of heat sink T1 can also be written as the following expression:

T1(Qc, Ta, I) = {[Sm I(R2+R3)−1](Sm IR1+1)−Km(R1+R2+R3)}Qc−KmTa− 1
2 I2Rm [(2Km−Sm I)(R2+R3)+1]

Sm
2 I2(R2+R3)−Sm I−Km

. (12)

If assuming Equation (8) is established and Qpump is at its maximum value, then we can obtain
Qc as a fixed constant, setting I and Ta at regular values, and calculate Sm, Rm and Km, allowing the
temperature (T1) to be calculated out by the expression. Finally, it can be concluded whether the
pump laser module is working at a suitable temperature by comparing T1 with the normal operating
temperature range.

3.3. Numerical Simulation

A finite-element model was established using COMSOL 4.4 software to estimate the cooling
capacity of the thermal control system, and the thermal transfer process was mainly analyzed to
simulate the temperature rise and the thermal distribution in the laser cabinet. The heat dissipation
of the mid-infrared OPO laser is a multi-physics field coupled process with heat conduction,
heat convection and gas turbulent flow.

The material properties and size of the finite-element model are shown in Table 2. The whole
laser cabinet structure including fins was made by aluminum material. The aluminum 6063-T83 with
thermal conductivity 201 W/(m·K) was defined as the cabinet material in the software. When the
thermal control system works, the cold side of the TEMs absorbs the heat produced by the pump laser
module, and releases heat at the hot side simultaneously. This heat quantity was taken as the heat
source in the model and delivered through thermal conduction to the laser cabinet. A 500 W boundary
heat source was defined to simulate the quantity of heat produced by the TEMs. There were 14 cooling
fins at the bottom of the laser cabinet. The shape of each fin was 300 × 50 × 2 mm 3, and the fin
spacing was 20 mm. Seven fans were defined in the software, and the flow rate was set at 0.011 m3/s.
The thermal conductivity of the heat pipe was set in segmented mode to make a closer equivalent
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simulation of its physical features. The thermal conductivity of the evaporation section was set at
2 × 104 W/(m·K), while the thermal conductivity of the condensation section was set at 500 W/(m·K).

Table 2. Material properties and sizesin the finite-element model.

Material
Thermal Conductivity

(W/m·K)
Size Number Flow Rate (m3/s)

Cabinet Aluminum
6063-T83 201

330 × 330 × 115 mm3

(L × W × H)
Wall thickness: 10mm

/ /

Fin Aluminum
6063-T83 201

300 × 50 mm2 (L × W)
Fin thickness: 2mm
Fin spacing: 20mm

14 /

Heat pipe / Evaporation section:2 × 104

Condensation section: 500
280 × 12 × 5 mm3

(L × W × H)
2 /

Fan / / 40 × 40 × 10 mm3 6 0.011

The finite-element mesh model is shown in Figure 8 and the size unit of this model is in millimeters,
the results for the temperature analysis of the model at ambient environment temperatures of 25 degrees
and 45 degrees are shown in Figure 9, and the temperature units are degrees. It can be deduced that
the highest temperature rise occurred at the left edge of the laser cabinet and with almost the same
value at the different ambient temperatures. It is assumed that the two groups of TEMs were close
to the left edge of the cabinet with the highest temperature at the hot side, since the simulated heat
source was 500 W and the temperature rise was almost 20 K, thus the thermal resistance (R3) for the
TEMs was 0.04 K/W. The other two groups of TEMs in the middle of the cabinet almost had a 15 K
temperature rise at the hot side and the thermal resistance (R3) for them was 0.03 K/W.

Figure 8. Finite-element mesh model of the system.

The cooling capacity of the system is discussed in two situations—at 25 ◦C (room temperature) and
45 ◦C (high temperature). From the temperature rising simulation results in Figure 9, we approximately
calculated the TEC performance parameters, Rm, Km and Sm, for Th = 50 ◦C and the following
parameters were obtained: Rm = 0.985 Ω, Km = 0.946 K/W and Sm = 0.048 V/K. Using Equation
(11), in the first situation, Ta = 298.15 K (25 ◦C), the TEC drive current (I) was defined as 5A, and it was
assumed that R1 = R2 = 0.1 K/W and T1 = 293.15 K (20 ◦C) at which the pump source can work stably.
For the two groups of TEMs with R3 = 0.04 K/W, the cooling output of each TEM was Qc1 = 39.5 W,
and for the other two groups of TEMs with R3 = 0.03 K/W, the cooling output of each TEM was
Qc2 = 40 W. Consequently, the total cooling output (Qc) of the 16 TEMs was about 636W.
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(a) (b) 

Figure 9. Finite-element analysis results: (a) in 25 degrees and (b) in 45 degrees.

When Ta = 318.15 K (45 ◦C) with the same other parameters, the two groups of TEMs with
R3 = 0.04 K/W had Qc1 = 24 W, and the other two groups of TEMs with R3 = 0.03 K/W had
Qc2 = 24.4 W. Thus, the total cooling output (Qc) of the 16 TEMs was about 387.2W. The calculated
results indicate that the temperature of the LD modules and the fiber in the pump source can be
controlled at the setting value in the ambient temperatures of 25 ◦C and 45 ◦C. The estimated cooling
capacity of the system in different ambient environments is shown in Table 3.

Table 3. The estimated cooling capacity of the system in different ambient environments.

Ambient
Environment

Temperature (Ta)
T1 TEC Driving Current Position of TEMs R3

TEM Cooling
Output (Qc1)

System Cooling
Capacity (Qc)

298.15 K (25 ◦C) 293.15 K (20
◦C) 5 A

TEMs near the edge 0.04 K/W 39.5 W
636 WTEMs in the middle 0.03 K/W 40 W

318.15 K (45 ◦C) 293.15 K (20
◦C) 5 A

TEMs near the edge 0.04 K/W 24 K/W
387.2 WTEMs in the middle 0.03 K/W 24.4 W

4. Experiment Results and Discussion

Experiments in room and high temperature environments were conducted to verify the actual
cooling capacity of the thermal control system and the performance of the mid-infrared OPO laser.
The output power of OPO laser was measured using the laser power meter in 25 ◦C and 45 ◦C
temperature environments. The laser controlling temperature was set to 20 ◦C. The near-field pattern of
the laser was analyzed through the laser beam quality analyzer (PY3) in room temperature. The picture
of the mid-infrared OPO laser is shown in Figure 10. The black case on the left side is the electrical
control unit, and the case with fans on the right side is the optical unit.

Figure 10. Picture of the mid-infrared OPO laser.
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In the room temperature environment, when the electrical control unit was powered on,
the thermal control system began to control the refrigeration of the TEMs to reduce the temperature of
the laser. About 4 min later, the upper surface temperature of heat sink was reduced and stabilized
at about 20.1 ◦C. Then the pump source was turned on and the laser began to output light. Since the
pump source generated heat and transferred it to the heat sink, the temperature rose to about 20.6 ◦C.
The temperature control circuit acquired rose in temperature and calculated the PWM control variable
based on the PID algorithm. Then the output voltage exerted on TEMs was increased appropriately
and the cooling output was amplified. About 1 min later, the temperature was reduced and stabilized
at about 20.1 ◦C. The temperature variation of the pump laser over time is shown in Figure 11.

Figure 11. Temperature variation of the pump laser.

In the high temperature experiment, the mid-infrared OPO laser was put in the high and low
temperature test boxes, as shown in Figure 12, and the environment temperature was set to 45 ◦C.
About 10 min after the electrical control unit was powered on, the temperature was reduced and
stabilized at about 20.1 ◦C. Then, the pump source was turned on and the laser began to output
light, and the temperature rose to about 20.7 ◦C. About 1 min later, the temperature was reduced and
stabilized at about 20.1 ◦C, as shown in Figure 11.

Figure 12. Experiment in the high temperature environment.
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The output power variation of the mid-infrared OPO laser with 70% maximum pump power in
room and high temperature environments is shown in Figure 13. The near-field pattern of the OPO
laser at room temperature was also measured and is shown in Figure 13. The following formula was
used to calculate the output power stability (S) of the OPO laser:

S = ±Pmax − Pmin

2 × Pavr
(13)

Pmax, Pmin and Pavr are the maximum, minimum and average output powers of the OPO laser
with the measured values. The calculated output power stability values of the laser in room and high
temperature environment were ±0.7% and ±1%, respectively. The one-hour output power stability of
the laser in room temperature environment was within ±1%. The experimental results above show
that the thermal control system has a strong cooling capacity to keep the substrate temperature of the
pump laser module at the setting value.The laser was able to work normally in both the room and
high temperature environments, and when pump power of the laser changed, the temperature control
circuit was able to adjust the output drive voltage on TEMs according to the measured temperature
value, keeping the temperature of the pump laser at a stable and suitable value.

Figure 13. Output power variation and near-field pattern of the OPO laser.

5. Conclusions

In this paper, a tunable all-fiber laser pumped OPO was established, and a thermal control system
based on TEMs, automatic temperature control circuit, PID algorithm, cooling fins, fans and heat pipes
was integrated and designed for the laser. This system is compact, light, air-cooling and has automatic
temperature control. A finite-element model of the cooling system was built and simulated in the
COMSOL 4.4 software to analyze the thermal transfer process. A mathematical model and method
were established to estimate the cooling capacity of the system under different ambient environments.
The estimated maximum cooling capacity of this system was approximately 636 W in 25 ◦C and 387 W
in 45 ◦C. The substrate temperature of the pump laser module was able to be maintained at a stable
value with a steady state error of no more than 0.2 ◦C in room and high temperatures when the OPO
laser was working. The output power stability of the OPO laser in room and high temperatures were
±0.7% and ±1% respectively. The experimental results indicate that this compact air-cooling thermal

32



Appl. Sci. 2018, 8, 878

control system can effectively solve the heat dissipation problem of mid-infrared solid-state lasers with
a one hundred watts level pump module in room and high temperature environments.
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Abstract: Quartz-enhanced photoacoustic spectroscopy (QEPAS) is an improvement of the
conventional microphone-based photoacoustic spectroscopy. In the QEPAS technique, a commercially
available millimeter-sized piezoelectric element quartz tuning fork (QTF) is used as an acoustic
wave transducer. With the merits of high sensitivity and selectivity, low cost, compactness, and a
large dynamic range, QEPAS sensors have been applied widely in gas detection. In this review,
recent developments in state-of-the-art QEPAS-based trace gas sensing technique over the past five
years are summarized and discussed. The prospect of QEPAS-based gas sensing is also presented.

Keywords: quartz-enhanced photoacoustic spectroscopy; quartz tuning fork; gas sensing; detection limit;
laser spectroscopy; practical applications

1. Introduction

Photoacoustic spectroscopy (PAS) is an indirect absorption spectroscopy. It is based on the
photoacoustic effect, which was first discovered by Alexander Graham Bell in 1880 [1]. The principle
of PAS is shown in Figure 1. When the laser output is absorbed by a gas sample, the absorbed laser
energy is converted to heat energy by the non-radiative relaxation processes of gas molecules, and will
subsequently result in an increase in the local temperature and pressure in the sample. If the laser
is modulated, the absorption of laser energy in a gas sample leads to the generation of an acoustic
wave. The intensity of the produced acoustic wave is related to the sample concentration. The signal
amplitude S of PAS is expressed as in Equations (1) and (2) [2]:

S ∼ αQP
f

(1)

α = σN (2)

where α is the absorption coefficient, Q is the quality factor of spectrophone, P is the optical power
of excitation source, f is the resonance frequency, σ is the absorption cross section, and N is the
gas molecular concentration. From Equation (1), it can be seen that the signal amplitude of PAS
sensor is inversely proportional to the resonance frequency of the photo-acoustic cell. However, if the
resonance frequency is too low, it makes the PAS sensor more sensitive to 1/f noise, environmental
noise, and sample gas flow noise. Finally, it will result in a low signal-to-noise ratio (SNR) for the PAS
sensor [3].

Unlike an optical detector used in direct absorption spectroscopy, in traditional PAS, a sensitive
microphone is employed to detect the acoustic wave. PAS has the advantages of low cost and signal
enhancement on increasing the laser excitation power. However, for the microphone-based PAS,
the low value of Q factor (<100) and the large size of the photoacoustic cell limit its performance and
actual applications [4–8]. Quartz-enhanced photoacoustic spectroscopy (QEPAS) is a modification of
the conventional microphone-based PAS, which was first reported in 2002 [9].
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Figure 1. The principle of the PAS technique.

In the QEPAS technique, a quartz tuning fork (QTF) is used as an acoustic wave transducer.
The QTF is a commercially available millimeter-sized piezoelectric element, which is usually used
in watches, clocks, and electronic circuits to provide clock rate [10–12]. The high Q-factor (~100,000
in a vacuum and ~10,000 in a standard atmosphere pressure) and narrow resonance frequency band
(<1 Hz) of QTF improve the QEPAS selectivity and immunity to environmental acoustic noise [13–19].
Due to the merits of high selectivity and sensitivity, low cost, compactness, and a large dynamic
range, QEPAS sensors have been widely applied in gas detection for atmospheric monitoring [20–27],
chemical analysis [28–32], biomedical diagnostics [33–36], and trace gas sensing [37–44]. Different
QEPAS sensor architectures were developed to meet the requirements of a large number of applications.

2. Standard QEPAS-Based Gas Sensor System

A standard QEPAS-based gas sensor system is shown in Figure 2. A diode laser or quantum
cascade laser (QCL) is often used as a gas sample excitation source. For a diode laser, the emission
wavelength is less than 3 μm. Usually it is a fiber-coupled output. The gas analytes flow into an
acoustic detection module (ADM) with a slow flow rate to avoid flow noise. Usually the rate is
smaller than 200 mL/min. In order to increase the Q factor of QTF and narrow the gas absorption line
width, a pressure controller is adopted to reduce the gas pressure. The laser wavelength is modulated
through employing a sinusoidal dither at frequency f (f = f 0/2, where f 0 is the resonance frequency
of QTF). The QTF in QEPAS sensor converts the acoustic wave into an electrical signal due to the
piezoelectric effect, and the resonant property of QTF enhances the signal amplitude. Commercially
available QTFs with a f 0 of ~32.76 kHz are typically employed. An obvious enhancement of the QTF
current signal can be obtained after adding two metallic tubes (mRs) to the QTF sensor architecture.
The mRs act as micro-resonators [45]. To obtain a strong acoustic wave coupling, the length L of
mR should be optimized. Typically, the optimum L is in the range of λs/4 < L < λs/2, where λs is
the acoustic wave wavelength [46]. The weak current signal of QTF (in the scale of nanoampere) is
amplified and converted into voltage by a transimpedance amplifier (TA) with a resistance of ~MΩ.
The lock-in amplifier is used to demodulate the second harmonic component (2f ) generated by the
QTF. To improve the slow vibrational-translational (V-T) relaxation processes of the target analyte,
H2O vapor is usually added to the target trace gas. The presence of H2O vapor in the analyzed gas
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increases the V-T relaxation process, which results in a higher detected amplitude of the QEPAS signal.
Furthermore, the excitation laser wavelengths and absorption lines of the target analyte should avoid
overlap with the metastable vibrational transitions of atmospheric nitrogen (N2) and oxygen (O2) to
ensure efficient V-T relaxation of the target molecule, thus contributing to the QEPAS signal.

 

Figure 2. Schematic of the QEPAS sensor. TA: transimpedance amplifier; mR: micro-resonator; ADM:
acoustic detection module; L: plano-convex lens; FC: fiber collimator.

3. QEPAS Sensor with High-Power Excitation Source

When a laser source with a higher optical power is used in the QEPAS sensor, more molecules
are excited, which results in a stronger acoustic wave. Therefore, different from tunable diode laser
absorption spectroscopy (TDLAS) and other laser absorption spectroscopy, a distinct merit of the
QEPAS sensor is that its performance can be improved when the excitation laser power is increased.
As shown in Equation (1), QEPAS detection sensitivity is proportional to the excitation laser power P.

3.1. QEPAS Sensor Based on an EDFA-Amplified Diode Laser

Single-mode diode lasers with a butterfly package or transistor outline (TO) package are usually
used in QEPAS sensor system due to their low cost and compactness [47–49]. However, the output
power of the diode laser is low, typically in the range of several milliwatts (<50 mW), which significantly
limits the QEPAS sensor sensitivity. An optical fiber amplifier is usually used for optical signal
amplification. With the advantage of high-power output (which easily reaches watt level), it is used
extensively in optical communications. In a commercially available optical fiber amplifier, an optical
fiber with a single-mode structure (and doped with rare-earth ions such as erbium and ytterbium) is
used as the active medium. The fiber is pumped by diode lasers. The optical fiber amplifier usually
used is an erbium-doped fiber amplifier (EDFA). EDFA has many obvious advantages, such as fiber
compatibility, low noise, high gain, and polarization independence [50,51]. When an appropriate
seed diode laser is injected, an EDFA can be used to obtain an amplification gain of more than
30 decibel (dB). Three operating wavelength bands (L band: 1565–1610 nm, C band: 1520–1570 nm,
and S band: 1450–1550 nm) of EDFA are commercially available.

Recently, a QEPAS sensor system based on an EDFA-amplified diode laser was successfully
used in acetylene (C2H2), hydrogen sulfide (H2S), and ammonia (NH3) detection [52–54]. In [52],
a near-infrared, continuous-wave diode laser with emitting power of 6.7 mW served as the seed laser.
The output of this laser was sent to an EDFA for power amplification. The maximum output power
of the EDFA was 1500 mW. The emission spectra for the seed laser and the EDFA-amplified diode
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laser are shown in Figure 3. The amplified diode laser with high output power of 1500 mW had the
same signal-to-noise ratio as the seed laser (~30 dB). Due to the fact that with high power intensity
it is easy to attain high gain, compared to the seed laser, the line width of the amplified diode laser
was compressed (see Figure 3a,b). Narrower line width represents better spectral resolution and is
beneficial for improving the sensor’s selectivity.

Figure 3. Emission spectra for a seed laser and an EDFA-amplified diode laser.

The schematic of an EDFA-based QEPAS sensor is shown in Figure 4. After being amplified by an
EDFA, the laser beam of a diode laser was injected into an acoustic detection module (ADM). For C2H2,
H2S, and NH3 sensing, the detection limits of EDFA-QEPAS sensors were 33.2 ppb (parts per billion
by volume) [52], 142 ppb [53], and 418.4 ppb [54], respectively. No signal saturation was observed in
these investigations, which means that an EDFA with higher output power can be adopted to further
improve the QEPAS sensor performance.

 

Figure 4. EDFA-based QEPAS sensor system.
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3.2. Intra-Cavity QEPAS Sensor

An intra-cavity QEPAS (I-QEPAS) sensor was first reported by Vincenzo Spagnolo [55] and was
further developed for sensitive carbon dioxide (CO2) and nitric oxide (NO) detection [56–58]. Due to
the output coupling loss, the laser power intensity in the intra-cavity is much higher than outside.
In [55], a bow-tie type optical resonator with a high finesse (>1500) was developed, which is shown
in Figure 5. A distributed feedback quantum cascade laser (QCL) emitting at 4.33 μm was used
as the excitation source for carbon dioxide (CO2) detection. Compare to the incident laser power,
the intra-cavity optical power was boosted by a factor of ~250. Finally, a ppt (parts per trillion) level
detection limit and a normalized noise equivalent absorption (NNEA) of 3.2 × 10−10 cm−1 W/

√
Hz

were achieved.

 

Figure 5. Schematic of the optical resonator.

An I-QEPAS sensor based on fiber-ring laser was reported by Ren [59]. The schematic of the
experimental setup is shown in Figure 6. An erbium-doped fiber laser with a ring cavity structure was
adopted. A fiber coupler #1 with a ratio of 1:9 was used to ensure that the laser power intensity within
the cavity was much higher than outside. Hence, it would make maximum use of the laser power for
the I-QEPAS. A fiber Bragg grating (FBG) was used to modulate the laser wavelength. C2H2 detection
at the wavelength of 1531.6 nm was performed to evaluate the fiber-ring laser based I-QEPAS sensor
performance. A minimum detection limit of C2H2 of 29 ppb at 300 s integration time was achieved
when the optimized laser modulation depth and gas pressure were selected. The linear dynamic range
of the fiber-ring laser-based I-QEPAS sensor was on the order of 105.

Figure 6. Schematic of the I-QEPAS sensor based on fiber-ring laser.
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4. QEPAS Sensor Based on Custom QTF

A commercially available, low-cost QTF (<$1) with a resonance frequency f 0 of ~32.76 kHz is
usually used in the QEPAS sensor system [60–62]. Typically, the dimension of the two prongs of the
QTF is 3.6 mm in length, 0.6 mm in width, and 0.36 mm in thickness, and the gap between the two
prongs is 300 μm [63]. As shown in Equation (1), the signal amplitude of the QEPAS sensor is inversely
proportional to the QTF resonance frequency. A QTF with a smaller f 0 will result in a longer integration
time, which is an advantage for increasing the QEPAS sensor signal level [64–66].

4.1. QEPAS Sensor Employing a Custom QTF with a Large Prong Gap

When excitation sources with bad beam quality such as light-emitting diodes (LEDs), vertical cavity
surface emitting lasers (VCSELs), and terahertz (Thz) QCLs are used in QEPAS sensors, the large beam
diameter and divergence angle make the light beam unable to pass through the micro-resonators and
the 300 μm gap between the two prongs of usually used standard QTF totally, resulting in obvious
optical noise. Custom QTFs with a large prong gap can solve this issue [67–69]. The first custom-made
QTF employed in a QEPAS sensor combining a 3.93 THz QCL was reported by Spagnolo [70]. The gap
between the two QTF prongs was 1 mm. The fundamental resonance frequency and Q factor at
atmospheric pressure of this custom QTF were 4246 Hz and 9930, respectively. The comparison of
parameters of geometries for a standard QTF and the custom QTF is shown in Table 1. Methanol
detection was performed to verify the performance of this THz-QEPAS sensor with custom QTF.
The obtained detection limit was 7 ppm at 4 s integration time and the corresponding NNEA was
2 × 10−10 cm−1W/

√
Hz.

Table 1. Parameters for standard and custom QTFs.

QTF f 0 (kHz) Length (mm) Width (mm) Thickness (mm) Gap (mm)

Standard 32.768 3.6 0.6 0.36 0.3
Custom 4.246 20 1.4 0.8 1

4.2. QEPAS Sensor Employing Overtone Flexural Mode of Custom QTF

If the fundamental resonance frequency of custom QTF is small (a few kHz), the resonance
frequency of the first overtone flexural mode should not be too high. Therefore, the first overtone
flexural mode of QTF can be used in a QEPAS sensor [71–74]. The schematic of the fundamental
flexural mode and the first overtone flexural mode of QTF is shown in Figure 7. In [71], a custom QTF
with fundamental mode resonance ~2.87 kHz was adopted and the first overtone at ~17.7 kHz was
utilized. The measured Q factor for the first overtone resonance was 31,373.81, which is ~2.6 times
higher than when it operated in fundamental flexural resonance mode (12,098.97). A high Q factor is
beneficial to improve the QEPAS signal level. To evaluate the sensor performance, a near infrared (IR)
diode laser emitting at 1.37 μm and water vapor (H2O) as the target gas were selected. The comparison
of the first overtone mode and the fundamental mode was carried out at the same conditions, in terms
of a 1.7% water concentration, a pressure of 75 Torr, an optimized laser wavelength modulation depth,
and laser beam focusing point. The normalized peak value of measured second harmonics for the first
overtone mode is ~5.3 times higher than that achieved using the fundamental mode.
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Figure 7. Schematic of the custom QTF, fundamental flexural mode, and the first overtone
flexural mode.

4.3. QEPAS Sensor Employing a Custom Small-Gap QTF

In the QEPAS technique, the acoustic wave generated by the reaction between gas molecules
and laser at the gap of the two prongs can be regarded as spherical wave oscillation. The spherical
wave propagation decreases with the cube of the distance, which means that the energy of the acoustic
wave will attenuate rapidly as the distance from the generation point of the acoustic wave increases.
Based on the above analysis, employing a QTF with a small gap will increase the strength of the
acoustic wave acting on the prongs of QTF. Therefore, the signal level of QEPAS would be enhanced.
The schematic of the laser beam, a QTF, and the generated acoustic wave is shown in Figure 8. The first
custom QTF with a small gap of 200 μm used in the QEPAS sensor was reported by Ma [75]. Using the
COMSOL software, a finite element modeling (FEM) was constructed, and the displacement of QTF
with different micro-resonators (mR) was calculated theoretically. For comparison, a standard QTF
with a 300-μm gap was also investigated. The calculated results are shown in Figure 9. An experimental
evaluation was carried out by employing a distributed feedback diode laser with emitting wavelength
of 1.39 μm and choosing water vapor (H2O) as the target analyte. The detailed parameters of QTF and
experimental results are displayed in Table 2. It can be seen that using a custom QTF with a small gap
of 200 μm improved the QEPAS sensor performance significantly. This improvement can be explained
as follows. Firstly, due to a lower energy loss of propagation, the QTF with a small gap of 200 μm
allowed the acoustic wave to push the fork prongs more efficiently. Secondly, a decrease of QTF mass
compared to that of a standard QTF would result in bigger displacement.

Table 2. Dimensions and parameters of two QTFs.

Parameter Unit Small-Gap QTF Standard QTF [63]

Length mm 3.42 3.6
Width mm 0.3 0.6

Thickness mm 0.44 0.36
Gap μm 200 300

Detection limit ppm 1.85 5.9
NNEA cm−1W/

√
Hz 2.02 × 10−8 7.73 × 10−8

41



Appl. Sci. 2018, 8, 1822

 

Figure 8. Schematic of the QTF, the laser beam, and the generated acoustic wave.

Figure 9. Calculated displacement for two different QTFs with various lengths of micro-resonators
(mRs): (a–c) for the QTF with a 200 μm gap; (d–f) for the standard QTF with a 300 μm gap.

5. FEW-QEPAS Sensor for Long-Distance and Distributed Gas Detection

Usually the QEPAS sensor is applied to gas concentration measurement for one point. It is hard
for it to realize distributed gas sensing. Fiber evanescent wave (FEW) technology has the advantages
of anti-adverse environment, anti-electromagnetic interference, low transmission loss, flexible in
operation, and on-line measurement. In 2017, Ma combined the QEPAS and FEW techniques and
proposed a new FEW-QEPAS method for long-distance and distributed gas sensing [76]. Due to the
fact that the power of the FEW increases with decreasing diameter of the micro-nano fiber, the diameter
of the tapered fiber should be small enough (<2 μm) to get a strong FEW. Using the flame-brushing
method, the tapered fibers were fabricated from a standard single-mode fiber (SMF). To evaluate the
FEW sensor performance, a single mode fiber with a length of 3 km was used to deliver the laser,
and three tapers were fabricated as sensing units. The measured diameters of the three tapered fibers
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were ~1.67 μm, 1.77 μm, and 1.12 μm, respectively. The power percentage of FEW for the three tapers
was calculated by a finite element method (FEM) of COMSOL Multiphysics (COMSOL Inc., Stockholm,
Sweden) and is depicted in Figure 10.

Figure 10. FEW power as a function of fiber diameter for three tapers (inset: optical field distribution
for fiber taper).

The schematic of the experimental setup for FEW-QEPAS sensor is depicted in Figure 11.
An experimental evaluation was carried out by employing a distributed feedback diode laser with
emitting wavelength of 1.53 μm and choosing acetylene (C2H2) as the target analyte. The detection limit
of 30 ppm, 51 ppm and 13 ppm at 1 s integration time was obtained for the three tapers, respectively.
The corresponding NNEA were 3.55 × 10−6, 3.52 × 10−6, and 3.66 × 10−6 cm−1 W/Hz−1/2,
respectively. Further improvement of the performance of FEW-sensor can be achieved by using
a fiber taper with a smaller diameter and lower transmission loss.

 

Figure 11. Schematic of the FEW-QEPAS sensor.

6. 3D-Printed QEPAS Sensor

To be useful in practical applications, a QEPAS sensor should be portable and small in terms
of size, weight, and power consumption. Typically, a group of block-shaped lenses is used for laser
beam propagating and transforming [77,78]. As a consequence, it results in unstable configuration
and large size and therefore limits the sensor’s performance and real applications. The 3D printing
technique does not need traditional machine tools and multi-machining process. It holds the merits of
“free manufacturing”, reduction in processing time and procedure, high integration and stability, and
so on. A 3D-printed QEPAS acoustic detection module (ADM) was first demonstrated by Ma [79,80].

43



Appl. Sci. 2018, 8, 1822

The designed 3D model of ADM and the 3D-printed product are displayed in Figure 12. A UV-curable
resin was used as the processing material for the 3D printing. The 3D-printed ADM had dimensions of
29 mm in length, 15 mm in width, and 8 mm in thickness, and was sealed by a quartz glass window.
A fiber-coupled grin lens with a diameter of 1.8 mm was adopted for laser focusing. The optical
components of fiber and grin lens and the photoacoustic detection components of QTF and a pair of
micro-resonators (mRs) were assembled together. The total weight of the 3D-printed ADM, including
all the above components, was ~5 g.

 
Figure 12. Schematic of the 3D-printed ADM (a) Designed 3D model; (b) 3D-printed ADM with optical
and photoacoustic detection components; (c) the flow field within the ADM.

A portable QEPAS sensor was further developed based on the above 3D-printed ADM. The QEPAS
system contains two floors, in which Floor I is for the circuitry section, including a diode laser driver,
a custom lock-in amplifier, and a transimpedance amplifier. In order to facilitate its usage outside,
a rechargeable battery with running time of 8 h was used as the power supply. Floor II is for the optical
section, in which a fiber beam splitter (FBS) with a splitting ratio of 1:9, an integrated ADM, and a
reference cell were assembled. The portable QEPAS sensor had a dimension of 250 × 250 × 50 mm3.
The weight of it was ~3.5 kg.

7. Conclusions and Future Outlook

In this review, recent developments of the QEPAS-based trace gas sensing technique in the
past five years are summarized and discussed. Compared to other absorption spectroscopy such
as tunable diode laser absorption spectroscopy (TDLAS), a distinct advantage of the QEPAS sensor
is that its performance can be improved when the output power of the excitation laser source is
increased. Based on this feature, the near-infrared light source of diode laser was power amplified
by an erbium-doped fiber amplifier in the communications bands to improve the QEPAS sensor
performance. Due to the output coupling loss, the laser power intensity in the intra-cavity is much
higher than outside. Therefore, placing a QTF into the intra-cavity can enhance the signal level of
QEPAS. When excitation sources such as LEDs, VCSELs, and terahertz (Thz) QCLs are used in QEPAS
sensors, the bad beam quality of large beam diameter and divergence angle make the light beam unable
to pass through the micro-resonators and the 300 μm gap between the two prongs of standard QTFs,
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resulting in obvious optical noise. A custom QTF with a large prong gap of ~1 mm can solve this issue
well. If the fundamental resonance frequency of the custom QTF is small (a few kHz), the resonance
frequency of the first overtone flexural mode should not be too high (<20 kHz). Therefore, the first
overtone flexural mode of QTF can be used in the QEPAS sensor. The several-fold increase in the
Q factor of the first overtone mode improved the QEPAS sensor detection sensitivity significantly.
Unlike the custom QTF with a large prong gap, a custom QTF with a small gap of 200 μm with the
merit of lower energy loss of propagation allowed the acoustic wave to push the fork prongs more
efficiently. A decrease of QTF mass compared to a standard QTF would result in bigger displacement.
Therefore, employing a QTF with a small gap of 200 μm in QEPAS is another way to improve the
detection limit. Fiber evanescent wave (FEW) has the advantages of being flexible in operation
and on-line measurement. By combining FEW and QEPAS techniques together, a long distance of
3 km and distributed gas sensing were achieved. The 3D printing technique has the merits of “free
manufacturing”, reduction in processing time and procedure, high integration, and stability. A portable,
small QEPAS sensor was obtained using a 3D-printed QEPAS acoustic detection module with a weight
of ~5 g. Further improvement of the QEPAS sensor detection sensitivity can be obtained by using a
THz laser source with high output power in order to achieve the minimum detectable concentration
at the ppb or sub-ppb level. Furthermore, the intra-cavity QEPAS sensor can be realized in the novel
mid-infrared solid-state laser oscillations with the merits of high laser power intensity and excellent
beam quality [81,82]. Unlike optical detectors used in other laser spectroscopy such as TDLAS, QTF is
immune to the laser wavelength. This feature is especially attractive for QEPAS gas sensing in the
>10 μm region, where the availability of optical detectors is limited and the strong absorption band of
gas molecules exist. The overall size of a typical QEPAS sensor platform can be significantly reduced
to a size that makes this device suitable for applications requiring lightweight and compact sensors
such as balloon- or miniature unmanned aerial vehicle (UAV)-based atmospheric measurements or
portable low-cost sensors for first responders, such as in mining accidents or forest fires near urban
centers. The QEPAS-based sensor has a wide range of applications in environmental monitoring,
atmospheric chemistry, industrial chemical analysis, and medical and biomedical diagnostics, as well
as in law enforcement.
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Abstract: Photothermal spectroscopy (PTS) is a technique used for determining the composition of
liquids, solids and gases. In PTS, the sample is illuminated with a radiation source, and the thermal
response of the analyte (e.g., refractive index) is analyzed to gain information about its content.
Recent advances in this unique method of detecting gaseous samples show that photothermal gas
spectroscopy can be an interesting alternative to commonly used absorption techniques. Moreover,
if designed properly, sensors using PTS detection technique can not only reach sensitivities comparable
with other, more complex techniques, but can significantly simplify the design of the sensor. In this
review, recent developments in photothermal spectroscopy of gases will be summarized and discussed.

Keywords: photothermal spectroscopy; gas sensing; detection limit; laser spectroscopy; practical
applications; intracavity gas detection; interferometric gas detection

1. Introduction

Photothermal spectroscopy (PTS) is a group of spectroscopy techniques commonly used to measure
thermal characteristics and optical absorption of samples (solids, liquids or gases) [1–3]. Photothermal
techniques were investigated already in the 80s’, mainly as a method for measuring the absorption of
thin samples and liquids. Generally, in PTS, the analyte is illuminated with a radiation source (e.g.,
a laser beam) and the change in the thermal state of the sample (or the consequences of the change)
is monitored. A portion of the light absorbed by the sample is lost to emission, the remaining part
contributes to a temperature raise of the sample. This in turn influences the thermodynamic properties
of the sample (or particles adjacent to it), which can be observed as temperature, density or pressure
change. In PTS, those three parameters are most commonly monitored to determine the composition
of the target analyte. PTS is in principle similar to photoacoustic spectroscopy (PAS) [4–6] and relies
on an indirect method of measuring the absorption of the sample, which is the key distinction when
compared to traditional absorption spectroscopy techniques. In absorption spectroscopy techniques
e.g., tunable diode laser absorption spectroscopy (TDLAS), a basic setup consists of a tunable diode
laser light source and a suitable detector [7,8]. The laser source used in the experiment is tuned
across the characteristic absorption lines of the targeted gas in the path-length of the laser beam.
Absorption of the molecules causes a reduction of the intensity, which is detected by a photodiode
and signal-processed to determine the gas concentration or other properties of the gas (e.g., pressure,
temperature, velocity) [9]. As this method usually relies on calculating the difference between the input
light intensity and the light absorbed by the sample, the performance and accuracy of the sensor is
limited especially in the case of small absorption and by reflections and scattering effects usually present
in such systems. Moreover, accessing strong absorption features of numerous gas molecules requires
using mid-infrared laser sources. In TDLAS, this implies incorporating expensive detectors (e.g.,
based on mercury cadmium telluride material). Unlike traditional absorption spectroscopy techniques,
in PTS and PAS, the sensor does not rely on quantifying the signal directly involved in the absorption,
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but rather on the influence of the absorbed energy on the gas particles. Therefore, the amplitude of
the registered PTS signal is proportional to the absorption, but the measurement does not require
monitoring the parameters of the laser radiation exciting the gas molecules. Moreover, performed in
a properly designed sensor, PTS is a zero-background measurement—no absorption equals to zero
registered signal, thus PTS sensors require minimal calibration. Photothermal spectroscopy has been
successfully employed in commercial lab-grade apparatus commonly used for analyzing solid samples.
In such devices, photothermal deflection (PDS) or photothermal lens spectroscopy (TLS) effects are
used [10–13].

PTS of gas samples is usually performed in a scheme as presented in Figure 1.

Figure 1. The principle of the photothermal spectroscopy techniques.

To perform PTS, the gas molecules have to be excited by an energy source. This is commonly
accomplished by illuminating the gas sample with a laser source—pump laser. Similarly to traditional
absorption spectroscopy, the wavelength of the light has to be appropriately chosen to target strong
transitions of the molecules; thus, a significant portion of the light will be absorbed. Part of the
absorbed energy will locally heat the sample (due to non-radiative relaxation of the molecules), causing
a change in the density, which in turn modulates the refractive index (RI) of the gas. Because the
variations of the RI are small (Δn ~ 10−9), most PTS gas sensors rely on an interferometric signal
retrieval sensor configuration (e.g., a Mach-Zehnder interferometer). In such a case, the interferometer
is constructed to have one of the measurement beams interact with the excited gas sample. The induced
RI modulation will result in a change in the optical paths of one arm of the interferometer and thus
produce a signal which can be easily detected. The pump wavelength can be additionally modulated
by a sinewave-function in the vicinity of the absorption line, causing a periodic RI modulation and can
simplify the absorption signal retrieval by employing commonly used techniques e.g., wavelength
modulation spectroscopy (WMS) [14,15].

The PTS-induced RI change in the gas sample can be estimated based on Equation (1) [16].

Δn =
(n− 1)

T0

αPexc

4πa2ρCp f
(1)

where α is the absorption coefficient of the targeted gas; f is the excitation beam modulation frequency;
Cp is the specific heat of the gas mixture; ρ is the density of the gas mixture; Pexc is the pump beam
power, T0 is the absolute temperature and n is the refractive index of the gas mixture; and a is the pump
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beam radius. If required, the calculated photothermal-induced RI change can be converted to a phase
shift of the probe beam, according to equation

Δ∅ = (2πlΔn)/λ

where l is the laser-gas interaction length, and λ is the wavelength of the probe beam.
Although using multimode radiation in a Mach-Zehnder interferometer has been presented,

this requires additional signal processing methods or using a bulky and expensive optical spectrum
analyzer for calculating the induced phase shift. Therefore, in each of the presented PT gas spectrometers,
a single mode and single frequency laser beam is used as the probe. From equation (1), it can be seen
that the RI change and thus the resulting PTS signal is proportional to the absorption coefficient and
the pump laser power. On the other hand, it is inversely proportional to the pump beam cross-section
and the frequency of modulation. Hence, increasing the amplitude of the registered PTS signal can be
conveniently achieved by utilizing a laser source capable of delivering high output powers and good
beam quality (preferably with parameters M2 close to 1, or with TEM00 mode for Gaussian beams,
which permits tight focusing). Moreover, similarly to PAS, the PTS signal decreases with higher pump
laser modulation frequencies [17]. This is a direct result of the limited thermal response time of the gas
molecules and has been thoroughly explained in Reference [18]. This requires fine-tuning of the pump
laser modulation frequency of each PTS sensor to optimize the signal-to-noise ratio (SNR), so a tradeoff
between 1/f noise and registered signal is reached. Moreover, with a proper design, PTS gas sensors
can have direct frequency readout of the induced RI modulation. The principle is similar to dispersion
spectroscopy [19], where the gas concentration can be encoded into frequency deviation of the beat
note. In such configurations, the PTS sensors represent excellent immunity to any variations of the
signal amplitude. Moreover, PAS, PTS and CLADS are inherently baseline-free detection methods.
If no targeted gas particles are present in the sensor, no signal is observed. This severely simplifies
signal processing and limits the requirements for calibration and periodic re-adjustments of the sensor.

The main aim of this work is to present several interesting and unique approaches to photothermal
gas sensing. The configurations will be discussed and their performance will be compared.

2. First Experimental Verification of PTS Gas Sensors

Because the PT-induced RI modulation is inherently small, researchers developed several methods
to enable relatively non-complex retrieval of the signals. One of the methods uses interferometric
signal retrieval. Although usually requiring several bulk optics-based components to set-up the
interferometer, with careful design such PT sensors yield an acceptable SNR.

2.1. Optical Heterodyne Gas Spectrometer

One of the first attempts to use PT-induced effects for measuring highly diluted gas samples was
proposed by Davis et al. in 1981 [18]. The method was adopted from PT techniques used in probing
highly diluted liquid samples [20]. The Authors proposed to use a modified homodyne Mach-Zehnder
(MZ) interferometer as a method of measuring the PT-induced RI modulation. The setup is depicted in
Figure 2.

A single mode, single frequency beam of an HeNe laser was split into two arms to form an MZ
interferometer (probe). A glass sample cell fitted with appropriate windows was inserted into the
optical path of one of the interferometer arms. One of the mirrors (M on the schematic in Figure 2) was
mounted on a piezoelectric transducer. By driving the position of the mirror, the MZ interferometer
was stabilized in quadrature (in the middle between interference maximum and minimum), preventing
long-term thermal variations affecting the signal readout. In this experiment, a CO2 laser with a
maximum output power of 20 W was used as the pump source. The sensor performance was evaluated
by measuring methanol vapors (CH3OH). Authors calculated the detection limit at a level of 3 ppb
(part per billion). The achieved detection limit was excellent, proving that photothermal detection
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trace concentrations of gases can be an interesting alternative to commonly used methods. Although
the sensors proposed by Davis reached sensitivity close to photon-noise-limited values (10−10 cm−1),
this was possible only by employing a very powerful pump laser (~20 W CW). Moreover, because the
thermal response of the gas sample is limited, it is beneficial to work with low pump laser modulation
frequencies. Davis used an optimal modulation frequency of 23 Hz, but found that due to the increased
1/f noise components, the sensor had to be secured on a highly stable optical table and enclosed in an
additional enclosure, dampening acoustic noise. Although sensitive, this sensor layout is complex and
implementing it in out-of-lab applications would be complicated. The publication by Davis et al. [18]
is particularly interesting due to the extensive investigation of the thermal effects occurring in gases
excited by optical beams. A detailed description is included in the appendix of the publication.

Figure 2. Schematic of the Mach-Zehnder interferometer-type photothermal gas sensor. BS—beam
splitter, Ge—germanium window, M—mirror, ZnSe—zinc selenide window, E—beam polarization
vector direction, M-Ge—germanium mirror. Reprinted with permission from [18] C The Optical Society.

2.2. Homodyne Hydrazine Detector with Folded Jamin Interferometer

One of the first attempts to use a modified Jamin interferometer [21] configuration to detect
PT-induced RI changes was presented by Owens et al. in 1999 [22]. The schematic of the sensor is
presented in Figure 3.

Figure 3. Schematic diagram of the unfolded Jamin interferometer PT ammonia detector. A single-mode
He-Ne laser is used to form the interferometer. A 7 W modulated CO2 laser beam is used as the pump
source. Laser beam and gas interaction path length is 38 cm. Reprinted with permission from [22].

The proof-of-concept experiment used a single-mode He-Ne laser with an output power of 1 mW
as the probe laser. The beam was split into two independent arms using two etalons oriented at a
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45◦ angle. The etalons were appropriately coated to achieve a nearly even split ratio, forming an
unfolded Jamin interferometer with a total optical path ~50 cm. Beams exiting the interferometer were
focused onto two independent photodiodes. In this experiment, a static phase difference between
the signal and the reference beam was maintained (at zero) by driving a piezoelectric transducer on
which one of the etalons was mounted. This allowed for compensating any thermal drifts of the sensor
(similarly to work by Davis). The core of the sensor was enclosed in plexiglass housing and the gas was
delivered to the sensor via an inlet near the center of the interferometer. In this experiment, the detected
gas sample was ammonia (NH3). The gas particles were excited by an auxiliary, high-power (7 W),
tunable CO2 laser-pump laser. The emission of the pump laser was co-aligned with one of the arms
of the interferometer, forming a 38 cm-long gas-laser interaction length. The laser was capable of
reaching a strong NH3 transition centered at 9.22 μm and was modulated at 1.2 kHz with a sinewave
signal. By exciting the gas particles in one arm of the interferometer, a change in the refractive index
was obtained. This imbalance was easily detected as a phase shift between both beams forming
the interferometer. The signal analysis was simplified by using a lock-in amplifier (LIA) which was
referenced by the 1.2 kHz modulation delivered to the pump laser. This NH3 PTS detector was capable
of reaching a detection limit of 250 ppt and 33 ppt for 1 s and 100 s integration time, respectively. Worth
noting is the fact that the sensor had a linear response of over 5 orders of magnitude of the analyte
concentration. Although reaching promising results, the proposed sensor configuration is rather bulky,
requires precise alignment and reaching the detection limit is possible only in lab environment using a
high-power excitation laser.

3. Fiber-Based Photothermal Gas Sensors

Although the preliminary experiments have proven that PT spectroscopy can with ease compete
with traditional absorption gas detection techniques, the implementation of such sensors was
significantly more complex compared to TDLAS or WMS approaches, even considering the fact
that achieving results comparable to PTS requires implementing multipass gas absorption cells [23].
The limitations were mainly connected with the number of bulk optics required to set-up the sensor.
The overall complexity limited out-of-lab applications and thus PT gas sensors were not extensively
researched for years. This changed with the implementation of inexpensive, reliable and widely
available fiber-based components.

3.1. Fiber-Based Heterodyne Detection of PTS Signals

The idea of using inexpensive and reliable fiber-based components in a PTS gas sensor was for
example presented in Reference [24]. In this work, the PTS signal was registered in a Mach-Zehnder
interferometer which was constructed based on telecom-wavelength (1550 nm) fiber technology.
The schematic of the setup is presented in Figure 4.

Figure 4. Schematic diagram of PAS measurement using a 2 μm tunable fiber laser as the pump
source, and a Mach-Zehnder fiber interferometer at 1.55 μm for path-length modulation signal retrieval.
TDFA—thulium doped fiber amplifier, DM—dichroic mirror, AOM—acousto-optical modulator
(Ω = 40 MHz), PD—photodiode. Reprinted with permission from [24] C The Optical Society.
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The base of the sensor was formed using a low-power singlemode 1.55 μm laser diode-probe.
The radiation of the probe laser was split using a 3 dB fiber coupler to form two independent arms of
the interferometer—reference and probe beams. The probe beam was launched into a 20 cm-long gas
absorption cell filled with pure carbon dioxide (CO2) gas at 740 Torr pressure. The reference beam
was up-shifted by 40 MHz in frequency using an acousto-optic modulator (AOM). After passing the
cell, the probe beam was combined by a second coupler with the reference beam and delivered to
a photodiode to create a beatnote. The AOM frequency shift of the reference beam was necessary
to move the beatnote to a higher frequency, limiting the 1/f noise of the sensor. In this experiment,
a singlemode laser diode with emission wavelength of 1573 nm was used as a pump source, targeting
a weak absorption line of CO2 (R-branch of the 2v1+2v2+v3 combination band of CO2). Additional
erbium-doped fiber amplifier [25] boosted the pump radiation output power to approximately 300 mW.
The pump beam was additionally modulated by a sinewave signal with frequency fm and swept
across the CO2 absorption line using a triangular current ramp, similar to the traditional WMS gas
detection technique. The effect of the PT-induced RI modulation was clearly observable as a frequency
modulation of the beatnote. By incorporating an FM demodulator [26] and filtering the signal at 2xfm,
the PTS signal could be resolved by techniques commonly used in WMS. This proof-of-concept PTS
sensor reached an NEC of 400 ppm. Note, that the sensor had only a 20-cm-long gas-laser interaction
length and a reasonable pump power intensity with a relatively large beam diameter (~3 mm).

3.2. Spatial Gas Sample Localization in an Fiber-Based PTS Sensor

Some practical applications of laser-based gas spectrometers e.g., at gas or oil processing plants,
require to exactly localize the position of a gas leak [27–29]. This requires using open-path gas sensing
techniques where the laser beam is transmitted in air and only the back reflected or scattered light is
gathered for analysis [30,31]. Standard open-path absorption-based implementations of gas sensors
do not allow to precisely define the position of the gas particles being measured, as the registered
signal is averaged over the entire length of the interaction between the gas sample and the laser beam.
This problem was also addressed in Reference [24]. The proposed configuration of a PTS spatially
resolved gas detection is presented in Figure 5.

Figure 5. (a) PAS configuration for spatially resolved measurement. AOM—acousto optical modulator,
PD—photodiode. Gas cell filled with pure CO2 at atmospheric pressure was placed in the optical path
of the fiber-based 1.55 μm Mach-Zehnder interferometer. (b) By scanning the position of the probe beam,
a clear PT signal was registered only at a point, where the 2 μm beam intersected the gas-filled cell.
Reprinted with permission from [24] C The Optical Society.

In this unique configuration, the PTS-induced RI modulation is probed similarly as in the
configuration shown in Figure 4—using a fiber-based Mach-Zehnder interferometer working at 1.55 μm.
Here, the pump laser was not collinearly aligned with the probe laser beam. Instead, the collimator
outputting the 2 μm radiation was mounted on a mechanized optical rail and aligned to cross the probe
beam at an angle (see Figure 5). By moving the stage, the pump beam could be positioned at a given
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point along the path-length of the probe beam with high precision, with only one intersection point.
The proof-of-concept experiment was carried out by inserting a transparent gas cell filled with pure
CO2 into the path-length of the probe beam. In this configuration, the PTS signal was registered only at
a certain position of the pump beam, where it coincided with the CO2-filled gas cell. This experiment
proved that appropriately designed PTS sensors are capable of resolving the position of the measured
gas sample with reasonable precision.

3.3. PTS Signal Enhancement using Multipass Cells

According to the equation ΔΦ = (2πlΔn)/λ, the registered signal is linearly dependent on the
length of the interaction between the gas sample and the beam that excites the molecules—similarly
to standard absorption techniques. Therefore, a straightforward way to increase the sensitivity of a
PTS sensor would be to maximize the this parameter. In Reference [32], a first demonstration of using
commercially available multipass gas absorption cells to increase the gas-laser interaction length was
presented. The layout of the setup is presented in Figure 6.

QCL 
50 mW

9801550
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3dB
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40/60
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Figure 6. (a) Schematic of the experimental layout incorporating a multi-pass cell for interferometric
detection of a PA signal. X0/Y0—fiber couplers with specified splitting ratio, DM—dichroic mirror,
F—filter, FC—fiber collimator, PD—photodiode, QCL—quantum cascade laser, DFB—distributed
feedback telecom laser diode. (b) 2f PTS signal amplitude in function of the laser-gas interaction length.
Reprinted with permission from [32].

The base of the multipass-cell-assisted PTS sensor was a fiber-based Mach-Zehnder interferometer
designed based on telecom wavelength components (1.55 μm). To increase the gas-laser interaction
length, and thus achieve a higher PTS signal, a Herriot multipass cell was incorporated into the
measurement arm of the interferometer. The Authors used a 50 mW quantum cascade laser (QCL) [33]
as a pump source and targeted a strong absorption line of methane located in the v4 band near 1389 cm−1.
The pump beam was spatially overlapped with the probe beam and launched into the multipass (MP)
cell. The optical path in the MP cell was changed in steps, achieving 19 cm, 83 cm and 364 cm (1, 7
and 33 passes, respectively, obtained through axial rotation of the exit mirror). The results of the
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measurements presented as an inset in Figure 6 clearly demonstrated that the PTS signal scaled linearly
with the increasing interaction length. Additionally, spherical mirrors used in the MP cell assured that
both beams are traveling co-linearly (any misalignment would result in one of the beams not exiting
the MP cell due to improper angular alignment) and are periodically re-focused in the center of the MP
cell, thus keeping optimal beam spots of both the pump and the probe beams.

Interestingly, although the registered PTS signal was enhanced by the longer gas-laser interaction
length, the sensitivity of the sensor estimated based on the Allan deviation plot was limited to an
NEC of 10 ppmv of CH4. According to the research, the main limitation of the MP cell-assisted PTS
gas sensor was connected with mechanical and acoustic noise. In this configuration, the constructed
MZ interferometer readout acts as a traditional vibrometer, picking-up all unwanted background
signals. To fully exploit the multipass-cell-assisted enhancement of the PT signal, a different technique
of detecting the RI modulation has to be adopted.

3.4. PTS in Hollow-Core Fibers

Hollow core fibers (HCF) have attracted much attention from researchers working on laser-based
gas sensors [34]. Numerous experiments were published demonstrating the usefulness of such
structures in gas sensors [34–40]. The problem of achieving reasonable PTS sensor performance was
investigated by several Groups worldwide. Some researchers addressed the issue of PTS sensitivity
by incorporating hollow-core fibers into the gas sensors. The appropriate design of an HCF-based
PTS sensor addresses several crucial issues: optimized pump and probe beam overlap and beam size
throughout the entire gas-laser path-length, limited gas volume required for the analysis and overall
stability of the system. One of the most interesting experiments was presented by Jin et al. [41].
The schematic of the setup is presented in Figure 7.

Figure 7. (a) HC-PCF-based PTS gas sensor. FC—fiber coupler, PZT—piezoceramic transducer,
OC—optical circulator, EDFA—erbium doped fiber amplifier, LPF—low-pass filter, HPF—high-pass
filter DAQ—digital acquisition card, DFB—distributed feedback laser diode. (b) Amplitude of the
second harmonic signal in function of gas concentration. Reprinted with permission from [41].
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The base of the presented sensor was a fiber-based MZ interferometer, similar to the ones explained
in the previous experiments. A singlemode external cavity diode laser with a wavelength of 1556.59 nm
was used as the probe laser. Here, the Authors decided to use phase detection for the PT-induced RI
modulation. This method is significantly more sensitive compared to pure frequency demodulation,
but requires using a piezo ceramic transducer (PZT) [42] in order to enable quadrature detection
of the phase variations. The probe radiation was split into two arms—reference and measurement.
The reference arm fiber was coiled around a PZT and stretched to maintain a 90 degree phase difference
between the interfering beams. The measurement beam was coupled into a 0.62-m-long commercially
available hollow-core photonic bandgap fiber (HC-PBF) [43,44], manufactured by NKT Photonics
(HC-1550-02). The fiber had a core diameter of only 11 μm. Authors used but-coupling between
the SMF28 standard fiber and the HC-PBF. A distributed feedback (DFB) semiconductor laser diode
was used as the pump source which targeted the P (9) line of acetylene (C2H2) located at 1530.37 nm.
The pump laser was modulated at fm = 50 kHz and the resulting PT-induced phase-shift signal detected
by the MZ interferometer was analyzed by an LIA at the second harmonic of the fm. The Authors
achieved an NEC of 2 ppb. Moreover, the sensor had a very wide dynamic range, nearly six orders
of magnitude (5.3 × 105), which was superior to any previously reported fiber-based gas sensor at
that time (inset in Figure 7). Nevertheless, the Authors admitted that the achieved results would be
unobtainable in out-of-lab applications. The main identified issue was the feed-back loop controlling
the quadrature operation of the MZ interferometer. In-lab experiments were conducted in an controlled
environment, with limited mechanical and acoustic noise. Real-world applications would suffer from
all sorts of disturbances influencing the MZ interferometer, and this would affect the stability of the
quadrature phase feed-back loop and thus significantly increase the overall noise floor of the sensor.

3.5. Pulsed PTS in Hollow-Core Fibers

The HC-PBF-based PT gas layout was additionally investigated by Lin et al. in a an excellent
paper published in 2016 [45]. This work not only presents a novel approach to PT gas sensing but
also clearly describes the thermal properties of gas particles excited in an HCF. All experimental data
were confronted with numerical models. Moreover, Authors analyzed drawbacks pointed out in the
work by Jin et al. [41] and proposed an improved configuration of an HC-BPF-based photothermal gas
sensor. The layout of the sensor is represented in Figure 8.

Figure 8. Pulsed PT gas sensor employing an HC-PCF as a gas cell. HC-PBF—hollow core photonic
bandgap fiber, ECDL—external-cavity diode laser with wavelength around 1530.371 nm, EDFA—erbium
doped fiber amplifier, AOM—acoustic-optic modulator, BD—balanced detector, BS—broadband source,
PC—polarization controller. Reprinted with permission from [45].

Here, the Authors targeted the same gas as in the previous experiment using an ECDL exciting
the P (9) absorption line of C2H2 at 1530.37 nm. The emission of the diode was amplified by a

59



Appl. Sci. 2019, 9, 2826

standard EDFA and additionally intensity modulated using an AOM. The pulse repetition rate was
experimentally chosen and set to 500 Hz. Authors used the same 0.62-m-long HC-1550-02 fiber from
NKT Photonics, which was filled with 7500 ppm C2H2 in nitrogen. The PT-induced phase modulation
was detected using an all-fiber Sagnac interferometer which was probed by a super-luminescent
light emitting diode (SLED) [46] with a bandwidth of 41 nm centered around 1545 nm. The Sagnac
interferometer was configured so that the SLED radiation is divided into a 3 × 3 coupler and travels
a common loop in opposite directions. The gas filled HC-PCF was inserted into the interferometer
with an offset to its center. Authors used a 2-km-long single mode fiber as an optical delay line to
ensure a constant, 10 μs delay between the light traveling clockwise (CW) and counterclockwise
(CCW) through the HC-PCF. The CW and CCW beams are combined at the 3 × 3 coupler after
traveling the interferometer and analyzed by a balanced photodetector. Compared to the experiment
with the traditional MZ interferometer, both beams in the Sagnac interferometer travel through the
same fiber-based loop. This limits the influence of environmental disturbances observed in previous
experiments. The PT-induced phase shift was registered using a boxcar averager and analyzed for
with different values of sample averaging. Ultimately, this configuration of a PT gas sensor reaches an
NEC of 3.3 ppm of C2H2, but was mainly limited by the number of times the registered signal was
averaged (in this case 10,000).

Both papers [41,45] show that integrating HCF into PT gas sensors gives excellent results and
should be further explored as an interesting alternative for other commonly used detection techniques.
Unfortunately, currently commercially available HCF’s have two main drawbacks which severely limit
their implementation in PTS sensors and laser-based gas sensors in general. The first limitation is
connected with the wavelength-dependent attenuation of such fibers. Drawn from standard silica
glass, HCF’s suffer from tremendous attenuation in the mid-IR wavelength region, especially above
3.5 μm, mainly due to two photon absorption effects [47]. Transmission of a 1-cm-long fused silica
glass has been plotted in Figure 9 in the function of a wavelength.

Figure 9. Transmission of 1-cm-thick fused silica glass in function of wavelength.

This limitation is clearly pointed out by most of the researchers working on the implementation
of HCF in laser-based gas spectrometers. Moreover, currently available HCF’s suffer from several
additional drawbacks, severely limiting their out-of-lab application not only in PTS gas sensors, but any
mid-IR laser-based sensors. The issues are connected with small inner core diameters and not purely
single-mode operation. Multimode transmission of the light taking part in the sensing results in modal
interferences, which are susceptible to bending of the fiber and mechanical and acoustic disturbances.
In most cases, modal interferences significantly decrease the SNR. Moreover, small diameters of the
hollow core drastically increase the time required to exchange the measured gas sample, and hence
the response time of the sensor [48]. Fortunately, these issues have been perceived by researchers
working on novel structures of HCFs. The result is the currently observed struggle to design and draw
HCFs with low attenuation in the mid-IR wavelength region [49–51]. Preliminary experimental results
have been published, validating the possibility of using e.g., antiresonant hollow-core fibers in the
3–4 μm wavelength region for various optical applications [52–54], which gives perspective for novel
configurations of absorption and PT gas sensors.
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4. Intra-Cavity PTS Gas Sensors

Several dissimilar configurations for registering the PT-induced RI modulation have been
developed over the years. One of the approaches involves inserting the gas sample into the resonator
of a probe laser. By exciting the gas sample via an auxiliary pump source, the resulting RI change would
directly influence the parameters of the probe laser e.g., its output beam intensity or frequency.

4.1. PTS in an Intracavity He-Ne Laser Configuration

One of the first attempts to utilize an intracavity photothermal gas detection configuration was
reported in the work by Fung et al. in 1986 [55]. The core of the sensors was a linear cavity HeNe laser
operating at ~638.8 nm, with a layout as depicted in Figure 10.

Figure 10. Schematic of an HeNe-based intracavity photothermal gas sensor. BS—beam splitter,
AM—aluminum mirror, M1; M2—laser resonator mirrors, PMT—photomultiplier tube, S—beam stop,
ST—gas sample cell. Reprinted with permission from [55] C The Optical Society.

The probe laser resonator was formed by two mirrors—M1 and M2, producing a cavity length of
50 cm. The gas sample was delivered with an open-ended gas cell (ST on the schematic) directly to
the probe laser resonator. The cell was 20 cm long. In this experiment, a tunable 0.8 W CO2 laser was
used as a pump source to excite sulfur hexafluoride (SF6). The beam of the pump source was aligned to
coincide with the HeNe beam at a single point in the resonator. The PT effect induced by the pump laser
was deflecting the beam of the HeNe laser and thus causing a change in the output power. The pump
laser was chopper-modulated at 42.7 Hz and the PT signal was registered using an LIA. Authors
calculated an NEC of 3 ppb. Although reaching a very good sensitivity, this configuration of a PT
gas sensor would not have any particular applications in out-of-lab sensors, mainly due to the severe
sensitivity to mechanical and acoustic noise.

4.2. All-Fiber Intracavity PT Gas Sensor

In the work by Zhao et al. [56], the authors used a very similar configuration to the one presented
in Reference [45]. The schematic of the layout is presented in Figure 11.

The same 0.62-m-long HC-PCF was used as the gas cell and a Sagnac interferometer readout as
proposed in Reference [45]. Here, the pump laser beam exciting the acetylene particles was additionally
amplified in an Erbium-doped loop resonator built around the gas-filled hollow core fiber. By significantly
boosting the pump power, an NEC of 0.176 ppm was achieved. This result is 2.6 times better than that
previously reported for a non-intracavity configuration [45].
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Figure 11. Experimental setup of the intracavity PT gas sensor. TC—temperature controller, CC—current
controller, DAQ—data acquisition, EDF—erbium-doped fiber, WDM—wavelength division multiplexer,
ISO—optical isolator, PLS—probe light source, HC-PBF IC—hollow core photonic bandgap fiber gas
cell, BD—balanced detector, PC—polarization controller. Reprinted with permission from [56] C The
Optical Society.

4.3. Intracavity PT Detection in a Mode-Locked Laser Configuration

An interesting approach to intracavity PT detection was proposed in Reference [16]. In this work,
the Authors investigated the possibility of translating the PT-induced RI modulation directly into
frequency deviation of a mode-locked laser. The schematic of the sensor is presented in Figure 12.

Figure 12. Experimental setup of the ML intracavity PT gas sensor. PD—photodiode, FC—fiber coupler
with 1% out-coupling ratio, Er3+—80-cm-long erbium doped fiber, WDM—wavelength division
multiplexer, PUMP—980 nm singlemode pump laser, CIR—fiber circulator, SESAM—fiber pigtailed
semiconductor saturable absorber mirror, COLL—fiber collimator, F—filter, DM—dichroic mirror.
The gas absorption cell is 10 cm long. Reprinted with permission from [16] C The Optical Society.

The base of the sensor had standard configuration for a ring cavity Erbium-doped laser
mode-locked by incorporating a semiconductor saturable absorber mirror (SESAM) [57]. The gain

62



Appl. Sci. 2019, 9, 2826

section was an 80-cm-long piece of erbium-doped fiber, which is optically pumped by a singlemode
laser diode (λ = 980 nm) via a fiber wavelength division multiplexer (WDM). The fiber pigtailed
SESAM was coupled to the cavity via a fiber circulator (CIR), which additionally ensured unidirectional
operation of the laser. Parameters of the ML laser were monitored via a 1% fiber coupler with a
photodiode. The gas sample was introduced into the ML laser via a 20-cm-long free-space open-path
which was formed in the cavity with two fiber collimators. The gas under testing was carbon dioxide
(CO2) and was pumped into a 10-cm-long absorption cell. The gas sample was excited via an auxiliary
100 mW laser (DFB diode with an additional thulium doped fiber amplifier) targeting an isolated
absorption line located at ~2003.5 nm. The pump beam was co-aligned with the probe beam of the ML
laser using a dichroic mirror (DM). The ML laser had a pulse repetition frequency of frep ~ 21.226 MHz.
Exciting the CO2 molecules in the path-length of the probe beam of the ML laser resulted in modulation
of the optical path-length, and hence a slight change in the repetition frequency. PT signal analysis was
simplified by modulating the pump laser and registering the resulting repetition frequency deviation
via an FM demodulator and an LIA. In this simplified PT gas sensor, the Authors were able to achieve
an NEC of 311 ppmv for CO2 at ambient pressure. It is worth noting that compared to other fiber-based
sensors, no interferometric read-out of the signal is required and due to its configuration it is possible
to use mid-IR wavelength pump sources to excite gas molecules.

5. Fabry-Perot-Based PTS Gas Sensors

Inspired by work done in the field of PT gas sensors, researchers investigated the possibility
of designing unique configurations in which the induced RI modulation would be probed using a
Fabry-Perot (FP) cavity. As described before, variations of the RI of a sample (not only gaseous) are
primarily connected with changes in the density of the sample. A gas sample excited by the pump laser
experiences a localized heat gradient, and thus the refractive index decreases. The idea of using an FP
cavity as a PT effect readout is directly connected with the physics underlying the principle of their
operation. FP interferometers are constructed using two partially reflecting parallel mirrors separated
by a certain distance. The intensity of light transmitted It through such a cavity is described by [58]

It = I0
1

1 +
(

2F
π

)2
sin2
(

Δϕ
2

) (2)

where I0 is the intensity of the incident light, F is the cavity finesse, and Δϕ is the phase difference.
Finesse of the cavity can be calculated as a function of the reflectivity of the mirrors R, F = π

√
R(1−R)−1.

Whereas the phase difference is given by:

Δϕ = Δϕ =
2π
λ0

2nd cos Θ (3)

where, n is the refractive index, λ0 is the wavelength of the incident light in vacuum, and cosθ is the
angle of incidence. Based on the formulas described above, one can clearly see that a change in the
refractive index inside the cavity will have a direct influence on the intensity of light transmitted
through the FP interferometer, which can be conveniently detected. This approach was adopted in
several PT gas sensors with great success.

5.1. Fabry-Perot PT Gas Sensor with 2f Modulation

In Ref [59]., Waclawek et al. proposed an FP-based PT gas with the layout shown in Figure 13.
The FP interferometer was based on two dielectrically-coated silica mirrors with reflectivity

R = 0.85, which resulted in a finesse of the cavity of 19.3. The probe laser in this experiment was a
single-mode tunable fiber-pigtailed DFB laser diode with a wavelength of 1600 nm. The radiation
was injected into the FP cavity after focusing by a lens, and the beam exiting the interferometer was
collected with a second lens onto a gallium indium arsenide (GaInAs) photodiode. In this experiment,
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a sulfur dioxide (SO2) absorption line located at 1379.78 cm−1 was targeted with a QCL laser source
providing up to 173 mW of CW power. The beam from the QCL was coupled perpendicularly into
the FP cavity, coinciding with the probe beam. The QCL emission was wavelength modulated with a
sinewave function to employ WMS detection at second harmonic using an LIA. To ensure a stable
operation and linear response to the PT-induced RI changes, the wavelength of the probe laser was
locked to one of the steep slopes of the FP cavity resonance by a slow feedback loop, which monitored
the DC output of the photodiode. The proposed FP-based PT gas detection setup is simple, inexpensive
and requires minimum alignment. The calculated NEC of this sensor reached 1.1 ppmv of SO2 and an
excellent linearity of the senor response (R-square value of 0.9998). This work clearly illustrates the
high potential for further development of FP-based PT sensors for sensitive and selective gas detection.
Moreover, optimized dimensions of the sensor limit the volume of gas required for measurements
(0.7 cm3).

Figure 13. Schematic of the Fabry-Perot interferometer-based photothermal gas sensor. Reprinted with
permission from [59] C The Optical Society.

5.2. Balanced Detection Fabry-Perot PT Gas Sensor

The work presented in Reference [59] was quickly followed by a second publication by the same
Authors. In Reference [60], Waclawek et al. addressed the main issues of their previous sensor and
proposed a similar configuration, but enriched with balanced detection of the PT-induced intensity
modulation of the beam leaking from the FP cavity. The modified sensor layout is presented in
Figure 14.

Compared to the previous configuration, in this improved version of the FP-based PT gas sensor,
the probe beam is split into a reference beam and probing beam before entering the interferometer
cavity (both beams travel through the same mirrors). The beam separation was 10 mm. Here, only one
of the beams was intersected with the pump beam injected into the cavity perpendicularly to the probe
beams. Both beams are detected by separate photodiodes after exiting the FP cavity, and the signals
are subtracted using a differential amplifier. Both probe beams experience common noise and therefore
can be easily cancelled out. In FP interferometers, the registered noise is enhanced proportionally
to the finesse of the cavity. Balanced detection significantly limited the registered noise; therefore,
this simple improvement allowed the authors to use higher reflectivity mirrors to achieve higher
finesse of the cavity and increase the overall sensitivity of the sensor. In this experiment, mirrors
with reflectivity R = 0.985 were used, forming a cavity with a finesse of ~89. The pump laser and the
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signal processing part of the sensor was identical to the previously reported, and was based on WMS
detection technique via modulating the QCL laser with sinusoidal waveform in the vicinity of SO2

absorption line (1390.93 cm−1) and a LIA-based signal retrieval. This improved version of the sensor
reached an NEC of 5 ppbv at an acquisition time of 1 s. This result is 240 times better than reported in
the previous version of the sensor.

Figure 14. Balanced-detection Fabry-Perot interferometer PT gas sensor. Reprinted with permission
from [60] C The Optical Society.

6. Conclusions

In this review, progresses in PT gas spectroscopy have been presented and discussed based on
several sensor layouts and signal retrieval techniques. As presented in this review, PT gas detection
can be accomplished in numerous dissimilar configurations, thus encouraging researchers to search for
novel, yet unpublished, methods of utilizing the PT effect for precise and selective trace gas analysis.
An appropriately designed PT gas sensor can reach sensitivities comparable with WMS or TDLAS
techniques, without the necessity of using bulky and fragile multipass cells. Basic parameters of the
sensors described in this review are summarized in Table 1.

Based on the summary provided in Table 1, the most promising PT gas detection techniques are the
FP interferometer-based technique and the ones based on a hollow-core fiber. FP interferometric readout
of the PT-induced RI modulation has proven to be very sensitive and foremost miniature. Moreover,
with proper design, this configuration is capable of reaching strong absorption lines of molecules
located in the mid-infrared wavelength region. Similar results, in terms of sensitivity, were achieved in
HC-PCF-based PT sensors. This configuration is particularly interesting due to the fact that the sensors
were constructed all in fiber, thus having limited susceptibility to environmental noise. The only
limitation is the wavelength of operation. Currently available HC fibers have tremendous attenuation
in the mid-IR wavelength region, therefore restricting the implementation of such PT sensors to gases
having absorption lines in the near infrared. This configuration will surely be further investigated and
improved based on novel antiresonant hollow-core fibers with limited losses in the 3–7 μm wavelength
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region. An interesting approach to PTS as proposed in Reference [16], where the induced RI modulation
was directly translated to frequency variation of an ML laser repetition rate. This ensured non-complex
signal processing and versatility of the constructed sensor. The most pronounced drawback of the
sensor was the necessity of combining fiber-based components with bulk optics-based gas absorption
cell. This issue could be easily mitigated by incorporating a section of a hollow-core fiber-based gas cell
into the ML laser resonator. This would limit the influence of environmental noise and considerably
improve the robustness and compactness of the sensor. Significant improvement in terms of the
registered signal would also be possible in the least complicated, yet very sensitive FP-based PTS gas
sensor. This would require designing the FP resonator to utilize an additional acoustic resonance inside
the gas cell, similar to configurations used in quartz-enhanced photoacoustic spectroscopy technique
(QEPAS) [17]. The acoustic resonance should increase the registered signal several times, making
the sensor configuration sensitive, selective and miniaturized. Nevertheless, similar to PAS, in PTS,
the sensor can be designed to target strong particle transitions in the mid-IR, but at the same time have
signal readout based on inexpensive fiber components. Considering the fact that the PT-induced RI
modulation can be probed in numerous different ways (e.g., as variations in laser intensity, frequency
or in a interferometric configuration), there is there is still plenty of space for further development of
these techniques, which will surely be perused by researchers working on laser-based gas sensing.

Table 1. Summarized sensitivities of PT gas sensors described in this review.

Configuration Detected Gas
Pump Laser Type;

Wavelength
Pump Laser

Power
NEC Reference

Bulk-optics based HeNe
Mach-Zehnder interferometer CH3OH CO2 laser, 9.64 μm 20 W 3 ppbv [18]

Unfolded Jamin HeNe
interferometer NH3 CO2 laser, 9.22 μm 7 W 250 pptv [22]

Open-path fiber-based
Mach-Zehnder interferometer CO2

Amplified DFB diode,
1573 nm 300 mW 400 ppmv [24]

Fiber-based multipass-assisted
Mach-Zehnder interferometer CH4 QCL, 7.2 μm 50 mW 10 ppmv [32]

HC-PCF-based Mach-Zehnder
interferometer C2H2

Amplified DFB diode,
1530.37 nm 25 mW 2 ppbv [41]

HC-PCF-based pulsed PT
sensor with Sagnac loop

interferometer
C2H2

Amplified DFB diode,
1530.37 nm 22.2 mW 3.3 ppmv [45]

Intracavity PT sensor based on
a HeNe laser SF6 CO2, 10,560 nm 0.8 W 3 ppbv [55]

PT sensor with intracavity
pump signal enhancement C2H2 DFB diode, 1530.37 nm 20 mW 0.176 ppm [56]

PT gas sensor in a intracavity
mode-locked fiber laser

configuration
CO2

Amplified DFB diode,
2003 nm 100 mW 311 ppmv [16]

Fabry-Perot
interferometer-based PT gas

sensor
SO2 QCL, 7246 nm 173 mW 1.1 ppmv [59]

Balanced detection
Fabry-Perot

interferometer-based PT gas
sensor

SO2 QCL, 7246 nm 174 mW 5 ppbv [60]
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Abstract: The applications of femtosecond lasers to the diagnostics of combustion and flow field
have recently attracted increasing interest. Many novel spectroscopic methods have been developed
in obtaining non-intrusive measurements of temperature, velocity, and species concentrations with
unprecedented possibilities. In this paper, several applications of femtosecond-laser-based incoherent
techniques in the field of combustion diagnostics were reviewed, including two-photon femtosecond
laser-induced fluorescence (fs-TPLIF), femtosecond laser-induced breakdown spectroscopy (fs-LIBS),
filament-induced nonlinear spectroscopy (FINS), femtosecond laser-induced plasma spectroscopy
(FLIPS), femtosecond laser electronic excitation tagging velocimetry (FLEET), femtosecond
laser-induced cyano chemiluminescence (FLICC), and filamentary anemometry using femtosecond
laser-extended electric discharge (FALED). Furthermore, prospects of the femtosecond-laser-based
combustion diagnostic techniques in the future were analyzed and discussed to provide a reference
for the relevant researchers.

Keywords: combustion diagnostic; femtosecond laser; two-photon femtosecond laser-induced
fluorescence; femtosecond laser-induced breakdown spectroscopy; femtosecond laser electronic excitation
tagging; filament-induced nonlinear spectroscopy; femtosecond laser-induced plasma spectroscopy

1. Introduction

Development of advanced combustion technologies with high efficiency and low emission requires
an understanding of the complex processes involving multi-scale kinetic reactions and turbulent flows.
Numerous key parameters and information rely on accurate diagnostics techniques. Conventional
diagnostic techniques include pressure measurement with sensors [1], velocity measurement with pitot
tubes [2], and temperature measurement with thermocouples [3]. These methods, however, are all
intrusive and have profound interference to combustion and flow fields, and the information extracted
might be invalid, especially when high turbulence gets involved, so instantaneous measurements are
needed. The advent of laser-based techniques dramatically promotes the development of diagnostic
tools in these fields [4,5], which provides more reliable and new information to support further
research. Compared with intrusive techniques, laser-based techniques can prominently reduce or
even avoid the interference. In addition, high sensitivity, high temporal, and spatial resolution can
be obtained in real time, and simultaneous multi-parameter measurements can also be achieved.
Aldén [4] mentioned that “laser diagnostic techniques have for more than 30 years added very valuable
input for a deepened understanding of combustion processes”. Kohse-Höinghaus [5] further stated
that laser-based diagnostic technique “is the only way to ’spy’ on the fundamentals of combustion
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inside”. The light source is the core component of laser diagnostic techniques, a typical example
of which is nanosecond (ns) lasers. Over recent decades, ns-laser diagnostics have been widely
adopted in characterizing many aspects of combustion and flow fields, e.g., flow and flame structure
visualization [6], species measurement [7], temperature measurement [8], velocity measurement [9], and
soot characteristics analysis [10]. Various ns-laser diagnostics, however, all have their own limitations.
For example, in two-photon laser-induced fluorescence (TPLIF), it is hard to find the balance between
high laser fluence, which is needed to compensate for the reduced absorption cross-section, and the
laser-induced photolysis, which is proportional to laser fluence and is something we would like to
avoid. Other challenges faced by ns-laser techniques include measuring in the near-wall region and
in the sooty environment, and so on. Hence, it is necessary to develop new techniques to solve the
problems mentioned above.

The advent of femtosecond (fs) lasers [11] has significantly enriched the laser-based diagnostic
techniques. At present, there are many commercial fs lasers, and the average power of the fs laser
pulse could reach the order of tens of watts, and the repetition rate can reach the order of GHz. Among
them, the most commonly used fs laser for diagnostics in combustion and flow field is the Ti:sapphire
laser system, whose wavelength centered at ~800 nm with a pulse duration of ~45 fs, a pulse energy of
8 mJ, and a repetition rate of 1 kHz. Compared with ns lasers, fs lasers have the characteristics of a
narrower pulse duration, a higher peak power, and a broader line width. Hence, when fs lasers interact
with gases, different behaviors and phenomena will be observed, such as fs laser filamentation [12,13].
To understand these behaviors and phenomena, a direct and convenient way is to monitor the emission
that arises from the volume of the fs laser-gas interaction. By doing so, we can extract information
from the gas field of interest, which will not be stimulated by ns lasers. Hopefully, this will shed
light on solving the difficulties faced by ns-laser diagnostic techniques. For instance, femtosecond
multiphoton laser-induced fluorescence (fs-MPLIF) has the advantages of high multiphoton excitation
efficiency and, at the same time, low photolysis interference. Hence, the primary purpose of this paper
is to discuss in detail these advantages along with the emerging diagnostic techniques based on them
and to introduce the applications of fs laser-induced emission techniques for combustion and flow
field diagnostics.

In this paper, we put these incoherent techniques based on fs laser-induced emission into four
categories. In Section 2, we focus on a resonant excitation technique: Femtosecond two-photon
laser-induced fluorescence (fs-TPLIF). In Section 3, we introduce a non-resonant excitation technique:
Femtosecond laser-induced breakdown spectroscopy (fs-LIBS). In Section 4, we describe techniques that
rely on fs laser-induced filamentation: Filament-induced nonlinear spectroscopy (FINS), femtosecond
laser-induced plasma spectroscopy (FLIPS), femtosecond laser electronic excitation tagging (FLEET)
and femtosecond laser-induced cyano chemiluminescence (FLICC). In Section 5, we outline a technique
based on fs laser-guiding electric discharge: Filamentary anemometry using femtosecond laser-extended
electric discharge (FALED). The paper is closed with a summary in Section 6.

2. Femtosecond Two-Photon Laser-Induced Fluorescence (fs-TPLIF)

Laser-induced fluorescence (LIF) is one of the most common techniques for combustion
diagnostics [7], which uses a resonant laser beam to excite a selected transition from a special
molecule (or atom) to a higher excited state and detects the induced fluorescence. Various combustion
intermediate species can be measured by LIF [14,15]. Based on fluorescence imaging, two-dimensional
visualization can also be achieved by planner LIF [16].

For LIF measurements, one-photon excitation is preferred, since it has a linear response and high
absorption cross-section. However, many key combustion intermediates, such as atomic hydrogen
(H) [17], atomic oxygen (O) [18] and carbon dioxide (CO) [19], have a large energy gap between
the ground and the first excited electronic states, which makes one-photon LIF impossible as the
wavelength falls into the region of vacuum-ultraviolet (VUV). To address this complication, researchers
developed a two-photon excitation scheme. Two-photon laser-induced fluorescence (TPLIF) was first
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demonstrated for H and deuterium measurements by Bokor et al. [20], and then it was applied to detect
many other species, including O [21–23] and N [22]. A limitation of two-photon excitation is that high
laser fluence is required in order to overcome the issue of small absorption cross-section. The high laser
fluence could cause significant photo-dissociation. For example, in TPLIF detection of H, a substantial
amount of additional H can be produced via photodissociation [24] of some hydrogen-containing
radicals, such as H2O2 [25] and CH3 [26], which makes it difficult to distinguish the natively generated
H in the flame and the photolytic H. Even if the photolytic products are different from the species of
interest, they may also cause interference. For example, when performing CO-TPLIF measurements in
a sooty flame, the ns-laser at 230 nm, which is used to excite CO molecules, will generate photolytic C2

radicals. Moreover, the so-called Swan-band emissions from C2 will interfere with the CO detection,
since they partially overlap with the CO fluorescence.

To circumvent the above-mentioned issues, researchers use fs lasers in place of ns lasers.
By assuming that the molecular transitions have a linewidth much narrower than the excitation
laser energy distribution [27], the efficiency of two-photon excitation can be expressed as

SLIF ∝ σ0 · I2
0

1
cω · ct

, (1)

where SLIF is the fluorescence signal, σ0 is the two-photon rate coefficient, I0 is the laser pulse energy
of the excitation laser, cω is the laser spectral linewidth of the laser, and ct is the laser pulse duration,
so the relative TPLIF efficiency can be estimated by the product of ct·cω of the excitation laser pulse.
For a Fourier transform limited (FTL) laser pulse, ct·cω is a constant and has the smallest value, which
is the most favorable for the two-photon excitation. Most fs laser pulses are close to FTL, while for
most ns or picosecond (ps) laser pulses, the ct·cω values are generally larger by a factor of around 100.
For detection of molecular species, the possibility of a simultaneous excitation of the whole vibration
band (or even including some hot bands) forms another extra advantage of fs-TPLIF in contrast to the
ns and ps cases, where only a couple of rotational lines can be excited. This effect will be more evident
in flames, where much more rotational lines and even hot vibrational bands can be populated.

Therefore, even if the pulse energy of an fs laser is two orders of magnitude lower than that of a
typical ns laser, the fluorescence intensity is similar to that in ns or ps TPLIF measurements [28,29].
Considering that the photolytic interferences are often linearly proportional to the laser pulse energy,
the photodissociation problem will be mitigated to a large extent for fs-TPLIF. Besides the advantage of
photolytic interference suppression, the effective utilization of the whole broadband profile of the fs
laser pulse due to the existence of multi photon-pairs in matching the two-photon resonant excitation
has also been mentioned by Kulatilaka et al. [30].

So far, fs-TPLIF has been applied to measure various combustion intermediates and products,
including molecules (e.g., CO), atoms (e.g., H and O), and radicals (e.g., OH). Inert gases (e.g., Kr
and Xe) are also of interest because crucial parameters, like mixing fraction, could be extracted by
measuring them. The excitation and detection strategies of the abovementioned species are listed in
Table 1.
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Table 1. Excitation and detection strategies of various species by multi-photo femtosecond laser
induced fluorescence.

Species
Excitation Detection

Ref.
Wavelength Transition Wavelength Transition

OH 620 nm*2 A2Σ+ ← X2Π ~310 nm A2Σ+ → X2Π [31,32]

CO
230 nm*2 B1Σ+ ← X1Σ+ 400–600 nm B1Σ+ → A1Π+ [27,33–38]
230 nm*2 B1Σ+ ← X1Σ+ 280–380 nm b3Σ+ → a3Π [34]

H
205 nm*2 n = 3← n = 1 656 nm n = 3→ n = 2 [30,39–50]
307 nm*3 n = 3← n = 1 656 nm n = 3→ n = 2 [40,47]

243 nm*2 + 486 nm n = 4← n = 1 656 nm n = 3→ n = 2 [51]
O 226 nm*2 3p3P← 2p3P 845 nm 3p3P→ 3s3S [49,52,53]

Kr
204.1 nm*2 5p′[3/2]2 ← 4p6[1s0] 826 nm 5p′[3/2]2 → 5s′[1/2]1 [49,50,54]
204.1 nm*2 5p′[3/2]2 ← 4p6[1s0] 750–840 nm [55,56]
212.6 nm*2 4s24p55p/4s24p55p′ ← 4s24p6 759 nm [57]

Xe 225 nm*2 6p′[3/2]2 ← 5p61S0 835 nm 6p′[3/2]2 ← 6s′[1/2]1 [49,53]

Note: Refs. [50–52,55] are measured in plasma.

The measurement of CO by fs-TPLIF was first performed by Richardson et al. [37] in a steady
flame. In their research, excitation wavelength at 230.1 nm was used to induce two-photon transition
(B1Σ+ ← X1Σ+ ) of CO, and fluorescence in the range of 362–516 nm was captured. Later on, this
excitation scheme has been extended into high-pressure flames [34], sooty flames [34], and piloted
liquid-spray flames [33]. Our group also employed this scheme in a premixed laminar jet flame [27].
A hot band (1,n) together with the conventional band (0,n) of B1Σ+ → A1Π+ transitions were observed
in the burned zone of the flame. As shown in Figure 1b, the B1Σ+ ← X1Σ+(1, 1) band was excited due
to the broadband nature of the fs laser pulse. We have seen that the two vibrational bands are sensitive
to temperature and can potentially be used for accurate flame temperature measurements. In addition,
the CO fs-TPLIF signal recorded across the focal point of the excitation beam shows a relatively flat
intensity distribution despite the steep laser intensity variation, which is beneficial for CO imaging in
contrast to ns and ps TPLIF.

For atomic intermediates in combustion, fs-TPLIF has been applied to H and O measurements.
Atomic hydrogen is a critical species in the combustion of hydrogen or hydrocarbon fuels [58], which
gets involved in flame ignition, propagation, and extinction. The H fs-TPLIF technique was first
demonstrated in combustion by Kulatilaka et al. [30,46]. In their scheme, H was excited by a 205 nm fs
laser, and the subsequent Hα fluorescence at 656 nm from the transition n = 3→ n = 2 was detected,
as shown by the red line in Figure 2. This excitation scheme has also been adopted for quantitative
measurements [44] and 2D imaging [45]. Another extinction scheme, shown as the blue line in Figure 2,
was proposed by our group [51]. In the scheme, H is electronically excited through a two-photon
process by a 243 nm laser from the ground state to its first excited state (n = 3← n = 1), where the
excited H is instantaneously re-excited through another one-photon process by a relay laser (486 nm)
to excited state of n = 3. In order to avoid the stray light interference from the 486 nm laser, the
secondary fluorescence at 656 nm (n = 3→ n = 2) was collected. Consequently, interference-free H
imaging was achieved in a laminar jet flame. Furthermore, a three-photon (307.7 nm) excitation scheme
(n = 3← n = 1) with detection fluorescence at 656 nm was demonstrated by Jain et al. [40], as shown
by the green line in Figure 2.
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Figure 1. Spectra of CO femtosecond two-photon laser-induced fluorescence (fs-TPLIF): (a) Spatially
resolved imaging spectrum recorded in a laminar premixed CH4/air jet flame (Φ = 1.5); (b) integrated
spectral curve of the flame; (c) spectral curve of a gas mixture of CO/N2 at room temperature [27].
(© 2017 Optical Society of America).

 
Figure 2. Excitation and detection strategy of atomic hydrogen using the multiphoton femtosecond
laser-induced fluorescence (MP-fs-LIF).
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Kulatilaka et al. [52] also performed an fs-TPLIF diagnosis for O in premixed laminar flame. An fs
laser at 226 nm was used for two-photon excitation of O to its excited state (3p3P← 2p3P ), and the
subsequent O fluorescence at 845 nm from the transition 3p3P→ 3s3S was detected. The advantage of
fs lasers excitation over traditional ns lasers excitation in O measurements is that the photolysis of
vibrationally excited CO2, known as the main interference that produces additional O atoms [59], can
be eliminated.

Combustion radicals can also be measured by fs-TPLIF. Hydroxyl (OH) is one of the essential
combustion radicals, and OH-PLIF is widely used to visualize the reaction zone and product zone
of a flame [60–63]. Different from CO, H, and O, OH can be excited with single-photon strategy.
A typical single-photon OH-LIF uses an ns laser at ~283 nm to excite OH through a transition line in
A2Σ+ ← X2Π (0, 1) band, which allows observation of the fluorescence emission from the (1, 1) and
(0, 0) bands at ~310 nm [64]. There are many researches of OH-LIF, including ns-laser excitation [62,63]
and ps-laser excitation [65]. Stauffer et al. [31,32] performed the fs-TPLIF of OH measurements with
two-photon excitation at 620 nm. However, they did not directly observe any obvious advantages of
two-photon fs-laser excitation relative to single-photon ns- or ps-laser excitation.

Femtosecond-TPLIF has also been used to measure inert gases such as Kr [54–57] and Xe [49].
Although these studies do not directly measure the combustion species, they are still relevant to
combustion research. For example, fs-TPLIF imaging of Kr was achieved to measure the mixture fraction
in gaseous flows [57], which is a crucial parameter in the combustion flow field. Femtosecond-TPLIF
measurement of Xe was demonstrated in the plasma induced by discharges [49], which might be useful
for studying the ignition behavior of flammable gases.

In summary, fs-TPLIF has shown great potential for combustion species measurements, owing to
its advantages of high multi-photon efficiency and little photolysis interference. More studies are yet to
be performed. For example, fs-TPLIF can be further used to measure other combustion intermediates
such as atomic C [66,67] and N [22]. In addition, the technique has not been applied to measure any
polyatomic molecule, such as NH3 [68], which is also of great interest to the combustion community.
Furthermore, two-color fs-TPLIF is another strategy that is worth trying. For single-color fs-TPLIF,
only one tunable UV laser is needed, but the problem is that its pulse energy is quite limited, while for
the two-color strategy, we could use two lasers at two wavelengths. Hence, we have the flexibility to
choose at least one laser with strong pulse energy, e.g., from the fourth-harmonic output (200 nm) of
an fs Ti:sapphire laser, and then select a tunable UV laser to match the strong laser. In doing so, the
excitation efficiency might be improved.

3. Femtosecond Laser-Induced Breakdown Spectroscopy (fs-LIBS)

Laser-induced breakdown spectroscopy (LIBS) is broadly applied to combustion diagnostics, largely
encouraged by its simplicity in terms of both experimental setup and data evaluation, which have
been applied to many fields such as industry [69], chemistry [70], biology [71,72], nuclear [73], earth
sciences [74–76], and cultural heritage [77]. Different from LIF, LIBS technique involves non-resonant
excitation, and an ns laser with a fixed wavelength meets the demand. For the current development
of ns-LIBS, readers can refer to [78,79]. In the field of combustion, LIBS is mainly used to measure
the equivalence ratio. When a pulsed laser is focused at a premixed fuel/air mixture, a breakdown
will be generated, which acts as a virtual measurement probe. When the assumptions of local thermal
equilibrium (LTE) and optically thin plasma are satisfied [80,81], the intensities of the spectral emission
lines of the plasma can be used to determine the equivalence ratio quantitatively. In most of the previous
studies, the ratios of certain spectral lines of LIBS could be used to correlate and quantify mixture fraction
including H (656 nm)/O (777 nm) [82–84], H (656 nm)/N (568 nm) [85], C (833 nm)/N (744 nm) [86],
C (833 nm)/O (777 nm) [86], C (711 nm)/(N (745 nm)+O (777 nm)) [87], and C2 (516.5 nm)/CN (388 nm) [88].

With the development of ultrafast lasers, LIBS with fs lasers as a light source (fs-LIBS) was
introduced [89]. In recent years, fs-LIBS has been applied to combustion diagnostics, and it was
also mainly used to measure equivalence ratio. Femtosecond-LIBS is similar to ns-LIBS. The fs laser
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is focused by a spherical lens with short focal length (e.g., 65 mm focal length [90]) to generate a
breakdown (or plasma) in the flow field. By measuring and analyzing the emission spectrum of the
plasma, the parameters, such as equivalence ratio, can be obtained. Femtosecond-LIBS has the potential
to solve some technical defects faced by traditional ns-LIBS. For example, in ns-LIBS measurements,
the intrinsic unstable character of avalanche ionization will lead to volatile signal and hence, result in
the instability of the equivalence ratio measurements. The situation will be even worse under high
pressure or with the presence of a high level of soot [91]. Femtosecond-LIBS, on the other hand, can
avoid the problem to some extent [92].

For the first time, Kotzagianni et al. [90,93] performed fs-LIBS technique in a premixed CH4/air
flame. They used the spectral intensity of CN at 388 nm to calibrate equivalence ratio, as shown in
Figure 3, and in situ equivalent ratio measurements were realized. In addition, fs-LIBS was also applied
by Couris et al. [94]. They used the intensity ratio of H (656 nm)/O (777 nm) and C2 (516.5 nm)/CN
(388 nm) to calibrate the fuel concentration in flames. Patnaik et al. [95] developed a multivariate
analysis to understand and mitigate the measurement instability by varying the pulse duration of the
light source from ns to fs. The results indicated that LIBS measurements with fs pulse excitation could
reduce the instability in equivalence ratio measurements under high pressure.

Figure 3. Intensity variation of the CN (388.3 nm) band as a function of the equivalence ratio at different
delay times in a CH4/air flame [93]. (Reproduced from Kotzagianni M., and Couris S., Femtosecond
laser induced breakdown for combustion diagnostics. Appl. Phys. Lett. 2012, 100, 264104, with the
permission of AIP Publishing).

Although its feasibility in equivalence ratio measurements has been confirmed, more works are
yet to be done to fully exploit the advantages of fs-LIBS, e.g., its capability for one-dimensional or
high spatial resolution measurements. In addition, similar to ns-LIBS, drastic breakdown happens
in fs-LIBS based on tight focusing of the fs laser. Therefore, the spectrum of fs-LIBS is dominated
by atomic emissions, which might miss some crucial information related to molecules. Furthermore,
fs-LIBS has continuum background interference [90,93], which may disturb the measurements. If using
a spherical lens with long focal length, this issue will be reduced. Hence, many techniques depending
on femtosecond laser-induced emission have been developed.

4. Femtosecond Laser-Induced Filament Emission

Different from the strong focusing in fs-LIBS, when an fs laser is focused with a longer focal length
lens, the focused femtosecond laser can form a stable plasma channel in the optical medium. This
phenomenon is also known as filamentation, and the plasma channel is called a filament. Femtosecond
laser-induced filamentation is a unique phenomenon that appears during the propagation of a
high-intensity ultrashort laser in a transparent medium. This phenomenon was first observed by Braun
et al. [96] in 1995. The appearance of fs filament is due to the dynamic balance between the optical Kerr
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effect-induced self-focusing and the defocusing effect of the self-generated plasma. Chin et al. [13]
suggested that filament could be defined as the propagation zone where there is intensity clamping,
and its length is at least several times longer than Rayleigh range.

The clamping intensity inside the plasma channel induced by fs laser is up to 1013~1014 W/cm2 [13],
which is intense enough to excite atoms/molecules into higher excited states through photolysis,
ionization, dissociation, and collision. Then, the excited atoms/molecules release characteristic
fluorescence. Therefore, the emission spectra of the plasma channel are rich in information, and the
component information of the measured flow field can be obtained qualitatively or quantitatively through
spectral analysis. Such non-resonant spectroscopy techniques include filament-induced nonlinear
spectroscopy (FINS) and femtosecond laser-induced plasma spectroscopy (FLIPS). In addition, the
plasma channel can also excite molecules into higher excited states through laser-induced photochemical
reactions, which can extend the fluorescence “lifetime”. These long-life signals can be used to measure
the velocity of the flow field. Such tagging velocimetry includes femtosecond laser electronic excitation
tagging (FLEET) and femtosecond laser-induced cyano chemiluminescence (FLICC).

4.1. Spectroscopy Techniques Based on Femtosecond Laser-Induced Filament Emission

Filament-induced nonlinear spectroscopy (FINS) is a non-resonant spectroscopy technique,
which utilizes the short-lifetime signal of the fs laser-induced filament. FINS technique has already
demonstrated its potential application prospect in many fields [97,98], such as remote sensing of
greenhouse gases [99], pollutants measurements in atmosphere [100], humidity monitoring [101], and
heavy-metal contaminants detection in water [102]. The applications of FINS in combustion diagnostics
have emerged in recent years.

In 2013, Li et. al. [103] demonstrated the proof-of-concept for FINS in combustion diagnostics, and
simultaneous monitoring of multiple combustion intermediates was realized in ethanol/air flame. They
compared the emission spectra obtained by FINS, ns-LIBS and spontaneous emission of ethanol/air
flame [104], as shown in Figure 4. They found that the signal of FINS in flame mainly results from
the interaction between fs laser pulses and the combustion intermediates, such as OH, CH, and C2.
They expanded the application of FINS into different alkanol/air flames [105], i.e., methanol (CH3OH),
ethanol (CH3CH2OH), n-propanol (CH3(CH2)2OH), n-butanol (CH3(CH2)3OH), and n-pentanol
(CH3(CH2)4OH). Li et al. [106] also demonstrated that FINS could be utilized to sense the combustion
intermediates by measuring the backward fluorescence spectra of filament emission in the flame.

Figure 4. A comparison of emission spectra obtained by (a) femtosecond filament excitation,
(b) nanosecond laser-induced breakdown excitation, and (c) without any laser excitation [104]. (Reprinted
from Sensors and Actuators: B Chemical, 203, Li H., Wei X., Xu H., Chin S., Yamanouchi K., and Sun
H., femtosecond laser filamentation for sensing combustion intermediates: A comparative study, 887,
2014, with permission from Elsevier; Reprinted from The Lancet, 203, Li H., Wei X., Xu H., Chin S.,
Yamanouchi K., and Sun H., femtosecond laser filamentation for sensing combustion intermediates:
A comparative study, 887, 2014, with permission from Elsevier).

Li et al. [107] also obtained critical power and clamping intensity of filament in the combustion
flow field. The results indicate that the critical power in the flame is 4–5 times smaller than the usually
quoted one in air, and the clamping intensity inside the filament is roughly half of that in the air.
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They also found the lasing action [108] and third-harmonic generation [109] in flame. These results
and observations can provide insights into the understanding of FINS for practical applications in
combustion diagnostics.

There are some advantages of FINS in the application of combustion diagnostics. First of all, FINS
can measure multiple combustion intermediates simultaneously with a simple optical setup, which
is based on the unique nonlinear optical phenomenon of the filament. Compared with the ns-LIBS
technique, the spectra of FINS consist of not only atoms but also molecules, which provide more
valuable information. Consequently, FINS can reflect the composition of the measured flow field more
realistically. However, the current exploitation of FINS is not complete. For example, previous works
have focused on FINS in an alcohol burner array, as shown in Figure 5, which lacks standard data such
as temperature or component concentration for comparison. It is thus more meaningful to perform
FINS in a standard burner, such as a McKenna burner [110].

 
Figure 5. The photo of the flame on the alcohol burner array together with the femtosecond laser-induced
filament [108]. (Reproduced from Chu W., Li H., Ni J., Zeng B., Yao J., Zhang H., Li G., Jing C., Xie
H., Xu H.; Yamanouchi K, and Cheng Y, Lasing action induced by femtosecond laser filamentation in
ethanol flame for combustion diagnosis, with the permission of AIP Publishing).

Besides FINS, another technique called femtosecond laser-induced plasma spectroscopy (FLIPS)
should also fall in this category. FLIPS can acquire component information based on quantitative
spectral analysis of the plasma emission. As mentioned above, different from fs-LIBS, FLIPS generally
uses an fs pulse focused lens with a longer focal length, and the clamping intensity of the generated
filament is about 1013~1014 W/cm2 [12,13]. By contrast, the breakdown threshold of fs-LIBS is about
2~4 × 1014 W/cm2 in air at λ = 800 nm [89,111]. As a consequence, FLIPS does not suffer from
interference of continuous background and contains substantial molecular bands, which can provide
more information for spectral analysis.

Hsu et al. [112] used FLIPS to achieve a stable and reliable gas sensing at elevated pressures.
The results showed that the signal level of FLIPS increases with the increase of pressure while
maintaining the stability in the pressure range of 1–40 bar.

Our group [113] developed FLIPS for instantaneous one-dimensional equivalence ratio
measurement in a free jet with non-reacting premixed CH4/air. By measuring the spatially resolved
spectra of FLIPS, we found that the spectral peak area ratios of CH (431 nm)/N2 (337 nm), CH
(431 nm)/N2 (357 nm), and CH (431 nm)/O (777 nm) can be utilized to achieve one-dimensional
local equivalence ratio measurement. Among them, the CH peak at ~431 nm and the O peak at
~777 nm is strong enough to be used to achieve single-shot measurements, and a spatial resolution of
150 μm was achieved, which is important for turbulent flow fields. Figure 6 indicates the results of
FLIPS technique used in both laminar and turbulent flow fields for instantaneous one-dimensional
equivalence ratio measurement.
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Figure 6. Single-shot images of femtosecond laser-induced plasma spectroscopy (FLIPS) in laminar
(a) and turbulent (b) flow field with two intensified charge-coupled device (ICCD) cameras and two
filters [113]. (© 2019 Optical Society of America).
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The main advantages of FLIPS are as follows. Firstly, FLIPS can achieve instantaneous one-dimensional
measurement with a simple experimental setup. Secondly, the spatial resolution of FLIPS is on the order
of 100 microns, which is at least one order of magnitude lower than that of ns-LIBS. Thirdly, compared
with traditional ns-LIBS, FLIPS technique is free from broadband bremsstrahlung interference. Fourthly,
FLIPS technique also has feasibility under high-pressure conditions.

Femtosecond laser-induced emissions can last for a while, and the filament offers a one-dimensional
spatial resolution. Combining these two features, researches established another application to achieve
velocity measurements in the flow field.

4.2. Tagging Velocimetry Based on Femtosecond Laser-Induced Emission

Velocity measurement in the flow field is another important application of fs laser-induced
filament emission. Velocity is one of the most significant parameters in the combustion flow field.
Techniques that can be used for velocity measurements include invasive techniques, such as pitot
tube [2] and hot wire anemometer [114], and non-invasive techniques, such as particle imaging
velocimetry (PIV) [115,116], laser Doppler velocimetry (LDV) [117], and molecular tagging velocimetry
(MTV) [118]. As a cutting-edge technique, MTV has developed rapidly in recent decades, and it has been
extensively studied in the combustion flow field. MTV measures flow field velocity by time-of-flight
analysis. The molecules in the flow field are tagged through a “write” process, which is followed
by a “read” process in order to probe the tagged molecules at a known delay time. Consequently,
the movement of the tagged molecules gives the velocity. MTV techniques can be categorized by
whether the atomic/molecular tracer is “seeded” or “unseeded”. In “seeded” MTV methods, the flow
is seeded with molecules (or atoms) such as ketone [119,120], ester [121], nitric oxide [122,123], and
metal atoms [124,125]. Different atomic/molecular tracers are seeded in terms of different flow fields.
Therefore, these methods have a wide scope of applications and high accuracy. However, seeding of
these atomic/molecular tracers is often undesirable due to expense, toxicity, corrosivity, and so on.
Furthermore, when these methods are applied in the combustion flow field, it is necessary to consider
whether the additional tracers have effects on the combustion reactions. Various “unseeded” MTV
methods were developed as well, e.g., Raman excitation plus laser-induced electronic fluorescence
(RELIEF) with O2 as tracer [126,127], air photolysis and recombination tracking (APART) with NO
as tracer [128], ozone tagging velocimetry (OTV) with O3 as tracer [129,130], and hydroxyl tagging
velocimetry (HTV) with OH as tracer [131–133]. For detailed information about MTV, readers can refer
to a review [118].

Traditional MTV techniques use ns lasers as the light source. With the evolution of fs lasers and
their gradual applications to the field of combustion, some velocity measurement techniques based on
fs lasers have been developed, including femtosecond laser electronic excitation tagging (FLEET) and
femtosecond laser-induced cyano chemiluminescence (FLICC).

FLEET is a recently developed fs-laser-based tagging velocimetry in nitrogen-containing flow field,
which was proposed by Michael et al. [134]. It is the first attempt of an fs laser in gaseous flow field
velocity measurement. The FLEET nitrogen tagging mechanism is shown in Figure 7. When an fs laser
with a wavelength of 800 nm was focused at the nitrogen-containing flow field, the laser pulse ionized
and dissociated molecular nitrogen into atomic nitrogen, which produced long-lived fluorescence as
the nitrogen atoms recombined into excited electronic states of molecular nitrogen. Through imaging
N2 fluorescence of first positive band (B3Πg → A3Σ+

u ) at different delays and analyzing, the flow field
velocity can be obtained. However, FLEET is a non-resonant process, as shown by the red transition of
Figure 8. FLEET process requires absorption of at least eight photons to overcome the 9.8 eV [135]
dissociation energy of N2. As a result, in order to induce multi-photon dissociation, the femtosecond
laser with an energy of several mJ is needed, which can photo-dissociate many other species, heat the
probing volume, or alter local chemistry. One way to avoid these problems is to use low laser pulse
energy. Therefore, selective two-photon absorptive resonance FLEET (STARFLEET) approach was
developed by Jiang et al. [135–138], which significantly reduces the per-pulse energy to 30 μJ. As shown
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by the blue transition in Figure 8, STARFLEET is designed to exploit the resonant excitation of the N2

a′′ 1Σ+
g ← X1Σ+

g transition via two-photon absorption at ∼202.25 nm. Then the pre-dissociated N2 at
a′′ 1Σ+

g absorbs the third photon, and dissociation of N2 molecule happens. STARFLEET approach has
the same capabilities as FLEET, but is more efficient than FLEET.

Figure 7. Diagram of the femtosecond laser electronic excitation tagging velocimetry (FLEET) nitrogen
tagging mechanism. The incident 100 fs laser dissociates the nitrogen molecules into atoms, which
subsequently recombine into the excited B state of molecular nitrogen, which emits in the red and near
infrared through the first positive transition to the A state.

 
Figure 8. The nitrogen excitation strategy of FLEET and selective two-photon absorptive resonance
FLEET (STARFLEET).

FLEET is used in a wide range of applications, including subsonic [134,139–141], transonic [136,
142–144], and hypersonic [145–148] flow fields. At present, FLEET has been successfully applied in
nitrogen [134,140,141,149–152], argon [139,153–155], air [141,147,156,157], 1,1,1,2-Tetrafluoroethane [158],
helium [159], carbon dioxide [159], oxygen [159], and combustion [141,148,160] flow fields. Since the
advent of FLEET, its measurement potential has been fully explored. FLEET can be used not only for
velocity measurement but also for measurements of other parameters in the flow field. For example,
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by measuring the FLEET spectra, based on two-line thermometry, the flow field temperature can be
obtained [150,157]. By analyzing the FLEET images, the boundary layer [146,161], shear layer [147,162],
vorticity [163], and mixture fraction [156] can be obtained. By analyzing the FLEET signal intensity and
lifetime, the pressure information of the flow field can be inverted [164].

The FLEET technique has the following advantages. Firstly, FLEET can achieve velocity
measurement with only one fs laser, whose experimental system is simple. Secondly, FLEET uses fs
laser as a light source, which can induce efficient multi-photon photolysis, therefore, it can be used to
realize multi-dimensional measurement [140,153,165]. Thirdly, FLEET uses molecular nitrogen as a
tracer, so the interference on the reactions of the flow field can be minimized. Fourthly, FLEET enables
the measurement of other parameters in the flow field. However, there are still some technical defects
in the current FLEET technique, such as poor signal-to-noise ratio (SNR). Many researchers have tried
to enhance the signal intensity by using different wavelengths or adding inert gases [139]. At present,
the most effective way to enhance signal intensity is using laser-induced chemiluminescence of the
radicals that have strong emission intensity.

Another fs-laser-based tagging velocimetry is femtosecond laser-induced cyano chemiluminescence
(FLICC) [166], which is proposed by our group. When an fs laser focused at methane-seeded nitrogen
gas flows, the high-intensity emission originating from CN (B2Σ+ → X2Σ+ ) fluorescence was observed.
The emission is strong and can last for hundreds of microseconds with a proper methane concentration.
Therefore, velocity measurement can be achieved through CN fluorescence imaging. As shown in
Figure 9, FLICC is an ideal tool for near-wall velocity measurements, which can be used to study, e.g.,
the boundary layer structure in supersonic flows. Although the FLICC technique requires hydrocarbons
to be seeded in the measured flow field, it has a natural advantage when it comes to combustion
flow fields.

 
Figure 9. Following the movement of femtosecond laser-induced cyano chemiluminescence (FLICC)
signal using a single lens reflex camera (left) and an ICCD camera in the on-chip multi-exposure mode
(right).

5. Femtosecond Lasers Guided High Voltage Electric Discharges

In addition to the above-mentioned fs-laser-based techniques, fs lasers can also be used to
guide high voltage electric discharges, which can be used for flow field measurements and plasma
applications. Plasma is widely used in the fields of industry [167], environment [168], and medical
science [169,170] due to its conductive and germicidal properties. High voltage discharges are the most
commonly used methods to generate plasma, such as corona discharge [171,172], spark discharge [173],
and dielectric barrier discharge [174,175]. Under atmospheric or high pressures, electric discharge
in the air can form a long thin filamentary volume of ionized plasma [176]. However, no matter the
kind of discharges, they are all based on a strong electrical field, which suffers the problem of random
discharges in both time and space. Controlling the time and space of discharges simultaneously and
accurately is so hard that it brings many limitations to its practical applications.

In the 1970s–1990s, researches on controlling high voltage discharges using pulse lasers have
been reported [177]. The high voltage discharge can be well controlled in the air through nanosecond
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laser guiding [178]. Due to the limitation of the Rayleigh range of the focused laser beam, discharge
guidance over the range of about 1 m was achieved. The fs laser-induced filament appears to be ideally
suitable for guiding a long-range atmospheric discharge.

Femtosecond laser-induced filament is the result of a dynamical competition between the Kerr
effect and plasma defocus effect. The length of the filament depends on the femtosecond laser pulse
energy and can be extended to several kilometers [13] when the laser energy is high enough. The
long-distance transmission of the filament offers many potential applications. Wolf et al. [179] reported
a free space laser telecommunication through the fog. They use a filament-induced shock wave to
radially expel the droplets out of the beam from the air it sweeps, then providing a clean channel for
telecom laser transmission, which has the potential to be applied to Earth-satellite free-space optical
communications and secure ground-based optical communications.

The fs laser-induced filament is a weakly ionized plasma channel with a diameter of ~100 μm
and an electron density of ~1016 cm−3 [180]. This plasma channel is weakly conductive and can be
used for guiding high voltage discharges. The most practical application of fs laser-induced filament
is laser-triggered switching. Many applications rely on the initiation of a well-controlled discharge
between two charged electrodes, especially for high current equipment, where a gas-filled trigger is
necessary. Since the first laser-triggered switching experiment in the early 1960s, a wide variety of spark
gap geometries and laser types have been investigated. Using ns lasers to trigger discharges can achieve
an excellent temporal stability of switched pulse with a jitter time of one nanosecond [181]. Better
temporal stability, within picoseconds, was achieved by using an fs laser to trigger discharges [182,183],
and the discharge path is strictly defined along the filament. Femtosecond laser-induced filament
guiding discharge provides a safe, remote, and highly accurate controllable switch for high current
equipment [184], which perfectly solves the problem of random discharges in both time and space.

Since the time and space of discharges can be accurately controlled, many applications based on
laser-induced filament were developed [185,186]. Polynkin et al. [187] reported a multi-pulse scheme
for laser-guided electrical breakdown of air, which is shown to be suitable for guiding discharges
propagating in either direction or along curved paths. An example of curved discharges guided by
timed sequences of three laser filaments in the dome and zigzag formations is shown in Figure 10, and a
scheme for the guidance of natural lightning based on the application of multiple chirped femtosecond
laser pulses was proposed.

Our group developed an fs laser-induced filament guiding discharges tagging velocimetry [188],
named filamentary anemometry using femtosecond laser-extended electric discharge (FALED). FALED
technique uses the filament to ignite a pulsed electric discharge between two electrodes. The
laser-guided thin filamentary discharge plasma column was blown up perpendicularly by an air jet
placed beneath in-between the two electrodes. The conductivity of the plasma channel was observed
to sustain much longer so that a sequence of discharge filaments was generated as the plasma channel
was blown up by the jet flow. The sequential bright thin discharge filaments can be photographed using
a household camera to calculate the flow velocity distribution of the jet flow, as shown in Figure 11.
The velocity measured by FALED agrees well with that measured by FLEET [188], and FALED has
a better signal to noise ratio and a thinner tagged line. Compared with FLEET and FLICC, FALED
largely extends the application scenario and does not suffer from quenching. Furthermore, it should be
emphasized that the discharge current is supposed to be extremely low in order to reduce intrusiveness.
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Figure 10. Examples of curved discharges guided by timed sequences of three laser filaments in the dome
and zigzag formations. (A), (C) Photographs of fluorescence by the filament plasmas, averaged over
100 laser shots. (B), (D) Single-shot images of the corresponding guided discharges [187]. (Reproduced
from Polynkin P, Multi-pulse scheme for laser-guided electrical breakdown of air. Appl. Phys. Lett. 2017,
111, 161102, with the permission of AIP Publishing).

 
Figure 11. Filamentary anemometry using femtosecond laser-extended electric discharge (FALED)
photo taken by the single lens reflex (SLR) camera of four sequential discharges with a separation of
40 μs and a gas flow speed of 35 m/s.
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In summary, fs laser guiding discharges can have a lot of applications, such as laser-triggered
switching, guiding natural lightning, and velocity measurements. There are many exciting phenomena
that are worthy of examination. Shown in Figure 12 are spatially resolved plasma spectra of fs
laser-induced filament guiding discharges. The plasma spectra indicate that the species in the
discharged filament are totally different when the discharge current is changed by varying current
limiting resistors. This phenomenon may be used to develop a method for species measurement with
the potential to achieve one-dimensional measurement. The accurate controlling of discharges in
both time and space also provides a possible way to study the spatiotemporal evolution processes of
discharges plasma.

 
Figure 12. Emission spectra from the filamentary column of different plasmas collected with spectrometer
slit, vertically orientated perpendicular to the thin plasma columns. (a) Imaging spectra of FALED
with a resistance of 0 kΩ; (b) Imaging spectra of FALED along the jet flow with a resistance of 1 kΩ;
(c) Spectral curve of emission from the filamentary plasma with the resistances of 0 kΩ (black line) and
1 kΩ (red line).

6. Conclusions

In summary, the development and application of a number of fs laser-based techniques for
combustion and flow field diagnostics are reviewed. These novel techniques include fs two-photon
laser-induced fluorescence (fs-TPLIF), fs laser-induced breakdown spectroscopy (fs-LIBS), fs laser
electronic excitation tagging (FLEET), filament-induced nonlinear spectroscopy (FINS) and fs
laser-induced plasma spectroscopy (FLIPS). In spite of their relatively short history, significant impacts
of these techniques have been demonstrated in measuring velocity, temperature and intermediates in
combustion and flow field.

However, there is still plenty of space for further development of these techniques, as all the
techniques mentioned above have the temporal-resolved measurement capability, and the time
resolution is in the range of nanosecond to sub-microsecond level. The fundamental mechanisms
governing the chemical and physical processes introduced by the ultra-short laser pulse and ultra-high
peak power are still to be investigated to form a knowledge-based understanding of the interaction
between the fs laser and the combustion flow field and the mechanisms of filamentary electric discharge
guided by fs lasers. It is predicted that the fs laser-based technologies will play an important role in
combustion and flow field diagnostics in the near future.
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Abstract: The vast majority of gaseous chemical substances exhibit fundamental rovibrational
absorption bands in the mid-infrared spectral region (2.5–25 μm), and the absorption of light by
these fundamental bands provides a nearly universal means for their detection. A main feature
of optical techniques is the non-intrusive in situ detection of trace gases. We reviewed primarily
mid-infrared tunable laser-based broadband absorption spectroscopy for trace gas detection, focusing
on 2008–2018. The scope of this paper is to discuss recent developments of system configuration,
tunable lasers, detectors, broadband spectroscopic techniques, and their applications for sensitive,
selective, and quantitative trace gas detection.

Keywords: tunable laser absorption spectroscopy; mid-infrared fingerprint spectrum; broadband
spectrum; trace gas detection; wavelength modulation spectroscopy; quantum cascade lasers;
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1. Introduction

Laser-based trace gas sensing is becoming more popular in a wide variety of areas including
urban and industrial emission measurement [1,2], environmental and pollution monitoring [3,4],
chemical analysis and industrial process control [5,6], medical diagnostics [7,8], homeland security [9],
and scientific research [10,11]. With the increase in global environmental, ecological, and energy
issues, laser-based trace gas detection technology has attracted unprecedented attention. Laser gas
sensing is based on the analysis of characteristic spectra of molecules, mostly known as tunable
diode laser absorption spectroscopy (TDLAS) or tunable laser absorption spectroscopy (TLAS).
Laser absorption spectrometers (LAS), also known laser gas analyzers (LGA), enjoy the merits of
non-contact, fast response time, high sensitivity and selectivity, the potential to be calibration-free, low
maintenance requirements, and a long life cycle. LAS is particularly suitable for in situ, online analysis,
and real-time detection.

Laser gas sensing has undergone tremendous progress along with the advancement in tunable
semiconductor lasers in the last few decades. Direct absorption spectroscopy (DAS) is the most common
technique for simple optical configuration, signal processing, and potential absolute measurement.
DAS often suffers from low sensitivity (absorbance ~10−3) due to the interference from 1/f noise
in the system and laser power fluctuation. There are basically two ways to improve the sensitivity
in this situation: (1) reduce the noise in the signal; or (2) increase the absorption. The former can
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be achieved by using modulation technique, e.g., wavelength modulation spectroscopy (WMS) and
frequency modulation spectroscopy (FMS), with a typical sensitivity of absorbance ~10−5. The latter
can be obtained by placing the gas inside a cavity in which the light passes through multiple times to
increase the interaction length, e.g., multiple-pass or long path absorption cells, and cavity enhanced
absorption spectroscopy (CEAS) [12,13]. Both ways of reducing noise and increasing absorption can
be applied to a same system, e.g., cavity enhanced wavelength modulation spectrometry [13] and
noise-immune cavity-enhanced optical heterodyne molecular spectroscopy (NICE-OHMS) [14,15].

FMS is a method of optical heterodyne spectroscopy capable of rapid measurement of the
absorption or dispersion associated with narrow spectral features. The absorption or dispersion
is measured by detecting the heterodyne beat signal that occurs when the FMS optical spectrum of
the probe wave is distorted by the spectral feature of interest. Recently, dispersion spectroscopy,
namely chirped laser dispersion spectroscopy (CLaDS) [16] or heterodyne phase sensitive dispersion
spectroscopy (HPSDS) [17], has attracted attention for its immunity to optical intensity changes and
superb linearity in the measurement of concentration.

CEAS and its new versions, e.g., cavity ring-down spectroscopy (CRDS) [18], broadband cavity
ring-down spectroscopy [19], phase-shift cavity ring-down spectroscopy [20], integrated cavity
output spectroscopy (ICOS) [21], and continuous wave cavity enhanced absorption spectrometry
(cw-CEAS) [22], provide much larger pathlength enhancement by using a resonant cavity, and thus
have highly sensitive absorbance ~10−7–10−9.

Practically, the simplest and most promising method to enhance the signal of trace gas detection
is to perform the detection at wavelengths where the transitions have larger line strengths, e.g., using
fundamental rovibrational bands or electronic transitions. The fundamental rovibrational bands of
a vast majority of gaseous chemical substances, located at the mid-infrared spectral region (MIR,
2.5–25 μm), are due to the transitions of molecular rovibrational energy states. In general, these bands
have stronger line strengths than the overtone and combination bands typically used in the visible
and near-IR regions. The MIR spectrum depends on the physical properties of the molecule such
as the number and type of atoms, the bond angles, and the bond strength. Thus, the MIR spectrum
is uniquely characterized by highly specific spectroscopic features and is considered the molecular
signature, which allows both the identification and quantification of the molecular species, especially
suitable for larger molecules, e.g., volatile organic compounds (VOCs) [23].

VOCs are gaseous organic chemicals at the conditions of normal temperature and pressure (NTP,
293.15 K and 101.325 kPa). There are several hundred types of VOCs, some of which are dangerous to
human health or cause harm to the environment. VOCs monitoring has attracted attention for long
time. Commonly used spectroscopic techniques for VOCs detection are Fourier-transform infrared
spectroscopy (FTIR) and differential optical absorption spectroscopy (DOAS) [24]; however, their
sensitivity, selectivity, and fragile optical setup are not always sufficient for harsh applications.

Recently, newly commercialized MIR detectors and lasers, especially quantum cascade
lasers (QCLs) [25] and interband cascade lasers (ICLs) [26], have stimulated the development of
high-performance, compact, and rugged gas sensors. Traditionally, TLAS use a discrete narrow
absorption lines of small molecules for gas sensing. For larger molecules, however, so many lines
overlapping with each other results in the spectral features being broad and smooth, except for
occasional spikes [23,27]. These spectral features are distinct from those of the discrete narrow
absorption lines with a Lorentzian, Gaussian, or Voigt profile. Detection of trace gas with broadband
absorption is much more difficult than with an isolated narrow spectral line. Extra effort should be
made to cope with the challenges of the broadband of larger molecules.

In this paper, we primarily review tunable laser-based broadband absorption spectroscopy for
trace gas detection in 2008–2018. After a brief overview of the principle (Section 2), we discuss the
system configuration, including MIR tunable lasers, detectors, and optical configuration in Section 3.
We discuss broadband spectroscopic techniques concerning derivative spectroscopy (Section 4), WMS
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(Section 5), and optical frequency comb spectroscopy (Section 6). Section 7 is a collection of MIR gas
sensing applications. Section 8 gives conclusions and prospects.

2. Principle

Quantitative spectral analysis is based on the Beer-Lambert law, which gives the relationship
between the incident and the transmitted radiation through a gas cell filled with a molecular
gas sample:

I(ν) = I0(ν)× exp{−σ(ν)× L × C}, (1)

where I0 and I are the incident and transmitted radiant powers, respectively; σ is absorption cross
section of the molecule in cm2/molecule; L is absorption pathlength in cm; C is the density of the
molecule in molecule/cm3. Usually, the absorption cross section σ is also used to describe the
absorption intensity. The line strength is retrieved by spectrally integrating the absorption line shape
and applying the ideal gas law:

S(T) =
KBTA

XiLP riso
, (2)

where KB, T (K), and P (Pa) are the Boltzmann constant, gas temperature, and total pressure of the gas
sample, respectively; Xi is the amount fraction of i species; A (cm−1) is integral absorbance; riso is a
correction factor for isotopic fractionation of the gas sample.

WMS is commonly used to improve the sensitivity of gas sensing. The WMS theory and signal
model have been detailed previously [28], and so are only briefly reviewed here. A periodic sawtooth
ramp ridden by a high-frequency sinusoidal is applied to the laser injection current, thus the laser
wavenumber ν(t) = νc + νa cos ωt is scanned across the transition of gas to be detected, where νc and
να, are the laser center wavenumber and modulation depth, respectively; ω is the radian frequency.
In case of ideal conditions, ignoring all kinds of interference, the modulated absorption signal is
detected by a photodiode and then processed using a lock-in amplifier to demodulate the signal at the
harmonics (1f, 2f, 3f, etc.). The second harmonic component (WMS-2f) is commonly used for calculating
the concentration of target gas. In the case of optically thin (σ(ν) · L · C ≤ 0.05), the ideal 2f signal is
modeled as:

Aideal 2 f =
2I0CL

π

∫ π

0
−α(νc + νacosθ)cos2θdθ ∝ I0CL, (3)

where α is the absorption coefficient and θ = ωt is the phase angle. When the incident laser intensity I0

and optical path L are constant, the amplitude of WMS-2f signal is proportional to the gas concentration.
Practically, apart from the 2f signal descript in Equation (3), the detected signal consists of random
noise and the derivation of optical fringes [29,30]. The optical fringes appear as unpleasant spectral
features that are usually mixed with the target absorption, and constitute one of the major obstacles in
the gas detection. In a well-designed and -fabricated system, the optical fringes should be reduced,
and only small residual fringes remain with sinusoidal waveforms, while random noise is seen as small
time-varying wiggles superimposed on the true underlying signal, with small standard deviation.
Thus, the detected signal could be described as:

Adetected 2 f = en + ∑ aj(t)× cos(ωj(t)× t) + Aideal 2 f , (4)

where αj(t) and ωj(t) are the instantaneous amplitude and frequency of jth fringe component,
respectively; Aideal 2f is the WMS-2f signal modeled by Equation (3). The profiles of second harmonic
of absorption, fringes, and noise will inherit the featuresof their origination. These profile differences
among WMS-2f, harmonic of optical fringes, and noise will be a novel breakthrough point to distinguish
and eliminate the interference from the signal (details in Section 5.3).
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3. System Configuration

A typical LAS consists of a laser, a photodetector, and an optical configuration for light interaction
with gas. For WMS-based LAS, there are, additionally, a laser modulator and a signal demodulator,
the latter usually by a lock-in amplifier (LIA).

The laser is the LAS’s key component; it usually needs to be continuously tunable mode-hop-free,
reliable, single frequency with narrow linewidth (typically <1 MHz), and to have low noise intensity.
Historically, lead-salt diode lasers have been developed in a MIR gas sensor. However, these lasers
require cooling to liquid nitrogen temperatures and present problems for mode hops and multi-mode
operation. Recently, great progress in laser technology has brought many types of excellent lasers, e.g.,
QCLs and ICLs.

High-sensitive and low-noise detectors are essential for trace gas detection. The most popular
commercial infrared detector is a mercury-cadmium-telluride (MCT, or HgCdTe) photoconductive
semiconductor-based detector. The MCT detector enjoys a very wide spectral response (2 to 25 μm)
and higher speed of detection. Its main limitation is that it needs cooling to reduce noise due to the
thermally excited current carriers. Alternatively, newly developed quantum heterostructure detectors
could play a vital role in future infrared detection [31].

The optical configuration provides interaction between light and gas’ the interaction length
directly relates with the sensitivity of gas detection. Thus, a long interaction length is desired to
achieve high sensitivity. Multiple-pass cells (MPCs) and open long path are commonly used in LAS
to measure low-concentration components or to observe weak spectra in gas. The requirements of
compactness, small sample volume, and fast response time stimulated the development of a new
type of gas cell. Recently, a hollow waveguide (HWG)-based gas cell has been found to boast the
advantages of small sample volume and fast response time [8,32], whereas substrate-integrated hollow
waveguides (iHWG) are compact integrated sensors [33]. On the other hand, the need for non-fixed
open-path gas detection, e.g., leak detection, aroused the development of standoff remote sensing
without a retroreflector [34–36].

3.1. Mid-Infrared Tunable Lasers

MIR tunable laser technology has undergone tremendous development in the past decade, which
involves QCL, ICL, difference frequency generator (DFG) [37], optical parametric oscillator (OPO) [38],
fluoride fiber lasers [39], hollow-core fiber gas laser [40], VCSEL [41], and II–VI chalcogenides-based
MIR lasers [42]. As there have been many excellent reviews of MIR light sources [25,43–45], here
we present only a brief overview of the newly developed, highly reliable, and most widely used in
spectroscopy, focusing on QCL, ICL, VCSEL, and optical frequency comb (OFC).

3.1.1. Quantum Cascade Lasers

QCL, first demonstrated by Faist et al. in 1994 [46], emits by intersubband transitions between
energy levels inside superlattice quantum wells rather than the material bandgap energies in
conventional lasers. The most attractive distributed feedback (DFB) QCLs were commercialized
in 2004. Now, many commercial providers offer cw- and RT-operated QCLs in different configurations
ranging from Fabry-Perot devices, to DFB resonators, to external cavities-based (EC-) QCLs,
as well as high-power devices (with watts) in the infrared to terahertz spectral region. QCLs are
attractive for infrared countermeasure, metrology, high-resolution spectroscopy, and chemical sensing
applications [7,47–53].

QCLs enjoy a broad gain profile of hundreds of wavenumbers and a narrow linewidth about
0.5 MHz by providing monochromatic feedback, i.e., DFB and EC [54]. The natural linewidth can
be as low as a few hundred hertz. The emission wavelength of DFB-QCLs can be tuned only a
couple of wavenumbers, whereas EC-QCLs can provide hundreds of wavenumbers of coverage with
drawbacks of slow mechanical speed, instability, alignment of multiple optical components, and high
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price. Broadband QCLs have been also built by an array of DFB QCLs with closely spaced emission
wavelengths and fabricated monolithically with wavelength coverage of several micrometers [55].
QCL arrays enjoy broad tuning and high spectral resolution, which opens up a wide range of new
possibilities for fast, compact, and mechanically robust solutions with high customizability [56].

Overall, QCLs have been greatly improved, but many challenges remain, such as intervalley
scattering, heat removal from the core region, and interface scattering, which limit the performance
of QCLs, especially at short wavelengths [57]. Although InP-based QCLs emitting at wavelengths of
3–4μm have been demonstrated recently [58,59], they are still not commercially available.

3.1.2. Interband Cascade Lasers

ICL was presented by Yang in 1995 [60]. RT-cw operation of ICL was first demonstrated in
2008 [61]. Only a few years ago, DFB-ICLs became commercially available with an optical power of
milliwatts and a spectral tuning range of a few wavenumbers by Nanoplus GmbH [26]. Like QCLs,
ICLs employ the concept of bandstructure engineering to achieve an optimized laser design and reuse
injected electrons to emit multiple photons. However, ICLs’ photons are generated by interband
transitions rather than the intersubband transitions used in QCLs, which allows ICLs to achieve lower
input powers than is possible with QCLs.

DFB-ICLs provide single mode, narrow linewidth (~0.7 MHz) [62], low power consumption
(hundreds of milliwatts), a compact system solution, and RT-cw emission in the 3–6 μm range,
which fill the MIR gap perfectly. DFB-ICLs have been used for the ppb-level detection of many
important gases, especially hydrocarbon species [63–69], which leads to many important applications
in various areas, for example, clinical diagnostics [70,71], combustion probing [72], environmental
monitoring [73,74], and remote sensing.

3.1.3. Mid-Infrared Vertical-Cavity Surface-Emitting Lasers

MIR VCSELs have been paid great attention in the past decade for their advantages of low power
consumption, low beam divergence, narrow and single-fundamental-mode, high wavelength tunability,
and on-wafer testing capability [45]. The buried tunnel junction (BTJ) concept yields high-performance
VCSELs in the wavelength ranges of 1.3–2.6 μm [75] and 2.3–3.0 μm [76], respectively. An interband
cascade VCSEL has achieved lasing to λ~3.4 μm in pulsed mode at temperatures up to 70 ◦C [77], and a
4 μm VCSEL has been developed by using a single-stage active region with eight type-II quantum
wells combined with BTJ technology [78]. VCSELs operate with very low threshold currents of several
mA and very low power consumption of milliwatts. They provide a single mode by distributed Bragg
reflector with a moderate linewidth of tens of MHz. VCSELs are particularly suited for compact and
battery-powered sensors.

3.1.4. Mid-Infrared Optical Frequency Comb

OFCs consist of a series of discrete, narrow, stable, equally spaced spectral lines that have a
fixed phase relationship between them. These combs can span a broadband of frequency range
that have found important applications in areas such as metrology, spectroscopy, and optical
communications [79]. To date, OFC sources have extended from the ultraviolet, visible, infrared,
and terahertz spectral regions [80]. We only focus on the MIR-OFC, including mode-locked, difference
frequency generators (DFG), optical parametric oscillation (OPO), and direct modulation OFC.

Mode-Locked Laser. The most popular way of generating a frequency comb is with a
mode-locked laser. Mode-locked lasers produce a series of optical pulses separated in time by the
round-trip time of the laser cavity. The spectrum of such a pulse train approximates a series of Dirac
delta functions separated by the repetition rate of the laser. In the past decade, there have been
hundreds of demonstrations of generating OFC with various lasers including Ti: sapphire solid-state
lasers [81], Er: fiber lasers [82], Kerr-lens mode-locked lasers [83], QCLs [84], and ICLs [85] with
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repetition rates typically between to MHz to 10 GHz. The issues with mode-locked OFC are lower
output power, still experimental, and not commercially available.

Difference Frequency Generators. DFG is the most versatile method to generate mode-hop-free
tunable broad laser by a nonlinear optical process. The two necessary conditions to achieve MIR OFC
output are high-coherence pump lasers and a suitable order nonlinear crystal. There are more than a
dozen demonstrated crystals, among which LiNbO3 and ZnGeP2 are the most popular. DFG-based
OFC have more power and stability and do not require an oscillating cavity or a high threshold of the
optical parametric process [86], whereas the drawbacks are high cost and a relatively low conversion
efficiency [37,86,87].

Optical parametric oscillator. An OPO is another parametric nonlinear optical process used to
provide a high output power and versatile sources of coherent radiation for spectral regions inaccessible
to lasers. OPO has been shown providing high power OFCs based on Yb: fiber laser covering several
micrometers [88,89]. Researchers have not only shown that degenerate synchronously OPOs are
efficient tools to transfer near-infrared (NIR) frequency combs to the mid-infrared; also, they can utilize
pump lasers in NIR and expand the spectrum to the mid-infrared [38,90]. OPO offer high output power
with broad spectral coverage, but require a free-space resonator, external pumping sources, and many
optical components [91]. This makes OPO sources bulky, vulnerable to any external disturbances,
and very impractical in field applications.

Direct Frequency-Modulation Combs. Direct FM combs have been experimentally
demonstrated in semiconductor lasers, such as QCLs [91–97], ICLs [85], quantum dot (QD) [98],
and quantum dash lasers [99]. These lasers are passively mode-locked with cw or quasi-cw output.
Direct FM combs enjoy broadband, wide repetition frequency from kHz to THz [100] with line width
of kHz to MHz level. Direct FM comb offers the possibility of a portable, chip-scale device with low
power consumption, which are desired in spectroscopic trace gas sensing.

3.2. Infrared Detector

There has been exciting progress in MCT junction technology, which could design and fabricate a
high-performance MCT photovoltaic detector for operation in RT and in situ applications [101]. The
commercialized detector benefits from the use of optimized material, device architecture, concentrators
of radiation, enhanced absorption, and shields against thermal radiation, and can achieve directivity
as high as 1011 cm·√Hz·W−1 in RT conditions [102]. Alternatively, more progress has been noted in
quantum engineering-based detectors.

3.2.1. Quantum Heterostructure Detector

Quantum heterostructure-based infrared detectors, including quantum cascade (QC), quantum
well (QW), quantum dot, and combinations of both QDs and QWs in a dot-in-a-well (DWELL) strategy
detectors, have high detectivity and low dark currents [31,103,104]. QC detectors have low noise
due to their low interference of background radiation. QW detectors are characterized by a narrow
spectral band and are easily fabricated. However, the disadvantages of QW detectors include low
operating temperatures and the requirement of a scattering filter to adjust the incident light angle [105].
QD detectors have higher operating temperatures and are capable of absorbing normally incident
photons. However, they have much lower quantum efficiency due to the lower absorption and capture
probabilities of incident light [104,106]. DWELL devices have shown promise in terms of detectivity
and spectral range, though their operating temperatures remained fairly low.

Most quantum heterostructure detectors are still at the experimental stage, with different
fabrication technologies and materials being used. Few commercial products have been reported,
which leads to the restriction of such detectors’ application in MIR detection. However, recent
advances in this field such as new device-chip hybridization [107], antimonide-based membrane
synthesis integration, and strain engineering [108] may be scalable methods for the fabrication of
commercially available heterostructure detectors.
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3.2.2. Infrared Avalanche Photodiodes

An avalanche photodiode (APD) provides an internal multiplication necessary to achieving high
avalanche gain at low bias with low noise and high bandwidth [109]. Presently, MCT APD is the most
promising for trace gases in standoff remote sensing with high sensitivity. The demands of night vision
and LIDAR systems stimulate the development of MCT APD arrays [110]. Overall, commercialized
high-sensitive and bandwidth MCT APD would play a vital role in many areas.

3.3. New Types of Gas Cells

Recently, new types of gas cells have been developed to achieve long optical path in a smaller
volume, including modified MPCs [111–116], circular multi-reflection (CMR) cells [117–124], and
HWG [32,63,69,125–128]. Guo and Sun reviewed the progress in modified MPCs and CMR cells and
compared them in terms of optical pathlength (OPL), volume, and path-to-volume ratio (PVR) [116].
HWG-based gas cells have been discussed in detail in books and reviews [129–131]. We compared the
main features among the modified MPCs, CMR cells and HWG, as shown in Table 1.

Table 1. Comparison of different types of gas cells.

Type Ref. OPL/m Volume/L PVR/m/L ADs DADs

Modified
MPCs

2 mirrors [111] 22 0.55 40 (c) (d) (e) 2© 5©
6 mirrors [112] 314 1.25 251.2 (b) (c) (e) 1© 2© 5©
3 mirrors [113] 1.46 0.33 4.4 (c) (d) 1© 2© 5©
2 mirrors [114] 57.6 0.225 256 (a) (b) (d) (e) 2© 5©
2 mirrors [115] 26.4 0.28 94.3 (b) (c) (e) 2© 5©
6 mirrors [116] 32.4 0.48 67.5 (c) (d) (e) 1© 2© 5©

CMR cells

1 mirrors [117] 1.05 0.078 13.5 (c) (d) (e) 3© 4©
6 mirrors [118] 3.1 0.024 129.2 (a) (c) (d) (e) 3© 4©
1 mirrors [119] 2.16 0.04 54 (a) (c) (d) (e) 3© 4©
1 mirrors [120] 4.08 0.04 102 (a) (c) (d) (e) 3© 4©
6 mirrors [121] 0.69 0.013 53.1 (a) (c) (d) (e) 3© 4©
1 mirrors [122] 12.24 / / (a) (c) (d) (e) 3© 4©
1 mirrors [123] 9.9 0.05 198 (a) (c) (d) (e) 3©

65 mirrors [124] 10 0.14 71.4 (a) (c) (d) (e) 3© 4©

HWGs

Ag/AgI-HWG [32,69] 5 0.004 1250 (a) (d) (e) 4©
iHWG [126] 0.25 0.001 250 (a) (d) (e) 4©
iHWG [63] 0.075 0.0003 250 (a) (d) (e) 4©

PBF-HWG [127] 1 5 × 10−6 200,000 (a) (d) (e) 4© 5©
PBF-HWG [128] 0.08 4.5 × 10−7 177,778 (a) (d) (e) 4© 5©

Advantages index Disadvantage index

(a) easy configurations, fewer than three
components
(b) ultra-long pathlength (>50 m)
(c) keeping focal properties, low-aberrations
(d) compact structure
(e) suitable for MIR

1© multiple components (≥3 optical elements) and
requiring adjustment
2© large volume (>0.1 L)
3© hard to align, sensitive to vibrations or input

conditions
4© spot diffusion introduced by aberrations
5© slow gas exchanging

There are three categories of HWG employed in spectroscopic gas sensing, namely Ag/AgI-coated
HWG (Ag/AgI-HWG), photonic bandgaps HWG (PBG-HWG), and iHWG [131], and the comparison
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of them is as shown in Table 1. HWGs work as both an optical waveguide and gas transmission cell
that provide an extended OPL yielding high sensitivity measurements [69]. It is worth noting that
filling PBG-HWG with analyte gas for sensing is difficult owing to the considerable back-pressure
building up in the hollow structure. HWGs are ideal candidates for gas cells due to their high PVR
and ability to transmit light at a fairly wide wavelength range, which means building a MIR sensor
platform is feasible.

3.4. Fully Integrated Sensors

Profiting from the development of MIR lasers, detectors, and gas cells, as described above, the
laser spectrometer can be potentially integrated into a miniaturized and compact system for gas
sensing, as shown in Figure 1, maintaining or even enhancing the achievable sensitivity [132]. In this
subsection, we introduce the progress and applications of the fully integrated MIR laser spectrometer,
focusing on QCL or ICL-coupled HWG gas sensors.

 

Figure 1. Overview of the recently emerging gas cell-based laser gas sensing principles. A gas cell
with small volume and easy integration includes: Ag/AgI-HWG-Ag/AgI-coated hollow waveguides,
PBG-HWG-photonic bandgaps hollow waveguides, iHWG-substrate-integrated hollow waveguides
and CMRC-circular multi-reflection cell. The laser source includes: ICL—interband cascade laser,
QCL—quantum cascade laser, EC-QCL—external cavity coupled QCL. The detector includes: Pyroel.
—pyroelectric detector, DTGS—deuterated triglycine sulfate detector, Thermo. —thermopile detector,
MCT—mercury cadmium telluride semiconductor detector, QCD—quantum cascade detector.

An integrated sensor consists of a compact MIR laser, a new gas cell, and a detector, as shown in
Figure 1. The configuration provides an attractive solution for miniaturized and practical applications.
The laser should be a QCL, ICL, EC-QCL, or VECSEL. The miniaturized gas cells, i.e., HWG or iHWG,
cover the wavelength range of 3.0–11.0 μm, and provide a response time as fast as seconds [32]
and a sample volume of sub-milliliter [131]. iHWG-based cells provide excellent modularity and
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mechanical stability, with effective OPL of hundreds of millimeters and larger losses per unit length
than Ag/AgI-HWG-based cells [32], which could achieve an effective OPL of several meters. The
sensor could operate in the DAS, WMS, or intrapulse modulation regime as well [33,133–136].

3.5. Open Path Detection without Retroreflectors

The requirements of non-fixed open-path gas detection, e.g., the atmospheric environmental
monitoring, leak detection, security early warning, etc., promoted the standoff remote sensing.
We focus on the open-path-averaged gas concentrations by the backscatter light from a remote hard
target or topographic target. Other open-path systems that are deployed as point samplers or long-path
with retroreflectors are beyond the scope of this review.

In order to realize standoff gas detection, a number of laser-based techniques are available, such
as TDLAS [34,35,137,138], PAS [139], differential absorption lidar (DIAL) [140], CLaDS [141], and more
recently active coherent laser spectrometers (ACLaS) [36]. The basic architectures of these techniques
are shown in Figure 2. The OPL is often variable and unknown; therefore, performance is often
quoted in a similar fashion to that of open path gas detectors, using the pathlength-integrated unit
of ppm·m [142]. The detection limits for such systems commonly range from sub ppm·m to several
hundred ppm·m [35,36,141], typically over distances of open path from several meters to hundreds of
meters or even kilometers. The performance of this system is typically limited by the level of received
laser power, which is dependent on the incident laser power, distance between receiver and scattering
target, type of scattering materials, and size of the receiver aperture [142–144]. High-power and
broadband tuning lasers, such as OPO and EC-QCLs, are desired to achieve a higher signal-to-noise
ratio (SNR) [145–147]. However, high-sensitive and low-noise detectors are particularly important for
applications in public areas where eye safety should be considered.

Recently, standoff trace detection has achieved tremendous progress and been applied in leaks [35],
environmental monitoring [141], explosives [148,149], combustion [147], unmanned aerial vehicles
(UAV) [150,151], and many other promising applications as well.

  

  
Figure 2. Diagrams of the basic architectures of standoff gas detection techniques with non-cooperators:
(a) TDLAS [35], (b) DIAL [149], (c) PAS [139], (d) ACLaS [36].
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4. Detection Methods: Derivative Spectroscopy

MIR spectroscopy is attractive for the strong fingerprint signature, and the commonly used DAS
often suffers from low selectivity for the spectra overlapping of broadband absorption. Derivative
spectroscopy uses first or higher derivatives of absorbance with respect to wavelength for qualitative
analysis and for quantification with higher selectivity [152]. The derivatization of zero-order spectrum
can lead to separation of overlapped signals or elimination of background caused by other compounds
in a sample [153,154].

Derivative spectra could be obtained by the Savitzky-Golay (SG) smoothing/differentiation
procedure, which is widely implemented in instrumental software or in packages for spectral data
processing. The resolution enhancement in the second derivative spectrum depends on the data spacing
in original spectra, absorption peak profile, parameters of SG (i.e., window size and polynomial order).
To maximize the separation of the peaks in a second derivative spectrum, the original spectra should be
recorded at high resolution and using appropriate parameters [155]. Other methods used to calculate
the derivative spectra include numerical differentiation [156] and continuous wavelet transform [157].
The latter has been proven to be efficient in the analysis of overlapping spectra and is advantageous
for providing higher SNR and flexibility in searching for absorption peaks.

Derivative spectroscopy can be used in various spectral region including UV [158], visible [159],
NIR [160,161], and MIR. The method has a close dependence on instrumental parameters, like speed
of scan, the linewidth, and SNR. The derivatization can amplify the noise signals in the resulting
curves, which normally leads to a higher SNR. Another disadvantage is the non-robust character
of the selected parameters of the elaborated methods. The selected parameters of this method are
applicable only for the studied system and every change in composition requires re-optimization
and the selection of new parameters of derivatization [153]. Without a homogeneous protocol of
optimization, the parameters of the method vary, and most researchers did not describe the parameter
selection in their published articles.

5. Detection Methods: Modulation Spectroscopy for Wideband Absorption

WMS has been demonstrated to have high sensitivity for sensing gas with an isolated spectral
line. When the modulation index is small, WMS is approximately expressed as derivative spectroscopy.
For the MIR spectral region, however, the fingerprint spectra are often broad, serried, crowded,
and even overlap within the coverage of a tunable laser. To ensure the detection sensitivity
and selectivity, the essential procedures include optimizing modulation index, varied modulation
amplitude, removing fringes and noise interference, and multicomponent spectral fitting.

5.1. Optimizing the Modulation Index

Since the recorded harmonic signals used in WMS are heavily dependent on the spectral line
profile and modulation index adopted in the WMS system, the situation for sensing a larger molecular
gas with a broadband spectrum is quite different. Moreover, the similarity of signal waveform between
a broadband spectrum and the intrinsic optical fringes interference will seriously complicate the signal
processing [30] and deteriorate the sensing sensitivity and precision.

The modulation index always plays a pivotal role in WMS-based measurement. A modulation
index of 2.2 is recognized as the optimum to achieve the maximum SNR with isolated Gaussian or
Lorentzian line profile. For broadband spectrum, however, the reordered harmonic signal would
broaden to overlap with the adjacent spectrum, interference, and optical fringes with the so-called
modulation index optimum. The overlapping may deteriorate and even disable the WMS measurement.
So the modulation index determination should balance the spectra discrimination and the SNR in
WMS with broadband spectrum.
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We investigated the determination of modulation index for the broadband absorption, taking
the carbon disulfide (CS2) spectrum around 2177.6 cm−1 as an example. To evaluate the spectra
discrimination of the WMS-2f signal, we particularly defined a parameter, SD [27]:

SD =
hCD

0.5 × (hA + hB)
, (5)

where A and B are the adjacent valleys of neighboring WMS-2f signals, C is the middle point of the
line connecting A and B, point D at the signal curve is vertical to point C, hA and hB are the amplitude
of absorption valley A and B, respectively. hCD is the height difference between point C and D. The
parameter SD is a constant from 0 to 1, which represents the WMS-2f completely overlapping and
parting, respectively, as shown in the insert panel of Figure 3b.

  

SD

Figure 3. (a) broadband spectra of CS2 around 2176 cm−1 with 30.5 ppm × 5 m; (b) simulated WMS-2f
signals of Figure 1a with modulation index 0.2 to 2.2, the insert panel describing the definition of
spectrum discrimination (SD); (c) the SD and normalized WMS-2f signals amplitude under various
modulation index [27].

The parameter SD and normalized amplitude of WMS-2f signals under different modulation index
was plotted in Figure 3c, which reverse with the modulation index. To balance the SD and normalized
amplitude of WMS-2f signals, the modulation index around 1.0 should be a good compromise for
optimizing WMS with the band spectrum of CS2 detection.

5.2. Varied Modulation Amplitude

A modulation amplitude setting always confronts multi-spectrum with different widths, which
creates a significant dilemma. Any single modulation amplitude cannot cover a large spectral width
difference, e.g., a difference of the half width at half maximum is more than 50%. A practical way to
achieve this is to use a varied modulation amplitude for multi-spectrum detection, namely WMS with
varied modulation amplitude (WMS-VMA) [162].

The WMS-VMA was realized mainly by a homemade digital lock-in amplifier (DLIA), which
performs the modulation, demodulation of WMS-1f and WMS-2f, and generation of reference signal
by an integrated field-programmable gate array-based circuit. The DLIA generates an arbitrary
waveform signal by direct digital frequency synthesis. The sine waveform with varied amplitude is
prepared in advance and stored in the DLIA’s random access memory, and then read out to control the
sequence using the frequency controller integrated in the DLIA. The method has been verified by a
multiparameter optical sensor with typical broadband spectroscopy [162].

5.3. Removing Fringes and Noise Interference

LAS always suffers interference from electric noise and optical fringes; the latter are caused by
multiple reflections upon optical interface, i.e., the so-called “etalon effect.” The interference causes
low sensitivity and precision in the spectrometers. Since the optical fringes are small and sine-like in
a well-designed and -fabricated system, the signal profiles of molecular absorption always exhibit
distinct differences to those of optical fringes and electric noise. The WMS-2f signal profile would
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inherit their difference with an optimized modulation index. So, the molecular absorption can be
distinguished from optical fringes and electric noise by the signal profile.

An empirical mode decomposition (EMD) algorithm has been successfully used in WMS to
remove optical fringes [27] and noise [163] by characterization of the signal profile. The procedure
for employing EMD to decompose and reconstruct the WMS-2f signal is described in Figure 4a.
The detected 2f signal was decomposed into intrinsic mode functions (IMF), which have a specific
physical source and are meaningful. The simplest criterion, whether IMF from molecular absorption
or interference is the correlation coefficient (R) between an IMF and the reference 2f signal, is shown in
Figure 4b,c.

  

Figure 4. Schematic of removing optical fringes and noise with the empirical mode decomposition
(EMD) algorithm. (a) flow chart of the algorithm; (b) WMS-2f signal: recorded in the upper panel,
the reconstructed and simulated in lower panel; (c) the intrinsic mode functions (IMF) decomposed
from the recorded WMS-2f [27].

The components with lower R most likely come from fringes or noise, while components with
larger R with reference absorption must be the absorption. All these components with higher R can be
added together to reconstruct a WMS-2f free from the interference of fringes and noise. Generally, this
method can improve the sensor sensitivity by about 30% [164].

5.4. Multicomponent Spectral Fitting

Multicomponent spectral fitting is mainly used to eliminate spectral interference, which commonly
occurs in MIR detection. Furthermore, benefitting from the use of multivariate regression and
nonlinear least square fitting, it can calculate the multi-component concentration in a gas mixture,
i.e., achieving multiple component detection simultaneously using a single DFB ICL [164,165]. The
Levenberg-Marquardt (LM) algorithm, also known as the damped least-squares method, was applied
for the data fitting. Reference WMS-2f signals of all the components were obtained beforehand. The
concentrations of all components in the mixture comply with the constraint condition of non-negative
parameters. In each iteration of the fitting routine, the WMS-2f signal of the mixture was simulated
with the updated parameters. Once the routine converged, the best fitting parameters were determined
as the concentrations of the components.

Multicomponent spectral detection could benefit from the redundancy of the multiple spectra,
not only in the magnitude of the absorption but also in the line shape related to temperature and
pressure broadening. To make full use of the information buried in the detected spectral lines,
we presented an improved multicomponent spectral fitting algorithm for the sensor. We also applied
the method of normalizedWMS-2f by 1f for the sensor immunity of laser energy fluctuation [162].

6. Detection Methods: Optical Frequency Comb Spectroscopy

Frequency combs enjoy high spectral resolution and broad spectral coverage that make them a
unique spectroscopic tool for precision spectroscopy and for multi-species detection [80,166]. Direct
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frequency comb spectroscopy (DFCS) employs optical frequency combs to probe spectral features in a
parallel fashion [167]. We briefly review the DFCS including frequency comb-based Fourier transform
spectroscopy (FC-FTS), cavity-enhanced direct frequency comb spectroscopy (CE-DFCS), and virtual
imaging phased array spectroscopy (VIPAS).

6.1. Frequency Comb Fourier Transform Spectroscopy

FC-FTS is the measurement of the Fourier transform of the interferogram based on frequency
combs source, which offers excellent spectral brightness and spatial coherence. There are two
implementations of FC-FTS: Michelson interferometer-based Fourier transform spectroscopy and
dual-comb spectroscopy (DCS) [168]. Each presents its own distinct advantages, but both rely on the
same physical principle.

Michelson interferometer-based FC-FTS. In FC-FTS, OFC works as the light source for Fourier
transform spectrometers (FTS). The high spectral brightness, together with the spatial and temporal
coherence of the combs, enable acquisition times orders of magnitude shorter than in conventional
FTIR spectroscopy. Thus, FC-FTS could be promising in standoff chemical sensing of transient,
non-repeatable phenomenal like combustion, plasmas, and explosions [169]. Presently, the applications
of FC-FTS is still limited by spectral width, lower comb intensities, mechanically scanned mirrors to
record the interferogram, placing limits on the acquisition of spectra [170]. The interferometer records
the interference pattern between two combs as slightly different because the light reflected by the
moving mirror of the interferometer is Doppler shifted [171,172].

Dual comb spectroscopy. DCS uses two frequency combs of slightly differing line spacing, one
for reference and the other for sample detection [168]. From each pair of optical lines, one from each
comb, a radio frequency beat note is generated on a detector. In this way, optical frequencies are
converted into radio frequencies such that the amplitude and phase changes caused by the interaction
of one of the combs with a sample can be detected. DCS has an advantage similar to a Michelson
interferometer but without moving parts and employing a single point detector, in which case a
minimum detectable absorption ~1 × 10−8 cm−1 has been demonstrated [173].

Despite an intriguing potential for the measurement of molecular spectra spanning tens of
nanometers within tens of microseconds at Doppler-limited resolution, the development of dual-comb
spectroscopy is hindered by the demanding stability requirements of the laser combs [168,174,175].
For an ideal, the interference sampled waveform can be Fourier transformed to display the signal
spectrum. In reality, the main difficulty comes from the time and phase fluctuations of the frequency
comb. However, we experimentally demonstrate that the means of real-time dual-comb spectroscopy
can be used to overcome this problem [176]. The true value of DCS for sensitive molecular detection
lies in the MIR [177,178], and compact design will be obtained using the semiconductor laser comb
technology in the future [179–181].

6.2. Cavity-Enhanced Direct Frequency Comb Spectroscopy

CE-DFCS combines broad spectral bandwidth, high spectral resolution, precise frequency
calibration, and ultrahigh detection sensitivity all in one experimental platform based on an optical
frequency comb interacting with a high-finesse optical cavity [166,182]. Michael et al. demonstrate
a minimum detectable absorption of 8 × 10−10 cm−1, a spectral resolution of 800 MHz, and 200 nm
of spectral coverage [183]. Moreover, combined with VIPA technology, the minimum detectable
concentration is 1.7 × 1011 cm−3 [184]. Whereas, a great deal of CE-DFCS applications are in the visible
and NIR spectral region, MIR CE-DFCS is attracting a lot of attention [182,185,186]. It is noteworthy
that the mode spacing between the cavity and comb should be well matched, or the operation will
always too be complicated [186,187].
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6.3. Virtual Imaging Phased Array Spectroscopy

VIPAS provides alternative approaches that circumvent this problem by directly measuring the
power or phase of individual comb teeth that have interacted with the molecular gas [188]. In this case,
a novel high-resolution crossed spectral disperser is employed to project the various frequency comb
modes onto a two-dimensional digital camera. The distinguishing feature of the present approach is
the use of a side-entrance etalon called a VIPA disperser in the visible spectral range. The multiple
reflections within the VIPA etalon interfere such that the exiting beam has different frequencies
emerging at different angles. Sensing with a broadband comb directly interrogates an absorbing
sample, after which the spectrum is dispersed in two dimensions and sensed with detector arrays.
Thus, the spectrometer transforms the one-dimensional comb into something more reminiscent of a
two-dimensional ‘brush’.

With the VIPA method, Diddams et al. [189] resolved 2200 comb modes covering a 6.5 THz span
with resolution 1.2 GHz, while Gohle et al. [190] resolved 4000 modes covering a 4 THz span with
resolution 1 GHz. However, due to the limitations in optical coating and array detector technology,
VIPA is available in the visible and NIR ranges. Proof-of-principle demonstrations have been carried
out in the MIR wavelength region spectral resolution 600 MHz (0.02 cm−1) [191], and resolution 1 GHz
(0.03 cm−1) [192]. MID APD arrays may change this situation in the near future.

7. Summary of MIR Gas Sensing

MIR trace gas sensing in the molecular fingerprint region developed rapidly in the near decade
mostly due to the commercialization of MIR tunable lasers, i.e., DFB-QCL and DFB-ICL, which could
be proven by rough statistics on the number of studies published annually on TOPIC: (Mid-Infrared
Lasers) AND TOPIC: (Sensing) in the Web of Science, as shown in Figure 5. Though many prominent
works on MIR trace gas sensing were performed before 2008, NO was detected through the ν1 band
near 1875 cm−1 with limit of detection (LOD) of ppb level by DAS [193] and WMS [194], respectively,
for industrial processes and vehicle emissions monitoring. We only summarize gas detection based on
MIR absorption spectroscopy with tunable lasers in the near decade for the last 10 years; see Table 2
for single component detection and Table 3 for multi-component detection.

Figure 5. Census on mid-infrared lasers AND sensing (TOPIC) in the Web of Science.
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Table 2. Summary of single component detection by MIR spectroscopy (2008–2018).

Species Bands Wavelength/nm Laser Type Techniques LOD 1/ppb Refs Applications

CH4

ν1

3392 ICL WMS-2f 48@0.1 s [8] Exhaled breath
analysis

3451.9 DFG HPSDS 2 250 [195] Technique
research

ν3

3291

ICL

SA-DAS
DAS

6.3@240 s;
2.25@2.5 s

[196,
197]

Atmospheric
DAS 1.4@60 s [198]

WMS 13.07@2 s [199]

3300 DAS 15@60 s [73]

3240 OF-CEAS 3 3@2 s [200] Technique
research

3366 DAS 3.8 × 104 [63]
Industrial

emission and
process control

3260 QW-DFB-DL 4 PAS;WMS 1.5 × 104@12 s [201] Environmental

3200 DFG FCS 60@80 ms [202] Atmospheric
3250 DROPO 5 FCS 4@15 ms [203]

3390 OPO FCS / [204] Technique
research

3270
OPO NICE-OHMS 6 0.09@20 s [205]

Ultrasensitive
detection
research

GaSb laser WMS 13 [150] Atmospheric
ν4 7791 QCL CLaDS 7 60 ppb@100 s [141]

C2H6 ν10

3330
ICL

WMS 1.5@23 s [206] Technique
research

3340
WMS-2f;

WMS-2f/1f
DAS;

1.2@4 s;
1.0@4 s;
7.92@1 s

[65,
66] Atmospheric

3360
LD WMS 0.13@1 s [207] Environmental

LD WMS-2f 0.24@1 s [208] Technique
research

C2H4 ν1 3266 ICL WMS-2f 53@24 s [64] Industrial
emission

C2H2 ν4 + ν5 7263 EC-QCL WMS-2f/1f 3@110 s [53] Exhaled breath
analysis

C3H8 ν2 3370.4 ICL WMS-2f 460@1 s [209] Leakage
monitoring

C5H8 / 3333.3 OPO FCS 7@30 s [210] Technique
research

C6H6 ν14 9640 QCL DAS 12@200 s [211] Atmospheric

C10H22 / 3380 ICL PAS 0.3 [212] Industrial
process

H2CO

ν4

3493
ICL

DAS 103 [213] Workplace
monitoring

3356 WMS-2f 73@40 s [214] Combustion
emission

ν1 3599 ICL

DAS;
WMS

0.26@300 s;
0.069@90 s [215] Technique

research

WMS-2f 1.5@140 s [216] Atmospheric

DF-RFM 8 25@1 s [67] Technique
research
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Table 2. Cont.

Species Bands Wavelength/nm Laser Type Techniques LOD 1/ppb Refs Applications

CH3OH ν9 3390 OPO FCS 40@30 s [210] Technique
research

C2H5OH / 3367 OPO FCS 40@30 s [210] Technique
research

CH3COCH3

ν9

3380 VECSEL 9 DAS 13@300 s [217] Breath VOCs
detection

3389.8 OPO FCS 9.1@30 s [210] Technique
research

ν5 8000 ECQCL WMS-2f 15@10 s [52]

Spoilage
monitoring of
agricultural

products

ν1 3300 OPO DIAL 10 1.2 × 105 [140] Atmospheric

CO2 ν3

4330 QCL I-QEPAS
11 300 ppt@4 s [218] Technique

research

4200
ICL DAS

5 × 104 [72] Combustion
diagnose4172 / [219]

CO ν1

4691.2
ICL

WMS 9@0.07 s [71] Exhaled breath
analysis

4600 DAS 500@14 s [220] Atmospheric

4764
QCL

WMS 26@1 s [221] Indoor air

4980 WMS / [222] Combustion
diagnose

NO ν1

5184 ICL DAS 3 × 104@10 ms [223] Combustion
emission

5200

QCL

QEPAS 12 120 [224] Engine exhaust
monitoring

5250 WMS-2f / [225] Technique
research

5030 DAS / [226]
Gas sensing in

high
temperature

5263 I-QEPAS;
WMS-2f 4.8@30 ms [227] Environmental

NO2

ν3 6250 QCL WMS 360 (600 K);
760 (800 K) [228]

Gas sensing in
high

temperature

ν1 + ν3 3250–3550 OPO PAS 14@170 s [3] Environmental
pollution

N2O

ν3 7782 ECQCL DAS 7.36 × 103 [229]
Toxic industrial

chemical
detection

ν2 8600 QCL/DFG FCS 0.3 [230] Atmospheric

ν1 4530 QCL CLaDS 1.2 × 103 [231] Atmospheric

NH3

ν2

10,400 ECQCL PAS 1 [49] Atmospheric

10,340
QCL

QEPAS;
2f-WMS 6@1 s [232] Exhaled breath

analysis

9560 DAS 17.3@3 s [233] Atmospheric

9060 WMS 0.3 [2] Atmospheric

ν1 2958.5 OPO FCS 25@30 s [210] Exhaled breath
analysis

N2H4 ν12 10,363 LD DAS 400 [234] Chemical
analysis

O3 ν3 9697 QCL DIAS 13 300 [235] Atmospheric
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Table 2. Cont.

Species Bands Wavelength/nm Laser Type Techniques LOD 1/ppb Refs Applications

H2O

ν2 6700 QCL OA-ICOS 14 280 [21] Chemical
analysis

ν3 2666.7 OPO FCS 5.3@30 s [210] Technique
research

H2O2

ν6 7730 QCL QEPAS 12@100 s [236] Breath diagnosis

ν3 3760 OPO FCS 8 [171] Exhaled breath
analysis

H2S ν2 7900 QCL QEPAS 450@3 s
330@30 s [237] Environmental

pollution

SF6 ν3 10,540 QCL QEPAS 0.05@1 s [238,
239]

Technique
research

CS2 ν1 + ν3 4590 QCL

QEPAS 28@1 s [240] Industrial
process

DOAS;
WMS

10.5;
60@240 s

[27,
241] Atmospheric

OCS ν3 4860 QCL DAS 1.2@0.4 s [242] Exhaled breath
analysis

CH3SH ν2

3393

ICL

DAS 25@1.84 s [68] Industrial
emission

3392 WMS 7.1@295 s [165,
243] Atmospheric

CH3SCH3 ν18

3370 ICL WMS-2f/1f 2.8@125 s [69] Environmental

3337 ICL WMS 9.6@164 s [164] Atmospheric
1 LOD: Limit of Detection; 2 HPSDS: Heterodyne phase sensitive dispersion spectroscopy; 3 OF-CEAS: Optical
feedback cavity-enhanced absorption spectroscopy; 4 QW-DFB-DL: Quantum wells distributed feedback diode
laser; 5 DROPO: Doubly resonant optical parametric oscillator; 6 NICE-OHMS: Noise-immune cavity-enhanced
optical heterodyne molecular spectrometry; 7 CLaDS: Chirped laser dispersion spectroscopy; 8 DF-RFM:
Dual-feedback RF modulation; 9 VECSEL: Vertical-external cavity surface-emitting laser; 10 DIAL: Differential
absorption lidar; 11 I-QEPAS: Intracavity Quartz-Enhanced Photoacoustic Spectroscopy; 12 QEPAS: Quartz-enhanced
photoacoustic spectroscopy; 13 DIAS: Differential absorption spectroscopy; 14 OA-ICOS: Off-axis integrated cavity
output spectroscopy;

Table 3. Summary of information on multi-component simultaneous detection in the last 10 years.

Species Bands Wavelength/nm
Laser
Type

Techniques LOD/ppb Refs Applications

CH4/C2H6 ν3/ν10
3291

ICL DAS
5@1 s

[244] Atmospheric
3337 8@1 s

CH4/C2H6 ν3/ν10
3291

ICL
DAS 2.7@1 s

[245] Atmospheric
3337 WMS-2f 2.6@3.4 s

CH4/C2H6 ν3/ν10 3337 ICL WMS
17.4@4.6 s

[246,247] Atmospheric
2.4@4.6 s

CH4/C2H6 ν3/ν10

3404
DFG CLaDS

360@1 s;
60@100 s [248] Technique

research
3335.5 /

CH4/C2H6/C3H8 ν3/ν10/ν1 3345 ICL QEPAS

90@1 s
[249]

Oil and gas
industry

monitoring
7@1 s

3 × 103@1 s

CH4/CO/H2CO ν4/ν1/ν2
7880/4633

5683 QCL WMS-2f 0.5 for H2
CO@2 s [250] Atmospheric

CH4/N2O ν4/ν3 7700 QCL DOAS
3 × 104

[35]
Remote gas

leakage
detection3.3 × 103
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Table 3. Cont.

Species Bands Wavelength/nm
Laser
Type

Techniques LOD/ppb Refs Applications

CH4/N2O ν4/ν3 7800 QCL WMS-2f
5.9@1 s

[114] Atmospheric
2.6@1 s

CH4/H2CO/C2H4/
C2H2/CO

ν3/ν1/ν11/ν3/ν1 2500–5000 OPO FCS

1.7

[251] Technique
research

310

320

110

270

CH4/NO ν3/ν1 3000–5400 DROPO FCS
20

[172] Technique
research15

CH4/N2O/H2O ν4/ν3/ν2 7710 QCL DAS

23@1 s

[252] Atmospheric6.5@1 s

6.2 × 104@1 s

CH4/N2O/H2O ν4/ν3/ν2 8000 ECQCL WMS-2f

4.8@1 s

[50] Atmospheric0.9@1 s

3.1 × 104@1 s

CH3OH/C2H5OH ν8 10,100 ECQCL DAS
130@1 s

[146] Atmospheric
VOCs1.2 × 103@1 s

C2H5OH/(C2H5)2O/
CH3COCH3

/
3800 QCL CRDS

157

[18] Atmospheric
VOCs

60

280

CO2/CO ν3/ν1 4730 EC-QCL WMS-2f
6.5 × 105

[7]
Exhaled
breath

analysis9

CO2/CO ν3/ν1
4250

QCL WMS 106 [51]
Combustion

diagnose4860

CO2/CO ν3/ν1
4193 ICL

DAS / [253]
Combustion

diagnose4979 QCL

CO2/N2O ν3/ν1 4466 QCL
DAS 2.7; 0.2

[118] Technique
researchWMS 4.3@1 s;/

H2O/CO2/CO ν3/ν3/ν1

2551 LD

WMS-2f/1f

1.4 × 107

[147]
Combustion

diagnose
4176 ICL 6 × 106

4865 QCL 4 × 106

NO/CO/
N2O

ν1
5263

QCL DAS
0.5@1 s

[254]
Exhaled
breath

analysis4566 0.8@1 s

CO/N2O ν1 4500 QCL WMS
0.36

[255] Atmospheric
0.15

CO/N2O ν1 4610 QCL QEPAS
0.09@5 s

[256] Atmospheric
0.05@5 s

NO/NO2 ν1/ν3
5263

QCL DAS
597.3@1 s

[257] Atmospheric
6135 438.3@1 s

NO/NO2 ν1/ν3
5263

QCL FMS
4@1 s

[258] Technique
research6134 9@1 s

NO/NO2 ν1/ν3
5263

QCL WMDM-2f 1 0.75@100 s
[259] Atmospheric

6134 0.9@200 s

NO/NO2 ν1/ν3
5263

QCL DAS
1.5@100 s

[260]
Vehicle
exhaust
emission6250 0.5@100 s

NO/NO2 ν1/ν3
5250

QCL DAS
1.5@100 s

[261]
Environmental
monitoring6250 0.5@100 s
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Table 3. Cont.

Species Bands Wavelength/nm
Laser
Type

Techniques LOD/ppb Refs Applications

NO/NO2/NH3 ν1/ν1/ν3

5263

QCL WMS

0.2@100 s;
0.96@1 s

[262,263] Industrial
emission6250 0.12@100 s;

0.94@1 s

9063 0.1@100 s;
0.86@1 s

NH3/C4H10 ν2/ν24 8500 QCL MHS 2 / [48] Technique
research

NO2/
HONO

ν1/
6234

QCL TILDAS 3 0.03
[264]

Atmospheric
pollution6024 0.3

SO2/SO3 ν3
7500

QCL DAS (1–2) × 103 [265] Industrial
emission7160

C2H5Cl/CH2Cl2/
CHCl3

//ν4 7949 EC-QCL DAS

4

[266] Atmospheric
VOCs

7 × 103

11
1 WMDM-2f: Wavelength modulation-division multiplexing-2f; 2 MHS: Multiheterodyne spectroscopy; 3 TILDAS:
Tunable infrared laser differential absorption spectroscopy.

8. Conclusions and Future Prospects

MIR spectral trace gas sensing is particularly attractive for its unique and strong fingerprint
absorption. Higher sensitivity has been achieved by solving all the challenges of the spectral feature,
i.e., broad, serried, crowding, and even overlapping in the MIR region. Benefiting from the methods
mentioned above, multicomponent simultaneous detection is an expected achievement.

The invention and commercialization of high-performance MIR lasers, i.e., DFB-QCL and
DFB-ICL, promoted the development and application of MIR tunable laser-based trace gas sensors,
especially in miniaturized and portable applications. Though more than 100 types of gas have been
detected by tunable laser-based sensors, there are huge demands for higher detection sensitivity, or,
in extreme conditions or scientific exploration, more other types of gas need to be detected. Thus,
we believe greater progress will be achieved in the next decade, which may include:

(1) Compact integrated gas sensors. Compact sensors with lower power consumption or
battery power could benefit from VCSEL, DFB-ICL, and iHWG. Even a sensor system on a chip
will become possible using integrated optics with the fabrication of miniaturized devices integrating
the electronics and optics. These sensors could play a vital role in portable and wearable applications
that could be applied for breath analysis, diagnostics, metabolomics, environmental safety detection,
and related applications.

(2) Multicomponent gas sensors. Multicomponent sensors will achieve more progress, benefiting
from the wider wavelength coverage by integrated laser arrays, OFC, or EC-QCL. More species could
be detected simultaneously by a particularly devised broadband laser, which could expand their
applications in scientific research, including combustion diagnosis, chemical reaction process dynamics,
exhaled breath analysis, and metabolomics.

(3) Standoff remote sensing. The techniques of open-path standoff detection by backscattered
MIR light provide a promising method of prompt and flexible assessment of atmospheric
environmental, leaks, explosive, and security in handheld devices or UAV. The detection sensitivity
could be substantially improved by newly developed high-performance MIR detectors and progress
in high-power DFB-QCL.

(4) Ultra-sensitive sensing. With the development of a mid-infrared laser source and
high-performance detector, combined with cavity enhancement technology and noise immunity
technology, ultra-high detection sensitivity becomes possible.
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Abstract: Laser absorption spectroscopy (LAS) is a promising diagnostic method capable of providing
high-bandwidth, species-specific sensing, and highly quantitative measurements. This review
aims at providing general guidelines from the perspective of LAS sensor system design for
realizing quantitative species diagnostics in combustion-related environments. A brief overview of
representative detection limits and bandwidths achieved in different measurement scenarios is first
provided to understand measurement needs and identify design targets. Different measurement
schemes including direct absorption spectroscopy (DAS), wavelength modulation spectroscopy
(WMS), and their variations are discussed and compared in terms of advantages and limitations.
Based on the analysis of the major sources of noise including electronic, optical, and environmental
noises, strategies of noise reduction and design optimization are categorized and compared.
This addresses various means of laser control parameter optimization and data processing algorithms
such as baseline extraction, in situ laser characterization, and wavelet analysis. There is still a large
gap between the current sensor capabilities and the demands of combustion and engine diagnostic
research. This calls for a profound understanding of the underlying fundamentals of a LAS sensing
system in terms of optics, spectroscopy, and signal processing.

Keywords: laser absorption spectroscopy (LAS); combustion sensing; direct absorption spectroscopy
(DAS); wavelength modulation spectroscopy (WMS); design optimization; noise reduction algorithms

1. Introduction

1.1. Overview of Laser Absorption Sensor Developments and Applications

Laser absorption spectroscopy (LAS) has served as a useful tool for both fundamental and
practical studies in energy and power systems since its earliest demonstration as a species diagnostic
method in combustion-related environments over forty years ago [1,2]. In addition to the non-contact
characteristics of most optically based methods (e.g., emission, Schlieren imaging, laser-induced
fluorescence, particle image velocimetry), LAS benefits from the species-specific nature of molecular
spectroscopy, therefore is capable of achieving highly quantitative and selective measurements
of a number of important species parameters including gas composition, temperature, pressure,
and velocity. The use of narrow-linewidth, tunable, low-power semiconductor lasers, on the other
hand, offers the opportunity for real-time, time-resolved, and long-term stable field monitoring systems
that can be realized under various measurement scenarios.

Up towards the early 2000s, gas sensors based on tunable diode laser absorption spectroscopy
(TDLAS) were extensively applied in continuous emission monitoring and process controls and
diffused in process industries as an accepted technique [3,4]. The maturity and commercialization
of opto-electronic devices, thanks to the booming telecommunication industry, has allowed TDLAS
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sensors to evolve from laboratory-scale benchtop experimental tools to a robust industrial technology.
With further reduction in cost and size, portable and field-deployable systems can be made. Using smart
optical–mechanical designs and sophisticated signal processing schemes, some of these sensors are
able to operate in the field without operator intervention for over 10 years [5].

Today, the design, control, and optimization of complex energy and propulsion systems poses
unprecedented challenges for sensor technology. The extreme conditions associated with combustion
that are typically unfriendly for optical systems, such as high temperature, pressure, and velocity,
mechanical vibrations, high dust levels, and corrosiveness, make LAS still one of the best available
contactless sensor techniques for harsh environments. However, extraction and interpretation of
high-quality, quantitative information under such complicated, demanding conditions requires deeper
understanding of the target environments and tailoring the sensor design to specific measurement
goals. While state-of-the-art laser technology for novel single-mode mid-infrared and hyperspectral
laser sources continues to offer much more freedom in choosing the spectral features and designing
LAS sensors, much remains to be studied in improving their reliability, accuracy, and precision.

1.2. Scope and Organization of the Paper

There has been a number of excellent reviews and books on the development and application of
LAS sensor technology. Even as early as in the late 1990s, several papers reviewed the fundamental
theories and early successes of laser-based spectroscopic methods in gas dynamics and combustion
flow measurements [6–8]. Nasim et al. illustrated the evolution of and confinement methods used
in semiconductor diode lasers and discussed different techniques used to convert free-running diode
lasers into true narrow linewidth tunable diode laser sources [9]. As lasers were much less mature at that
time, these papers also reviewed the available laser light sources as an important part of the diagnostics
development. More recently, several reviews reported the advances of the LAS technique and its
demonstration in various disciplines. Hanson et al. presented an overview of combustion kinetics,
propulsion, and combustion in practical systems and documented the impact of quantitative laser
diagnostics methods [10]. Bolshov et al. highlighted the temperature, concentrations, and flow velocities
in different combustion zones and emphasized the strategies and data processing algorithms for LAS
measurements [11]. Goldenstein et al. provided a thorough review of the underlying fundamentals,
design, and use of infrared LAS sensors for combustion gases and highlighted recent findings and
some of the remaining measurement opportunities, challenges, and needs [12]. Liu et al. summarized
the key principles and recent advances of line-of-sight (LOS) LAS techniques and then focused on
spatially resolved gas sensing with LAS tomography [13].

More specifically, a few papers have focused on reviewing signal-to-noise-ratio (SNR) enhancement
techniques to improve TDLAS performance. Li et al. summarized several commonly employed
noise reduction schemes including signal averaging, modulation techniques, balanced detection,
zero-background subtraction, and adaptive filtering [14]. Zhang et al. focused on the various
mathematical algorithms applied in TDLAS signal processing to enhance the accuracy and resolution
of the sensor [15].

As discussed above, sensing challenges vary largely with measurement targets and conditions.
The maturity of semiconductor lasers and photodetectors allows many researchers in relevant fields to
simply use LAS sensor as an established tool, whereas diagnosticians still strive to push the limit of this
technique. While previous papers have provided comprehensive reviews on all major elements of LAS
sensor systems including fundamental molecular spectroscopy, the development of opto-electronic
devices, and various measurement schemes and applications, we refer the readers to other works for
the fundamentals and will address the design perspectives of a LAS sensing system. Section 2 will
start by summarizing and identifying the measurement challenges and design targets under different
measurement conditions; Section 3 will follow by outlining the fundamentals of different diagnostic
strategies and their underlying models and control factors; Section 4 will then provide a systematic
analysis of approaches for noise reduction and signal optimization, so to extend the use of the LAS
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sensing technique to much more difficult measurement scenarios. In view of the urging demands
in both the use and development of this sensor technology, a goal of this manuscript is to provide
understanding and an overview of the key factors and considerations in the measurement targets, as
well as a reference and guidelines to a strategic design procedure appropriate for obtaining optimized
sensing results.

2. Sensor Design Targets and Measurement Challenges

The fundamental theory lying behind absorption spectroscopy is the Beer–Lambert law, presented
in Equation (1), with multiple forms of expressions. The fractional transmission of light, given by the
ratio between transmitted and incident light intensity, It [W/cm2] and I0 [W/cm2], can be expressed
as an exponential function of absorbance αν, with kν [1/cm] being the spectral absorption coefficient,
L [cm] the absorption pathlength, n [molecule/cm3] the number density of the absorbing species, σν
[cm2/molecule] the absorption cross section, S [cm−2/atm] the absorption linestrength of an individual
transition line, φν [cm] the frequency-dependent lineshape function, P [atm] the total pressure, and Xi
the mole fraction of the absorbing species i. The subscript ν is used to signify the spectral dependence
of the parameter on the light frequency ν:

(It/I0)ν = exp(−αν)
= exp(−kνL)
= exp(−nσνL)
= exp(−SφνPXiL)

(1)

This rather simple but nontrivial relationship roots from the energy balance derivation in the
equation of radiative transfer. In a typical absorption measurement, the total absorbance αν is the
ultimate “signal” to optimize, and the performance of LAS species sensor is commonly evaluated
through detection limits and detection bandwidth. The limits of detection can be quantified as the
noise-equivalent absorbance (NEA) or the minimal detectable concentration (e.g., in ppm), and the
measurement bandwidth (Hz) can be defined as half of the measurement temporal resolution taking
into account the Nyquist criterion.

To directly compare the detectivity of LAS sensors under different measurement conditions,
the pathlength-normalized detection limit (e.g., in ppm·m) is often used, on the basis of the fact that the
absorbance is linearly proportional to the absorption pathlength. Further normalization with bandwidth
renders a detection limit in the unit of ppm·m·Hz−1/2 to account for the improvement of signal-to-noise
ratio (SNR) with averaging. However, it needs to be noted that this inverse square-root dependence on
averaging time can be applied if the signal carries only white noise. A more rigorous assessment of the
validity of such normalization can be done with Allan variance analysis, which analyzes a sequence of
data in the time domain. Although traditionally used as a measure of frequency stability of clocks and
oscillators in metrology, the Allan variance analysis can also be adopted as a useful tool to identify
and quantify different noise terms and indicate signal stability. As shown in the schematic of Figure 1,
the root Allan variance, aka Allan deviation, of a time domain signal is computed as a function of
different averaging times τ. By analyzing the characteristic regions and log–log scale slopes of the
Allan deviation curve, different noise processes and modes may be identified.
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Figure 1. Schematic of different noise processes on an Allan deviation plot.

Even limiting our discussion to combustion-related LAS diagnostic studies, the demands and
achieved performance of the laser sensors vary over a wide range. Figure 2 summarizes some
representative results from a number of sensor development and implementation studies in terms
of detection limits and bandwidths. It compares species concentration measurements in a variety of
combustion systems including laboratory environments [1,16–22], shock tube studies [23–28], industry
processes [29–33], and engines [34–46]. For the purpose of making a direct comparison between
different studies, the reported absolute minimal detection limits for several commonly probed species
in combustion, including CO, CO2, H2O, and C2H2, are plotted on the same diagram against detection
bandwidths. It can be clearly observed that results from different applications naturally separate
into different regimes: the well-controlled laboratory environments allow lower absorbance to be
detected, where chemical kinetics studies in shock tubes typically demand for a much higher detection
bandwidth than stabilized laboratory flames or gas cell; larger scale, more “realistic” environments such
as industrial burners and engines present harsher conditions that lead to higher achievable minimal
detection limits, but industrial process monitoring typically involves stringent emission control targets
and trace species detection over continuous, long-term monitoring periods, whereas engine diagnostics
are usually associated with high-velocity or turbulent flow and reaction conditions.

Figure 2. Representative detection limits and measurement bandwidths of laser absorption sensors
in various combustion-related systems.
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Despite its versatility in measuring temperature, pressure, and velocity, LAS is ultimately a species
diagnostic method. It utilizes the “fingerprint” molecular spectra and infer the parameters to be
measured on the basis of a correct interpretation of the recorded spectral feature. Figure 3 plots the
absorption linestrengths over the infrared wavelength range of 0.5–6 μm of several of the representative
C–O, C–H, N–O, N–H, and H–O compound gaseous species commonly studied in combustion.
Today, with semiconductor laser technology, we are able to access almost any wavelength within this
region, so that there is no longer much constraint in making an optimized selection of absorption
transition, which can be solely based on appropriate strength level and minimal cross interference.
For fairly harmonic molecules such as CO, the advantage of using a lower-order vibrational band
at longer wavelength is more prominent in achieving lower detection limits as compared with
a less harmonic molecule such as NH3. One can also make the observation that high temperatures,
often associated with combustion-related sensing, would by themselves present greater challenges for
LAS sensors. The reasoning is twofold from the point of view of molecular spectroscopy: (1) the overall
band strength is approximately inversely proportional to temperature, so that absorption is generally
weaker at high temperatures, and (2) higher energy levels get more populated at higher temperatures,
so that the spectra may get more crowded with hot bands and high J-number lines, especially when
a multicomponent gas mixture is being studied. As will be reviewed in the following, many efforts
have been devoted to reducing a correct absorption-free background and discriminate the molecular
absorption by target species from a medley of various cross interference and noise processes.

 
(a) (b) 

Figure 3. Absorption linestrengths for O2, CO, CO2, CH4, NO, NO2, NH3, and H2O at (a) 650 K,
(b) 1800 K. Transitions with line strengths less than 1 × 10−23 cm/molecule are not shown. All data
taken from HITRAN2016 [47].

3. Fundamentals of Different LAS Measurement Schemes

Absorption is based on signal difference between the light intensities before and after propagation
through a medium. When the incident light source has a spectral linewidth much narrower than the
absorption transition feature, the so-gained spectral information can be regarded as single-wavelength
without the need for light dispersion elements which can potentially introduce a reduction in spectral
resolution. The use of semiconductor lasers which can be easily and fast tuned with injection current and
temperature also allows the access to a range of wavelengths and absorption feature profiles with a single
laser device. A detailed description of typical laser sources employed in LAS including distributed feedback
lasers (DFBs), vertical-cavity surface-emitting lasers (VCSELs), Fourier-domain mode-locked lasers (FDML),
quantum cascade lasers (QCLs), interband cascade lasers (ICLs), and their corresponding features, such as
linewidth, power, and tunability has been presented by Goldenstein et al. [12] and Liu et al. [13].

The two most commonly employed schemes in realizing a LAS sensor with wavelength-tunable,
narrow-linewidth lasers include direct absorption spectroscopy (DAS) and wavelength modulation
spectroscopy (WMS), and each can be further associated with fixed- or scanned-wavelength schemes.
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For fixed-wavelength DAS, as the laser wavelength is not tuned or modulated, the detection bandwidth
is solely limited by the detector bandwidth and the sampling rate of the data acquisition system.
Therefore, this scheme is often used in applications where an extremely high temporal resolution at
levels of 1 MHz or above is needed. However, it requires the absolute laser wavelength to be accurately
known and precisely controlled. In contrast, the scanned-wavelength scheme is widely used for its
higher robustness and better immunity against fluctuations in practical combustion system monitoring.

The basic principles of DAS and WMS have been detailed elsewhere [48]. Here, from a different
perspective, we will give a brief summary of each technique and elucidate the fitting algorithms used
to infer gas conditions.

3.1. Direct Absorption Spectrocopy

The direct absorption method infers gas properties directly from the fractional transmission
of light It/I0 using the Beer–Lambert relation. One of the key problems to solve in DAS is thus to
determine the baseline, i.e., the light intensity I0 before absorption by the medium. Certain sensor
systems incorporate an additional reference signal with a non-resonant laser or a broadly tunable light
source to correct for the baseline [12]. However, this is at the expense of added components and may
introduce potential errors from additional optical etalons. The more commonly adopted approach is to
mathematically fit the baseline using non-absorbing portions within a scan.

Two background correction strategies are often adopted, namely, the Levenberg–Marquardt
(LM) fitting algorithm [49–51], and the advanced integrative (AI) fitting algorithm [52]. Both fitting
algorithms involve an iterative process, and the major difference lies in the fitting speed and multi-line
fitting capability. More details are summarized in Table 1 below, and here we illustrate a typical fitting
procedure with an example of AI fitting algorithm.

AI fitting process:
Step 1: Background correction: a polynomial fit is applied to infer the background from the

non-absorbing portions;
Step 2: Retrieval of line center position ν0, which is estimated from the two symmetrical intervals

from the maximum of background-corrected absorbance curve, thus no explicit initialization is needed;
Step 3: Retrieval of absorbance area: absorption linewidth is predetermined, and then the Voigt

function is calculated;
Step 4: Voigt fit: several numerical approaches can be used to approximate the Voigt function [53,54]

as no analytical form is available.
Most commonly, by using a low-order (order two to four) polynomial to fit the baseline and

subsequently fitting the absorbance curve with a Voigt profile through an iterative process, the gas
properties can be inferred. This works well for isolated or slightly overlapped features and if the
baseline is reasonably smooth and the raw spectrum has a good SNR. However, when noises from
harsh environments causing severe beam steering and baseline fluctuation carry frequency components
comparable to the scanning/detection bandwidth, uncertainties in the DAS detection will significantly
grow. Efforts to deal with such background drift will be detailed in Section 4.
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Table 1. Comparison of fitting algorithms in direct absorption spectroscopy (DAS) and wavelength
modulation spectroscopy (WMS) techniques. LM: Levenberg–Marquardt, AI: advanced integrative,
SNR: signal-to-noise-ratio.

Technique Parameter Initialization Parameter Predetermined Feature/Limitation

DAS LM algorithm ν0, T, X no Easy to fit multiple
absorption lines

DAS AI algorithm no Δν

Complicated to fit
multiple absorption lines,
a factor of 3-4 faster than

the LM algorithm

2f -WMS T, X P
HITRAN/HITEMP database [47]

Calibrated on the basis of
database, hard to

calculate absolute T

Calibration-free
WMS-2f /1f with
fixed-wavelength

laser characterization

ν0, T, X i1, i2, ϕ1,ϕ2
HITRAN/HITEMP database

Wavelength-dependent
laser characteristics may

lead to
measurement errors

Calibration-free
WMS-2f /1f with

scanned-wavelength
laser characterization

ν0, T, X ν(t), MI0(t)
HITRAN/HITEMP database

Non-linear laser intensity
variation along

measurement beam path
difficult to quantify

Recovery of
DAS lineshapes ν0, T, X ϕ1, Xn f , Yn f

Higher-order harmonics
come with low SNR

DAS-calibrated WMS no P, T

Direct, on-the-fly
calibration,

increased precision and
SNR for trace
gas detection

3.2. 2f-WMS Method

By adding a high-frequency modulation to the laser injection current, the WMS scheme raises the
signal detection band to a designated frequency range and later extracts the signal with band-pass filtering
processes. This allows the method to have better noise rejection capability, and a 2~100 improvement in SNR
has been demonstrated over DAS [55].

When the absorption features introduce distortions to the sinusoidally modulated laser intensity,
harmonic components at integer multiples of the modulation frequency would appear. Due to the
symmetry of an absorption feature about its line center, even orders of harmonic signals would peak
near the line center position. For small modulation depths, the nonlinear laser intensity modulation
can be neglected, and the peak of the second harmonic signal, or the 2f peak height, is a function of
species concentration, pressure, and temperature and therefore can be taken as the target signal to
measure [56,57]. The dependence on multiple non-precalibrated parameters is the major limitation of
2f -WMS method, however, for two-line thermometry, the 2f peak height ratio of the two selected lines
can be directly reduced to linestrength ratio with the use of suitable modulation depth and line pair.
Figure 4 shows the flow chart of the fitting procedure of the 2f -WMS method, including 2f peak ratio
thermometry and species concentration extraction. To account for the unknown proportionality to
environmentally dependent factors such as transmission losses and instantaneous laser intensity, the 2f
peak magnitudes need to be pre-calibrated on the basis of HITRAN/HITEMP database line parameters
with known pressure and temperature conditions and a nominal value of gas concentration.
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Figure 4. Flowchart of the 2f -WMS method.

3.3. Calibration-Free WMS-2f/1f Method

The calibration process needed for the WMS-2f method requires all environmental conditions
to remain the same between the calibration stage and the actual measurement stage. Apparently,
this luxury of having stable and known conditions is not always available, especially in practical
applications where laser transmission fluctuations are much more difficult to predict or monitor.
One solution is to normalize the 2f signal with the 1f component, referred to as the calibration-free
WMS-2f /1f method.

The normalization process cancels out the unknown or changing laser intensity. However,
to directly associate the measured WMS-2f /1f value with absolute gas conditions, laser intensity
and frequency tuning parameters need to be accurately characterized. Typically, this laser
characterization process identifies the first- and second-order laser intensity modulation indices (i1, i2)
and intensity–frequency modulation phase shifts (ϕ1, ϕ2) at a specific center frequency ν0, which are
sufficient to describe the intensity and frequency modulation behavior of a DFB semiconductor laser.

Rieker et al. summarized potential sources of uncertainty in calibration-free WMS, with particular
emphasis on the influence of pressure and optical depth in harsh environments [55]. Under such
conditions, measurement uncertainties induced by pressure deviation between the simulation and
the experimental conditions become more significant, and preference for stronger absorption features
voids the optical-thin assumption so that larger measurement errors may result.

In view of such problems, scanned-wavelength WMS with larger scan ranges and modulation
depths may be used. A modified calibration-free WMS scheme with an entirely different laser
characterization strategy is proposed to account for the time-variant and wavelength-dependent
change of the laser characteristic parameters [16,58,59]. The flow chart of this method is shown
in Figure 5. This analysis scheme differs from previous WMS strategies in two apparent ways:
(1) the use of measured intensity in real time avoids the need for a pre-determined analytic model to
describe laser intensity, and can at the same time account for the wavelength-dependent transmission
of optical components in the beam path, and (2) using the same data processing procedure for both
simulation and measurement introduces equal contributions from any potential non-ideal performance
of the lock-in and low-pass filter.
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Figure 5. Flow chart of a calibration-free WMS scheme with scanned-wavelength laser characterization.

This method is applicable without constraints on optical depth or modulation index, so that
pressure-broadened and blended absorption features can also be studied. However, nonlinear variations
in laser characteristics due to calibration drift, temperature variations, and laser aging that add to the
residual amplitude modulation (RAM) at different harmonic orders may introduce errors that mostly
occur over longer terms.

3.4. Recovery of the Absorbance Profile Based On Higher-Order Harmonic Signals

While previous WMS approaches use the harmonic signals directly, a phasor decomposition
method has been proposed to recover the absorbance profile from the first harmonic on the basis
of RAM [60,61]. However, these earlier attempts only worked well with small modulation indices
(m < 0.2) when the first-order harmonic shape is close to the first derivative of the absorbance
profile. Peng et al. employed additional higher odd harmonics (3rd, 5th, . . . ) to enhance the recovery
accuracy with large modulation indices [62]. Figure 6 shows the flow chart of the recovery and data
reduction process. It is worth noting that while considering more harmonic components improves the
model recovery accuracy, these high-order terms usually have low SNRs and are difficult to detect
in practical measurements.
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Figure 6. Flow chart of the recovery process of the absorbance profile based on higher-order harmonic signals.

3.5. DAS-Calibrated WMS

From the discussion above, one may conclude that DAS and WMS have their own advantages and
limitations. While being more noise-immune in practical environments, calibration-free WMS methods
rely on extensive laser characterization, and the nonlinear response to the sinusoidal modulation over
the entire wavelength scan could lead to significant distortion in the 2f lineshape, especially with wide
wavelength scans. Klein et al. have thus proposed a DAS-calibrated WMS method, which combines
the simplicity and accuracy of the intrinsically calibration-free direct TDLAS (dTDLAS) with the
enhanced precision of WMS-2f [63]. A rapid (125 Hz) time-division multiplexed scheme alternating
between triangular scan and scanned modulation was used to realize quasi-simultaneous DAS and
WMS measurements. The concept of this on-the-fly calibration is illustrated in Figure 7. An absorbance
level of 0.1 was chosen as the decision criterion of whether DAS only or DAS-calibrated WMS will be
used. This largely extends the dynamic range of a single sensor and is especially advantageous for
in-field measurements without the need for reference gases or measurement interruption.

 

Figure 7. Schematic of the on-the-fly WMS calibration using time-multiplexed direct tunable diode
laser absorption spectroscopy (dTDLAS) and WMS. Figure adapted from [63].
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3.6. Summary of Measurement Schemes

A summary of various scanned-wavelength LAS techniques discussed above is presented in Table 1.
For the purpose of comparison, fitting parameter initialization, parameter predetermination, as well as
features and limitations for each algorithm are listed.

DAS is preferred for its calibration-free detection capability and simplicity, for applications
where relatively isolated transitions are used. However, laser intensity fluctuations, excess noises,
and baseline fitting errors put limitations to the use of this method especially for difficult environments.
Thus, DAS is the method of choice for measurements with transitions of sufficient linestrength and
narrow linewidth to allow laser access with wavelength scanning.

By contrast, the WMS method is more promising for measurement systems with small absorbance,
high pressure broadening, or blended absorption features precluding a straightforward determination
of the non-absorbing baseline. With 1f normalization, the calibration-free WMS-2f /1f method can
account for variations in laser intensity such as non-absorption losses due to light scattering or
beam steering. This makes it advantageous for measurements in harsh environments involving high
pressures, high opacity, high emission levels, and high temperatures.

The accuracy of DAS lineshape recovery from harmonic signals is limited by the low-SNR high-order
terms, making this method unsuitable for practical measurements. A time-division multiplexed
spectroscopic scheme is applied by alternating laser modulation and allows the enhancement of precision
and dynamic range. This is an attractive strategy for in-field trace gas measurements without any need
for reference gases or measurement interruption.

The LAS techniques discussed above typically provide a path-averaged parameter measurement
over the zone of interest. Parameters including temperature, concentration, etc., are inferred by fitting
measured and simulated spectral profiles. On the other hand, strategies have been developed to
identify non-uniform characteristics in practical environments that commonly result from heat transfer,
flow mixing, and combustion.

Two types of approaches including single line-of-sight (LOS) absorption and tomography
have been proposed and experimentally demonstrated for the measurement of non-uniform zones.
The first approach is based on either the a priori temperature (concentration) distribution profile
or the probability density function along the LOS, namely, profile fitting and temperature binning,
respectively [64]. It depends on simultaneous measurements of multiple absorption transitions
with different temperature dependence. Tomography, on the other hand, relies on multiple LOS
measurements and computational reconstruction algorithms. It reduces the requirements for spatially
continuous optical access in traditional planar imaging and exhibits great potential for harsh and even
optically dense environments [65]. However, this may complicate the optical system design and data
processing of the experimental results.

Improvement in laser source and tomographic algorithms will contribute to greater accuracy in the
temperature and concentration distribution reconstruction, using either of the two approaches above.
Rieker et al. have extended the single LOS technique from advanced and expensive diode lasers with much
broader tuning range (up to 10–15 cm−1) to a dual-frequency comb spectrometer [66,67]. The temperature
distribution reconstruction accuracies increase as more absorption lines are incorporated. In addition,
the development of hyperspectral laser sources enables measurements of a large number of absorption
transitions and thereby significantly reduces the number of projections [68,69]. A detailed summary of
laser absorption tomography (LAT) algorithms has been given by Cai et al. [65].

4. Strategies for Noise Reduction and Design Optimization

4.1. Souces of Noise

For any sensing system, the noise and uncertainty in the obtained results need to be assessed to
evaluate the performance of the sensor. High noise levels not only obscure the signal to be measured
but also make the data reduction process difficult and time-consuming. In the following, we will
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first discuss the several major sources of noise in a LAS system, including laser noise, detector
noise, analogue-to-digital conversion (ADC) noise, optical noise, and environmental noise [70,71].
Then, different approaches for noise reduction and signal optimization will be reviewed to guide future
design considerations.

4.1.1. Laser and Detector Noise

The laser and detector excess noise are both frequency-dependent and known to have a pink
noise spectrum. They are known as 1/f noise and are usually the dominant noise component at
low frequencies from 1 to 10 kHz. The detector shot noise and thermal noise, on the other hand,
are independent of frequency and known to have a white noise spectrum. Table 2 gives a brief summary
and comparison of the different laser and detector noises.

Table 2. Comparison of laser and detector noises.

Type of noise Cause Feature Frequency Range

Laser excess noise Intensity fluctuation Frequency dependent 1–10 kHz

Detector thermal noise Thermal agitation of
the charge carriers

Frequency
independent 0.1–140 kHz

Detector shot noise Discrete nature of
electric charge

Frequency
independent 0.1–140 kHz

Detector excess noise Intensity fluctuation Frequency dependent 1–10 kHz

4.1.2. Quantization Noise and ADC Resolution

The demands for accuracy and precision in trace species detection present great challenges for
DAS. Therefore, high-speed and high-resolution ADC is required to recover the analogue detector
signal with low quantization noise and to reduce the laser relative intensity noise (RIN, same as excess
noise) through fast sampling. The frequency filtering feature of WMS has been widely adopted as
it could improve the SNR by modulating and demodulating the absorption signal at an elevated
frequency band. On the other hand, Lins et al. pointed out that as long as RIN is the dominating noise,
the requirements for ADC resolution in 2f -WMS and DAS setups are in fact similar [72]. As suggested
by the simulation results, when the RIN is low and sufficient ADC resolution is provided, DAS can
provide higher SNR than WMS. In this case, with the advances of modern electronics and digital signal
processing, DAS can have more advantages over WMS [73].

4.1.3. Optical Interference Fringe Noise

In a multi-element optical system with coherent light source, many flat surfaces can lead to
optical interference fringes, often referred to as optical etalons. These optical fringes often exhibit
a free-spectral-range (FSR) comparable to the linewidth of the absorbing species, so that they are
difficult to be distinguished from target absorption features.

Various means have been attempted to minimize the influence of optical etalons, including careful
optical design [74–76], mechanical dithering of optics [77–79], balanced-ratio detection schemes [80,81],
calibration-free WMS [82–84], and digital filtering techniques [85–89]. A summary of these approaches
is given in Table 3 and briefly discussed in the following.
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Table 3. Comparison of strategies to minimize interference fringe noise. AR: anti-reflective, EMD:
empirical mode decomposition.

Strategy Solutions Feature

Optical design
Wedged or AR-coated windows; Difficult to minimize etalon

in complex optical systemsOptical isolators;
Etalon immune distance

Mechanical modulation
Dithering or rotating of mirrors; Increased system complexity;

Limited detection bandwidthBrewster-plate spoiler

Balanced detection schemes Split laser beam into the sample
beam and reference beam

Difficult to replicate all optical
effects in reference path

WMS
Modulation index optimization;

SNR sacrificedUse of higher harmonics

Digital filtering technique
Wavelet transform;
Kalman filtering;
EMD

Increasing computation cost;
Parameters need to be set carefully

Optical etalons essentially arise from the constructive and destructive interferences when light
bounces back and forth between parallel surfaces, similar to the way optical cavity modes are formed.
Optical designs to avoid etalons are therefore approaches to reduce reflections and to scramble these
standing-wave modes. This includes using wedged or anti-reflective (AR) -coated windows, optical
isolators, and placing the optical elements at “etalon-immune distances” to avoid etalon effects from
optical feedback. Collimated laser beams can be intentionally diverged before passing through optical
thins and re-collimated thereafter. In addition to these passive optical designs, an active control of
the optical system can be applied to effectively reduce etalons. Mechanical modulations, such as
dithering or rotation of the mirrors and use of a Brewster-plate spoiler, are active control approaches
taken in high-performance optical systems. However, these do largely increase the system’s cost and
complexity and may limit the achievable detection bandwidth.

Certain laser devices exhibit unsuppressed cavity mode noise or fiber-coupling noise due to
imperfect optical isolation, which appear as etalons on the output scans. Balanced-ratio detection
schemes, also known as common-mode rejection schemes, are commonly employed to reduce such
optical fringes. The laser beam is split into a measurement and a reference beam, and signals from the
two detectors are fed into a balanced-ratio detection circuit that automatically cancels out the noises
commonly present in the two signals. Etalons originated from the optical path external to the laser
cannot generally be canceled in this way, since it would be difficult to achieve exactly the same beam
path other than the portion being absorbed.

Etalon fringes often appear as low-frequency noises and can therefore be suppressed through the
band-pass filtering process of WMS. On the other hand, fringe noises may add to the RAM and put
additional constraint on selecting the optimal modulation parameters. This can lead to reduced SNR
and larger uncertainties, especially since the optical alignment and etalon fringe profiles may change
over time.

Digital filtering techniques are extensively investigated in absorption signal processing, including
wavelet transform, Kalman filter, and empirical mode decomposition (EMD). These methods are
purely from a standpoint of digital signal processing and frequency-domain analysis, thus require
no additional optical or mechanical components. However, these techniques will inevitably increase
the computation complexity, and the filter parameters need to be carefully designed on the basis of
an appropriate understanding of the signal and noise characteristics. The extent of improvement that
such techniques can achieve is ultimately limited by the quality of the light signal measured, so it is
still of utmost importance to devote the best effort in designing a better optical system.
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4.2. Strategies Based On Laser Control Parameter Optimization

The absorption signal can be enhanced by optimizing a number of laser control parameters
including scanning amplitude, scan rate, modulation depth and frequency, and time delay constant of
the lock-in amplifier.

A number of researchers have discussed parameter selection criteria for the WMS system.
Werle et al. conducted a comprehensive analysis of the modulation degree so as to obtain maximum
signal amplitude [8]; a Fourier series was utilized by Uehara et al. to analyze the relationship between
modulated signals and optical penetration depth in frequency modulation [90]; Kluczyrrski et al.
theoretically studied the effect of modulation frequency [91]; Neethu et al. studied the optimization of
a number of modulation parameters in realizing a LAS oxygen sensing system [92].

Table 4 summaries the effect of different control parameters on the 2f -signal waveforms including
maximum amplitude, SNR, peak width, and peak height ratio (PHR).

Table 4. Effects of different control parameters on 2f signals. PHR: peak height ratio.

Scanning Amplitude Scanning Frequency Modulation Depth Modulation Frequency Time Constant

Maximum 2f - 1 ↓ 3 ↑↓ ↑↓ ↓
SNR - ↑ or ↓ ↑↓ ↓ -

Peak width ↑ 2 ↑ - ↓ -
PHR ↑ ↓ - ↑ or – 4 -

1 no evident correlation, 2 increase, 3 decrease, 4 unchanged.

Due to the complex intercorrelation between various laser characteristic parameters, no explicit
mathematical expressions generally exist to describe the dependence of the WMS signal on the laser
control parameters. Therefore, the selection and optimization of these control parameters usually
rely on empirical attempts and maximization of the target signal. The laser scan range, for example,
is simply set to cover the target absorption feature and just enough non-absorption portions for baseline
fitting, without leaving excessive margin which will decrease the detection bandwidth. For WMS
in general, the modulation depth is chosen so that the WMS-2f signal at absorption line center is
maximized. It has been demonstrated that for an isolated absorption feature, the highest peak value
can be achieved by selecting the modulation depth to be 1.1 times the full-width-at-half-maximum
(FWHM) Δν of the absorption feature [55].

In conventional scanned-wavelength WMS, a high-frequency sinusoidal wave is superimposed on
a linear ramp of the laser injection current. As the laser tuning function can now readily be controlled
digitally, variation of this tuning waveform can bring increased flexibility to signal optimization.
Fried et al. employed a jump scanning function and dual fitting analysis to simultaneous optimize
signals from two selected absorption profiles [93]. Chen et al. modified the linear ramp function so
that the laser scanned more slowly near the line center ([94], Figure 8). The scan portion with stronger
absorption thus occupied a larger fraction of the scan, resulting in the improvement of the overall
SNR. Consequently, a factor of 1.8 improvement was observed with 2f detection, and an even higher
enhancement by a factor of 3.3 was obtained with direct absorption measurements.
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Figure 8. Schematic illustration of the wavelength scanning function: conventional (linear) (a) and
optimized (nonlinear) (d). The resulting spectrum waveform is shown for direct spectroscopy in (b) for
linear scanning and (e) for nonlinear scanning as well as for WMS (second harmonic detection) in (c,f).
Figure adapted from [94].

When multi-species detection is attempted by using closely spaced absorption lines accessible
with a single laser scan, the different widths and line profiles of the target species may impose
significantly different optimization targets according to the optimal modulation depth criteria stated
above. Du et al. demonstrated an in situ, multi-parameter LAS sensor during a selective catalytic
reduction (SCR) process by accessing four H2O spectral transitions and a group of NH3 lines with
a single diode laser [95]. As can be seen in Figure 9, WMS with varied modulation amplitude
(WMS-VMA) and an optimized multispectral fitting algorithm was used to satisfy the optimization
targets for both the H2O and the NH3 lines.

 

Figure 9. Simulated WMS-2f signal with (a) modulation amplitude 0.065 cm−1 and 0.24 cm−1,
respectively; (b) wavelength modulation spectroscopy with varied modulation amplitude (WMS-VMA).
Figure adapted from [95].

WMS-2f detection is sensitive to the curvature of the signal. When blending different spectral
features becomes more significant, absorption from the wings of adjacent lines would alter the curvature
at the target line center, so that maximizing the line center 2f magnitude of an individual transition
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no longer renders the optimum of overall signal. In such cases, the optimal modulation depth am

may largely deviate from the theoretical value of ~1.1 Δν. Peng et al. proposed a novel procedure for
choosing an optimal WMS modulation depth in the presence of spectral interference by defining a new
figure of merit to account for the spectral interference [96,97].

As shown in Equations (2) and (3), F and σ are defined to quantify the inverse magnitude of the
WMS-2f signal and the sensitivity to spectral interference, respectively:

F(am) =
S2 f , max

S2 f (am)
(2)

σ(am) =

∣∣∣∣∣∣∣
S2 f /1 f , int f

(
am,φ

)
− S2 f /1 f (am)

S2 f /1 f (am)

∣∣∣∣∣∣∣ (3)

where S2 f is the total interference-free WMS-2f signal at the target transition line center, S2 f , max is the
maximum possible interference-free WMS-2f signal, and S2 f /1 f is the WMS-2f /1f.

Ideally, am should be chosen so that both the inverse signal magnitude F and the perturbation
from interference σ are simultaneously minimized. Such an am does not generally exist, so the strategy
is to select am, opt = argmin(C), where the cost function C = σF is now the target of optimization.
The so-obtained optimal modulation depth am, opt is indicated by the black dashed line in Figure 10 at
the minimum of C, where the value of F at this modulation depth is 1.5, indicating that 33% of the
potential SNR is sacrificed.

 

Figure 10. Inverse WMS-2f signal strength (F, blue line), NH3 interference sensitivity (σ, red line),
and cost function (C, red line) vs modulation depth for a 3 ppm NH3 mixture in CH4 − air φ = 0.6
combustion exhaust at T = 600 K, P = 1 atm. The optimal modulation depth am, opt is shown in the
black/dashed line. Figure adapted from [96].

4.3. Strategies based On Signal Processing Schemes

4.3.1. Baseline Fitting for Blended Absorption Feature

As discussed above, using the AI or LM fitting algorithms to calculate the laser intensity baseline
requires proper identification of the absorption-free flanks. However, for spectra with low SNR,
distinguishing the non-absorption area using direct visual inspection (DVI) is hard. A new strategy was
proposed by Li et al. using wavelet decomposition and iteration to remove the background drift [98].
The application of wavelet transform (WT) for TDLAS signal denoising is based on finding the optimal
wavelet pairs to determine the baseline. Figure 11 shows effective nonlinear baseline correction and
denoising using discrete wavelet transform (DWT). Compared with the commonly used DVI method,
this DWT algorithm demonstrated potential for batch processing of TDLAS spectra. However, system
cost and complexity increased.
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Figure 11. Nonlinear baseline correction and denoising using discrete wavelet transform (DWT).
(a) Noisy signal with apparent baseline drift; (b) baseline drift-removed signal from (a) and noise-free
signal; (c) raw noise and wavelet-removed noise; (d) denoised signal from (a); (e) baseline drift-removed
signal from (d) and noise-free signal; (f) raw baseline and wavelet-removed baselines with different
iterations. Figure adapted from [98].

Weisberger et al. have developed a blended-feature baseline fitting method (BFBL) using a more
efficient iterative lookup table approach [99]. The baseline is estimated by coupling measured data
with simulated fractional transmission at the peaks between absorption features known as baseline
anchor points. Figure 12 illustrates the fitting procedure, and this technique was validated against
measurements in a static heated cell and a wood-fired two-stage hydronic heater. The results indicated
that it can be very useful with multiple overlapping absorption features.

Figure 12. Flow chart for DAS baseline fitting data analysis. Figure adapted from [99].
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4.3.2. In Situ Parameter Fitting

In Section 3, we have discussed the limitation of calibration-free WMS when it is important
to perform accurate assessments of laser characteristics. It is often assumed that the magnitude
of wavelength modulation is constant over the entire scanning range [58] and the differential
current-to-wavelength tuning behavior is linear for small current variations around a bias point [100,101].
Such assumption may nevertheless introduce different degrees of uncertainty under different circumstances.
Zhao et al. presented an improved methodology for assessing the wavelength response of a DFB laser by
using a high-order empirical formula [102].

Although the laser characterization process is not difficult by itself, the task of accurately
tracking its variations in real time is nontrivial. More recently, Upadhyay et al. have proposed a new
calibration-free 2f -WMS technique to measure gas concentration and pressure without the need for laser
pre-characterization [103–106]. Similar to the idea of DAS baseline fitting, the harmonic backgrounds,
i.e., RAMs, are obtained by interpolating the non-absorbing wings of the X and Y components of the
demodulated 1f, 2f, and 3f signals (Figure 13). The intensity modulation indices in can then be obtained
from the RAMs, whereas the intensity–frequency modulation phase shifts ϕn can be obtained by taking
the inverse tangent of the ratio of X and Ys.

The in situ and real-time characterization of relevant laser parameters ensures that the measurements
are not affected by rapid non-absorbing laser intensity variations such as those due to light scattering,
beam steering, vibrations, and window fouling or by slow variation effects such as temperature changes,
calibration drift, and aging of the devices. However, even if it has been demonstrated that higher-order
harmonic signals would have reduced spectral interference from neighboring lines, the requirement for
non-absorbing baseline portions for the fitting still puts limitations to the applicable scope of this method.

 

Figure 13. The 1650 nm DFB laser was modulated at m = 2.2, and the transmitted light through a 1%
CH4 sample at 1 bar pressure was demodulated by a lock-in amplifier (LIA) to obtain (a) 1f X-component
along I H1, (b) 1f Y-component orthogonal to I H1, (c) magnitude of 1f Signal, (d) 2f X-component along
I H2, (e) 2f Y-component orthogonal to I H2, (f) magnitude of 2f Signal, (g) 3f X-component along I H3,
(h) 3f Y-component orthogonal to I H3, and (i) magnitude of 3f Signal. Figure adapted from [104].
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4.3.3. Harmonic Wavelet Analysis of Modulated TDLAS Signals

Calibration-free WMS is essentially a signal processing technique to extract information about
molecular absorption from a noisy environment with higher signal fidelity. In view of the unsolved issues
arising from potential uncertainties in laser characteristic parameters, spectroscopic constants, as well as
requirements for digital filter design in the digital lock-in amplification process [107–109], new signal
analysis methodologies have been proposed to better analyze the time-dependent signal harmonics.

Duan et al. have employed signal processing techniques based on wavelet analysis of modulated
signals obtained from TDLAS and demonstrated that wavelets have the potential to enable the detection
of signal harmonics [110]. In addition to a pure frequency domain analysis, windowed Fourier analysis
can provide information on the time dependence of the frequency components but will suffer from
substantial inaccuracy when the window width decreases. As an alternative, wavelet analyses can
provide more accurate information on this time-dependent evolution of different frequency components
and have become popular in recent years.

Figure 14 shows the comparison of wavelet analyses of level 8, 9, and 10 with analytical predictions
from a Voigt absorption profile. Each level corresponds to a specific value related to scaling in DWT.
As the level increases, the frequency resolution of the wavelet analysis increases. With the shown
correlation between the two, it is apparent that wavelet analysis performed well in extracting the
1f and 2f harmonics. This work demonstrated the potential of wavelet analyses in yielding a new
methodology for the improvement of the conventional TDLAS system.

 
Figure 14. Comparison of results from the wavelet analyses with (a) H1, (b) H2, and (c) H3 coefficients
obtained with a Voigt absorption profile. Figure adapted from [110].

5. Conclusions and Future Outlook

Efforts in improving LAS sensor performance suitable for practical environments have never
stopped attracting the attention of researchers and developers. By overviewing the achievements
of the developed sensors, particularly with sensor deployment in laboratory studies, industrial
processes, and engine diagnostics, it can be understood that different measurement applications
pose largely different demands in terms of detection limits and bandwidths. In this review, we have
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attempted to establish a logical development from a system design perspective, for the purpose
of better understanding measurement needs and providing guidelines and insights for designing
a laser absorption sensing system. Understanding the different sources and processes of noise is the
prerequisite for proposing appropriate strategies for SNR amelioration. Under typical measurement
conditions, analogue and digital noise from opto-electronic devices, optical noise from the optical
system, and excess noise from the environment are the most relevant disturbances that contribute to
signal deterioration. In addition to designing a better optical system, strategies of noise reduction
and design optimization play important roles in improving a sensor performance and achieving
better adaptation to various environments. This can be done through either optimization of laser
control and tuning parameters or various algorithms for data processing, such as baseline extraction,
in situ laser characterization, and wavelet analysis. It is realized that the need for sensing technology
development is highly fragmented and demand-driven. While each measurement strategy has its
limitations and constraints in face of the challenges from complex environments, much needs to be
done from an engineering design perspective and to profoundly comprehend the underlying scientific
fundamentals in terms of optics, spectroscopy, and signal processing.
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Nomenclature

LAS Laser absorption spectroscopy
DAS Diode absorption spectroscopy
WMS Wavelength modulation spectroscopy
TDLAS Tunable diode laser absorption spectroscopy
LOS Line-of-sight
SNR Signal-to-noise ratio
It [W/cm2] Transmitted light intensity
I0 [W/cm2] Incident light intensity
αν Absorbance
kν [1/cm] Spectral absorption coefficient
L [cm] Absorption pathlength
n [molecule/cm3] Number density of the absorbing species
σν [cm2/molecule] Absorption cross- section
S [cm−2/atm] Absorption linestrength
φν [cm] Frequency-dependent lineshape function
P [atm] Pressure
Xi Mole fraction of the absorbing species i
ν Light frequency
NEA Noise equivalent absorbance
DFBs Distributed feedback lasers
VCSELs Vertical-cavity surface-emitting lasers
FDML Fourier-domain mode locked
QCLs Quantum cascade lasers
ICLs Interband cascade lasers
LM Levenberg –Marquardt
AI Advanced integrative
HITRAN High Resolution Transmission
HITEMP High Temperature
R2f 2f peak ratio
T Temperature
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X0 Nominal concentration
a Modulation depth
i1, 1st-order laser intensity modulation indices
i2 2nd-order laser intensity modulation indices
ϕ1 1st-order laser intensity–frequency modulation phase shifts
ϕ2 2nd-order laser intensity-frequency modulation phase shifts
ν0 Specific center frequency
ν(t) Laser wavelength
α(t) Simulated absorbance
MI0(t) No-absorbing intensity
SIt(t) Measured transmitted intensity
SIt(t) Simulated transmitted intensity
fm Modulation frequency
m Modulation index(
Sn f /1 f

)
M

Measured 1f -normalized nf signal(
Sn f /1 f

)
s

Simulated 1f -normalized nf signal
SSE Sum-of-squared error
RAM Residual amplitude modulation
Xn f Measured X component of nf signal
Yn f Measured Y component of nf signal
LAT Laser absorption tomography
ADC Analogue-to-digital conversion
RIN Relative intensity noise
EMD Empirical mode decomposition
PHR Peak height ratio
Δν Full-width-at-half-maximum
FWHM Full-width-at-half-maximum
SCR Selective catalytic reduction
WMS-VMA Wavelength modulation spectroscopy with varied modulation amplitude
am Modulation depth
F Inverse WMS-2f signal strength
σ Interference sensitivity
C Cost function
S2 f Interference-free WMS-2f signal at the target transition line center
S2 f , max Maximum possible interference-free WMS-2f signal
am, opt Optimal modulation depth
DVI Direct visual inspection
WT Wavelet transform
DWT Discrete wavelet transform
BFBL Blended-feature baseline fitting method
in nth-order laser intensity modulation indices
ϕn nth-order laser intensity–frequency modulation phase shifts
LIA Lock-in amplifier
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Abstract: In this review, methane absorption characteristics mainly in the near-infrared region and
typical types of currently available semiconductor lasers are described. Wavelength modulation
spectroscopy (WMS), frequency modulation spectroscopy (FMS), and two-tone frequency modulation
spectroscopy (TTFMS), as major techniques in modulation spectroscopy, are presented in combination
with the application of methane detection.
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1. Introduction

Due to global warming and climate change, the monitoring and detection of atmospheric gas
concentration has come to be of great value. Although the average background level of methane (CH4)
(~1.89 ppm) in the earth’s atmosphere is roughly 200 times lower than that of CO2 (~400 ppm), the
contribution of CH4 to the greenhouse effect per mole is 25 times larger than CO2 [1,2]. Therefore, a
fast, accurate, and precise monitoring of trace greenhouse gas of CH4 is essential. There are some
methods for detecting methane, including chemical processes [3–6] and optical spectroscopy [7–9].
Optical spectroscopy for detecting gases is based on the Beer-Lambert law [10–12], in which the
light attenuation is related to the effective length of the sample in an absorbing medium, and to
the concentration of absorbing species, respectively. By this theory, the emission wavelength of
the narrow-linewidth diode laser is scanned over the target gas absorption line, and tunable diode
laser absorption spectroscopy (TDLAS) has become an effective technique for the rapid and online
analysis of gas component concentration, due to the advantage of high spectrum resolution [13–22].
Direct detection and wavelength modulation spectroscopy are the most common sensing methods
of TDLAS [23,24]. Comparatively speaking, wavelength/frequency modulation spectroscopy is less
vulnerable to the effects of background noise and more suitable for detecting trace gases. Moreover,
modulation spectroscopy is widely used for the detection of various gases with the advantage of
high signal-to-noise ratio (SNR) [25,26]. Wavelength modulation spectroscopy (WMS), frequency
modulation spectroscopy (FMS), and two-tone frequency modulation spectroscopy (TTFMS) are the
main techniques in modulation absorption spectroscopy. Since each technique has its strengths and
weaknesses, they have also been applied for detecting methane depending on the situation.

In this review, after introducing methane absorption characteristics and recent progress of
tunable diode lasers (TDLs), recent advances in methane detection using modulation spectroscopy
are presented.

2. Methane Absorption Lines

The CH4 molecule has a spherical top, and belongs to the tetrahedral point family. It exhibits
four fundamental vibration modes: υ1 = 2913 cm−1, υ2 = 1533.3 cm−1, υ3 = 3018.9 cm−1 and
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υ4 = 1305.9 cm−1 [27]. Of these, the two bending vibrations are υ2 (asymmetric) and υ4 (symmetric),
while υ1 (symmetric) and υ3 (asymmetric) are the two stretching vibrations [28]. The successive
resonance spacing is about 1500 cm−1 [29]. In the near-infrared region (1100–1800 nm), the 2υ3

band near 1670 nm and the υ2 + 2υ3 band near 1300 nm are primary overtone rotational-vibrational
combination bands.

Based on the Beer-Lambert law (Equation (1)) [10,11], many laser absorption spectroscopy
techniques are applied to measure gas concentration, including WMS, FMS, and TTFMS.

τ(υ) =
It(υ)

Io(υ)
= e−σ(υ)xL = e−α(υ) (1)

where, τ(υ) represents the transmittance of light, Io(υ) and It(υ) represent the incident and transmitted
intensities of a certain wavelength, respectively, σ(υ) represents the cross-section of gas absorption at a
certain wavelength, x represents the gas concentration, and L represents the length of the path that
the light travels through absorbing media, α(υ) represents the transmission coefficient. In absorption
spectroscopy, the detection sensitivity is related to the length of the absorption path and the absorption
line intensity of molecule, respectively [2].

According to differences in measurement area and monitoring technique, different frequency
bands involving methane transitions from near infrared to mid infrared have been applied [30]. With
the development of near-infrared light sources and fiber technology, the corresponding test system
in the near infrared region is more mature [31–33]. Washenfelder et al. [34] investigated that the
absorption strengths of the 2υ3 band were suitable for providing high sensitivity for ground-based
high-resolution spectrometry in the near-infrared spectrum. The absorption intensity of CH4 in the
2υ3 band is more than four orders of magnitude stronger than that of H2O and CO2, which can be
safely neglected [35]. The related spectroscopic parameters of 2υ3 band, including line positions, line
intensities, line widths, line shifts, and line couplings are certain, as described in reference [36–41].

3. Tunable Diode Laser

Semiconductor diode lasers are mainly made of gallium arsenic (GaAs), aluminum (GaAlAs),
indium phosphite (InGaAlP, InGaAs or InGaP) and lead salt [42,43]. Moreover, diode lasers are
frequently used for modulation spectroscopy because of fast tunability of laser wavelength and fast
response times [44,45]. Compared with the spatial characteristics, the spectral characteristics of lasers,
such as linewidth and tunability, are more valuable in modulation spectroscopy. To ensure high-quality
measurement, narrow line widths, single frequency emission and the inherent stability of the laser are
of importance.

The longitudinal mode spacing is relatively narrow, and the oscillation bands of the laser exist in
many longitudinal modes. Therefore, the distributed Bragg reflection (DBR) and distributed feedback
(DFB) lasers are common diode lasers in the near-infrared spectral region, in which the feedback
necessary for the lasing action is distributed throughout the cavity length, and the longitudinal mode
selection is improved [46–48]. Such lasers covering the absorption bands of CH4 at 1650 nm have been
applied for detecting methane gas [49]. Recently, quantum well (QW) DFB lasers have generated the
emission wavelengths of 2.6 μm [50] and 3.4 μm [51,52]. Nevertheless, the overtone and combination
bands of many target molecules are in the near infrared region, which is strong enough to get ppm,
even ppb detection levels [13].

Depending on the laser materials, commercial diode lasers can be classified into two generic
groups: gallium arsenide-based lasers with wavelengths below 3 μm, and lead salt-based lasers with
wavelengths above 3 μm, which are usually fabricated from semiconductor materials in groups of
III-V and IV-VI, respectively [53]. Among them, the laser beams of lead-salt diode lasers can range
from 3 to 30 μm, covering the fundamental transitions of most atmospheric trace gases, which is in the
mid-infrared region. Therefore, lead-salt diode lasers are appropriate for spectroscopic gas detection in

160



Appl. Sci. 2019, 9, 2816

theory. However, some drawbacks, such as instability in single mode operation, low output power,
and high costs, result in their limited practical application in comparison to GaAs lasers [54,55].

Mid-infrared wavelength band covers the fundamental bands of most gas molecules. Therefore,
many researchers are carrying out studies with the aim of improving the performance of mid-infrared
lasers or develop new type lasers for higher sensitivity. For example, a diode laser with the external
cavity (EC) (e.g., Littrow or Littman-Metcalf configuration) has been proposed to to be tuned over a
broad spectral range, which is called an external cavity diode laser (ECDL) [56]. However, mode hops
limit more improvements of spectral range in a single scan [57]. By contrast, Interband cascade lasers
(ICLs) [58] in the 2.5–4 μm wavelength range and quantum cascade lasers (QCLs) [59] in the 4–12 μm
wavelength range can provide continuous-wave (CW) output power levels with low input powers.
Due to the use of interband transitions, the laser action of ICLs can be obtained at lower electrical input
powers than QCLs. However, the phonon interactions in ICLs typically occur on a much slow time scale,
which is slower than the longitudinal optical phonon interactions in QCLs. QCLs are widely used as the
convenient spectroscopic source to trace gas analysis. In addition, a significant advance in mid-infrared
spectroscopic detection has been made, due to their room temperature operation, inherently narrow
linewidth and high output power [60–63]. It is worth pointing out that the linewidth reduction of
QCLs is achieved by frequency locking to resonant cavities [64]. Recently, an EC configuration is
adopted to further improve the performance of QCLs [65,66], and rapid wavelength modulation can
be achieved by directly modulating the injection current of QCL chip. A wide tuning range between
7960 and 8840 nm can be performed by continuous-wave operation of EC QCL [67].

4. Application of Modulation Spectroscopy for Methane Detection

Due to the advantage of high spectral resolution, TDLAS has been widely used to measure
methane absorptions and concentrations in the applications of molecular spectroscopy [68], natural
gas leak detection [69], and trace greenhouse gas monitoring [70] and so on. With TDLAS, the laser
frequency is scanned across the absorption line of methane gas, by tuning the output wavelength of the
diode laser. Many methane sensor systems are developed utilizing modulation spectroscopy [71,72] to
improve the limits of methane detection. The modulation spectroscopy technique used for TDLAS
has been reviewed in detail elsewhere [29,44,73,74], and this section aims to bring relevant methane
detection based on modulation spectroscopy up to date with recent developments.

4.1. Wavelength Modulation Spectroscopy Applied for Methane Detection

4.1.1. Principle of Wavelength Modulation Spectroscopy

In a typical TDLAS with WMS, the laser frequency is modulated by applying a low-frequency
ramp and a high-frequency sine wave [23,70]. After interacting with the absorption line of the target
gas, the modulated light generates the signals at different harmonics of modulation frequency [75].
At a fixed harmonic, the amount of signal attenuation is proportional to the gas absorption, and
the modulated wavelength is demodulated by a phase-sensitive detector [76]. The demodulated
wavelength at a particular harmonic nf (n = 2, 3, 4, etc.) is usually directed for the detection, and the
detection bandwidth is shifted to higher frequencies, where 1/f noise is smaller. The output spectrum
of the laser modulated by a radio frequency is shown in Figure 1 [77].
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Figure 1. The spectral output of the laser at a radio frequency: (a) unmodulated; (b) modulated with no
absorption; (c) modulated with absorption. wc and wc ± Ω represent the carrier frequency and the side
band frequencies, respectively; Ω represents the frequency of the laser. Reproduced with permission
from [77], the Institute of Electrical and Electronics Engineers, 2008.

4.1.2. Near Infrared Methane Detection Systems Based on WMS

Based on TDLs with WMS, researchers have successfully studied many high-performance methane
detection systems in the near infrared region [71,72,78,79]. Typically, a DFB laser is often used as a
light source. A portable methane detection device was developed by using a DFB diode laser centered
at 1.654 μm [71]. The second harmonic wavelength modulation spectroscopy (2f-WMS) was adopted.
Within the detection range of 0–106 ppm, the relative detection error was less than 7%. Liu et al. [72]
also designed a trace methane gas sensor. The frequency modulation technology was applied in WMS
to move the bandwidth of detection from low frequency to high frequency, to reduce 1/f noise. Zheng et
al. [78] described a portable CH4 detection sensor. The temperature of the DFB laser was controlled by
a software-based proportion-integration-differentiation (PID) algorithm. In addition, the measurement
range was from 0 to 100%. Then, the absorption length was added from 0.2 m to 0.4 m, and an open
gas sensing probe was set in an improved system [79]. In the lab group’s previous reports, the two
mid-infrared detection sensors had been developed [80,81]. Though the near-infrared sensor has a
longer effective path length of the gas cell, the mid-infrared sensor has a higher MDL of 5 ppm. This
is due to the fact that the absorption line intensity at 3.31 μm is stronger over two orders than that
at 1.65 μm. The wavelet-denoising (WD)-assisted wavelength modulation technique is successfully
suppressing the noise in mid-infrared detection sensors. A sequential multipoint sensor applying
2f-WMS technique was firstly developed by Shemshad [82]. The sensor did not use any multiplexing
techniques to distribute the laser intensity among a multitude of gas cells.

In some systems, the DFB laser is replaced with a vertical cavity laser (VCL) as a light source [83].
Paige et al. [69] developed a portable natural gas leak detector based on a VCL. The detector could
measure methane concentrations from ambient methane levels (1.8 ppm) to pure gas. In the detection
process, the response time of the detector was 1–2 s, and the detection precision was below 1%.

Due to the low cost of near-infrared laser and the development of optical communications
networks, some instruments in near infrared have been expanded into the commercialized application.
The LI-7700 Methane Analyzer (LI-COR Biosciences Lincoln, NE, USA) was developed for detecting
methane by eddy covariance method, which had the advantages of light weight, open path, and low
power requirement [84]. A tunable diode laser centered at 1.65 μm and a Herriott cell with a 30 m
effective path length were employed. The wavelength was modulated across the absorption band at
the sub-MHz frequency. Pressure- and temperature-induced changes in line shape and population
distribution, changing in laser power and mirror reflectivity as well, were compensated by using
computational fitting algorithms. This ensured that measurements remained accurate over a wide
range of pressure and temperature conditions. The Laser Gas™ iQ2 analyzer (NEO, AS) was the
first all-in-one TDLAS analyzer to measure up to four gases (O2, CO, CH4, H2O) and temperature
depending on configuration, which eliminated the need for multiple units for combustion analysis.
Then the Laser Gas™ II Open Path (OP) Monitor (NEO, AS), a compact and high-performance gas
analyzer, was created for long-distance monitoring in ambient air.
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4.1.3. Mid Infrared Methane Detection Systems Based on WMS

Methane detection systems based on the mid-infrared laser have been researched for quite some
time. However, traditional mid-infrared sensors have some drawbacks, such as the low power of
the laser and the instability of a laser in single mode operation. QCL, as a convenient mid-infrared
laser source, is widely employed for methane monitoring at room temperature. A small in situ sensor
system was developed to monitor the concentration of CH4 and N2O in real time [85]. The light source
was a QCL operating at 7.83 μm. The wavelength was scanned over the absorption lines of CH4 and
N2O at different operating temperatures, achieving simultaneous dual-species detection. The sampling
volume of the multipass cell was only 225 mL, resulting in the compact size of the system. Moreover,
an external cavity quantum cascade laser (EC-QCL), covering the absorption lines of four atmospheric
greenhouse gases, was applied in a sensor system [86]. Additionally, gallium antimonite (GaSb)-based
ICLs have been used for mid-infrared sensing [87,88]. In addition, the commercial availability of ICLs
was achieved in 2009. Ye et al. [87] demonstrated a mid-infrared dual-gas detection system (CH4 and
C2H6) based on a single ICL [87]. However, the power consumption of ~250 W was relatively high.
The weight of the oil-free vacuum pump and pressure controller and readout in the system was heavy.
To address the limitations, new portable sensor systems were developed [88,89], in which competitive
performances were revealed compared with other reported portable or handheld sensor devices.
Mid-infrared sources based on DFG effects are also employed for methane detection. Commercial
and off-the-shelf near-infrared lasers are purchased to act as the mixing sources. Armstrong et al. [90]
described a mid-infrared methane detection system using the difference frequency generation (DFG)
process in a periodically poled lithium niobate (PPLN) crystal. The DFG system was used to implement
TDLAS with WMS. The pump wavelength and the signal wavelength were provided by a fiber Bragg
grating diode laser and a DFB diode laser, respectively. The fundamental absorption line of methane
located around 3.4 μm was addressed. Since then, several researchers have reported more absorption
detection applications using DFG processes. A system utilizing a dual-wavelength amplifier for DFG
process was firstly presented [91]. As shown in Figure 2, the dual-wavelength amplifier is used to
amplify both of pump wavelength and signal wavelength, and simple 2f methane detection is carried
out. However, the detectable concentration of methane at the same absorption line is less than achieved
by Armstrong I. et al. [90]. The minimum detectable methane concentration was at the level of 26 ppbv
for an open-path interaction length of 8 m [92]. Zhao et al. [93] described a single-frequency CW
difference–DFG source, which was tunable from 3.1 to 3.6 μm. The output power of the source can
reach tens of milliwatts. Therefore, the wideband-tunable mid-infrared source has the potential in the
application of trace gas detection.

Figure 2. The methane detection system based on a dual-wavelength amplifier. Reproduced with
permission from [91], Optical Society of America, 2013.
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4.1.4. Multi-Mode Diode Laser Applied for Methane Detection Based on WMS

In the above research, almost every light source falls into a single-mode diode laser. The
multi-mode diode laser is also used as a light source in some systems. A tunable multi-mode diode
laser with a central wavelength of 1318 nm was applied for remote detection of methane by Gao et
al. [94]. In the experiment, the multi-mode laser modes merely depended on the input current and
temperature, and the tuning range was continual. The reliability of the data analysis process was
certificated. Later, Cai et al. [95] reported what was probably the first application of measuring CH4

and CO by using a multi-mode ECDL emitting around 2.33 μm, as shown in Figure 3. Correlation
spectroscopy was used for signals identification and quantitative analysis. Although it is easier to
obtain the signal within the tuning range with a multi-mode diode laser than with a single-mode diode
laser due to its larger covering area, the mode-jump and mode competition, an intrinsic property of the
multi-mode laser, becomes an obstacle to further applications in trace gas detection.

Figure 3. The experimental setup used for the simultaneous measurement of CH4 and CO. Reproduced
with permission from [95], Optical Society of America, 2016.

4.1.5. Optimization of Methane Detection Based on WMS

Apart from high detection sensitivity, the capacity of suppressing 1/f noise makes WMS a widely
used technique [89,96]. However, optical interference fringe, the primary cause of background
fluctuation, has not been effectively suppressed in WMS. Many methods, including the adoption of
post-detection filtering and the improvement of the detection system, have been attempted to optimize
the optical interference fringe in methane sensors [97]. For example, recently, a method of combining
dual tone modulation (DTM) with vibration reflector (VR) was introduced, which decreased the
standard deviation (STD) value of the background signal to 0.0924 ppm [98].

Other than the optical interference fringe, some kinds of MPCs, as well as the modulation
spectroscopy technique, have also been under study to improve the detection sensitivity, by increasing
the effective optical path while at the same time keeping the small size of methane sensor. White
cells [99], Herriott cells [100] and Chernin [101] are the three most common MPCs applied for detecting
gas, and variations on these have been developed. Liu et al. [2] studied a novel compact dense-pattern
multipass cell (DP-MPC). The cell was used to detect atmospheric methane in TDLAS with WMS.
Then, a confocal MPC was developed to build a compact and portable methane sensor [102]. The MPC
was mainly comprised of confocal mirrors, of which the radii of curvature were 500 mm. Compared to
the reported sensors, the sensitivity of ambient methane was improved. Additionally, many other
MPCs are also used for the detection of atmospheric trace species, such as a multiple-reflection optical
cell with three mirrors [103], the multipass cell formed by two twisted cylindrical mirrors [104] and
circular multireflection cell [105]. Some parameters of novel MPCs are listed in Table 1.
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Table 1. Some parameters of novel multipass cells.

Title of Multipass
Cells

Components Path Length Detection Limit Taken from Refs.

Dense-pattern
multipass cell

Two silver-coated
concave spherical

mirrors
26.4 m <79 ppb [2]

Confocal multipass
cell

A confocal
configuration of six

mirrors
290 m 1.2 ppb [102]

Multiple-reflection
optical cell Three mirrors 140.3 m 128 ppb [103]

Multiple-pass
optical cell

Two twisted
cylindrical

high-reflectivity
mirrors

29.5 m - [104]

Circular
multireflection cell

A polished
spherical reflecting

surface
105 cm 300 ppm [105]

4.2. Frequency Modulation Spectroscopy Applied for Methane Detection

4.2.1. Principle of Frequency Modulation Spectroscopy

FMS is an offshoot of WMS, and the difference between WMS and FMS lies in the magnitude of
the modulation frequency. When modulation frequency is larger than the width of the absorption line
of interest, the technique is named by frequency modulation (FM). Compared with that of WMS in the
1/f noise dominated region (10 kHz), the modulation frequency of FMS is the 100 kHz range, which is
in a shot noise limited domain [29]. When detector quantum noise becomes the limiting factor for the
sensitivity of the detection system, the detection limit can be described by Equation (2).

SNR =
Psignal

(P2
1/ f + P2

sn + P2
tn)

1/2
(2)

wherein, P1/f represents the detector excess noise, Psn represents the shot noise of the detector, Ptn

represents the detector thermal noise, and Psignal represents the signal proportional to the incident laser
power on the detector.

4.2.2. Methane Detection Systems Based on FMS

Generally, FMS can be applied for the situation where WMS is applied in reference [106]. Compared
with that of WMS, processing electronics or detector of FMS should have a broader bandwidth in order
to generate higher frequencies [107]. This is a crucial limitation of FMS. Werle et al. [108] determined
that the absorbance of detection using one-tone FMS in a 1-Hz bandwidth could be 10−8 when the
laser-induced shot noise of detector exceeded thermal noise. However, the power of many lead-salt
diode lasers is not sufficient to produce shot-noise-limited spectroscopy. Frequency modulation of
GaAlAs lasers was first demonstrated by Rickett et al. [109] in 1980. The method of FM-TDLAS was
used by Gulluk et al. [110] to measure CO2, CH4, N2O, and CO in air samples of a few cm3. The
lead-salt diode laser was tuned at a typical frequency of 1 kHz, and the rf signal of 100–195 MHz was
superimposed on the laser current. Then, Pavone et al. [24] used a GaAlAs diode laser (DL) at 886 nm
to obtain the sensitivities of three detection techniques in methane sensor in order to more clearly
compare WMS and FMS with TTFMS. The laser was tuned on a third overtone methane transition for
measuring the minimum detectable absorption. The modulation frequency was 1 kHz, 100 MHz, and
390 ± 5 MHz for WMS, FMS and TTFMS, and the minimum detectable absorptions were 4.5 × 10−7,
9.7 × 10−8 and 6.4 × 10−8, respectively.

165



Appl. Sci. 2019, 9, 2816

Based on FMS, TDLs offer remote detection of methane gas the opportunity to operate over
distances of 10 m or more in high sensitivity [111]. In these systems, the laser beam aimed through
the probed region is collected after one-way transmission or further reflection from a topographic
target [112,113]. The ambient methane detection using the FM technique at a frequency of 5.35 MHz
was reported by Uehara et al. [112]. Then, Iseki et al. [113] described a portable methane detection
sensor with a 1.65-μm InGaAsP DFB laser. The tuning range of wavelength was 14 cm−1.

In addition to conventional lasers, new types of lasers such as QCL are also used for FMS in
methane detection. Gagliardi et al. [114] developed a novel laser spectrometer, which relied on a QCL
for detecting methane and nitrous oxide. Moreover, the research group firstly and thoroughly applied
single-tone FM technique to QCL, detecting the same components under low pressure, as shown in
Figure 4 [65]. Two QCLs of 8.06 μm and 7.3 μm are applied for FMS on N2O and TTFMS on CH4,
respectively. For methane gas, the minimum detectable concentration can reach up to 400 ppt Hz−1/2.
Due to the tunability and sensitivity characteristics of the system, a mixture of gases can be monitored.
As they summarized, QCL is an appropriate choice for frequency modulation spectroscopy in the
mid-infrared region.

 
Figure 4. Schematic of the experimental set-up based on the FM technique. Reproduced with permission
from [65], Springer, 2006.

4.2.3. Optimization of Methane Detection Based on FMS

Some researchers [115–117] have tried to improve the performance of methane sensors based
on QCLs in several ways. For example, a fast optical modulation was achieved by introducing an fs
NIR pulse train in a typical QCL, which was different from the traditional modulation method by
temperature tuning or current injection [115]. The FM was obtained at frequencies up to 1.67 GHz,
which was a benefit to get higher sensitivity of detection. Eichholz et al. [116] found out that the
FM technique with QCLs at terahertz (THz) frequencies was suitable for high-resolution molecular
spectroscopy. Then DFB QCLs, as the radiation source, were used to set up THz spectrometers [116,117].
The investigated molecular parameters such as transition frequency and pressure broadening of CH3OH
were presented.

4.3. Two-Tone Frequency Modulation Spectroscopy Applied for Methane Detection

4.3.1. Principle of Two-Tone Frequency Modulation Spectroscopy

The frequency modulation spectroscopy is called single-tone FMS (i.e., Standard FM) or two-tone
FMS, depending on the number of modulation tones [107]. The modulation of lasers in TTFMS is
completed by a pair of closely spaced frequencies simultaneously, which are ω1 = ωc + Ω/2 and
ω1 = ωc − Ω/2, respectively. Wherein ωc is the center frequency and Ω is the difference frequency.
TTFMS has higher modulation frequencies in comparison with FMS. In the TTFM technique, the
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advantages of standard FM are used in conjunction with the benefits of a considerable reduction in
detection bandwidth, with additional improvement in SNR [107].

4.3.2. Methane Detection Systems Based on TTFMS

In 1982, the TTFM technique was first proposed by Janik et al. [118]. Then modulation frequencies
increased from the kHz range to the tens of GHz range due to using a CW dye laser source and an
electro-optic modulator [119]. In the same year, the frequency of hundreds of MHz was obtained by
using a lead-salt diode laser [120]. Modugno et al. [121] employed a DFB diode laser to develop a
TTFMS spectrometer for monitoring methane. A balanced homodyne detection technique was adopted
so that the spectrometer had high sensitivity. The modulation frequency and the rf frequency were
2 GHz and 5 MHz, respectively. The sensitivity of the spectrometer was up to 7(2) × 10−8 at a 1-Hz
bandwidth. Recently, the TTFMS technique has been used in conjunction with a DFG radiation source.
Maddaloni et al. [122] developed a portable DFG spectrometer, as shown in Figure 5. Compared
with direct absorption, SNR has been enhanced by a factor of 100 by using TTFMS. Gagliardi et
al. [65] described another portable spectrometer based on QCLs and TTFMS for monitoring CH4. The
wavelength tunability vs. temperature was 2 GHz/K for QCL emitting at 7.3 μm. The output SNR was
enhanced about six times than that of direct absorption.

 

Figure 5. Schematic drawing of the experimental set-up of a portable spectrometer. Reproduced with
permission from [122], Springer, 2006.

4.3.3. Optimization of Methane Detection Based on TTFMS

In absorption systems based on TTFM technique, optical interference fringe is also a limiting
factor for detection sensitivity. A convenient fringe suppression method was employed to improve the
sensitivity in a CH4 detection system, as shown in Figure 6 [70]. Modulation depth optimization and
TTFM technology is applied in this system. In addition, the MDL at 1.654 μm is enhanced to 130 ppb.m
for a 50-min period. Observed detection sensitivity is given in the conclusion in Table 2.
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Figure 6. Frame diagram of the CH4 detection system. Reproduced with permission from [70], Elsevier
Science, 2017.

Table 2. Methane measurement characteristics for modulation spectroscopy techniques.

Spectroscopic
Technique

Spectral
Wavelength

(nm)

Detection
Limit/Measured
Concentration

Source Type
Sample/Path

Length
References

Wavelength
Modulation

1318 25 ppm.m DL 80 cm gas cell [94]
1650 1 ppm VCL 107 cm gas cell [69]
1651 1.2 ppb DFB 290 m gas cell [102]
1653 79 ppb DFB 26.4 m gas cell [2]
1654 130 ppb.m a DFB Open path [70]
1654 11 ppm DFB 0.2 m gas cell [71]
1654 1.4 ppm DFB 76 m gas cell [72]
1654 11 ppm DFB 0.2 m gas cell [78]
1654 12 ppm.m b DFB 40 cm gas cell [79]
1654 5 ppb DL 30 m open cell [84]
2330 81 ppb ECDL 100 m gas cell [95]
3100 5 ppm DFB 7.5 cm gas cell [81]
3291 2.1 ppmv c ICL 54.6 m gas cell [88]
3291 5 ppbv ICL 54.6 m gas cell [89]
3334 17.4 ppbv ICL 54.6 m gas cell [87]
3403 1.31 ppm.m DFB 30 mm gas cell [90]
3403 26 ppbv DFB Open path [91]
7800 2.2 ppbv d QCL 57.6 m gas cell [86]

Frequency
Modulation

1654 450 ppb.m DFB 0.2 m gas cell [113]
3357 20.3 ppbv DL 25 cm gas cell [110]
7658 20 ppm QCL 20 cm gas cell [114]

Two-Tone
Frequency

Modulation

886 - DL 1.5 m gas cell [24]
3314 3 ppb Hz−1/2 e ECDL 13 m gas cell [122]
3428 30 ppt Hz−1/2 ECDL 13 m gas cell [122]
7300 - QCL 20 cm gas cell [65]

a Parts per billion meters (length normalized concentration unit); b Parts per million meters; c Parts per million by
volume; d Parts per billion by volume; e Parts per billion by the negative square root of Hertz.

5. Conclusions

The characteristics of modulation spectroscopy techniques, based on TDLs for detecting methane
in the last decade, have been typically reviewed and codified, as shown in Table 2. Recent developments
in semiconductor lasers and modulation spectroscopy techniques for methane detection have been
described throughout this article. Moreover, some other trends are becoming visible.

Firstly, although QCLs, as convenient mid-infrared laser sources, have not been widely used
for commercial detection systems, they may find broad application in mid-infrared modulation
spectroscopies in the near future. Then, other wideband-tunable room temperature mid-infrared
sources and corresponding mid-infrared technology, such as DFG sources, optical fiber, and detection
instruments, will be further developed for trace gas detection. Except for the development of TDLs and
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mid-infrared sources, the optimization of optical interference fringe and the formation of multipass
cells are observable factors in improving the detection performance. Better sensitivity for methane
detection system will be expected when new designs of lasers and multipass cells and methods of
suppressing noise are put in operation.
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Featured Application: Near-infrared ppm-level C2H2 detection with time division multiplexing

differential modulation, suitable for the precision improvement of other near-infrared single

optical path gas detection systems.

Abstract: A time division multiplexing differential modulation technique is proposed to address
the interference problem caused by the fluctuation of laser light intensity in the single optical path
detection system. Simultaneously, a multi-reflection chamber is designed and manufactured to further
improve the system’s precision with an optical path length of 80 m. A near-infrared C2H2 detection
system was developed. The absorption peak of the acetylene (C2H2) molecule near 1520 nm was
selected as the absorption line. A laser driver is developed, and a lock-in amplifier is used to extract
the second harmonic (2f) signal. A good linear relationship existed between C2H2 concentration
and the 2f signal, and the correlation coefficient was 0.9997. In the detection range of 10–100 ppmv,
the minimum detection limit was 0.3 ppmv, and the precision was 2%. At 50 ppmv, C2H2 and
continuous detection for 10 h, the data average was 50.03 ppmv, and the fluctuation was less than
±1.2%. The Allan variance method was adopted to evaluate the long-term characteristic of the system.
At 1 s of integration time, the Allan deviation was 0.3 ppmv. When the integration time reached 362 s,
the Allan deviation was 0.0018 ppmv, which indicates the good stability of the detection system.

Keywords: near-infrared; C2H2 detection; TDLAS; time division multiplexing differential modulation;
a multi-reflection chamber

1. Introduction

Acetylene (C2H2) is one of the most basic raw materials for industrial production. C2H2 is burned
at high temperature to weld metals. C2H2 is easily decomposed, burned, and exploded, because its
chemical character is very active. The explosion limit of C2H2 in air is between 2.3% and 72.3%. C2H2

has a lower explosion limit and a wider explosion range than other flammable and explosive gases.
Therefore, highly sensitive and real-time detection of C2H2 concentration is especially necessary [1–4].

In recent years, tunable diode laser absorption spectrometry (TDLAS) has been widely used as
a real-time and efficient online detection technique [5–9]. C2H2 detection is mostly performed in
the near-infrared band because the laser process in the near-infrared band is mature. The reported
TDLAS-based C2H2 detection system uses a wavelength modulation spectroscopy (WMS) technique
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to improve the signal-to-noise ratio (SNR) [10–12]. In 2018, Ming D et al. [13] developed a dual-optical
C2H2 detection system near 1533 nm by using WMS, with minimum detection limit (MDL) of 7.9 ppmv
at 6 m and 4 ppmv at 20 m. In the actual detection, to further eliminate the influence of the fluctuation of
laser light intensity, the dual optical path differential method is used for detection [14,15]. For example,
in 2018, the C2H2 detection system near 1534 nm, which was developed by He Q X et al. [15], has low
MDL of 3.97 ppmv at 0.3 m and a precision of 3%. However, this dual optical path differential structure
reduces the final detected optical power and increases system complexity. This study proposes a time
division multiplexing differential modulation technique without changing the overall structure of the
single optical path detection system. The DFB laser is driven and modulated by superimposing a
high-frequency sine signal by a stair-stepping segmented low-frequency signal. Thus, it can eliminate
the background noise caused by the fluctuation of laser light intensity, which further improves the
detection precision. In addition, this study proposes the design and manufacture of a multi-reflection
chamber that increases the absorption optical path and further improves the detection precision.
The precision of the single-optical TDLAS gas detection system can be greatly improved by adopting a
time division multiplexing differential modulation technique and the multi-reflection chamber method.
It can better satisfy the high-precision detection requirements for C2H2 gas in practical applications
without increasing the complexity of the system.

A near-infrared DFB laser is used to detect concentrations of C2H2 based on the TDLAS technique.
The emitting peak wavelength of the laser is 1520 nm. A laser driver, which uses a time division
multiplexing differential modulation technique to eliminate interference caused by the fluctuation of
laser light intensity in the single optical path detection system, is developed. A laser temperature
controller based on ARM was developed with a precision of 0.001 ◦C. The 2f signal’s amplitude (SA) is
extracted by the lock-in amplifier, and the experimental data can be processed by the algorithm to obtain
the detection result. Gas detection experiments are carried out to study the response performance
of the system. The system measures different concentrations of C2H2 with good linearity, and the
MDL is 0.3 ppmv. In addition, the detection precision and stability of the system were analyzed
with a precision of 2% and ranged from 10 to 100 ppmv, and the detection data fluctuation was
less than ±1.2%. Conclusions were drawn based on the experimental results. The stair-stepping
segmented a low-frequency signal that can be used to achieve high-precision C2H2 detection in a
single optical path system, and there is no requirement for phase consistency compared with the
2f/1f normalization [16,17].

2. TDLAS-WMS Detection Theory

2.1. Absorption Line of C2H2

The transition between the ro-vibrational energy levels of a molecule need to absorb the energy of
the infrared region, and it will form an infrared spectrum [18]. From the point of view of quantum
mechanics, the transition between molecular energy levels satisfies the quantization conditions. Since
the energy of the ro-vibrational level is discontinuous, when a level transition occurs, a specific
molecule will only absorb a specific wavelength infrared light, which ensures the selectivity of the
infrared absorption spectrum gas detection technique. The absorption peak of the C2H2 molecule in
the mid-infrared band is evidently stronger than in the near-infrared band [19]. However, the process
of the near-infrared laser is mature, widely used, and relatively inexpensive. In the actual detection
process, the optical path coupling of the mid-infrared laser is more difficult. Therefore, this study
selects the characteristic absorption line at the near-infrared band of the C2H2 molecule to detect
its concentration.

The absorption spectrum of the C2H2 molecule in the range of 1520.05 to 1520.15 nm is shown in
Figure 1, according to the high-resolution transmission molecular absorption database 2016 (HITRAN
2016). Evidently, the line intensity of the C2H2 molecule is the largest near 1520 nm at 10−20. The line
intensity of common gas molecules, such as CO2, H2O, and CH4, is less than 10−23 at 1520 nm, which is
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far less than that of the C2H2 molecule. The interference generated can be ignored in the actual
detection. Therefore, these disturbances can be ignored in the actual detection. The absorption line at
1520 nm of the C2H2 molecule is used comprehensively. The line intensity is set to 1.340 × 10−20 to
obtain accurate detection results and avoid interference of other gas molecules as much as possible,
considering these factors.

  @1520.1 nm
The absorption line selected

Figure 1. C2H2 (blue) absorption line in the range of 1520.05–1520.15 nm. The absorption line strength
of CO2, H2O, and CH4 is much smaller than that of C2H2.

2.2. Direct Absorption Spectroscopy

The Beer–Lambert law indicates that, when a beam of infrared light is transmitted through
the C2H2 molecule, a specific wavelength of light is absorbed by the C2H2 molecule. The selective
absorption of C2H2 molecules causes the attenuation of light energy, and the energy of light attenuation
is proportional to the number of molecules of C2H2 [20,21]. The light intensity after absorption is
obtained as follows.

It = I0e[−α(v)CL] (1)

where I0 is the initial emitting light intensity, L is the optical path length, C is the measured gas
concentration, and α(v) is the absorption line shape function. At a standard atmospheric pressure,
we use the Lorentz line shape function to describe the gas absorption coefficient, as follows.

α(v) =
α0

( v−vcm
Δv )

2
+ 1

(2)

where α0 is the absorption coefficient at the center of the gas absorption line, vcm is the center frequency
of the gas absorption peak, and Δv is the half-width at half-peak of the absorption line.

2.3. Single Optical Path Time Division Multiplexing Differential Modulation

We can tune the laser output wavelength by modulating the drive current based on WMS [22].
A stair-stepping segmented low-frequency signal (10 Hz) was used to modulate the laser’s injection
current to further eliminate the fluctuation of laser light intensity on the single-light path detection
system. As shown in Figure 2, the stair-stepping segmented low-frequency signal (10 Hz) is divided
into L, M, and H segments. The M segment is a sawtooth signal. This segment is used for C2H2

concentration detection. The laser injection current is modulated by superimposing a high-frequency
sine signal (5 kHz). Thus, the laser’s output wavelength sweeps the absorption peak of C2H2.
The currents of L and H segments are constant, and the laser’s output wavelength driven by the
currents is in the non-absorption region of the C2H2 molecule. The laser’s mean value distribution
can be considered in the short single period detection time of 100 ms at 10 Hz because its intensity
fluctuation is mainly derived from its own background noise. Therefore, the average light intensity
corresponding to the L and H segment waveforms is obtained, and the data processing is performed
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as the inversion basis of the light intensity I0M of the M segment signal, which further eliminates the
interference caused by the laser light intensity fluctuation in the single optical path detection system.

 
Figure 2. Waveform of stair-stepping segmented low-frequency signal.

After modulation, the output frequency v and the output intensity I0
′ are obtained as follows.

v = v0 + vm cosωt (3)

I0
′ = I0(1 + η cosωt) (4)

where v0 is the center frequency of the laser’s output, vm is the modulated SA, η is the light intensity
modulation index, and f = ω/2π is the modulation frequency.

According to Equation (4) and Equation (1), the light intensity with gas absorption is the following.

I(v, t) = I0(1 + η cosωt)e[−α(v)CL] (5)

The actual gas absorption and light intensity modulation are extremely small, i.e., α(v) << 1 and
η << 1. The Taylor series expansion is performed, according to Equation (5). The light intensity is
obtained, ignoring the high-order terms, as follows.

I(v, t) = I0[1 + η cosωt− α(v0 + vm cosωt)]CL (6)

From Equation (2), the center frequency v0 of the laser is adjusted to coincide with the gas
absorption peak, i.e., v0 = vcm. Then, the light intensity with gas absorption is obtained as follows.

I(v, t) = I0(1 + η cosωt− α0CL
1 + m2 cos2 ωt

) (7)

m =
vm

Δv
(8)

The detection signals HL(t), HM(t), and HH(t) of the photodetector can be expressed as follows.

HL(t) = spI0L(1 + η cosωt) (9)

HM(t) = spI0M(1 + η cosωt− α0CL
1 + m2 cos2 ωt

) (10)

HH(t) = spI0H(1 + η cosωt) (11)

where s is the conversion factor of the photodetector, p is the amplification factor of the detection circuit,
and I0L, I0M, I0H, and are the incident light intensity corresponding to the L, M, and H segments of
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the low-frequency signal that satisfy I0M = I0L+I0H
2 . Differential signal H(t) = HL(t)+HH(t)

2 −HM(t) is
obtained as follows.

H(t) = spI0M(
α0CL

1 + m2 cos2 ωt
) (12)

The Fourier series expansion is performed on Equation (12) to obtain the second harmonic
component coefficient H2 f as follows.

H2 f =
kspI0MCLα0

2

k =
2(−2−m2 + 2

√
1 + m2)

m2
√

1 + m2
(14)

From Equation (13), given that m, L, and I0M are constant, the gas concentration (C), and the
amplitude of the 2f signal (H2 f ) are proportional. In the experiment, the 2f signal is extracted, and the
concentration of C2H2 can be calculated. The relationship between H2 f and C can be obtained through
calibration experiments.

3. System Configuration

The C2H2 detection system is mainly divided into two components, which includes optical and
electrical modules. The system structure is shown in Figure 3a. The optical module includes a DFB laser,
a self-developed multi-reflection gas chamber, and a photodetector. The electrical module includes a
laser driver, a high-precision temperature controller, a lock-in amplifier, and a data processing module.
The design of the C2H2 detection system is shown in Figure 3b.

(a)  (b) 

Figure 3. (a) Structure of the C2H2 detection system. (b) C2H2 concentration detection
experimental platform.

3.1. Testing of Laser Performance

The near-infrared DFB laser (1520 nm, Nanoplus) is driven by a self-developed driver. The output
wavelength of the laser is tuned by controlling the drive current and temperature, and the laser’s
temperature was set to 20 ◦C, 25 ◦C, and 30 ◦C by the self-developed temperature controller. As the
driving current increases (20 to 150 mA), the emitting peak wavelength gradually increases, and the
current tuning factor is approximately 0.011 nm/mA. At a stable driving current, the emitting peak
wavelength increases with temperature, and the temperature tuning factor is approximately 0.113 nm/◦C.
The tuning characteristics of the laser are shown in Figure 4a.

The driving current is set to 80 mA, and the temperature is set to 25 ◦C with a monitoring
experiment for 4 h (8:30–12:30). The laser’s optical emission spectrometry is shown in Figure 4b.
The emitting peak wavelength varies by approximately 0.001 nm (between 1520.011 and 1520.012 nm).
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The monitoring experiment results show that the laser’s emission peak wavelength slightly changes,
and the working state is stable during a long-term continuous operation.

30

25

20
0.011 nm/mA
0.113 nm/  

 
(a) 

Temperature:25
Driving Current:80mA

(b) 

Figure 4. (a) Curve of the laser’s emitting peak wavelength versus the driving current at 20 ◦C, 25 ◦C,
and 30 ◦C. (b) Curve of the laser’s emitting peak wavelength during four hours of continuous operation.

3.2. Multi-Reflection Chamber

The spots of the traditional optical chamber are roughly distributed in a circular shape on the
spherical mirror, as shown in Figure 5a. When the distance between the mirrors is extremely close
(i.e., the physical size is small), the optical path length cannot easily satisfy the detection requirements.
To improve the detection sensitivity, the proposed gas chamber uses three mirrors with a mirror
diameter of 60 mm. There are two semi-circular mirrors on the front and a circular mirror on the back.
The mirror surface is coated with a silver film by a vacuum coating process. The effective reflection
spectrum ranges from 450 nm to 20 μm and the reflectance is greater than 95%. The optical path
length can be changed by manually adjusting the incident optical path. As shown in Figure 5b, the
reflected spots on the mirror surface of the gas chamber are distributed in 13 rows, which increases the
utilization of the mirror surface.

(a) (b)

(c)

Figure 5. (a) Mirror spots of the conventional optical chamber distributed in a circular shape. (b) Mirror
spots of a multi-reflection chamber distributed in 13 rows. (c) Photo of the multi-reflection chamber.

Since the mirror is made of fused silica (JGS1) material, and the main body of the gas chamber is
made of 316 steel. Therefore, the material is easy to obtain, and the cost is relatively low compared
with the products of the same market. The chamber adopts a ferrule connector/ asperity polishing
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connector (FC/APC) fiber coupling interface, the light is coupled into the gas chamber by the fiber,
and the docking is convenient. The chamber’s actual structure is shown in Figure 5c, and the optical
path length is set to 80 m with 250 reflections by adjusting the incident optical path.

4. Experimental Process and Discussion

In the experiment, the laser temperature is set to 25 ◦C, and the emission peak wavelength is near
1520 nm. The light is coupled through a fiber into a gas chamber. We used the Gas Dilution System
4040 gas distribution system. The precision and repeatability of the instrument are ±1.0% and ±0.05%.
The temperature and humidity of the laboratory are constant, and the precision of gas preparation can
be controlled at ±1.2%.

4.1. Calibration Results and Response Time

To measure the relationship between the 2f SA and C2H2 concentration, 10 C2H2 samples with
concentrations of 10, 20, 30, 40, 50, 60, 70, 80, 90, and 100 ppmv are prepared by dynamic gas preparation.
The prepared C2H2 sample was sequentially introduced into the gas chamber at intervals of 5 min.
As shown in Figure 6a, the 2f SA obtained in the experiment was expressed as max (2f). The 2f SA is
linear with the C2H2 concentration, and Equation (15) is obtained by linear fitting (where CC2H2 is the
measured C2H2 concentration).

max(2 f ) = 0.0241CC2H2 − 0.0015 (15)

Then, Equation (16) is derived as follows.

CC2H2 = 41.4938max(2 f ) + 0.0622 (16)

The 2f SA can be converted to C2H2 concentration by using Equation (16) with a linear correlation
of 0.9997, and the fitted curve is shown in Figure 6b.

The response time of the system depends on the time of data processing and the speed of gas
diffusion. The detection system can obtain the concentration value in one stair-stepping segmented
signal cycle, and 10 concentration values are displayed after average processing. In the case of static
gas preparation (i.e., using an air bag to inject C2H2 into the gas chamber), the response time is
approximately 2 s.

10ppmv

20ppmv

30ppmv

40ppmv

50ppmv

60ppmv

70ppmv

80ppmv

90ppmv

100ppmv

Measurement

 
(a) 

max(2f) = 0.0241C - 0.0015
R² = 0.9997

Measurement
Linear  Fit

(b) 

Figure 6. (a) Relationship between 2f signal’s amplitude (SA) and concentration C2H2 (60 samples per
group), and detection data recorded every 5 s. (b) Fitted curve of the 2f SA and concentration C2H2.

4.2. Detection Limit and Precision

To test the minimum detection limit (MDL), 50 ppmv C2H2 is introduced into the gas chamber.
The 2f signal detected by the lock-in amplifier is shown in Figure 7a. When the C2H2 concentration is
0 ppmv, the 2f signal is as shown in Figure 7b. The 2f SA is 1.206 V when the C2H2 concentration is
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50 ppmv, and the system noise’s amplitude (NA) of 0 ppmv is 0.007 V. The SNR is 44.725 dB, and the
MDL is as follows: 50 ppmv × NA / SA ≈ 0.3 ppmv.

He, Q.X. et al. used a 1.534-μm tunable diode laser and a miniature gas chamber to achieve
C2H2 detection in Reference [19], and the minimum detectable absorption is 2.66 × 10−3. In this paper,
different concentrations of C2H2 were introduced into the gas chamber, and the minimum detectable
concentration is 0.3 ppmv. Therefore, the minimum detectable absorption is 3.01 × 10−3.

max 2f = 1.206 V
Concentration = 50 ppmv

 2f signal

(a) 

0.504 V

0.497 V

2f signal
Concentration = 0 ppmv

NA = 0.007 V

(b) 

Figure 7. (a) 2f SA of 50 ppmv C2H2. (b) 2f SA of 0 ppmv C2H2.

To test the precision of the detection system, nine C2H2 samples at 10, 15, 25, 35, 45, 55, 75, 95,
and 100 ppmv were prepared. The detection system calculated the concentration values according
to the fitting formula. The error analysis of the detection results is shown in Figure 8. The blue line
indicates the absolute error of the experimental results, and the red line reflects the relative error.
The maximum absolute error is 0.3 ppmv, and the maximum relative error is within ±2%. Therefore,
the precision is 2% in the detection range from 10 to 100 ppmv.

Maximum relative error = 2%

Maximum absolute error = 0.3 ppmv

Figure 8. Detection error of the system on nine C2H2 samples with concentrations of 10, 15, 25, 35, 45,
55, 75, 95, and 100 ppmv.

4.3. Stability Analysis of the System

To test the stability of the detection system, the C2H2 sample at 50 ppmv was introduced into the
gas chamber, and the concentration value was recorded every second. The experiment was carried
out for 10 h. The result is shown in Figure 9a. The 2f SA ranged from 1.194 to 1.218 V, and the C2H2

concentration was between 49.6 and 50.6 ppmv. Therefore, the fluctuation was less than ±1.2%, and the
average value of the data was 50.03 ppmv.
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Allan deviation was adopted to analyze the long-term characteristics of the detection system [23].
The result shown in Figure 9b indicates that the Allan deviation at the initial integration time of 1 s
is 0.3 ppmv. If the integration time continues to increase, then Allan deviation is greatly reduced.
Moreover, the Allan deviation can be reduced to 0.0018 ppmv when the integration time is increased to
362 s. The results indicate that the detection system has good stability.

49.6 ~ 50.6 ppmv

1.194 ~ 1.218 V

 
(a) 

= 0.3 ppmv @  = 1 s

= 0.0018 ppmv @  = 362 s

(b) 

Figure 9. (a) Results of the stability test of 50 ppmv C2H2. (b) Analysis of Allan deviation for long-term
characteristics of the detection system.

4.4. Comparison

We conducted a large number of experiments using a 15-cm single-pass cell and an 80-m multi-pass
cell, which clarifies the increase in detection sensitivity caused by modulation and the increase in
sensitivity attributable to the multi-reflection cell. Many researchers have recently conducted in-depth
research on C2H2 detection technology in the near-infrared band. The performance comparison
between the proposed C2H2 detection system and the reported near-infrared C2H2 detection system is
shown in Table 1. The C2H2 detection system in References [13,15,19,24] uses the conventional driving
method of the TDLAS-WMS technique. The laser’s driving signal is generated by super-imposing
low-frequency sawtooth waves and high-frequency sine waves. Precision and error are greater than
3%. Time division multiplexing differential modulation is used to eliminate light intensity fluctuations,
and system stability has been further improved, with a lower detection limit and higher precision.

Table 1. Performance comparison between the proposed C2H2 detection system and the reported C2H2

detection system.

Reference/Type
Detection

Wavelength
Detection
Technique

Detection
Limit (ppmv)

Detection
Error (%)

System
Stability (%)

[13] 1533 nm TDLAS-WMS 4 – –
[15] 1530 nm TDLAS-WMS 3.97 3 3
[19] 1534 nm TDLAS-WMS 200 5 2
[24] 1530 nm TDLAS-WMS 1.46 – –

Single-pass un-modulation 1520 nm DAS 710 – –
Single-pass modulation 1520 nm TDLAS-WMS 142 – –

Multi-pass un-modulation 1520 nm DAS 1.5 – –
Multi-pass modulation 1520 nm TDLAS-WMS 0.3 ±2 ±1.2

5. Conclusions

A time division multiplexing differential modulation technique is proposed to eliminate the
interference caused by the fluctuation of laser source in a single optical path detection system.
A new multi-reflection chamber was designed to further improve the system detection precision.
A near-infrared C2H2 detection system was developed based on TDLAS using a 1520 nm DFB laser.
A laser driver and a high-precision temperature controller were developed, and a lock-in amplifier is
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used to extract the 2f signal. A number of experiments were performed using the detection system
to study its performance. The experimental results indicated that the detection system has good
performance indicators. The MDL is 0.3 ppmv, and the precision was 2% in the detection range of 10
to 100 ppmv and contains errors caused by dynamic gas preparation. A 10-h stability observation
experiment was performed on 50 ppmv C2H2, and the fluctuation was less than ±1.2%. The Allan
deviation value was 0.3 ppmv when the initial integration time was 1 s, according to the Allan deviation
analysis experimental data. When the integration time increased to 362 s, Allan deviation value was
0.0018 ppmv, which indicated the system’s good stability. In addition, the time division multiplexing
differential modulation technique and the chamber structure adopted by the system were suitable for
the precision improvement of other near-infrared single optical path gas detection systems. Therefore,
the proposed approach was flexible and practical.
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Abstract: Methane, known as a flammable and explosion hazard gas, is the main component of marsh
gas, firedamp, and rock gas. Therefore, it is important to be able to detect methane concentration
safely and effectively. At present, many models have been proposed to enhance the performance
of methane predictions. However, the traditional models displayed inevitable shortcomings in
parameter optimization in our experiment, which resulted in their having poor prediction performance.
Accordingly, the improved chicken swarm algorithm optimized support vector machine (ICSO-SVM)
was proposed to predict the concentration of methane precisely. The traditional chicken swarm
optimization algorithm (CSO) easily falls into a local optimum due to its characteristics, so the ICSO
algorithm was developed. The formula for position updating of the chicks of the ICSO is not only
about the rooster of the same subgroup, but also about the roosters of other subgroups. Therefore,
the ICSO algorithm more easily avoids falling into the local extremum. In this paper, the following
work has been done. The sample data were obtained by using the methane detection system designed
by us; In order to verify the validity of the ICSO algorithm, the ICSO, CSO, genetic algorithm (GA),
and particle swarm optimization algorithm (PSO) algorithms were tested, and the four models were
applied for methane concentration prediction. The results showed that he ICSO algorithm had
the best convergence effect, relative error percentage, and average mean squared error, when the
four models were applied to predict methane concentration. The results showed that the average
mean squared error values of ICSO-SVM model were smaller than other three models, and that the
ICSO-SVM model has better stability, and the average recovery rate of the ICSO-SVM is much closer
to 100%. Therefore, the ICSO-SVM model can efficiently predict methane concentration.

Keywords: methane detection; support vector machine; chicken swarm optimization; algorithm;
concentration prediction

1. Introduction

Air pollution is a serious environmental issue that has attracted more and more attention globally
in recent years [1–3]. Methane is the main greenhouse pollutant, and also the main component of
mine gas, biogas, and various liquid fuels [4,5]. It is stipulated that the lowest limit of explosion in
air is 5.0%, the highest limit is 15.0%, and the explosive capacity is the strongest when the volume
fraction is 9.5% [6]. Methane in the atmosphere can also cause a greenhouse effect and accelerate
global warming [7,8]. It is for these reasons that methane detection is an indispensable field of
research. Traditional detection generally adopts chemical methods, which require chemical reagents.
These reagents have many disadvantages, such as danger, need to replace, and short life, and so these
methods are not conducive to online real-time detection. In addition, absorption spectroscopy is a
detection method that offers a rapid, direct, and selective technique to measure the concentration of
methane [9], and it has become the dominant detecting method [10,11]. Methane concentrations are
obtained through infrared spectroscopy with an appropriate forecasting model.
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Currently, it is urgent that an accurate and effective methane prediction model be developed,
such as least squares fit, multi-element linear regression, back propagation neural network, or support
vector machine (SVM). SVM, based on the principle of structural risk minimization, has higher
efficiency when the number of training samples is small [12,13]. The performance of SVM is highly
related to its kernel parameters and penalty factor, so choosing appropriate parameters is the key to
improving the prediction accuracy. At present, there are a lot of parameter optimization algorithms.
For example, Zhou and Lu used the genetic algorithm (GA) to select features and optimize the SVM
parameters to improve the prediction accuracy of a hospitalization expense model [14]. Wang and
Guan used the particle swarm optimization algorithm optimized support vector machine (PSO-SVM)
classifier to classify the maximum tensile shear strength of spot-welded joints; the results showed that
the PSO-SVM classifier had a good accuracy [15]. The PSO-SVM based on adaptive mutation was
used to classify the increased volume and complexity of flow cytometry (FCM) data by Wang [16].
Liu proposed a short-term wind speed forecasting method, which consists of ensemble empirical
mode decomposition (EEMD) for data preprocessing, and an SVM optimized by the cuckoo search
algorithm (CS). The experimental results indicated that the proposed model can not only improve
the forecasting accuracy, but also can be an effective tool in assisting the management of wind power
plants [17]. A new cuckoo search algorithm based on a chaotic catfish effect optimization of the SVM
was proposed by He and Xia, who applied it to oil layer recognition [18]. Dai and Niu proposed a
SVM optimization based on differential evolution and the grey wolf optimization (DE-GWO-SVM)
algorithm to predict power grid investment, which proved that the DE-GWO-SVM model had strong
generalization capacity and had a good prediction effect on power grid investment forecasting in
China [19].

The CSO algorithm, known as a novel nature-inspired algorithm, was proposed by Meng Xianbing
in 2014 [20]. CSO is a stochastic optimization method based on the search behavior of the chicken,
which simulates the hierarchy order and the behaviors of a chicken swarm. The chicken swarm is
divided into subgroups, and each subgroup consists of chicks, some hens, and a rooster. There is
competition between subgroups, that is to say, there is a global optimization result. However, in the
paper [18], it was indicated that CSO easily falls into a local optimum, and its progress and speed are
greatly influenced by initial values. To this end, an ICSO is proposed. In the ICSO algorithm, a position
update equation was added the chicks’ learning from the rooster, and learning factors of the chicks
were introduced. The convergence accuracy of ICSO is improved, and the ICSO algorithm can easily
jump out of the local optimal [21]. The ICSO algorithm has been applied variously in many fields.
In Reference [22], the ICSO algorithm was applied in tracking control of the maximum power point
of a photovoltaic system. Liang and Wang employed an ICSO algorithm to improve the efficiency
of synthetic aperture radar (SAR) image segmentation [23] and so on. However, no paper has yet
reported on the application of ICSO algorithm in gas detection.

Based on the above research, this paper proposes a prediction model for methane based on
ICSO and SVM. The methane concentration is predicted by SVM, and the ICSO is used to optimize
the penalty factor and kernel parameters of SVM. To validate the performance of ICSO-SVM model,
the parameters of SVM were also optimized by CSO, GA, and PSO. This paper is organized as follows:
Section 2 introduces the methodology, including the SVM, CSO, and ICSO algorithms, and proposes
the ICSO-SVM forecasting model. Section 3 gives a brief introduction to the evaluation criteria for
forecasting performance. The experiment device and its performance analysis are introduced in
Section 4. In Section 5, the results and the superiority of the ICSO-optimized SVM are discussed,
using comparisons with the CSO-, GA-, and PSO-optimized SVM. Finally, Section 6 summarizes
this paper.
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2. Methodology

2.1. SVM

The SVM was proposed by Vapnik in 1995 [24,25]. SVM, as a machine learning method, is
effective for small samples, nonlinear, high dimensional, etc. SVM is developed from solving linear
problems; it can construct an optimal hyperplane under the condition of linear and divisible. However,
in practical applications, most problems are nonlinear. Therefore, the nonlinear input data map to a
high-dimensional feature space. For example, given a set of array lengths n, which belong to Rd:

(x1, y1), (x2, y2), . . . , (xn, yn)xi ∈ Rd, yi ∈ {−1,+1}, i = 1, . . . , n (1)

where xi ∈ Rd are input training samples, yi are training samples, and d is dimension.
If the samples are separable, there is a classification hyperplane that separates the two types of

samples. Crosses and open circles represent two types of samples in Figure 1, respectively. The nearest
points to the classified hyperplane are named the support vector. H is a classification hyperplane.
Hyperplanes H1 and H2 are linked to two types of support vectors and are parallel to H. The distance
between H1 and H is equal to the distance between H2 and H. The distance between H1 and H2 is
called the classification interval.

H1

H2

W

x

y
Support vectors

Figure 1. Optimization classification of a hyperplane under a linear condition.

A hyperplane divides the data into two categories, as follows:

{
(w·xi) + b ≥ 0, yi = +1
(w·xi) + b ≤ 0, yi = −1

(2)

where w is the vector of the hyperplane, x is the input vector of the training set, and b is the constant
term of the hyperplane. A hyperplane over two types of sample support vector is defined as:

{
(w·xi) + b = +1
(w·xi) + b = −1

(3)

The interval d between hyperplanes H1 and H2 can be obtained from Equation (3):

d =
2
|w| (4)

The regression function of classification of the hyperplane is defined as:

f (x) = (w·x) + b, w ∈ Rd, b ∈ R (5)
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The optimal hyperplane has a maximum margin between two classes. The optimal hyperplane
problem is transformed into solving the quadratic optimization, and the slack variable is introduced [26].
The quadratic form can be represented as:

min 1
2‖w‖2 + C

n∑
i=1
ξi + ξ

∗
i

s.t.

⎧⎪⎪⎪⎨⎪⎪⎪⎩
yi − (w·xi) − b ≤ ε+ ξi
(w·xi) + b− yi ≤ ε+ ξ∗i

ξi, ξ∗i ≥ 0

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭
(6)

where ξi, ξ∗i are relaxation factors, C is the penalty factor, ε is the insensitivity coefficient, and s.t.
is constraint.

Due to the complexity of the calculations of the quadratic optimization, the Equation (6) is
transformed into a dual problem with Lagrange duality theory, as Equation (7) and (8)

L(w, ξi, ξ∗i ,α,α∗, C,β, β∗) = 1
2‖w‖2 + C

n∑
i=1
ξi + ξ

∗
i

− n∑
i=1
αi[(wxi) + b− yi + ε+ ξi]

− n∑
i=1
α∗i [yi − (wxi) − b + ε+ ξ∗i ]

− n∑
i=1

(βiξi + β
∗
iξ
∗
i )

(7)

where αi, αi*, βi, βi* are all Lagrange multipliers.

max
αi,α∗i
− ε l∑

i=1
(αi + α

∗
i ) +

l∑
i=1

yi(αi − α∗i )

− 1
2

l∑
i, j=1

(αi − α∗i )(α j − α∗j)(xi·x j)

s.t.

⎧⎪⎪⎪⎨⎪⎪⎪⎩
l∑

i=1
(αi − α∗i ) = 0

αi,α∗i ∈ [0, C]

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(8)

The expression of f (x) in Equation (5) is expressed as:

f (x) =
l∑

i=1

βi(xi·x) + b (9)

βi is non-support vector. When the data set is certain, βi = 0. The f (x) is represented by the
remaining support vectors as:

f (x) =
∑
i∈N

βi(xix) + b (10)

where N is a subset of the input data set. For a particular problem, a model for this problem can be
determined by a subset of given data. When the problem is nonlinear, Equation (10) cannot accurately
represent f (x). The nonlinear input data map to a high-dimensional feature space using nonlinear
mapping Φ(x). In order to reduce the amount of calculation involved, the inner product operation of
the high-dimensional feature space is converted into a function transport of the input space by using
the kernel function K(xi, x).

K(xi, x j) = (Φ(xi)·Φ(x j)) (11)
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The expression of f (x) of Equation (10) can be expressed as:

f (x) =
∑
i∈N

βiK(xi, x) + b (12)

Common kernel functions include the linear kernel function, polynomial kernel function, sigmoid
kernel function, and Gaussian radical kernel function. The Gaussian radical kernel function is better
for problems with less a priori information [20]. The expression of the Gaussian radical kernel function
is expressed as:

K(xi, x j) = exp

⎛⎜⎜⎜⎜⎝−‖xi − x j‖2
2r2

⎞⎟⎟⎟⎟⎠ (13)

where r is the radius of radial basis kernel function, and g = 2r2 is the kernel parameter.
The values of g and penalty factor C heavily affect the performance of SVM. The ICSO algorithm

is intended to optimize the parameters of SVM rather than relying on random selection.

2.2. Chicken Swarm Optimization Algorithm (CSO)

The CSO algorithm is a kind of bionic random search algorithm, which imitates the foraging
behaviors of a chicken swarm. The CSO algorithm consists of several subgroups. Each subgroup
consists of a rooster, some hens, and several chicks. The roosters have the best fitness value, and the
chicks have the worst fitness value. The position of each individual (roosters, hens, and chicks)
represents a solution of the problem. The rooster has the best search ability compared to hens and
chicks in each subgroup.

The rooster is a leader of the subgroup, with its position update equation defined by the following:

xi, j(t + 1) = xi, j(t) ·
(
1 + Φ

(
0, σ2
))

(14)

σ2 =

⎧⎪⎪⎨⎪⎪⎩
1, fir ≤ fkr

exp
(

fkr− fir| fir|+ε
) (15)

where xi,j(t + 1) is the position of the rooster at the time t + 1. xi,j(t) is the position of at the time t. i is
the subgroup number, j is the rooster index, Φ(0, σ2) is the Gaussian distribution with zero mean and
standard deviation σ. fir and fkr are the fitness value of rooster, which is randomly selected (k � i). ε is
the smallest constant that is not equal to 0.

The hens follow the rooster when foraging, so their position is affected by roosters in both the
same subgroup and other subgroups. Hens’ position update equation is as follows:

xi, j(t + 1) = xi, j(t) + C1 · rand ·
(
xr1, j(t) − xi, j(t)

)
+ C2 · rand ·

(
xr2, j(t) − xi, j(t)

)
(16)

C1 = exp(( fih − fr1)/(abs( fi + ε))) (17)

C2 = exp(( fr2 − fi)) (18)

where rand is a random number over [0, 1]. fr1 is the fitness value of the r1th rooster, which belongs to
the same subgroup as the ith hen. r2 is an index of chicken (rooster or hen), which is randomly selected
and not equal to r1. C1 and C2 are the weight of the same subgroup and a different subgroup to the
hen, respectively.

The chicks follow their mothers when foraging; their position update equation is as follows:

xi, j(t + 1) = xi, j(t) + F ·
(
xm, j(t) − xi, j(t)

)
(19)

where xm,j is the position of the ith chick’s mother. F (F ∈ [0, 2]) is a following coefficient, which means
that the chick will follow its mother to go foraging.
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2.3. Improved Chicken Swarm Optimization (ICSO)

In the swarm, the chicks will follow their mother hen when foraging. The chicks have the worst
foraging, and have the smallest foraging range—that is to say, the chicks have the worst global search
ability. In the CSO algorithm, the number of hens is the largest. Therefore, the search ability of hens
has a great influence on the convergence of the CSO algorithm. From Equation (16), we can see that
the position of hens is affected by roosters in the same subgroup and other subgroups, and hens
have no self-learning ability. The roosters fall into the local optimum, which results in the hens and
chicks falling into the local optimum and affecting the convergence of the whole algorithm. In the
Improve Chicken Swarm Optimization (ICSO) algorithm, learning factors C3 and C4 are introduced to
the chicks’ position equation to solve the above problem. The chicks’ position is not just about the
rooster of same subgroup, but the roosters of other subgroups. The chicks’ position update equation is
modified as follows:

xi, j(t + 1) = xi, j(t) + F ·
(
xm, j(t) − xi, j(t)

)
+ C3 ·

(
xr3, j(t) − xi, j(t)

)
+ C4 ·

(
xr4, j(t) − xi, j(t)

)
(20)

where C3 and C4 are constants, which are learning factors by which the chicks follow roosters of the
same subgroup and other subgroups, respectively. xr3,j is position of the rooster in same subgroup as
the chicks. xr4,j is position of the rooster in other subgroups.

2.4. ICSO Optimized SVM Model

The steps of ICSO optimized SVM are as follows:

(1) Parameter setting. The population size pop: namely, the number of chickens (roosters, hens, and
chicks). The maximum number of iterations M: the chickens finish their forage after repeating
their search procedure M times. Reconstruction coefficient G: the role assignment of chickens
and the subgroup divisions will be done every G times. The numbers of roosters is denoted as
RP, hens are HP, mother hens are MP, and chicks are CP. The values of the learning factors are
denoted as C3 and C4. The penalty factor C and the kernel parameter g are set within a range.

(2) Calculate the best fitness of the individuals, and find the optimum position according to the value
of their fitness. Initialize the personal best position p best and the global best position g best.
Initialize the current iteration number t = 1.

(3) If t% G = 1, rank the fitness of chickens and sort chickens according to their fitness values in
descending order. Select the chickens with the best fitness values as roosters. Those chickens with
the worst fitness values are chicks, and the other chickens are hens. The chickens are divided into
subgroups, the number of subgroups equals to the number of roosters. The hens and chicks are
randomly assigned. The hens are assigned randomly as the chicks’ mothers, and chicks are in the
same subgroup as their mothers.

(4) Update the position of each chicken with Equations (14), (16), and (20), and recalculate the fitness
values of the chickens. Update the value of p best and g best.

(5) Repeat steps (3) and (4) until the iteration stop condition is reached, and output the optimum value.

3. Performance Evaluation Criterion

For the spectral data of methane with large variations, pretreatment should be done before training.
Experimental data were given normalized treatment as follows:

y =
x− xmin

xmax − xmin
(21)

where x is the raw data, y is the processed data, and x, y ∈ Rm. xmin =min (x). xmax =max (x). The
fluctuation range of processed data is 0–1, and yi ∈ [0, 1], i = 1, 2, . . . n.
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The mean squared error (MSE), relative error (RE), and the recovery rate (r) were used to evaluate
the predictive effect of the model. Their values can be computed as follows:

MSE =

N∑
i

(
y′i − yi

)2
N

(22)

r =
y′i
yi
× 100% (23)

RE =
y′i − yi

yi
× 100% (24)

where yi is the true concentration value, yi’ is the predicted concentration value, and N is the numbers
of the sample set.

4. Introduction of Datasets

The experiment was carried out using the methane detection system shown in Figure 2. Based on
the infrared spectrum absorption characterization of methane gas, the long optical distance differential
absorption method for methane detection was studied. The system is mainly composed of light source,
filter system, double-chamber, signal collector, and a processing part.
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Figure 2. Structural diagram of methane gas detection system. 1—super light emitting diode light
source; 2—condensing mirror; 3, 9—slit; 4, 8, 11—plane mirror; 5—collimator; 6—grating; 7—focus
lens; 10—beam splitter; 12, 16, 18, 22—gradient index lens; 13, 14, 19, 20—spherical mirror; 15, 21—air
inlet; 17, 23—air outlet.

The light source uses a super light emitting diode (SLED). The power spectrum of the SLED was
obtained using the steady-state spectrograph (AQ6317C, YOKOGAWA, Tokyo, Japan), as shown in
Figure 3. The filter system uses slits, a collimator, a grating, a focus lens, and plane mirrors to obtain
the necessary experimental monochrome. The chamber consists of two parts: reference chamber I and
test chamber II. The length of chambers is 0.9 m. Reference chamber I is filled with nitrogen, and the
test chamber II. Is filled with the target gas (methane). As shown in Figure 2, the effective optical
path can be extended to 2.7 m because the light was reflected twice in chamber. Light from the light
source is scattered in the air inlet of the chamber, therefore, a graduated refractive index (GRIN) rod
lens is placed at the inlet and outlet of the chamber. The pigtail of the GRIN rod lens is fused with
transmission optical fiber.
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Figure 3. The power spectrum of SLED.

Nitrogen was used as the diluting gas to create concentration standards of methane gas.
Concentrations of methane at 2000 ppm, 3000 ppm, 4000 ppm, 5000 ppm, 6000 ppm, 7000 ppm,
8000 ppm, 9000 ppm, 10,000 ppm, 11,000 ppm, 12,000 ppm, 13,000 ppm, 14,000 ppm, 15,000 ppm,
16,000 ppm, 17,000 ppm, 18,000 ppm, 19,000 ppm, and 20,000 ppm were prepared. For each
concentration of gas, we made three repeated measurements. The measurement results are shown
in Table 1. Table 1 reveals that the maximum measuring error was 0.045, and the average error was
0.0075. The four-concentration absorption spectra of methane are shown in Figure 4. The linear
relationship between optical power and methane concentration is shown in Figure 5. The linear
correlation coefficient is 0.9888, and the linear equation is y = −0.2344 x − 41.41.

From the experimental results, we can see that the methane detection system shown in Figure 2 can
be used to detect methane. The data sets in this paper were obtained from the above detection system.

Figure 4. Spectra of four concentrations of methane gas.
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Figure 5. Linear relationship between optical power and methane concentration.

Table 1. Methane gas test results and relative errors.

Standard Concentration of Methane/ppm
Detectable Concentration/ppm

Average Concentrations/ppm Relative Error
1 2 3

2000 2100 2010 2150 2090 0.0450
4000 3900 4070 3870 3970 −0.0075
6000 6110 6030 5900 6010 0.0017
8000 8060 8270 8100 8140 0.0175

10,000 10,110 9770 9960 9950 −0.0050
12,000 12,120 11,970 12,010 12,030 0.0025
14,000 14,240 14,170 14,050 14,150 0.0107
16,000 16,300 16,110 16,250 16,220 0.0138
18,000 17,950 17,870 18,130 17,980 −0.0011
20,000 19,860 19,930 20,020 19,940 −0.0030

5. Results and Analysis

The Windows 7 Ultimate operating system was used to perform the experiments. The specific
version of the software used to conduct the proposed model was Matlab2014a. The details of the
hardware are as follows: Intel(R) Core (TM) i3-4160 CPU (Fourth Generation Standard Edition,
Intel Corporation, Santa Clara, CA, USA and 2014), and 4 GB RAM. The effectiveness and superiority
of our method were verified through the following aspects.

The results of the ICSO algorithm were compared with the CSO, PSO, and GA algorithms.

5.1. Parameter Setting and Analysis

In this subsection, we give all parameter settings used in this paper and focus on analyzing some
parameters used in our method.

The parameters settings and analysis of ICSO, CSO, PSO, and GA are given after experimental
verification, as follows:

First, considering that the population size pop and the iterations M were small, it was difficult to
converge to a global optimum. If their values are too large, it will take much time. We set their values
to be 100 and 100, respectively, after experimental verification, and set the cross-validation value to be
3. Other parameters of the four algorithms are listed in Table 2. The four algorithms ran independently,
and the average convergence curve obtained is shown in Figures 6–9.

As can be seen from Figures 6–9, the ICSO algorithm found the optimal fitness value after the 4th
iteration, CSO after the 9th iteration, GA after about the 10th iteration, and PSO after about the 13th
iteration. The average fitness value of the ICSO algorithm began to converge after the 21st iteration,
the CSO after about the 22th iteration, and the GA after the 9th iteration, but it did not converge to the
optimal fitness. The average fitness value of PSO stabilized at the 3rd iteration, but it has a large gap
between the average fitness curve and optimal fitness curve.
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According to the above results, the ICSO algorithm is the fastest algorithm that is convergent to a
global optimum solution to solve optimization problems. The CSO algorithm is also convergent to a
global optimum solution, but the convergence speed is slower. The GA and PSO algorithms cannot
converge to the global optimum. Comprehensive comparison shows that the convergence effect of the
ICSO algorithm is the best.

Table 2. The parameters of the four algorithms.

The Algorithms Parameters

GA 1 C ∈ [0.1, 1000], g ∈ [0.001, 100]
PSO 2 C1 = 1.5, C2 = 1.7, w = 0.7, C ∈ [0.1, 1000], g ∈ [0.001, 100]
CSO 3 RP = 0.15 * pop, HP = 0.7 * pop, MP = 0.5 * HP, CP = pop − RP −HP −MP, G = 10, C ∈ [0.1, 1000], g ∈ [0.001, 100]
ICSO 4 RP = 0.15 * pop, HP = 0.7 * pop, MP = 0.5 * HP, CP = pop − RP −HP −MP, G = 10, C ∈ [0.1, 1000], g ∈ [0.001, 100]

1 genetic algorithm; 2 particle swarm optimization algorithm; 3 chicken swarm optimization algorithm; 4 improved
chicken swarm optimization algorithm.
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Figure 6. The fitness curve of improved chicken swarm optimization algorithm.
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Figure 7. The fitness curve of chicken swarm optimization algorithm.
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Figure 9. The fitness curve of particle swarm optimization algorithm.

5.2. Prediction Results

In our experiment, there were 40 concentrations (1000 ppm–40,000 ppm) of methane. We randomly
split the dataset into 80% training and 20% test sets. In other words, 32 samples were selected for
training the classifiers, while the rest of the samples were used to test the model. The training set and
testing set were randomly selected from the whole dataset. We repeated the train–test procedure five
times with four models (ICSO-SVM, CSO-SVM, GA-SVM, and PSO-SVM), and calculated the mean
value. The predicted results of the four models are shown in Table 3.

In order to analyze the performances of four models clearly, we calculated the relative error
percentages of the four models, as shown in Figure 10.

As shown in Figure 10, the fluctuations of the ICSO-SVM and CSO-SVM relative error lines are
stable, while the GA-SVM and PSO-SVM relative error lines are volatile. The maximum relative error
percentage of the ICSO-SVM model was 4%, which is obviously lower than the other three models.
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Table 3. The predicted results of the four models.

Samples Number Ture Value/ppm ICSO-SVM/ppm CSO-SVM/ppm GA-SVM/ppm PSO-SVM/ppm

1 2000 2300 2300 2600 2800
2 7000 6900 7200 7400 7700
3 11,000 11,300 11,500 11,800 11,800
4 14,000 14,100 14,200 13,700 13,600
5 19,000 18,800 18,900 18,600 18,700
6 26,000 26,200 26,200 26,400 26,700
7 31,000 31,200 31,300 30,700 30,700
8 38,000 37,900 37,900 38,300 38,200
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Figure 10. The relative error percentage for 8test samples.

To eliminate bias in the test results, we repeated this train–test procedure 50 times with different
random splits. We then averaged the recovery of each test to get the recovery rate and the mean
squared error for each model.

The recovery rate can be calculated with Equation (23), and the mean squared error with Equation
(22). The recovery rates for 50 repetitions of the four models are shown in Figures 11–14. The recovery
rates and the mean squared errors of ICSO-SVM, CSO-SVM, GA-SVM, and PSO-SVM models are
shown in Table 4.
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Figure 11. The recovery rate of ICSO-SVM.
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Figure 12. The recovery rate of CSO-SVM.
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Figure 13. The recovery rate of GA-SVM.
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Figure 14. The recovery rate of PSO-SVM.

Table 4. The recovery rates and the mean squared errors of four models.

Models ICSO-SVM CSO-SVM GA-SVM PSO-SVM

Average recovery rate/% 101.23 103.15 113.58 125.61
Average mean squared error 1.12 × 10−5 1.23 × 10−5 3.56 × 10−5 3.22 × 10−5

It can be seen from Figures 11–14 that the recovery rate of the ICSO-SVM model remained stable
within the values of [90, 110], the CSO-SVM and GA-SVM models within [80, 120], and the PSO-SVM
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model within [75, 120]. The results of the stability study showed that the ICSO-SVM model has better
stability. From Table 4, the four models could be indexed on their average recovery rate, as follows:
ICSO-SVM > CSO-SVM > GA-SVM > PSO-SVM. The four models could also be indexed on their
average mean squared error, as follows: ICSO-SVM > CSO-SVM > PSO-SVM > GA-SVM. The results
from the experiments indicate that the ICSO-SVM has the best prediction performance.

6. Conclusions

In order to detect the concentration of methane accurately, the support vector machine optimized
by improved chicken swarm optimization (ICSO-SVM) was used in this paper. First, the data were
obtained by the methane detecting system. Next, in order to verify the validity of the ICSO-SVM
model for predicting methane, CSO-SVM, GA-SVM, and PSO-SVM were used for comparison.

This study draws the following conclusions:

(1) The mean squared error was adopted as the fitness function of the models. The experimental
results show that the ICSO algorithm more easily finds a global optimum, and can converge
more stably than the other three algorithms. The results also show that the ICSO algorithm has
satisfactory convergence, and that it is effective for the improvement of the CSO algorithm.

(2) The samples were randomly selected from the whole dataset. The train–test procedure was
repeated five times with four models. Compared with the other three optimization algorithms,
the prediction values and predicted average relative error percentage of the ICSO-SVM model are
obviously superior.

(3) From the 50 train–test repeats experiment, we can see that the recovery rate of ICSO-SVM model
shows better stability than other three models. The average recovery rates of ICSO-SVM, CSO-SVM,
GA-SVM, and PSO-SVM were 101.23, 103.15, 113.58, and 125.61, respectively. The average mean
squared errors of the four models were 1.12 × 10−5, 1.23 × 10−5, 3.56 × 10−5, and 3.22 × 10−5,
respectively. These experimental results verify the feasibility and validity of ICSO-SVM for
predicting the concentration of methane.

These are initial steps. Further research should focus on integrating the detection system
and algorithm into methane detection equipment, meaning it would be possible to detect methane
concentration and obtain a concentration value quickly. Finally, the equipment should be tested at in
civil, ambient, and industrial spaces.
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Abstract: For the detection of deep-sea natural gas hydrates, it is very important to accurately detect
the 13CO2/

12CO2 isotope ratio of dissolved gas in seawater. In this paper, a 13CO2/
12CO2 isotope ratio

sensor is investigated, which uses a tunable diode laser absorption spectroscopy (TDLAS) technique
at 4.3 μm. The proposed sensor consists of a mid-infrared interband cascade laser (ICL) operating in
continuous wave mode, a long optical path multi-pass gas cell (MPGC) of 24 m, and a mid-infrared
mercury cadmium telluride (MCT) detector. Aiming at the problem of the strong absorption intensity
of the two absorption lines of 13CO2 and 12CO2 being affected by temperature, a high-precision
temperature control system for the MPGC was fabricated. Five different concentrations of CO2 gas
were configured to calibrate the sensor, and the response linearity could reach 0.9992 for 12CO2 and
0.9996 for 13CO2. The data show that the carbon isotope measurement precision was assessed to be
0.0139%� when the integration time was 92 s and the optical path length was 24 m. The sensor is
combined with a gas–liquid separator to detect the 13CO2/

12CO2 isotope ratio of CO2 gas extracted
from water. Results validate the reported sensor system’s potential application in deep-sea natural
gas hydrate exploration.

Keywords: deep-sea natural gas hydrate exploration; 13CO2/
12CO2 isotope ratio detection;

TDLAS technique; mid-infrared ICL

1. Introduction

Natural gas hydrates (NGHs) are formed on the seabed under low-temperature and high-pressure
conditions [1]. Compared to traditional energy, such as coal and petroleum, NGHs as an alternative
energy source have the characteristics of clean, high-efficiency, and abundant reserves. To accelerate
the utilization rate of NGHs, many efforts were made in the exploration of such energy sources, and the
most important thing is to accurately identify the distribution area. Stable isotope compositions of
volatiles bound in the formation of NGHs are due to physical processes and chemical reactions [2,3].
Therefore, the isotope compositions can be used to identify and even quantitatively analyze the source
or settlement position of NGHs.

At present, a very effective method for detecting deep-sea natural gas hydrate is measuring the
gas dissolved in the seawater. The type of gas measured mainly includes carbon dioxide (CO2) and its
carbon isotope ratio. So far, high-precision chemical element measured methods mainly include mass
spectrometry [4], chromatography [5], flame ionization [6], etc. However, these detection methods
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are complex in structure and poor in long-term measurement stability, which are not suitable for
detection in a complex seabed environment. Recently, the tunable diode laser absorption spectroscopy
(TDLAS) [7–11] technique was applied in many non-contact gas detection applications, such as
environmental, industrial, biology, and safety applications, as a consequence of its high sensitivity
and high resolution. In 2006, Lau et al. measured the CO2 isotopic ratio under the conditions of 45
Torr and a light path length of 100.9 m using a distributed feedback laser in the absorption spectrum
of 1.6 μm, achieving the precision of ±1.0%� at 3000 ppm [12]. In 2008, AERODYNE RESEARCH,
Inc. proposed a CO2 isotope monitor using a mid-infrared absorption spectroscope with optical
path lengths up to 76 m to achieve 0.10%� precision for δ13C at 1 s [13]. In the same year, Tuzson
described in situ, continuous, and high-precision isotope ratio measurements of atmospheric CO2 using
a quantum cascade laser-based absorption spectrometer, and achieved isotope ratios of ambient CO2

with precision of 0.03 at 100 s of integration time [14]. In 2012, Kasyutich illustrated a laser spectrometer
based on a continuous-wave thermoelectrically cooled distributed feedback quantum cascade laser
at 2308 cm−1 for the measurement of 13CO2/

12CO2 isotopic ratio changes in exhaled breath samples.
Typical short-term δ13C precisions of 1.1%� (1 s integration time) and 0.5%� (8 to 12 s integration time)
were estimated from the Allan variance plots of recorded data [15]. In 2018, a vertical cavity surface
emitting laser was utilized by Ghetti et al. in the detection of CO2 isotopic ratio collected from exhaled
small samples of CO2 (0.1 L) with a resolution of about 0.2% [16]. Although these instruments achieved
good carbon isotope detection performance, they cannot meet the requirement of deep-sea natural gas
hydrate exploration (δ13C of ~0.01%�). Moreover, these sensing systems are bulky, which makes them
unsuitable for CO2 gas detection on the seabed with compact requirements.

Compared to state-of-the-art studies, this paper presents the following: (a) a high-precision
detection method for CO2 isotopes applied for deep-sea NGHs, (b) a linear optical structure combined
with a multi-pass gas cell (MPGC) to overcome the challenges of a physically compact requirement
for NGH exploration, (c) a high-precision temperature control system for the MPGC to improve the
measurement precision of carbon isotopes, (d) a compact cylinder cell placed between the interband
cascade laser (ICL) and MPGC to remove the interference from CO2 in the environment and to improve
the measurement accuracy, and (e) a prototype using a mid-infrared absorption spectroscope capable of
CO2 isotope detection in indoor experiments. In this study, a sensing system capable of highly precise
measurements of the 13CO2/

12CO2 isotope ratio of CO2 gas separated from seawater was developed.
The TDLAS technique is utilized to detect the carbon isotope absorption line which is located in
the strong spectrum band at 4.2 μm. The described sensor utilizes a mid-infrared ICL operating in
continuous wave mode with low-temperature, long-path multi-reflection gas absorption chambers,
and a mid-infrared MCT detector with high responsivity. An indoor experiment was conducted to
verify the work performance and application feasibility of the proposed sensing system.

The remainder of this paper is organized as follows: Section 2 introduces the carbon isotope
detection principle and absorption line selection. Section 3 presents the system design architecture
that includes an optical part and electrical part. In addition, the sensor’s calibration and its response
combined with a gas–liquid separator were determined in an indoor experiment, which is described in
Section 4. Finally, the conclusions and future research prospects of carbon isotopic ratio measurement
are illustrated in Section 5.

2. Carbon Isotope Detection Principle and Absorption Line Selection

2.1. Carbon Isotope Detection Principle

The basic principle of the TDLAS technique for carbon isotope detection is the Beer–Lambert
law [17]. After passing through the MPGC filled with the measured gas, the laser measures the
absorption of specific gas molecules with a given optical path length to obtain the concentration
characteristics of the gas molecules. The Beer–Lambert law can be described by the following formula:
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I1(v) = I0(v)e−α(v)PCL, (1)

where I0(v) is the emitting light intensity of the laser, I1(v) is the light intensity after passing the
measured gas, L is the effective length of the absorption optical path, P is the pressure in the cell, C is
the gas concentration, and α(ν) is the molecular absorption coefficient. Then, α(ν) can be expressed
as follows:

α(v) = S(T) · g(v− v′) ·C, (2)

where S(T) is the absorption intensity of gas at temperature T, g(v− v′) is the absorption line function
of measured gas, which relates to the concentration C and pressure P of the measured gas, and v′ is the
initial frequency of the energy level transition of gas molecule. To improve the minimum detection
limit (MDL) performance of the sensor, tunable diode laser absorption spectroscopy-wavelength
modulation spectroscopy (TDLAS-WMS) was adopted to eliminate the 1/f noise caused by the ICL or
external environmental disturbances [18]. The time-dependent wavelength of the ICL can be described
as follows:

v = v0 + A cos(ωt), (3)

where v0 is the central frequency of the emitting light, which is determined by the low-frequency
component of the driving signal, and A and ω are the amplitude and frequency of the high-frequency
component of the driving signal, respectively. By substituting Equation (3) into Equation (1) and
expanding it in the form of a cosine Fourier series, we get

I1(v) =
∞∑

n=0

An(v0) cos(nωt), (4)

where An is the amplitude of each harmonic component, which can be expressed as follows [19]:

An(v0) =
I0(v) · 2n−1 ·C · L

n!
·An · dnα(v)

dvn |v=v0
. (5)

According to Equation (5), the amplitude of the second harmonic component is

A2(v0) =
I0(v) ·C · L

4
·A2 · d2α

dv2

∣∣∣v=v0 . (6)

Based on the above formulas, the second harmonic components at the center frequency reach
maximum values, which are positively proportional to the gas concentration. In summary, TDLAS-WMS
is the optimum choice to analyze the measured gas concentration, which can effectively reduce the 1/f
noise, increase the signal-to-noise ratio, and improve the MDL performance of the sensor [18].

For carbon isotope detection, δ13C is defined to represent the carbon isotope ratio, shown as
follows [20]:

δ13C = 1000× ( [
13CO2]/[12CO2]

RPDB
− 1) , %�, (7)

where RPDB is the 13C/12C ratio of Pee Dee Belemnite (PDB), assumed to 0.01124 [21].
The parameters of spectral line absorption intensity are a function of temperature; therefore,

when the temperature of the measured gas changes, it will bring uncertainty to the measurement
results. The reason is that the temperature has different influences on the absorption intensity of the
two pair lines of the carbon isotope. In the detection of isotope δ13C values, the effect of temperature
on abundance values can be described by

Δδ ≈ ΔT · ΔE
k · B · T2 × 1000%�, (8)
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where Δδ is the isotope ratio change, ΔT is the gas temperature change, B is the Boltzmann constant,
k is a constant, T is the absolute temperature, and ΔE is the low energy level difference between the
two absorption lines.

To reduce the effect of temperature change on carbon isotope detection, it is necessary to select
absorption line pairs with low energy levels as close as possible to each other. In addition, high-stability
temperature control is required for the MPGC.

2.2. Absorption Line Selection

The high-resolution transmission (HITRAN) molecular absorption database is a worldwide
standard for calculating or simulating atmospheric molecular transmission and radiation [22,23].
It covers a wide spectral region from microwave to ultraviolet radiation. In the infrared band,
the absorption spectra mainly comprise vibrational and rotational spectra, and each gas has multiple
absorption bands. The HITRAN absorption spectra of 10 ppmv CO2 and 1% H2O at a gas pressure of
20 Torr with a 24-m effective optical path length are depicted in Figure 1.

Figure 1. The high-resolution transmission (HITRAN) absorption spectra of 10 ppmv CO2 and 1%
H2O at a gas pressure of 20 Torr with a 24-m effective optical path length.

The selection of the absorption line pair of 13CO2/
12CO2 is especially critical for obtaining high

sensitivity and precision. The absorption line pair was chosen at 2315.10 cm−1 and 2315.36 cm−1

with appropriate spacing, as it does not overlap with other chemical substances, such as methane or
sulfuretted hydrogen. The absorption lines are strong, resulting in a better signal-to-noise ratio and
avoiding the need for a larger absorption cell, which is beneficial for the miniaturization of the sensing
system. Due to the similar low energy levels of absorption line pairs, the detected isotopic stability is
less dependent on temperature. In particular, there is no water vapor absorption line between the line
pairs; thus, the sensing system does not need to over-consider the influence of ubiquitous water vapor.

Using the selected absorption line pair, the parameters shown in Equation (8) can be determined
as follows: Boltzmann constant B = 1.328 × 10−23 J·K−1, ΔE = 4.76 × 102 cm−1, k = 1.9865 × 10−23 J·cm,
and the target temperature T = 300 K. For the target CO2 isotope δ13C value of 0.6%�, the temperature
change amount ΔT should be less than 0.127 K. If the calculation of the MDL according to Allan
variance can reach lower than ~0.01%�, it will meet the requirement of deep-sea NGH exploration.
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3. System Configuration

Using the above detection principle, the schematic block diagram and physical image of the
sensing system are shown in Figure 2a,b, respectively.

Figure 2. (a) Schematic block diagram of the sensing system including an optical part and an electrical
part. (b) Gas sensor physical image including an optical part and an electrical part. MPGC: multi-pass
gas cell; ICL: interband cascade laser; MCT: mercury cadmium telluride.

The sensing system mainly includes an optical part and an electrical part. In the optical part,
a continuous-wave ICL with a thermoelectric cooling function produced by Nanoplus was used as
a luminous source. In order to meet the compact requirements of the sensing system, the physical size
of the MPGC was 20 × 7.6 × 10.5 cm3, and the effective optical path was 24 m. The emitting light of the
ICL enters into the MPGC (custom design multi-pass White type absorption cell) with correct position
and angle, and exits to the mid-infrared MCT detector after 215 reflections in the interior of the MPGC.
The mid-infrared detector (PVI-4TE-5, VIGO, Ożarów Mazowiecki, Poland) with a thermoelectric
cooling function was manufactured by VIGO Systems.

In the electrical part, a self-fabricated ICL driver and temperature controller were used to replace
commercial instruments, thereby reducing the size and cost of the proposed sensor. A low-power,
high-performance, floating-point digital signal processor (DSP, Texas Instruments, Dallas, TX, USA)
was used as the controller for the sensing system. Under the control of the DSP processor, a triangular
wave signal and a sine wave signal are superimposed by an adder and supplied to a current source
for scanning and modulating the ICL. The signal output from the mid-infrared MCT is demodulated
using a self-developed lock-in amplifier (LIA). The DSP processor uses an analog-to-digital converter
(ADC) to acquire the peak of secondary harmonic signal pairs, and then obtains the 13CO2/

12CO2

isotope ratio according to the calibration curve. A pressure controller (model IQ + Flow, 4 × 3 × 1 cm3)
manufactured by Bronkhorst was used to control the pressure of the MPGC at 20 Torr, while the
micro-DC pump (TOPSFLO, Changsha, China) manufactured by Knf Neuberger was used to extract
the separated gas into the MPGC.

As the absorption coefficient of the selected absorption line pairs to be measured can be affected
by the temperature of CO2, the temperature of CO2 directly affects the accuracy and precision of
the sensing system. A high-precision temperature control system for the MPGC was designed and
developed in this paper. The schematic block diagram and physical image are shown in Figure 3a,b.

In terms of hardware in the circuit, a polyimide electrothermal film as a heating device and
a PT1000 platinum resistor with ±0.03 ◦C accuracy (1/10 B Class) as a temperature sensor were used
to form a closed-loop temperature control system. The precision of the temperature measurement
could reach 10 mK. For software, the Ziegier–Nichols method was used to set the values of the three
proportional, integral, and difference parameters (P, I, and D) [24]. Aiming to address the temperature
overshoot caused by the complex structure and slow response of the controlled object, the integral
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separation PID control algorithm was used to rapidly control the temperature and avoid overshoot,
resulting in reliable performance for the 13CO2/

12CO2 isotope sensing system.

 

 

Figure 3. (a) Schematic block diagram of the temperature control system for the multi-pass gas cell
(MPGC), which includes a controller and hardware circuit. (b) Physical image of the temperature
control system including a PT1000 temperature sensor, flexible heating film, and controlling circuit.

4. Indoor Experiment

4.1. System Operating Temperature Control

The experiment for the MPGC working temperature was conducted to verify the performance of
the investigated temperature control system, and the experimental results are shown in Figure 4.

Figure 4. The experimental results of the MPGC working temperature with 120 s of control time;
the temperature fluctuation results are inserted.

It can be seen from the above figure that the working temperature of the MPGC reached a stable
state after 15 s with no overshoot. In the stable state, the temperature fluctuation of 0.028 K was
less than 0.127 K. Before the set threshold of working temperature was reached, the PD algorithm
was utilized. Then, the PID algorithm was used during the stable state. As the mentioned integral
separation PID control algorithm was adopted, the working temperature of the MPGC increased
quickly with no overshoot. Thus, the problem of slow recovery following heating overshoot could be
avoided. As we used a polyimide electrothermal film wrapping with a cylindrical MPGC for heating,
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there was still a temperature gradient of 0.17 ◦C/cm in the radial direction of the MPGC. This is the
main limitation of the sensing system for carbon isotope detection accuracy.

4.2. System Response

Because the sensor uses the TDLAS technique, the signal-to-noise ratio of the output signal is
related to the modulation depth of the laser and the line width of the target gas molecular absorption
line. In general, the optimal modulation coefficient is 2.2, that is, the modulation depth is 2.2 times the
half-width at half-maximum of the absorption line peak. In the measurement, because the widths of
the absorption spectral lines of 13CO2 and 12CO2 s were not consistent, the tradeoffmodulation depth
was 0.3 mA.

In the sensing system response experiment, the waveform of the second harmonic signal could
be obtained by subtracting the background signal represented by the non-absorbent wing. Then,
the relationship between the peak value of second harmonic signal and the carbon line pairs could
be obtained. The second harmonic signals obtained from five different concentrations (20, 30, 40, 50,
and 60 ppm) are shown in Figure 5.

Figure 5. Second harmonic signals with the background absorption removed, obtained from five
different concentrations (20, 30, 40, 50, and 60 ppm).

As shown in the above figure, five different concentrations of CO2 gas were separately arranged
using a gas dilution system with a concentration accuracy of ±1% (Environics, 4040); they were
sequentially detected by the proposed carbon isotope sensing system. The peak value of the harmonic
signal corresponding to different concentrations of 13CO2 and 12CO2 can be acquired to calculate the
carbon isotope ratio R13.

4.3. System Calibration

In order to accurately measure carbon isotopes, it is necessary to calibrate the sensing system
using known concentrations of gas. The five different concentrations of CO2 (20 ppm, 30 ppm, 40 ppm,
50 ppm, and 60 ppm) configured above were pumped into the MPGC with 5 min of measurement and
a constant pressure of 20 Torr. The peak values of the second harmonic signal of 13CO2 and 12CO2 are
shown in Figure 6.

209



Appl. Sci. 2019, 9, 3444

Figure 6. Peak values of the second harmonic signal of 13CO2 and 12CO2 for five different concentration
levels of 20 ppm, 30 ppm, 40 ppm, 50 ppm, and 60 ppm.

The five datasets were averaged firstly, and then the relationship between the average voltage
and calibration concentration was obtained, as shown in Figure 7.

Figure 7. Measured concentration data points and linear fitting curves of the CO2 concentration versus
2f amplitude value.

In Figure 7, the blue data points indicate the relationship between peak values of the second
harmonic signal of 12CO2 and the corresponding concentration. On the other hand, the red data
points indicate the relationship between peak values of the second harmonic signal of 13CO2 and
the corresponding concentration. Using the acquired data, we can obtain the following formulas via
zero-crossing linear fitting:

12CO2 = 0.16×max2 f (12CO2) − 1.60, (9)

13CO2 = 0.002×max2 f (13CO2) − 0.128, (10)
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where max2f (12C) and max2f (13C) are the peak values of the second harmonic signals of 13CO2 and
12CO2, respectively. The values of zero crossing shown in Equations (9) and (10) were −1.60 for 12CO2

and −0.128 for 13CO2, respectively. As the output response of the sensor was calibrated by linear
fitting, the response linearity could reach 0.9992 for 12CO2 and 0.9996 for 13CO2, as shown in Figure 7.
Calibrated errors were inevitably introduced to the equations. For 12CO2, the range of calibrated error
was between 12.5% and 4.94%. The calibration error decreased with the increase in concentration.
For 13CO2, the range of calibrated error was between 10.3% and 8.25%. In addition, with the increase
in concentration, the calibrated error decreased, and the trend was consistent with that of 12CO2.
The above two formulas can calculate the 13CO2 and 12CO2 concentration by deriving the peak values
of the second harmonic signal; thus, the carbon isotope ratio can be obtained accurately.

The stability of the pressure control could reach ~0.2%, and the precision could reach ±0.04 Torr.
The stability and precision of the pressure control affects the measurement performance of the sensing
system. The static gas distribution mode, which closes the valves at the front and back ends of the
MPGC (sealing the MPGC) when the gas pressure in the MPGC reaches the target value, was adopted
to stabilize the gas pressure and reduce calibration error.

4.4. Carbon Isotope Measurement Precision

Based on the selected absorption spectrum lines of 13CO2/
12CO2, the MDL concentration of the

carbon isotope could reach sub-ppmv levels. Thus, the obtained performance can fully meet the
requirements of NGH exploration, where the background value of CO2 concentration in seawater
is several hundred ppmv. When measuring the isotope ratio of 13CO2/

12CO2, the measured data
drift over time. To test the measurement precision and long-term stability of the sensing system,
a configured concentration of 500 ppmv CO2 was pumped into the MPGC. The Allen variance δ13C
calculated from the measured data is shown in Figure 8.

Figure 8. Long-term measurement of a configured concentration of 500 ppmv CO2 and the measured
Allan deviation analysis 13δ based on the data.

The experiment results show that the precision was 0.610%�with an integral time of 1 s. Moreover,
when the integral time was increased to 92 s, the corresponding precision could be significantly reduced
to 0.0139%�. Since white noise was the main component before 92 s, the precision decreased along
with the increase in integral time. After 92 s, drift became the dominant source of noise, and the
precision began increasing. The green dashed line in the figure describes the theoretical expectation of
the system response when white noise plays a dominant role.
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4.5. Working Performance with Gas–Liquid Separator

In order to test the measurement performance of the 13CO2/
12CO2 isotope ratio of CO2 gas

extracted from water, an experiment using the proposed sensing system connected with a gas–liquid
separator was conducted. The schematic block diagram of the system configuration and the physical
image are shown in Figure 9a,b.

 

 

Figure 9. (a) Schematic block diagram of system configuration, and (b) physical image of the sensing
system for deployment in the detection of dissolved CO2 in water assisted by a gas–liquid separator
and carrier gas.

Using the gas–liquid separator, the dissolved CO2 gas in the water was separated but had limited
degassing quality. In order to meet the gas pressure requirement of 20 Torr in the MPGC, N2 was used
as a supplementary gas. In the experiment, two flow controllers were used to control the flow rate of
the dissolved CO2 gas and N2, at 2.5 sccm and 177.5 sccm, respectively. The separated CO2 and the N2

carrier gas formed the mixed gas that was pumped into the MPGC with two hours of measurement.
The measured data are described in Figure 10.

Figure 10. Carbon isotope measurement of mixed gas including the separated CO2 and the N2 carrier
gas with two hours of measurement.

In two hours of testing, the carbon isotope ratio of the CO2 gas separated from water was between
−8.351%� and −9.736%�, and the average value was −9.081%�; the largest fluctuation was 0.73%�,
and the standard deviation was as low as 0.2%� [25]. Since N2 carrier gas with a purity of 99.99%

212



Appl. Sci. 2019, 9, 3444

contained CO2 in the order of ppm, the carbon isotope ratio was constant. During the long-term
experiment, there was a flow velocity fluctuation between the gas separated by the gas–liquid separator
and the pure N2 carrier gas, which resulted in fluctuations of the carbon isotope ratio. The drift noise
of the sensing system was not shown here.

However, these measurements were conducted using a continuous-wave mid-infrared ICL,
a compact MPGC, a mid-infrared MCT detector, and optical and electrical components being exposed
to air. Here, it should be noted that there is no sequestration of CO2 in exhaled air. The performances of
the accuracy and precision of carbon isotope measurements were worse than the results achieved in the
experimental measurement using a configured concentration of CO2. We expect that the accuracy and
precision of the δ13C measurements performed in this work can be improved by adopting a cylinder
cavity to seal the entire sensing system with pure nitrogen. In addition, as the temperature gradient
exists in the radial direction and axial direction of the MPGC, the accuracy and precision of carbon
isotope measurement deteriorated. A smaller MPGC with the same effective optical path length will
be investigated, and the effect of the temperature gradient will be reduced. It is, therefore, expected
that an improvement of the accuracy and precision can be achieved.

5. Discussion and Conclusions

In this paper, we reported the design and performance of a 13CO2/
12CO2 isotope ratio sensor based

on the TDLAS technique. The sensing system consisted of a mid-infrared ICL, a mid-infrared MCT
detector, and an MPGC with a physical size of 20 × 7.6 × 10.5 cm3. The ICL with a center wavelength
of 4.3 μm covered the carbon isotope absorption line pairs located at 2314.36 cm−1 and 2315.10 cm−1.
In order to achieve high-precision measurements of carbon isotope ratio, a high-precision temperature
control system for MPGC was fabricated. In the indoor experiment, the response linearity of the
proposed system reached 0.9996%, and the MDL was as low as 0.0139%�when the integration time
was 92 s. Finally, the sensor was combined with a gas–liquid separator to measure the 13CO2/

12CO2

isotope ratio of CO2 gas extracted from water. In conclusion, although the performance of the proposed
sensor can meet the requirements of NGH exploration, this was only achieved in laboratory conditions,
which suggests the proposed prototype of the 13CO2/

12CO2 isotope sensor has potential application
in deep-sea natural gas hydrate exploration. Further research is needed before the sensors can really
be applied in NGH exploration. In terms of measurement technique, as 2f/1f WMS technique had
a negligible absorption-independent background and was immune to the absorption-independent
systematic losses. Thus, the 2f/1f WMS technique is a possible approach to reduce noise from mechanical
vibration and to make the sensor more robust when applied in NGH exploration. In terms of sensors,
cooling devices, antistatic devices, and shock absorption/isolation devices should be investigated.
In terms of loading equipment, a cylindrical deep-sea hull that can withstand tens of mega-pascals on
the sea floor is needed, as well as a mechanical fastening device and electrical interface cable.

Compared with the high-precision carbon isotope measured methods of mass spectrometry,
although the mass spectrometer can achieve MDL of ppt level for single chemical elements and ppm
level for isotopes, the requirements of a high vacuum and high stability make it more suitable for
ultra-high-performance detection in a laboratory environment, whereas it is not suitable for application
in complex environments. For chromatographic analysis, its advantages lie in the detection of a variety
of chemical components, and the MDL can reach to ppm level; however, it seems inadequate to
meet the MDL requirement of ppb level. As far as flame ionization is concerned, it is responsive to
almost all organic materials, and the response is proportional to the number of carbon atoms; however,
it is insensitive to inorganic substances such as CO2, H2O, CS2, etc. Based on the above discussion,
the mid-infrared TDLAS technique can realize the MDL of ppb level for single gas components, as well
as tens of ppm for isotopes, and it can be applied in complex environments.

In many practical applications, the ICL is subjected to low-frequency environmental perturbations
such as thermal fluctuations and mechanical vibrations, resulting in the laser wavelength fluctuating
slightly. A laser wavelength locking (LWL) technique is required to keep the operating point of the ICL
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constant, thereby reducing the fluctuation. Thus, the precision of the proposed sensing system can
be further improved by using the LWL technique, which requires a redesign of the system structure.
The stability of the system can be further improved by adding a damping and waterproof device to
strengthen the antijamming capability.
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Featured Application: Applying to complex industrial environment, TDLAS monitoring with

temperature compensation can come handy.

Abstract: Temperature variations of flue gas have an effect on carbon dioxide (CO2) emissions
monitoring. This paper demonstrates accurate CO2 concentration measurement using tunable diode
laser absorption spectroscopy (TDLAS) with temperature compensation methods. A distributed
feedback diode laser at 1579 nm was chosen as the laser source for CO2 measurements. A modeled
flue gas was made referring to CO2 concentrations of 10–20% and temperatures of 298–338 K in
the exhaust of a power plant. Two temperature compensation methods based on direct absorption
(DA) and wavelength modulation (WMS) are presented to improve the accuracy of the concentration
measurement. The relative standard deviations of DA and WMS measurements of concentration
were reduced from 0.84% and 0.35% to 0.42% and 0.31%, respectively. Our experimental results have
validated the rationality of temperature compensations and can be further applied for high-precision
measurement of gas concentrations in industrial emission monitoring.

Keywords: carbon dioxide monitoring; absorption spectroscopy; temperature compensation;
wavelength modulation

1. Introduction

Carbon dioxide (CO2) is a major component of greenhouse gases. Measurements of CO2

in large emission sources such as coal-fired power plants provide an effective support of carbon
emission statistics. Outlet ducts in power plants provide a challenging detection environment for
gas absorption detection due to the instability and poor timeliness. Compared with the current
spectroscopic techniques such as Fourier transform infrared (FTIR) [1] and non-dispersive infrared
(NDIR) spectroscopy [2], tunable diode laser absorption spectroscopy (TDLAS) with high sensitivity
and short response time [3] offers significant advantages for in situ CO2 measurements in the hot,
humid, and dusty environments of power plants. With the rapid advancements in semiconductor laser
industry, TDLAS has been widely applied in different fields such as combustion diagnostics [4–8],
isotopic analysis [9–13], and atmospheric gas detection [14–18]. Because of their exquisite constituents
and compact packaging, as well as low cost, tunable semiconductor diode lasers are nearly the
ideal source for highly-sensitive and highly-spectral-resolved measurements in industrial fields [19].
However, Doppler-broadening at high temperatures alters a larger portion of the integrated absorbance
for a particular transition to the far-wing region. For in-situ CO2 measurements in outlet ducts,
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the temperature-varied absorption line intensity leads to measurement error in both direct absorption
(DA) and wavelength modulation spectroscopy (WMS) signals.

Numerous studies have been performed to investigate the influence of temperature variation on
TDLAS measurement. Many of them used spectroscopic parameters such as line intensity [20] from
databases like HITRAN (High Resolution Transmission) or HITEMP (High Temperature Molecular
Spectroscopic). Nevertheless, these databases, which mainly derive from theoretical calculation,
may have some uncertainty while applied in high-temperature measurement. Several of previous
studies [21–25] measured spectral parameters such as line intensity, line position, and broadening
coefficients in a harsh experimental condition. Under a certain range of pressure and temperature,
they employed these spectroscopic parameters for temperature compensation. Empirical corrections
to the temperature dependence of the absorption for CO2–CO2, CO2–N2, and CO2–O2 at 193–300 K
and the wavelength near 4.3 μm are discussed [26,27]. These corrections are applied via the corrective
shape χ-function to the line shape function of individual absorption features. Perrin et al. [28]
continued the studies at 4.3 μm to develop a temperature dependent χ-function for corrections
of CO2–CO2 and CO2–N2 collisions at temperatures up to 800 K. Additionally, Zhang et al. [29]
proposed a 1f ratio method to correct the harmonic signals affected by temperature fluctuations.
They employed a DFB (Distributed Feedback) laser at 760.77 nm to monitor 21% oxygen in the range
of 300–900 K and the results showed that the proposed method was effective for minimizing the
influence of temperature changes. Shu et al. [30] introduced a temperature correction coefficient for
HCl concentration using TDLAS at 1.7 μm. Zhang et al. [31] studied the temperature influence on the
detection of ammonia slip based on TDLAS. The empirical formula for temperature compensation was
proposed and the error was reduced to about 5.1%. Qi et al. [32] simulated the process of direct TDLAS
measurement of H2O based on the HITRAN spectra database and gave the temperature correction
curve in atmosphere detection. A temperature correction function was optimized based on open-path
TDLAS for determining ammonia emission rules in soil environments [33]. Liu et al. [34] combined
regularization methods with TDLAS to measure non-uniform temperature distribution, relying on
the measurements of 12 absorption transitions of water vapor from 1300 nm to 1350 nm. The results
showed that regularization methods are less sensitive to the noise caused by temperature variation.

Despite some temperature compensation methods applied in industrial process monitoring, little
work is found in practical emission measurements of CO2 at 1579 nm in power plants. In this paper,
TDLAS experiments were conducted in a temperature field simulating the outlet duct of a power
plant. Both DA and WMS methods are used to measure CO2 concentrations at different temperatures.
Two temperature compensation methods are used to reduce the measurement errors.

2. Absorption Spectroscopy

2.1. Direct Absorption Spectroscopy

The fundamental theory that governs absorption spectroscopy for narrow-linewidth radiation
sources is embodied in the Beer–Lambert law (Equation (1)). The ratio of the transmitted intensity
It and initial (reference) intensity I0 of laser radiation through an absorbing medium at a particular
frequency v is exponentially related to the transition line intensity S(T) (cm−2·atm−1), line-shape
function ϕ(v) (cm), total pressure P (atm), volume concentration of the absorbing species X, and the
path length L (cm):

It

I0
= exp[−PS(T)φ(v)XL] (1)

If both sides of Equation (1) are computed logarithmically and integrated over the whole frequency
domain, the volume concentration X is described by [34]:

X =

∫ +∞
−∞ − ln It

I0
dv

PS(T)L
=

A
PS(T)L

(2)
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If the minimum detectable integrated absorbance Amin is known, i.e., SNR (signal-to-noise ratio)
= 1, the detection limit Xj,min of species j can be expressed as:

Xj,min =
Amin

PS(T)L
(3)

The temperature-dependent line intensity for a particular transition is determined by its line
intensity S at a reference temperature T0 with the following equation:

S(T) = S(T0)

(
Q(T0)

Q(T)

)
T0

exp

[
− hcE′′

i
k

(
1
T
− 1

T0

)]
·
[

1 − exp(−hcν0,i/kT)
1 − exp(−hcν0,i/kT0)

]
(4)

where Q(T) is the partition function of the absorbing molecule (CO2), v0,i is the frequency of the
transition, E” is the lower-state energy of the transition, h is the Planck’s constant (6.626 × 10−27 erg·s),
k is the Boltzmann’s constant (1.38 × 10−16 erg/K), and c is the speed of light in vacuum [35].

Temperature correction is required for TDLAS measurements in the environment with varying gas
temperatures. According to Equation (2), in the case of the constant optical path and pressure, the ratio
of integrated absorbance and line intensity, A/S(T) is theoretically proportional to gas concentration
X in the same system. Therefore, the linear correction between A/S(T) and gas concentration can be
applied to compensate the errors caused by temperature influence as shown in the Equation (5):

yA/S(T) = a + bxX (5)

In Equation (5), a and b are fitting coefficients. a is the background signal without absorption,
and b is the gradient of the linear correction.

2.2. Wavelength Modulation Spectroscopy

Wavelength modulation spectroscopy could be used to improve the sensitivity of measurement.
In WMS, the wavelength of the laser used is modulated by a combination of slow triangle wave and
a fast-sinusoidal signal while the transmitted light is demodulated at a harmonic of the modulation
frequency. For a sufficiently slow ramp, the frequency output of the laser can be expressed as [36]:

ν(t) = ν + ν0 cos(2π f t) (6)

where ν is the laser center frequency, ν0 is the modulation amplitude, and f is the modulation frequency.
The transmitted laser intensity can be expanded in a Fourier cosine series as:

I(t) = I0(t)T[ν + ν0 cos(2π f t)] = I0(t)
k=∞

∑
k=0

Hk(ν, ν0) cos(2πk f t) (7)

where Hk(ν, ν0) is the kth harmonic Fourier component of the transmission coefficient. The second
harmonic Fourier coefficient which is given by:

H2(x, m) =
2XLPS(T)

πΔνc

{
2

m2

[
2 + m2

(1 + m2)1/2 − 2

]}
(8)

Two dimensionless numbers x = 2(ν − ν0)/Δvc, m = 2a/(Δvc), Δvc (cm−1) is the collisional
linewidth (half width at half maximum, HWHM) of the probed transition, respectively; m is the
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modulation index, a dimensionless parameter defined as the ratio of the wavelength-modulation
amplitude to the linewidth Δvc. CO2 concentration X is inferred explicitly from [37]:

X ∝
I0P2 f πΔvc

S(T)PL

{
2

m2

[
2 + m2

(1 + m2)
1/2 − 2

]}−1

(9)

where P2f is the measured peak 2f signal at the line center v0; therefore, the measured column density
depends on the line intensity and linewidth of the transition, both of which vary with temperature.

For the optical thin condition due to the weak absorption in the near-infrared and low-gas
concentration in industrial emissions, the peak 2f signal is linearly proportional to concentration:

yX = a + bxP2 f (10)

The variation of line intensity and collisional linewidth caused by temperature change introduces
errors to the above linear fitting. According to Equation (6), parameters like line intensity S(T) and
collisional linewidth Δvc are considered in the correction of temperature influence, which is given by:

yX = a + bx P2 f Δvc
S(T)

(11)

3. Experiment Details

The exhaust of a power plant has a complicated composition, possibly including H2O, SO2, N2,
O2, CO, and CO2. According to the HITRAN2012 database [38], O2 and SO2 have no transitions
near 1579 nm, and the strongest transition of H2O is up to 10−26 in magnitude. Figure 1 shows the
simulated absorbance of H2O (0.8%), CO (0.001%), and CO2 (10%) in the near-infrared at a typical
condition of the power plant exhaust from 1578 to 1580 nm (6330–6335.5 cm−1). The CO2 absorbance
near 1579.12 nm (6332.7 cm−1) selected in this study is approximately 1000 times stronger than the
transitions of other gases and isolated from CO interference transitions, while it is still accessible by
distributed feedback diode lasers. Thus, this transition is sufficiently strong and ideal for in situ CO2

measurement in the outlet ducts.

 

Figure 1. Simulated absorbance of CO2 (10%), CO (0.001%), and H2O (0.8%) from 6330–6335.5 cm−1

based on the HITRAN (High Resolution Transmission) database (298 K, 1 atm).

The experimental setup for CO2 concentration measurement is schematically shown in Figure 2.
The setup consists of two main parts: gas preparation and laser detection. For the gas preparation,
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the CO2 mixtures were generated by mixing the pure N2 and CO2 (0%–20%, interval of 2%) continuous
gas flows controlled by two mass flow controllers (Seven Stars, Beijing, China). A gas mixer was
used to obtain the uniform gas mixture. For the laser detection, the 1.58 μm DFB laser with ~5 mW
output power was used as the laser source to exploit the CO2 absorption line. A photodetector
(SM05PD5A InGaAs Detector, THORLABS) was used to detect the transmitted laser beam through the
test gas. Laser intensity and wavelength were varied by a combination of temperature and injection
current using a commercial controller (PCI-1DA) with the real time spectrum display and capture
features. The electrical signals received by the controller were processed into real-time spectral images.
The wavelength was scanned (laser temperature at 35 ◦C, injection current scan between 30 and
120 mA) with a linear ramp of current from a function generator. The temperature and current
tuning coefficients were measured to be 0.413 cm−1/K and 0.049 cm−1/mA, respectively. For the
second harmonic signals, the laser controller contains lock-in amplification and demodulator for 2f
signal extraction.

 
Figure 2. Schematic diagram of the experimental setup.

The laser beam was directed into a Herriot cell (29.5 cm long, 571 mL volume, effective optical
path length of 20 m) by a collimator and detected by the InGaAs detector. The 20-meter optical path
allowed the system to have sufficient detection sensitivity. The cell was mounted with two wedged
(1.5◦) sapphire windows to avoid unwanted interference fringes. Three type-K thermocouples were
equally spaced along the center section of the Herriot cell to determine the temperature of CO2; the
maximum temperature difference observed among these thermocouples was <0.1 K from 298 K to
338 K. The gas pressure was continuously measured by a pressure gauge (YN60, full range 0.6 MPa)
with an accuracy grade of ±0.015 MPa.

Before each experiment, the Herriot cell was purged with pure N2 for 5 minutes to remove the
residual gas. The cell was operated at 298–338 K (interval of 10 K) at an operational pressure of
1 atm. When a stabilized temperature was obtained, the test gases at six different CO2 concentrations
(10%–20%, interval of 2%) were measured with a single sweep of the laser. The continuous tuning
range (at constant temperature) was within 5 cm−1. The diode laser was scanned at a 5 Hz repetition
rate continuously, and the data were sampled at a frequency of 24 kHz to provide 4800 data
points/sweep. The response time of real-time online monitoring can be further reduced by decreasing
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the sampling frequency. Each measured spectrum was obtained with 20 averaged sweeps, yielding a
4 s measurement time that was fast enough to satisfy the industrial application. Experiments using
both direct absorption and wavelength modulation were repeated for three times to evaluate the
repeatability of the sensor system.

4. Direct Absorption Measurement and Correction

In this part, the direct absorption spectra with and without temperature corrections are compared
to analyze the measurement accuracy by relative errors. The x-axis of measured spectral data were
sampling points, which were time domain signals. The frequency calibration of the spectrum
was required to convert the time domain to the frequency domain. The simulations based on
HITRAN2012 were used to calibrate the frequency domain. As shown in Figure 3, three wavenumbers
in HITRAN2012 correspond to three points in measured spectral. Therefore, the curvilinear equation of
quadratic polynomial was obtained to convert the time domain to the frequency domain. Figure 4 plots
the measured incident signal I0 and the direct absorption signals It for 10% CO2 at 318 K. The incident
laser intensity I0 was inferred by third-order polynomial fit in the far-wing parts without absorption.
The Lorentz profile was chosen to fit the line shape for improving accuracy due to the domination
of Lorentzian component at 1 atm. After fitting, the logarithmic ln (It/I0) was integrated over the
whole frequency domain to calculate the integrated absorbance A. Thus, the concentration X can be
calculated from Equation (2), with line intensity S(T) obtained from Equation (4), total pressure P,
and path length L as known parameters.

Figure 5 shows the measured absorption spectra of 16% CO2 in the 6331.8–6333.6 cm−1 spectral
region at five different temperatures from 298 to 338K. The absorption signals in Figure 5 decrease
with the increased temperature. Figure 6 plots the CO2 line shape near 6332.7 cm−1 (P = 1atm, T =
298 K, 10% CO2 in N2) well overlaid with the best-fit Lorentz profile. The obtained Lorentzian width
of 0.15412 ± 0.0042 cm−1 was broadened by pressure and temperature. The residuals of the curve
to data is shown in the bottom panel of Figure 6, showing that the fits are similar. Table 1 shows the
relative errors of direct absorption from 298 to 338 K. The error of inferred concentration obtained from
the spectroscopic measurement generally rises with the increase of temperature. At 308 K, the biggest
relative error was up to 5.66%, which cannot meet the requirement of industrial application.

To further explore the cause of measurement errors, line intensities from the HITRAN database
were compared with measured line intensities which are calculated by Equation (4). With a certain
S(T), the obtained integrated absorbance A varies linearly with P·X·L where is the product of total
pressure (P = 1 atm), absorption length (L = 2000 cm), and concentration (X = 10–20%, interval 2%).
The relationship between A and P·X·L can be represented by a linear fitting and the slope of the
fitting line is the intensity of the spectral line at the corresponding temperature from 298 K to 338 K,
as depicted in Figure 7. Quality of the fit was very good in five temperatures, shown by R squared
values from 0.99354 to 0.99875. As shown in Table 2, the calculated values show good agreement
with the HITRAN values in variation tendency, but the former’s gradient decreases more with the
temperature rising. The discrepancy indicates that a 3–10% change of line intensity leads to 1–6%
change in the measured CO2 concentration.

Figure 8 depicts that both the integrated absorbance and the line intensity of 14% CO2 decrease
with the increase of temperature. The discrepancy leads to large errors in the concentration
measurement, when the total pressure P and path length L are invariable. This information can
be used to compensate these errors caused by change of temperature. According to the Equation (5),
the least squares method is used for linear fitting between A/S(T) and concentration X at different
temperatures. Figure 9 shows the result of linear fit between A/S(T) and concentration at T = 318 K.
The fitting results show that the R squared value reaches 0.999, indicating a good linear relationship
between A/S(T) and concentration.
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Figure 3. (a) Measured and (b) simulated absorbance of CO2 at 296 K and 1 atm.

Figure 4. Direct absorption signals It and baseline signal I0 (T = 318 K, 10% CO2, L = 20 m).
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Figure 5. Absorption spectra of 16% CO2 in the 6331.8 to 6333.6 cm−1 spectral region at T = 298–338 K.

Figure 6. Measured CO2 spectrum near 6332.7 cm−1 with Lorentz fitting (P = 1 atm, T = 338 K, 18% CO2).

Table 1. The relative errors of direct absorption results from 298 to 338 K.

True Concentration
Inferred Concentration

298 K 308 K 318 K 328 K 338 K

10% 0.30% 5.66% 1.33% 2.51% −2.25%
12% −2.78% −0.58% 1.35% −1.24% −2.62%
14% 0.28% −0.60% −0.38% −2.88% −3.35%
16% −1.24% 0.09% 0.65% −4.70% −3.58%
18% 3.74% 1.52% 1.59% 1.56% −3.14%
20% −1.21% 3.54% 0.61% −3.72% −2.83%

Table 2. Line intensity (10−4 cm−2·atm−1) values from database and calculated values.

S(T) 298 K 308 K 318 K 328 K 338 K

Database 3.8967 3.8147 3.7318 3.6483 3.5648
Calculated 4.0639 3.9329 3.8824 3.5011 3.2471
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Figure 7. Integrated absorbance as a function of P·X·L (T = 298–338 K, P = 1 atm).

 
Figure 8. Integrated absorbance and spectral intensity with temperature change (14% CO2).

Figure 9. A linear fit between A/S(T) and concentration at T = 318 K.
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Figure 10 illustrates the absolute values of the relative error of the measured results before and
after the correction. As shown in Figure 10, after temperature compensation, the maximum relative
error is −2.57% corresponding to the measurement of 14% CO2 at 318 K. However, the absolute
error was only 0.36% and the relative error of the mean square value was less than 3.5%. All these
measurements confirm that this temperature compensation enables the direct detection of CO2 in outlet
ducts temperature with a detection limit of 8.4 × l0−5 at SNR = 1. Measurements of CO2 concentration
can be made for a variety of carbon emission sources, and the data are helpful for developing more
accurate detection mechanisms.

 
Figure 10. Absolute value of the relative error changes with concentration and temperature. (a) Before
and (b) after compensation.

5. WMS-2f Measurement and Correction

Wavelength modulation spectroscopy (WMS) was applied to restrain a variety of background
noise during measurement. Due to the low absorption of CO2 in the near-infrared, the second harmonic
(2f) signal was directly proportional to concentration [39]. When the optical path and pressure were
constant, the WMS-2f peak amplitude was related to gas concentration and the wavelength modulation
index m, which is dependent on the modulation current Imod. Therefore, an appropriate choice of Imod
was required to improve the detection precision.
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The WMS-2f peak signals of CO2 measured at different concentrations (10%–20%, interval 5%) and
modulation currents (0 mA–18 mA, interval 1mA) are plotted in Figure 11. These measurements were
conducted by controlling the gas flow controller and laser controller to maintain CO2 concentrations
and modulation currents. According to the experimental results shown in Figure 11, with the choice of
Imod of ~15 mA, the WMS-2f peak signals are stable at all concentrations. Hence, Imod = 15 mA was
selected in this study.

 
Figure 11. WMS (Wavelength modulation spectroscopy)-2f peak signals as a function of the laser
modulation current Imod at different concentrations of CO2.

In this study, the experimental operation was the same as the direct absorption experiment except
a scanning frequency of 50 Hz and modulation frequency of 31.2 KHz were used. There was sufficient
time to stabilize the second harmonic peak before the second harmonic data were recorded. Because the
shape of the harmonic signal was affected by optical fringe noise and beam noise, the multi-sampling
average (40 times) were used to eliminate the negative influences. Gas concentrations and peaks of
second harmonic signals show good linear relationships at 298–338 K by employing the mean filtering
process. The relationships can be expressed as the fitting of X = a·P2f + b, as Equation (10), which
was obtained by the linear least squares method, and P2f was the peak of the second harmonic (V),
and X was gas concentration (%). The R squared value for linear fitting was >0.99 and the system
reproducibility was tested after 60 min of continuous monitoring. In consideration of the temperature
effect on line intensity and linewidth, the compensation method can be used to improve the accuracy
of measurements. Following Equation (11), the linear relations between signals of P2f ·Δνc/S(T) and
corresponding concentrations were worked out by the least squares method. The averaged fitting R
squared was improved up to 0.997, as shown in Figure 12. The peaks of WMS-2f signals at 6332.7 cm−1

were plotted as a function of CO2 concentration (linear fit equation: y = 0.4114 − 0.0167x, T = 318 K).
The results are shown in Tables 3 and 4. Compared with the results without correction, the averaged
relative error decreased by 0.24% and the total R squared value increased by 0.28%.
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Figure 12. A linear fit of between P2f ·Δνc/S(T) and concentration at different temperatures (298–338 K).

Table 3. The relative errors of wavelength modulation results before correction (298–338 K).

True Concentration
Inferred Concentration

298 K 308 K 318 K 328 K 338 K

10% −2.86% −3.02% −2.60% −2.62% −2.67%
12% 1.49% 0.99% 0.43% 0.46% 1.04%
14% 0.68% 1.64% 1.84% 1.73% 1.31%
16% 2.89% 1.43% 1.15% 1.51% 1.06%
18% −1.50% 0.31% 0.54% 0.10% 0.32%
20% −0.89% −1.64% −1.65% −1.48% −1.35%

Table 4. The relative errors of wavelength modulation results after correction (298–338 K).

True Concentration
Inferred Concentration

298 K 308 K 318 K 328 K 338 K

10% −2.30% −2.58% −1.97% −1.94% −2.25%
12% 1.52% 0.83% 0.11% 0.02% 0.66%
14% −0.16% 1.43% 1.56% 1.27% 1.17%
16% 2.85% 1.13% 0.82% 1.48% 1.14%
18% −1.34% 0.23% 0.66% 0.30% 0.25%
20% −0.73% −1.32% −1.41% −1.40% −1.22%

Figure 13 merges the inferred concentration values of all measurements at temperature 298–338 K
and concentration 10–20%. The error bars represent the repeatability of three repeated experiments by
SD. After compensation, the normal repeatability of CO2 values of DA and WMS were 5.55% and 1.79%
at a SD (1σ). The mean relative error, which was caused by the uncertainties of temperature, pressure,
and absorption length measurements, decreased from 3.06% to 1.17%. For the wavelength modulation,
the mean relative errors were 1.44% and 1.20%, before and after compensation respectively. The relative
standard deviation (RSD) for DA and WMS were 0.42% and 0.31%, while the maximum relative errors
and detection limits (SNR = 1) for DA and WMS were 2.7% and 2.85%, 0.0084% and 0.0017%. It should
be noted that the experiment in this study examined only high CO2 concentrations of 10–20%. As can
be seen from the data, the effect on the direct absorption method was more outstanding.
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Figure 13. Measured concentration of all four measurements at temperatures 298–338 K and
concentrations 10–20%.

6. Summary and Conclusions

Temperature compensations of CO2 concentration measurements using TDLAS were reported.
Absorption spectra at different temperatures were derived from HITRAN to find suitable transitions
for in situ CO2 measurements and recorded using DA and WMS. The temperature compensations
based on temperature influence of line intensity were then applied to reduce measurement errors.
Our experimental results show that there was an obvious decrease in the influence of temperature on
signals after temperature compensation, and the detection limits of both methods meet the needs of
the in situ CO2 measurement. However, compared with WMS, DA is less sensitive to fluctuations of
temperature and pressure, resulting in a superior long-term stability. The DA measurement based
on temperature compensation has enough accuracy to be used for reliable determination of high
concentration CO2 in power plant exhausts.
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Featured Application: The current work provides twofold benefits on using a diffuse integrating

cavity as a gas cell: (1) Understand the non-linear relation between absorption and gas

concentration; (2) Provide the experimental method for determining the transition point.

Abstract: The relationship between absorption and gas concentration was studied using a diffuse
integrating cavity as a gas cell. The light transmission process in an arbitrary diffuse cavity was
theoretically derived based on a beam reflection analysis. It was found that a weak absorption
condition must be satisfied to ensure a linear relationship between absorbance and gas concentration.
When the weak absorption condition is not satisfied, a non-linear relation will be observed.
A 35 × 35 × 35 cm diffuse integrating cavity was used in the experiment. Different oxygen
concentrations were measured by detecting the P9 absorption line at 763.8 nm, based on tunable
diode laser absorption spectroscopy. The relationship between the absorption signals and oxygen
concentration was linear at low oxygen concentrations and became non-linear when oxygen
concentrations were higher than 21%. The absorbance value of this transition point was 0.17, which
was considered as the weak absorption condition for this system. This work studied the theoretical
reason for the non-linear phenomenon and provided an experimental method to determine the
transition point when using a diffuse integrating cavity as a gas cell.

Keywords: diffuse integrating cavity; TDLAS; gas detection; non-linearity

1. Introduction

The measurement of gas concentration using absorption spectroscopy is a technique with great
environmental adaptability and commercial potential. To improve the detection sensitivity, a long
optical path length is necessary for trace gas measurement because the signal to noise ratio (SNR)
improves with increasing optical path length in absorber [1]. Many methods have been developed to
extend the optical path length, such as multi-pass cells [2,3], cavity ring-down spectroscopy (CRDS) [4],
gas in media absorption spectroscopy (GASMAS) and applications of diffuse integrating cavities [5–7].
Among these methods, integrating cavities have proven advantageous in good stability, effortless laser
beam alignment, few interference fringes, and low cost [8,9]. Besides, a diffuse integrating cavity is
an attractive choice for spectral techniques with incoherent light sources, such as Fourier transform
infrared (FTIR) spectroscopy [10].

Many achievements have been obtained on the light transmission law of diffuse integrating
cavities [11,12]. The Beer-Lambert law is usually used to describe the output light radiation from a
diffuse cavity, where the effective optical path length (EOPL) is usually introduced to describe the
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equivalent path length of a photon in the cavity. From previous publications, the EOPL formula
has been presented as being related to the launch geometry condition, L0, reflectivity, ρ, of the inner
surface, the single pass average path length, Lave, and the port fraction, f, of the cavity [13,14]. Thus,
the EOPL should be independent of the detected gas concentration. The experimental methods
used to measure the EOPL and its related parameters, such as ρ, Lave, and f have been established
and implemented [15,16]. However, detected absorption signals usually show a nonlinear relation
with gas concentration at high gas concentration values [17,18] in applications. To explain such
non-linear phenomenon, the EOPL was considered as a variation with gas concentration in some
previous research [19,20], in which an absorption term (including gas concentration information) was
introduced to describe the varied EOPL in a modified formula. Nevertheless, a varying EOPL makes
practical gas concentration measurements complicated. Hence, the EOPL should be independent of
the detected gas. That is, a restriction might exist while using the Beer-Lambert law to describe the
output radiance from a diffuse cavity, which has not been considered in previous research. If the
condition is not satisfied, a non-linear phenomenon will be observed. Thus, two concerns should be
addressed preferentially. Firstly, what is the restrictive condition? Secondly, how is the condition value
determined from an experiment?

In this study, the relation between absorbance and concentration in gas detection was investigated
when a diffuse integrating cavity was used as a gas cell. A beam reflection analysis was implemented
to analyze the light transmission process for an arbitrary-shaped diffuse cavity. An approximate
condition was proposed and used in the derivation to ensure that the output radiation as a form of
the Beer-Lambert law. When this condition was not satisfied, at high gas concentrations, a non-linear
phenomenon was observed. Different oxygen concentrations were detected by scanning the P9
absorption line at 763.8 nm based on tunable diode laser absorption spectroscopy (TDLAS). A
35 × 35 × 35 cm diffuse integrating cavity was designed and used as the gas cell. A relationship
between absorbance and gas concentration was obtained. The absorbance value at the non-linear
transition was determined by experiments.

2. Theory

To fundamentally understand the reason for the non-linear relationship between the absorption
signal and gas concentration, the reflection process for a light beam passing through a diffuse
integrating cavity was analyzed theoretically. In general, an ideal arbitrary integrating cavity is
defined as a cavity in which any two points on the inner wall can be connected to a segment inside the
cavity. The inner wall of an integrating cavity is covered with a highly diffuse reflective coating, which
can be considered as an ideal Lambertian radiation source. Thus, an incident beam could be diffused
continuously. A simplified model of the beam transmission process is shown in Figure 1. The input
light radiation flux is denoted by Φ0, and the first light path, L0, is the distance between the entrance
aperture and the first reflection spot. Neglecting the radiation loss through the entrance and detection
windows, the radiant flux after the first reflection can be expressed by Equation (1), according to the
Beer-Lambert law:

Φ1 = ρΦ0 exp(−αL0). (1)

Here, ρ is the reflectivity of the inner surface, α is the absorption coefficient, which is equal to the
product of the particle number density N and the absorption cross section σ.
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Figure 1. Simplified model of the radiation transmission process in an arbitrary integrating cavity.

A single-pass average path length of Lave was introduced to describe the distance between
successive light reflections [21]. If the port fraction of the cavity is f, then light travels a distance Lave

and a portion exits from the output aperture. Light exiting the cavity is received by a detector:

Φ1out = f ρΦ0 exp(−α(L0 + Lave)). (2)

The remaining radiation flux is

Φ1
′ = (1 − f )ρΦ0 exp(−α(L0 + Lave)). (3)

This light radiation is still transmitted in the integrating cavity and part of this light outputs again
after traveling Lave. The rest is reflected by the internal wall again. This process repeats continuously.
Table 1 shows the output radiation after each reflection from an arbitrary integrating cavity.

Table 1. Output light radiation after each reflection from an arbitrary diffuse integrating cavity.

Reflection Multiplier Output Radiation from the Aperture

1 f ρΦ0 exp(−α(L0 + Lave))
2 f (1 − f )ρ2Φ0 exp(−α(L0 + 2Lave))
3 f (1 − f )2ρ3Φ0 exp(−α(L0 + 3Lave))

. . . . . .
n f (1 − f )n−1ρnΦ0 exp(−α(L0 + nLave))

The total light radiation, Φout, received by the detector is proportional to the sum of the
output radiation:

Φout =
n

∑
1

Φnout = f Φ0 exp(−α(L0 + Lave))
1

1/ρ − (1 − f ) exp(−αLave)
. (4)

The absorbance, A, can be expressed as:

A = − ln
(

Φout

Φ0

)
= − ln

[
f exp(−α(L0 + Lave))

1
1/ρ − (1 − f ) exp(−αLave)

]
. (5)

We found that the absorbance, A, is a complicated expression here. However, a linear relationship
between absorbance and gas concentration was expected in gas detection for easy calibration. Thus,
some approximations should be introduced to express Φout in the form of the Beer-Lambert law:

αLave << 1, αL0 << 1 (6)

α

(
L0 +

1
1 − ρ(1 − f )

Lave

)
<< 1. (7)
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It was found that Equation (7) is a stricter condition compared to Equation (6). Once Equation (7)
is satisfied, Equation (6) must be followed. Thus, the following approximations were obtained
in mathematics:

exp(−αLave) ≈ 1 − αLave, exp(−αL0) ≈ 1 − αL0. (8)

1 − α

(
L0 +

1
1 − ρ(1 − f )

Lave

)
≈ exp

(
−α

(
L0 +

1
1 − ρ(1 − f )

Lave

))
. (9)

Thus, Equation (4) can be expressed as:

Φout = f Φ0[1 − α(L0 + Lave)]
1/ρ−(1− f )−(1− f )αLave

[1/ρ−(1− f )]2−(1− f )2α2L2
ave

≈ f
1/ρ−(1− f )Φ0

[
1 − α

(
L0 +

1
1−ρ(1− f ) Lave

)]
= Φ′

0 exp
[
−α

(
L0 +

1
1−ρ(1− f ) Lave

)]
.

(10)

Here,

Φ′
0 =

f
1/ρ − (1 − f )

Φ0. (11)

Detailed derivations for Equations (4)–(10) are presented in “Appendix A”. These indicate
that Equation (10) is in the same form as the Beer-Lambert law. Comparing Equation (10) with the
Beer-Lambert law, the expression for the EOPL for an arbitrary diffuse cavity can be obtained as:

EOPL = L0 +
1

1 − ρ(1 − f )
Lave. (12)

Obviously, Equation (12) is similar to the previously reported EOPL expression [13,14]. The only
difference is the coefficient ρ in the numerator, which was replaced by 1 in the previous results. This
slight difference was usually smaller than measurement errors and could be ignored.

According to Equation (12), the approximate condition of Equation (7) can be transformed into

α·EOPL << 1. (13)

Here, we define Equation (13) as the weak absorption condition of the diffuse integrating cavity.
Thus, the absorbance can be expressed as Equation (14), according to Equation (10).

A = α

(
L0 +

1
1 − ρ(1 − f )

Lave

)
= σ·N·EOPL. (14)

Here, the particle number density, N, denotes the concentration of the test gas and σ is the
absorption cross-section. In other words, the absorbance can be expressed as Equation (14) under
the weak absorption condition of Equation (13), where the absorbance depends linearly on the gas
concentration. On the contrary, if the weak absorption condition was not satisfied, the absorbance will
present non-linearly on the gas concentration.

3. Experimental Section

An experiment was designed and implemented to investigate the weak absorption condition
of a diffuse integrating cavity. Oxygen was chosen as the sample gas due to its non-toxicity and
easy accessibility. To achieve enough absorption for observing the non-linearity, the absorbance of
oxygen was estimated using the HITRAN-2016 database [22]. A 35 × 35 × 35 cm diffuse integrating
cavity was fabricated for this experiment. The diameters of the input and output light apertures
were both 2 mm. The inner surface of the cavity was coated with a 0.4 mm thickness of Avian-D
paint (Avian Technologies LLC, New London, NH, USA) and the painted surface was functioned
as an ideal Lambertian diffuse scatter. The reflectivity of the coating was 98.3–98.4% at 750–800 nm,
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according to the supplier [23]. To reduce the port fraction of the cavity, the input light aperture and
the gas inlet/outlet holes were combined with a T-junction. The light apertures were glued with a
wedge-shaped glass lens to eliminate interference effects. The structure of a cubic integrating cavity
is shown in Figure 2a, the in/out light aperture is labeled and an enlarged view of the T-junction is
shown. The cavity could be sealed after screwing and gluing the head cover.

Figure 2. (a) Structure of a cubic diffuse integrating cavity; (b) schematic of the gas-sampling system
and TDLAS (tunable diode laser absorption spectroscopy) for measuring the absorption of oxygen
with a cubic cavity as the gas cell.

The experimental setup, including a gas-sampling system and a gas-measuring system, is shown
in Figure 2b. Different oxygen concentrations were achieved by mixing different proportions of
oxygen and nitrogen with mass flow controllers (MFC D07-19C, Sevenstar, Beijing, China). Based on
TDLAS, a vertical-cavity surface-emitting tunable diode laser (Laser Components: Single Mode
VCSEL 763 nm TO46), with a free running output power of 0.3 mW, was used as the light source.
The laser temperature was controlled at 22.47 ◦C (Temperature Controller: TED 200C, Thorlabs,
Newton, MA, USA), and the laser injection current was 1.29 mA (VCSEL Laser Diode Controller:
LDC 200, Thorlabs, Newton, MA, USA). The injection current was modulated using a sawtooth wave
(10 Hz, 200 mV), corresponding to a current varying from 1.16 to 1.40 mA. The output light from the
integrating cavity was detected with a photomultiplier tube (PMTH-S1-1P28, Hamamatsu, Japan).
Data were recorded using a data acquisition card (DAQ card: National Instrument Co., NI PCI-6133,
Austin, TX, USA). The sawtooth wave was simultaneously put into the DAQ card as the trigger signal.
The ambient temperature was controlled at 25 ◦C for the experiments. The center frequency of the laser
was used to scan over the oxygen-absorption P9 line in the A-band at 763.84 nm by comparing the
measured laser center wavelength with the calculated oxygen absorption line based on the HITRAN
data. Each oxygen concentration was measured 15 times to obtain the detection error. Each signal was
averaged 500 times per minute.

4. Results and Discussion

Figure 3 demonstrates the signal of 70% oxygen concentration in the 35 × 35 × 35 cm diffuse
integrating cavity. The red curve in Figure 3a denotes the detected signal, Φout. The black baseline is
the incident light radiation, Φ0, which was obtained by linear fitting based on the data points besides
the absorption signal in the red curve. Here, the data points in the range of 250–350 and 700–800 in
Figure 3a are used to linearly fit the baseline. Thus, the absorbance can be calculated as shown in
Figure 3b.
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Figure 3. (a) Direct scan PMT (photomultiplier tube) signal for 70% oxygen concentration in the
35 × 35 × 35 cm diffuse integrating cavity; (b) calculated result of the absorbance from the PMT signal.

Here, the peak value of the absorbance was defined as the optical parameter (OP), i.e., the
maximum value of ln(Φ0/Φout). According to Equation (14), the OP is proportional to the optical path
length, once the oxygen concentration is constant. Thus, because the oxygen concentration is stable in
air, the EOPL of the diffuse cavity was calibrated by comparing the oxygen absorption signal in the
cavity and in the air [14–16]. Based on this method, each optical path length was measured 15 times,
and the error bars are shown in Figure 4. The EOPL of the 35 × 35 × 35 cm diffuse integrating cavity
was 590 ± 9 cm, i.e., the average value was 590 cm and the detection error was 9 cm. The detection
limit of this system was ~0.6% for oxygen measurement. Detailed continuous detection results and
Allen Variance are shown in Appendix B.

Figure 4. The EOPL (effective optical path length) calibration curve for the cubic integrating cavity
between the OP (optical parameter) and optical path lengths in the air.

Then, different oxygen concentrations were measured with the cubic diffuse cavity. The
relationship between the OP and oxygen concentration is shown in Figure 5a.
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Figure 5. (a) Relationship between the OP and oxygen concentration; the inset shows an enlarged view
of the low concentration range. (b) Residual error between the experimental data and the non-linear
fitting result. (c) Deviation between the linear and non-linear fitting results.

The black points show the OP values calculated using the detected spectra. It was found that the
OP values depended linearly on the concentrations in the low concentration range and were non-linear
when the concentration was relatively high. The blue line shows a linear fitting result using the OP
data in the 0–18% oxygen concentration range. Obviously, the data gradually diverge from the blue
line with an increasing oxygen concentration. The non-linear fitting result (the red curve) was obtained
for all absorption data using Equation (5) with the fitted L0 = 39 ± 5 cm, ρ = 0.98 ± 1, Lave = 22 ± 2 cm,
and f = 0.004 ± 1. As shown in Figure 5b, the residual error between the non-linear fitting result and
the experimental data was lower than 2%. Thus, the Budget error of the gas sampling system was
lower than 2%, including errors of gas flow-rate mixing and gas cylinders. The error of the detection
system is analyzed in Appendix B. It indicates that the theoretical predictions by the beam reflection
analysis agreed with the experiments. In fact, the theoretical value of L0 and Lave were 35 and 23.3 cm
respectively for this cavity [21,24]. The fitting results agree with the theoretical values within the
measured error ranges. The fitting reflectivity of the inner coating was slightly lower than the value
provided by the supplier, which was caused by imperfections in the coating (pollution during drying
and a humidity difference).

To determine the non-linear transition point, the deviation between the linear (blue curve) and
nonlinear (red curve) fitting results was calculated and is shown as the green curve in Figure 5c.
The deviation increased with increasing oxygen concentration. We considered that the deviation
was resolved when it was larger than the system detection sensitivity. As the signal of each oxygen
concentration was measured 15 times, the detection error was obtained as the error bars shown in
Figure 5a. The average delta absorbance was 0.0045 for different oxygen concentrations. According to
the linear relationship, this detection error denoted a detection sensitivity of 0.6%, which is shown
as the dotted line in Figure 5c. Obviously, the deviation was smaller than the error bar value when
the oxygen concentration was lower than 21%. The deviation was larger than the error bar value and
could be resolved when the oxygen concentration was higher than 21%. Hence, we considered that the
transition point was an oxygen concentration of 21%. The absorbance value at the transition point was
0.17. Thus, a linear relationship between the absorbance and gas concentration could be ensured when
the absorbance was lower than 0.17 for this system. This result was universal for different gases in
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such a system. For other detection systems, the transition point is related to the detection error of the
system. We have provided an experimental method to determine the transition point of linear and
non-linear measurements for a diffused integrating cavity.

5. Conclusions

In summary, this study investigated the relationship between absorbance and gas concentration
when a diffuse integrating cavity was used as a gas cell. Theoretically, an approximation for weak
absorption was proposed. When the weak absorption condition was not satisfied, a non-linear relation
was be observed. Experimentally, different oxygen concentrations were measured by detecting the P9
absorption line at 763.84 nm using a cubic diffuse integrating cavity. A linear relationship between the
measured absorbance and the gas concentration was observed at low concentrations. The non-linear
transition point was confirmed as an oxygen concentration of 21%, based on experimental results. The
absorbance value of the transition point was 0.17. This transition point value was only applicable
to this system for oxygen detection. Thus, an approach to determine the applicable condition of
a diffuse cavity was proposed. For a different system, it was related to the detection sensitivity
and was measured using such method. This work studied the theoretical reason for the non-linear
phenomenon and provided an experimental method to determine the transition point when using a
diffuse integrating cavity as a gas cell.
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Appendix A. Detailed Derivation

The total light radiation, Φout, received by the detector is proportional to the sum of the
output radiation:

Φout =
n
∑

n=1
Φnout = f ρΦ0 exp(−α(L0 + Lave))[1 + (1 − f )ρ exp(−αLave) + (1 − f )2ρ2 exp(−2αLave)

+(1 − f )2ρ2 exp(−2αLave) + (1 − f )3ρ3 exp(−3αLave) + · · ·+ (1 − f )nρn exp(−nαLave)]

= f ρΦ0 exp(−α(L0 + Lave))
1−ρn(1− f )n exp(−nαLave)

1−ρ(1− f ) exp(−αLave)

= f Φ0 exp(−α(L0 + Lave))
1

1/ρ−(1− f ) exp(−αLave)
.

(A1)
Here, ρ(1 − f ) exp(−αLave) is less than 1 and ρn(1−f )n exp(−nαLave)~0. Thus, we ignored it.
Then, αLave and αL0 are usually less than 1 in gas detection (Equation (6) in the main text).

The following approximation was obtained mathematically as Equation (A2) (same as Equation (8) in
the main text):

exp(−αLave) ≈ 1 − αLave, exp(−αL0) ≈ 1 − αL0. (A2)

Taking Equation (A2) into (A1), the expression can be written as follow:

Φout = f Φ0[1 − α(L0 + Lave)]
1

1/ρ−(1− f )(1−αLave)

= f Φ0[1 − α(L0 + Lave)]
1/ρ−(1− f )−αLave(1− f )

[1/ρ−(1− f )]2−α2L2
ave(1− f )2 .

(A3)
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As αLave is less than 1, α2Lave
2(1 − f )2 was ignored. Then Equation (A3) can be converted into

Equation (A4).
Φout ≈ f Φ0[1 − α(L0 + Lave)]

1/ρ−(1− f )−αLave(1− f )
[1/ρ−(1− f )]2

= f Φ0
1/ρ−(1− f ) [1 − α(L0 + Lave)]

[
1 − αLave(1− f )

1/ρ−(1− f )

]
≈ f Φ0

1/ρ−(1− f )

[
1 − α(L0 + Lave)− αLave(1− f )

1/ρ−(1− f )

]
= f Φ0

1/ρ−(1− f )

[
1 − αL0 − αLave

1/ρ
1/ρ−(1− f )

]
= Φ′

0

[
1 − α

(
L0 +

1
1−ρ(1− f ) Lave

)]
.

(A4)

Then, we defined a condition. If Equation (A5) (same as Equation (7) in the main text) is satisfied,

α

(
L0 +

1
1 − ρ(1 − f )

Lave

)
<< 1. (A5)

Thus,

1 − α

(
L0 +

1
1 − ρ(1 − f )

Lave

)
≈ exp

(
−α

(
L0 +

1
1 − ρ(1 − f )

Lave

))
. (A6)

Hence, Φout can be expressed as follows, which is same as the Equation (10) in the main text.

Φout = Φ′
0 exp

[
−α(L0 +

1
1 − ρ(1 − f )

Lave)

]
. (A7)

Thus, the output radiation can be expressed in the same form as the Beer-Lambert law.

Appendix B. Detection Error of the System

For each oxygen concentration, the signal was detected 15 times. Figure A1 shows the continuous
detection results of the 10, 21, 40 and 60 oxygen concentrations. The detected OP fluctuation ranges for
different oxygen concentrations are shown in Table A1, which are plotted as the error bars in Figure 5a.
The Allen Variances of the OP for each concentration were calculated and are shown in Table A1. Thus,
the detection limit of oxygen was about 0.6% for this system.

Figure A1. Fluctuations of the measured results under different oxygen concentrations.
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Table A1. Fluctuation ranges of the detected OP and Allen Variances for different oxygen concentrations.

Oxygen Concentration (%) Fluctuated Ranges of OP (ΔOP) Allen Variances of OP Detection Limit (ΔC %)

5 0.0045 1.06 × 10−5 0.53
10 0.0044 1.10 × 10−5 0.52
15 0.0056 4.23 × 10−5 0.65
21 0.0040 2.84 × 10−5 0.47
25 0.0059 5.90 × 10−5 0.69
30 0.0054 4.3 × 10−5 0.63
40 0.0052 2.51 × 10−5 0.61
60 0.0046 1.09 × 10−5 0.54
80 0.0034 3.2 × 10−5 0.40
100 0.0032 3.7 × 10−5 0.38
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Featured Application: Supplying a high-efficiency coupling method of the gradient-index fiber

probe and hollow-core photonic crystal fiber for gas detection.

Abstract: A high-efficiency coupling method using the gradient-index (GRIN) fiber probe and
hollow-core photonic crystal fiber (HC-PCF) is proposed to improve the response time and the
sensitivity of gas sensors. A coupling efficiency model of the GRIN fiber probe coupled with
HC-PCF is analyzed. An optimization method is proposed to guide the design of the probe and five
samples of the GRIN fiber probe with different performances are designed, fabricated, and measured.
Next, a coupling efficiency experimental system is established. The coupling efficiencies of the probes
and single-mode fiber (SMF) are measured and compared. The experimental results corrected by
image processing show that the GRIN fiber probe can achieve a coupling efficiency of 80.22% at
distances up to 180 μm, which is obviously superior to the value of 33.45% of SMF at the same
distance. Moreover, with the increase of the coupling distance, the coupling efficiency of the probe is
still higher than that of SMF.

Keywords: hollow-core photonic crystal fiber; GRIN fiber probe; coupling efficiency; gas sensing

1. Introduction

A hollow-core photonic crystal fiber (HC-PCF) has periodical microstructures of air holes
surrounding a hollow core where light is confined [1]. Because the light is trapped in HC-PCF by a
photonic bandgap in the cladding that is made of spaced air holes instead of internal reflection, it is
possible to guide light in a gas-filled core [2]. In addition, its long interaction length can realize resonance
and near-resonance light-light and light-matter interactions [3]. Due to its excellent characteristics
in gas sensing, it has been extensively studied for gas detection. To realize an all-fiber gas sensor,
single-mode fiber (SMF) and HC-PCF are usually utilized for coupling, which has the advantages of a
compact structure, easy miniaturization, light weight, anti-interference, and long working range [4–6].
However, the assembly of SMF and HC-PCF has a low coupling efficiency, which will reduce the
output light intensity and thus reduce the sensitivity of the detection system according to Lambert-Beer
law [7].

Many efforts have been made to improve the coupling efficiency. In one proposed method,
the structure or fiber mode of HC-PCF [8,9] is specifically selected, or the micropore collapse effect [10]
is reduced, but with limited improvement of the coupling efficiency. In another proposal, the SMF is
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wedged into HC-PCF by special cutting, to ensure an ultra-high coupling efficiency [11]. However,
the structure is too compact and prevents the gas from entering the HC-PCF, resulting in a poor
response time of the sensor. In view of this, the coupling efficiency can only be improved by shortening
the distance between HC-PCF and SMF. In order to obtain a higher coupling efficiency, HC-PCF
should be as close as possible to SMF in consideration of the rapid divergence of SMF-emitted beams.
By controlling the distance between SMF and HC-PCF, it is shown that the coupling efficiency is
highest when the coupling length is 7.618 μm [12]. However, due to this short distance, the gas diffuses
into the HC-PCF very slowly [13], thereby reducing the response time of the sensor. Additionally,
the coupling gap is difficult to control for such a short distance.

In view of this, a coupling method that can achieve a high coupling efficiency at a long coupling
distance is proposed. By adding a GRIN fiber probe to the SMF, the coupling efficiency can be
substantially improved over the desired coupling distance. Compared to the all-fiber structure for gas
detection using a GRIN lens with a large volume [14], a GRIN fiber probe is an all-fiber optical lens
composed of a single-mode fiber, no-core fiber (NCF), and GRIN fiber. It has an ultra-small structure
size and good focusing performance [15]. It has been widely used in the field of optical coherent
tomography (OCT) [16–18] and interference sensing measurement [19,20]. The light emitted from
the GRIN fiber probe has the characteristics of focusing first and then diverging, which can obtain a
smaller beam waist spot at a longer distance, thus overcoming the shortcoming of the short working
distance of SMF. This excellent characteristic can be used in the study of HC-PCF gas sensors: a smaller
beam waist size helps to improve the coupling efficiency of the probe and HC-PCF, while a longer
working distance can maintain a long gap between the two, which is conducive to the entry of gas into
HC-PCF, improving the response time of the sensor.

2. Coupling Model of the GRIN Fiber Probe and HC-PCF

The GRIN fiber probe is an all-fiber optical lens which is fused by a single-mode fiber, no-core
fiber, and GRIN fiber in turn. The coupling model of the HC-PCF and GRIN fiber probe is shown in
Figure 1.

 
Figure 1. Coupling model of the GRIN fiber probe and HC-PCF.

Symbols are set as follows: λ is the light of the wavelength and ω0 is the beam radius of the
Gaussian beam, the refraction index of the NCF is n0, the length of the NCF is L0, the GRIN fiber lens
has the refractive index in the center n1 and the gradient constant g with length L, the refractive index
of the transmission medium in the application environment is n2, and z is the coupling distance or gap
width between the GRIN fiber probe and HC-PCF.

If light has no energy loss in the optical fibers, the working distance zω and focusing spot size 2ωf
of the GRIN fiber probe are expressed as [21]

zω =
S1 cos(2gL) + S2 sin(2gL)

S0 − S3 cos(2gL) − S4 sin(2gL)
(1)

where S0 = n2
1g2 + n2

1g2L2
0a2 + n2

0a2, S1 = −2n0n2L0a2, S2 = n1n2g + n1n2gL2
0a2 − n2n2

0a2/(n1g),
S3 = n2

1g2 + n2
1g2L2

0a2 − n2
0a2, S4 = 2n0n1gL0a2, a = λ/(n0πω2

0);
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2ω f = 2ω0

√
P0 cos2(gL) + P1sin2(gL) − P2 sin(2gL) (2)

where P0 = 1 + a2(L0 + n0zω/n2)
2, P1 = z2

ωn2
1g2/n2

2 + a2(n0/(n1g) − n1zωL0g/n2)
2, P2 = zωn1g/n2 −

a2(L0 + n0zω/n2)(n0/(n1g) − n1zωL0g/n2).
ω(z) is set as the radius of the beam from the GRIN fiber probe at distance z and can be given as

ω(z) = ω f

√
1 + [

λ(z− zω)
πω f

2 ]
2

(3)

The power of emitted light from the GRIN fiber probe is set to p0. To avoid a large number of
complex calculations for coupling efficiency using an overlap integral [22], a simplified model that
only takes distributions of the input beam into consideration is adopted. The emitted light from the
GRIN fiber can be approximated as a Gaussian beam, so the power received at the receiving end can
be expressed as

pt(z) =
∫ d

2

0

2p0

πω2(z)
exp(− 2r2

ω2(z)
)2πrdr (4)

where d is the mode field diameter (MFD) of HC-PCF. From Equations (3) and (4), the coupling
efficiency of the GRIN fiber probe coupled with HC-PCF can be expressed as

η =
pt

p0
= 1− exp(− d2/2

ω f
2 + [

λ(z−zω)
πω f

]
2 ) (5)

As a comparison, the spot size of the Gaussian beam after it is emitted from SMF [12] is

ω(z) = ω0

√
1 + [

λz
πω02 ]

2
(6)

and the SMF coupling efficiency is expressed as

η′ =
pt

p0
= 1− exp(− d2/2

ω02 + [ λz
πω0

]
2 ) (7)

Comparing Equations (5) and (7), the coupling efficiency of the GRIN fiber probe coupled with
HC-PCF in Equation (5) achieves the maximum value when the coupling distance z is equal to the
working distance zω of the probe, while the coupling efficiency of SMF coupled with HC-PCF in
Equation (7) achieves the maximum value when z is equal to zero; that is, a GRIN fiber probe can focus
an emitted spot at the working distance of the probe when the maximum coupling efficiency is achieved,
while SMF achieves the minimum spot and maximum coupling efficiency at zero distance. As a result,
the GRIN fiber probe achieves a higher coupling efficiency at a longer distance, which demonstrates
the superiority of the GRIN fiber probe over SMF when coupled with HC-PCF.

When the coupling distance z between the GRIN fiber probe and HC-PCF is equal to zω, Equation (5)
shows that the maximum coupling efficiency is only related to the waist radius ωf. If γ is set as the ratio
of the waist diameter of the GRIN fiber probe to the MFD of HC-PCF 2ωf/d, the maximum efficiency
can be expressed as

η = 1− exp[−2(
1
γ
)

2
] (8)

The coupling efficiency η becomes a function of the ratio γ, and it is necessary to analyze
the relationship between the two. If the waist diameter is much smaller than MFD of HC-PCF,
higher order modes with higher transmission losses are excited and the simplified model may not
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suitable. The minimum γ is set to 0.9 and changed from 0.9 to 2.5. The corresponding coupling
efficiency is shown in Figure 2.

Figure 2. Theoretical coupling efficiency η versus γ.

It can be concluded from Figure 2 that the coupling efficiency is 27.4% when the ratio γ is 2.5,
and the coupling efficiency will gradually increase as the ratio decreases. When the ratio is 1,
the coupling efficiency reaches 86.5%, and the coupling efficiency reaches 91.5% when the ratio is 0.9.
The results show that reducing the waist radius helps to improve the coupling efficiency.

3. The Relationship between Waist Radius and Working Distance of the Probe

Figure 2 shows that the smaller the waist radius ωf of the GRIN fiber probe is, the higher the
coupling efficiency is. However, Equation (8) is based on the premise that the coupling distance
between the probe and HC-PCF is equal to the working distance zω of the GRIN fiber probe. Because
of this, it is necessary to analyze the relationship between the waist radius and working distance.
According to Equation (1) and Equation (2) and previous studies [18–20], the nonlinear relationship
between the waist radius ωf and working distance zω is complex. Both of them are related to the
structural parameters of the GRIN fiber probe, such as the length L0 of the no-core fiber and the length
L of the GRIN fiber.

With the length of GRIN fiber increasing, the working distance and waist radius of the probe
change periodically, while both of them become larger with the increase of the length of the no-core
fiber. On one hand, to obtain a longer working distance and smaller waist radius, the length of the
no-core fiber should be weighed. Reference [21] pointed out that the length of the no-core fiber should
not be too long, otherwise the light beam may exceed the inner diameter of the GRIN fiber, which makes
the beam enter GRIN fiber cladding and reduces the spot quality. The maximum length L0max of the
no-core fiber can be calculated when the parameters of the fibers and beam are known. On the other
hand, due to the periodicity pitch characteristics of the GRIN fiber, analysis of the first cycle is enough,
so the length of the GRIN fiber can be limited to the first cycle Lmax. However, previous works have
not studied how to design the length of fibers to ensure the longest working distance of the probe at a
specified waist radius. In view of this, an optimization solution was proposed to guide the design of
the probe.

For a probe with a specified waist radiusωf, more than one set of no-core fibers and GRIN fibers (L0,
L) is satisfactory because of the periodic property of the function. The set that can generate the largest
working distance needs to be identified. The problem above can be summarized as finding the optimal
solution (L0, L)opt from all sets (L0, L)m that satisfy a specified waist radius in Equation (2), where the
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optimal solution can acquire the longest working distance Max(zω) in Equation (1). The problem can
be converted to an optimization problem:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

zω =
S1 cos(2gL)+S2 sin(2gL)

S0−S3 cos(2gL)−S4 sin(2gL)

s.t. ω f = ω0

√
P0 cos2(gL) + P1 sin2(gL) − P2 sin(2gL)

0 < L < Lmax

0 <L0 ≤ L0max

Max(zω)

(9)

4. Fabrication and Measurement of GRIN Fiber Probe Samples

To study the coupling efficiency of a GRIN fiber probe coupled with HC-PCF further, and to
demonstrate the relationship between the waist radius and working distance of a GRIN fiber probe,
GRIN fiber probe samples that meet requirements should be fabricated first. Following the fabricated
steps of an ultra-small GRIN fiber probe in the author’s research group, samples can be fabricated and
measured using the fabricated system and measuring system [21]. The measuring system is the Beam
Analyzer produced by Duma Optronics, which has a beam width/position resolution of about 1 μm
with a position accuracy of ±15 μm and power resolution of about 0.1 μW with a power measurement
accuracy of ±10%.

The parameters of materials are as follows. The center wavelength λ of the light source beam is
1.55 μm, and the SMF core radius ω0 is 4.5 μm. The no-core fiber has a refractive index n0 of 1.486.
The 50/125GRIN fiber core has a core diameter of 50 μm, outer diameter of 125 μm, refractive index n1

at the axis of 1.497, and gradient constant g of 5.587 mm−1. The selected no-core fiber and GRIN fiber
are both produced by Prime Optical Fiber Corporation (POFC). The refractive index n2 of air is set as 1.
The max length of Lmax and L0max can be calculated as 0.57 mm and 0.29 mm, respectively, according
to Section 3 under these parameters. NKT Photonics’ HC19-1550-01 hollow core photonic crystal fiber
with a mode field diameter of 13 μm is used. Five probes with different waist radii ωf were designed
and fabricated.

Theoretical and experimental parameters of the fabricated probes are shown in Table 1. The data
of No. 1~No. 5 in Table 1 is the theoretical value. The corresponding length of the no-core fiber L0opt

and length of the GRIN fiber Lopt can be calculated for each γ according to Equation (9). The specified
lengths of no-core fibers and GRIN fibers were cut as calculated above and the actual length of fibers
was recorded in No. 6~No. 10. After that, GRIN fiber probe samples were fabricated with these cut
fibers added to SMF using the fabricated system and the beam of these samples was analyzed by
the measuring system. Then, the measured working distance zω and the probe waist radius ωf were
recorded in Table 1 from No. 6~No. 10.

Table 1. Parameters of the GRIN fiber probe with a specified waist radius.

Types No. γ (L0) opt (mm) (L)opt (mm) ωf (μm) Max(zω) (mm)

Theoretical results

1 0.62 0.290 0.213 4.00 0.165
2 0.92 0.290 0.171 6.00 0.278
3 1.23 0.290 0.151 8.00 0.376
4 1.54 0.290 0.139 10.00 0.463
5 1.85 0.290 0.131 12.00 0.538

Experimental results

6 0.95 0.290 0.213 6.15 0.188
7 1.35 0.290 0.171 8.80 0.270
8 1.56 0.290 0.151 10.14 0.320
9 1.82 0.290 0.139 11.80 0.400
10 2.33 0.290 0.131 15.16 0.530
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The data in Table 1 shows that the actual waist radius and working distance of the probe are slightly
different from the theoretical calculation. These errors may come from the error of the measuring
device, the limitation of the fabrication device, and human operation error.

5. Coupling Efficiency Experiment and Discussion

To measure the coupling efficiency of the GRIN fiber probe and HC-PCF, an experimental system
was built to test the probes above. Both the GRIN fiber probe and HC-PCF are fixed in a V-type
groove of micro-displacement platform. The coupling distance between two fibers can be adjusted by
a micro-displacement platform. An amplified spontaneous emission (ASE) laser is used as the light
source for the GRIN fiber probe and Beam Analyzer is used as a detector to measure the power of
emitted light from HC-PCF. The schematic of the experimental system is shown in Figure 3.

ASE-C-11-G of HOYATEK Company was adopted as the ASE light source, which has a central
wavelength ranging from 1527 nm to 1565 nm. We selected HC19-1550-01 of NKT Photonics
Company as HC-PCF. This fiber has a core radius of 10 μm, outer cladding diameter of 115 μm,
and attenuation <0.03 dB/m. We cut 5 cm of this fiber for the experiment to reduce the effect of
attenuation. XYZW76H-25-0.25 and MGA2 micro-displacement platforms of Shanghai Lianyi Company
were used to adjusted the coupling distance between the two fibers, which can achieve a resolution of
1 μm displacement within 25 mm in the direction of the measurement axis. The experimental system
setup is shown in Figure 4a and the detail of the coupling part marked with a red frame is shown in
Figure 4b.

Figure 3. Schematic of the experimental system.

 
Figure 4. Coupling efficiency testing system: (a) Experimental system setup; (b) detail of coupling part.

As shown in Figure 4a, the GRIN fiber probe connected to the ASE laser was mounted in the
V-groove of the micro-displacement platform, and the emitted power p0 was detected by the Beam
Analyzer. After that, the GRIN fiber probe and HC-PCF were installed according to the assembled
method in Figure 4b. The micro-displacement platform was adjusted to align two fibers until the
emitted power received by the Beam Analyzer was at the maximum.

The micro-displacement platform fixed with HC-PCF was moved from the position where the
distance between the GRIN fiber probe and HC-PCF was zero to 1 mm at intervals of 10μm. The emitted
power pt at each position was measured five times and the average value was used as the result. As a
comparison, the coupling efficiency between SMF and HC-PCF was also measured following the same
procedure as above by replacing the GRIN fiber probe with SMF.
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In fact, the start position can only make two fibers as close to each other as possible, but the
distance cannot be zero. It is difficult to tighten two fibers completely because it is likely to damage the
porous structure of HC-PCF. Therefore, coupling distance correction of the result is necessary. We used
a 40×magnifying glass to take pictures at the start position and measured the initial distance by image
processing. The image processing is shown in Figure 5.

Figure 5. Initial distance measurement between the GRIN fiber probe and HC-PCF: (a) original image,
(b) binarization processing, and (c) image in pixels.

Figure 5a is an original image taken by means of a magnifying glass. We extracted the pixel
value in a black channel and adopted binarization processing, and the result is showed in Figure 5b.
The detail in pixels marked with the frame is shown in Figure 5c. The outer diameter of 125 μm of
the GRIN fiber probe that has a clear outline is used as the reference to calculate the initial distance.
The initial distance between the two can be calculated as 125*14/21 μm, which is about 80 μm. The initial
distance in a comparison experiment that used SMF is processed in the same way.

To avoid accumulative error due to the fabrication errors in Table 1, the actual waist radius and
working distance of GRIN fiber probes from No. 6~No. 10 were used as the input for calculation.
The theoretical coupling efficiency of the GRIN fiber probe with a ratio γ of 0.95 according to Equation (5)
and the experimental results that have been corrected are shown in Figure 6. The theoretical and
experimental results of the SMF fiber are plotted in this figure as a comparison.

Figure 6. Theoretical and experimental values of coupling efficiency.

It can be seen from Figure 6 that the trend of experimental results is consistent with the theoretical
results, but there is little discrepancy between the experimental and theoretical results due to some
sources of error. The biggest reason for the discrepancy is that the simplified model only takes
distributions of the input beam into consideration, without the distributions of HC-PCF. The second
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reason is that the MFD of HC-PCF is used as the integral range and the contribution of other areas
within the core diameter is neglected. Fresnel reflection, operating error, and straightness error of
micro-displacement can also cause deviation.

Figure 6 shows that the coupling efficiency of the probe is lower than that of SMF when the
coupling distance is less than 0.1 mm. However, with the increase of coupling distance, the coupling
efficiency of SMF decreases gradually, while the coupling efficiency of the probe shows a trend of
increasing first and then decreasing. The coupling efficiency of the GRIN fiber probe reaches a
maximum value of 80.22% at 180 μm, where the coupling distance is equal to the working distance
of the probe, which corresponds to the theoretical calculation in Equation (5). As a comparison,
the coupling efficiency of SMF at the same position has decreased to 33.45%. With the increase of
coupling distance, the probe can obtain a higher coupling efficiency than SMF and gain a similar value
when the distance is longer than 0.8 mm. Considering this, the incident end of HC-PCF can be placed
at the range of 0.1 mm to 0.8 mm for this GRIN fiber probe, where the GRIN fiber probe can acquire a
higher coupling efficiency than SMF when it is coupled with HC-PCF for gas sensing.

The experimental results show that the coupling model of the GRIN fiber probe can have a
much longer working distance than SMF, so a larger gap between two coupled fibers can be achieved.
The larger gap may make it easier for gas to enter the HC-PCF, so it takes less time to let the gas fill the
HC-PCF before measurement, thereby reducing the system response time. In addition, the model of
the GRIN fiber probe can obtain a higher coupling efficiency at the same distance, which can improve
the sensitivity of the system. The higher coupling efficiency of the model means the light entering
HC-PCF has a higher power, and the power of the output light from HC-PCF passing through the gas is
proportional to the power of input light if the gas concentration is constant according to Lambert-Beer
law. Therefore, the model of the GRIN fiber probe may display a bigger change in light power than the
model of SMF when the concentration changes the same value; that is, the model of the GRIN fiber
probe has a higher sensitivity.

The optimization problem used to obtain the maximum working distance for each specified
waist radius is proposed in Equation (9). To verify the relationship between the working distance
and maximum coupling efficiency, the coupling efficiency experiments for five fabricated fiber probes
in Table 1 have been conducted. Theoretical and experimental results are plotted in Figure 7 and
measurement errors are shown as error bars.

Figure 7. Theoretical and experimental working distance and maximum coupling efficiency versus γ.

The maximum coupling efficiency in Figure 7 is slightly different from theoretical value due to
similar errors in Figure 6, and the working distance of the probe is slightly less than the theoretical
value because of some errors expounded in Section 4. The results show that the maximum coupling
efficiency of the probe decreases and the working distance of the GRIN fiber probe increases with the
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increase of the coupling distance; that is, the maximum coupling efficiency and working distance are
contradictory. Both of them should be balanced according to the application and the optimal choice
should be studied in further experiments.

6. Conclusions

A coupling model of the GRIN fiber probe and HC-PCF has been established and a method
to calculate the coupling efficiency of the model has been deduced. An optimization problem was
proposed as a guideline for the design of the probe to obtain the longest working distance at a specified
waist radius. A series of specified probe samples were fabricated and a coupling efficiency experiment
was carried out. Image processing was implemented before the experiment to correct the results.
In addition, the relationship between the coupling efficiency and working distance was discussed.
The theoretical and experimental results show that the maximum coupling efficiency of the probe
is obtained when the coupling distance is equal to the working distance of the probe. Although
the coupling efficiency of the GRIN fiber probe at a very short distance is lower than that of SMF,
the coupling efficiency of the probe is obviously higher than that of SMF with the increase of coupling
distance. Therefore, the probe coupled with HC-PCF can obtain a higher coupling efficiency at a longer
distance. The longer distance can improve the response time of the system and the higher coupling
efficiency can improve the sensitivity of the system. Because of the contradictory relationship between
the maximum coupling efficiency and the working distance of the GRIN fiber probe, some theoretical
and experimental analyses are necessary in the future to select the optimized GRIN fiber probe for
gas sensing.

Author Contributions: C.W. and A.A. conceived and designed the experiment; J.S. performed the experiment;
X.L. and J.L. supervised the entire work; C.W. and Y.Z. wrote the paper.

Funding: The authors acknowledge the financial support of the National Natural Science Foundation of China
(Grant No. 61773249, No. 41704123), the Natural Science Foundation of Shanghai (Grant No. 16ZR1411700),
and the Science and Technology on Near-Surface Detection Laboratory (Grant No. TCGZ2018A007).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Knight, J.C.; Broeng, J.; Birks, T.A.; Russell, P.S.J. Photonic band gap guidance in optical fibers. Science 1998,
282, 1476–1478. [CrossRef] [PubMed]

2. Carvalho, J.P.; Magalhães, F.; Ivanov, O.V.; Frazão, O.; Araújo, F.M.; Ferreira, L.A.; Santos, J.L. Evaluation of
coupling losses in hollow-core photonic crystal fibres. Proc. SPIE 2007, 6619, 66191V.

3. Monfared, Y.E. Transient dynamics of stimulated Raman scattering in gas-filled hollow-core photonic crystal
fibers. Adv. Mater. Sci. Eng. 2018, 2018, 1–5. [CrossRef]

4. Zhao, Y.; Jin, W.; Lin, Y.; Yang, F.; Ho, H.L. All-fiber gas sensor with intracavity photothermal spectroscopy.
Opt. Lett. 2018, 43, 1566–1569. [CrossRef] [PubMed]

5. Morel, J.; Marty, P.T.; Feurer, T. All-fiber multi-purpose gas cells and their applications in spectroscopy.
J. Lightwave Technol. 2010, 28, 1236–1240.

6. Wu, Z.F.; Zheng, C.T.; Liu, Z.W.; Yao, D.; Zheng, W.X.; Wang, Y.D.; Wang, F.; Zhang, D.M. Investigation of
a slow-light enhanced near-infrared absorption spectroscopic gas sensor, based on hollow-core photonic
band-gap fiber. Sensors 2018, 18, 2192. [CrossRef]

7. Swinehart, D.F. The Beer-Lambert Law. J. Chem. Educ. 1962, 39, 333. [CrossRef]
8. Sleiffer, V.A.J.M.; Jung, Y.; Baddela, N.K.; Surof, J.; Kuschnerov, M.; Veljanovski, V.; Hayes, J.R.; Wheeler, N.V.;

Fokoua, E.R.N.; Wooler, J.P. High capacity mode-division multiplexed optical transmission in a novel 37-cell
hollow-core photonic bandgap fiber. J. Lightwave Technol. 2014, 32, 854–863. [CrossRef]

9. Kiarash Zamani, A.; Digonnet, M.J.F.; Shanhui, F. Optimization of the splice loss between photonic-bandgap
fibers and conventional single-mode fibers. Opt. Lett. 2010, 35, 1938–1940.

10. Zhao, C.L.; Xiao, L.; Demokan, M.S.; Jin, W.; Wang, Y. Fusion splicing photonic crystal fibers and conventional
single-mode fibers: Microhole collapse effect. J. Lightwave Technol. 2007, 25, 3563–3574.

253



Appl. Sci. 2019, 9, 2073

11. Fan, D.; Jin, Z.; Wang, G.; Xu, F.; Lu, Y.; Hu, D.J.J.; Wei, L.; Shum, P.; Zhang, X. Extremely high-efficiency
coupling method for hollow-core photonic crystal fiber. IEEE Photonics J. 2017, 9, 1–8. [CrossRef]

12. Parmar, V.; Bhatnagar, R.; Kapur, P. Optimized butt coupling between single mode fiber and hollow-core
photonic crystal fiber. Opt. Fiber Technol. 2013, 19, 490–494. [CrossRef]

13. Ding, H.; Li, X.; Cui, J.; Yang, L.; Dong, S. An all-fiber gas sensing system using hollow-core photonic
bandgap fiber as gas cell. Instrum. Sci. Technol. 2011, 39, 78–87. [CrossRef]

14. Ma, Y.; Tong, Y.; He, Y.; Jin, X.; Tittel, F.K. Compact and sensitive mid-infrared all-fiber quartz-enhanced
photoacoustic spectroscopy sensor for carbon monoxide detection. Opt. Express 2019, 27, 9302–9312.
[CrossRef] [PubMed]

15. Wang, C.; Mao, Y.X.; Fang, C.; Tang, Z.; Yu, Y.J.; Qi, B. Analytical method for designing gradient-index fiber
probes. Opt. Eng. 2011, 50, 62–65.

16. Mao, Y.X.; Chang, S.; Sherif, S.; Flueraru, C. Graded-index fiber lens proposed for ultrasmall probes used in
biomedical imaging. Appl. Opt. 2007, 46, 5887–5894. [CrossRef]

17. Yang, X.; Lorenser, D.; Mclaughlin, R.A.; Kirk, R.W.; Edmond, M.; Simpson, M.C.; Grounds, M.D.;
Sampson, D.D. Imaging deep skeletal muscle structure using a high-sensitivity ultrathin side-viewing
optical coherence tomography needle probe. Biomed. Opt. Express 2014, 5, 136–148. [CrossRef]

18. Dirk, L.; Xiaojie, Y.; Sampson, D.D. Ultrathin fiber probes with extended depth of focus for optical coherence
tomography. Opt. Lett. 2012, 37, 1616–1618.

19. Pfeifer, T.; Schmitt, R.; Konig, N.; Mallmann, G.F. Interferometric measurement of injection nozzles using
ultra-small fiber-optical probes. Chin. Opt. Lett. 2011, 9, 37–40.

20. Wang, C.; Xu, L.L.; Zhu, J.; Yuan, Z.W.; Yu, Y.J.; Asundi, A.K. A novel integrated fiber-optic interferometer
model and its application in micro-displacement measurement. Opt. Lasers Eng. 2016, 86, 125–131. [CrossRef]

21. Bi, S.B.; Wang, C.; Zhu, J.; Yuan, Z.W.; Yu, Y.J.; Valyukh, S.; Asundi, A. Influence of no-core fiber on the
focusing performance of an ultra-small gradient-index fiber probe. Opt. Lasers Eng. 2018, 107, 46–53.
[CrossRef]

22. Hoo, Y.L.; Jin, W.; Ju, J.; Ho, H.L. Loss analysis of single-mode fiber/photonic-crystal fiber splice. Microw. Opt.
Technol. Lett. 2004, 40, 378–380. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

254



applied  
sciences

Article

Real-Time Vision through Haze Based on
Polarization Imaging

Xinhua Wang 1,2, Jihong Ouyang 1,*, Yi Wei 3, Fei Liu 2,3,* and Guang Zhang 2

1 College of Computer Science and Technology, Jilin University, Changchun 130012, China;
xinhuajlu@163.com

2 State Key Laboratory of Applied Optics, Changchun Institute of Optics, Fine Mechanics and Physics,
Chinese Academy of Sciences, Changchun 130033, China; zhangguang0920@163.com

3 School of Physics and Optoelectronic Engineering, Xidian University, Xi’an 710071, China;
wei18334704740@163.com

* Correspondence: ouyj@jlu.edu.cn (J.O.); feiliu@xidian.edu.cn (F.L.)

Received: 19 November 2018; Accepted: 25 December 2018; Published: 3 January 2019

Abstract: Various gases and aerosols in bad weather conditions can cause severe image degradation,
which will seriously affect the detection efficiency of optical monitoring stations for high pollutant
discharge systems. Thus, penetrating various gases and aerosols to sense and detect the discharge
of pollutants plays an important role in the pollutant emission detection system. Against this
backdrop, we recommend a real-time optical monitoring system based on the Stokes vectors through
analyzing the scattering characteristics and polarization characteristics of both gases and aerosols in
the atmosphere. This system is immune to the effects of various gases and aerosols on the target to
be detected and achieves the purpose of real-time sensing and detection of high pollutant discharge
systems under bad weather conditions. The imaging system is composed of four polarizers with
different polarization directions integrated into independent cameras aligned parallel to the optical
axis in order to acquire the Stokes vectors from various polarized azimuth images. Our results show
that this approach achieves high-contrast and high-definition images in real time without the loss of
spatial resolution in comparison with the performance of conventional imaging techniques.

Keywords: real-time observation; optical sensing; stokes vectors; information processing technology

1. Introduction

Environmental pollution has become a matter of great concern in recent years. In order to protect
the environment, the inspection of the environmental quality, especially the sensing and detection
of the emission of pollutants, is a problem that must be faced [1,2]. In view of this situation, many
countries have set up environmental stations to monitor companies with high pollutant emissions [3].
The optical sensing and detection method has become the most popular monitoring method owing to
its high resolution, abundant information, and use of simple equipment. However, in bad weather
conditions, such as hazy and rainy weather conditions, the atmospheric aerosols and various gases,
especially the haze particles, have a serious scattering effect on the light wave [4,5]. The image obtained
under these conditions will go through a serious degradation process, which will reduce the efficiency
of optical sensing and detecting, as well as the monitoring distance [6,7]. Therefore, without increasing
the number of monitoring stations, how to improve the sense and detect distance of the monitoring
station under the condition of bad weather and how to remove the influence of gases and aerosols on
the monitoring efficiency have become urgent problems to be solved.

This paper proposes a real-time optical sensing and detection system based on the Stokes vectors
through analyzing the scattering characteristics and polarization characteristics of gases and aerosols
in the atmosphere. This system can sense and detect the emission of pollutants in real time in bad
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weather and improve the monitoring distance of the environmental monitoring system. In this study,
we first analyzed the principles of polarization imaging algorithms and established a physical model
for polarization images through gases and aerosols in bad weather based on the Stokes vectors. Next,
we developed a real-time optical sensing and detection system with four cameras aligned parallel to the
optical axis. By solving the linear polarization parameters of the Stokes matrix, we achieved real-time
registration of different polarization images. Further, we achieved visual enhancement of polarization
degree images using an image registration algorithm based on the speeded up robust features (SURF)
algorithm and a bilinear interpolation based on the contrast-limited adaptive histogram equalization
(CLAHE) algorithm. Our results show that the proposed system can achieve real-time high-contrast,
high-definition imaging under bad weather conditions without a loss of spatial resolution.

2. Physical Model for Polarization Image

To construct our physical model, we consider the situation in which two degraded orthogonally
polarized azimuth images are first acquired by rotating the polarizer installed in front of the detector
in bad weather that has various gases and aerosols present. A clear scene is subsequently acquired by
effectively splitting the azimuth images based on the differences of polarization properties between
the atmospheric light and the target light [8]. The total intensity incident on the detector can be
expressed as:

ITotal = T + A = LObjecte−βz + A∞

(
1 − e−βz

)
(1)

The total light intensity ITotal received by the detector consists of the target light T and the
atmospheric light A. Target light T is the target radiation LObject that reaches the detector after being
scattered by various gases and aerosols, and it exponentially decays during transmission [9], as shown
in the attenuation model in Figure 1a. Atmospheric light A refers to the sunlight received by the
detector after the scattering of various gases and aerosols, and it increases with the detection distance,
as shown in the atmospheric light model in Figure 1b. The relationship between ITotal T, A, and LObject
is given by Equation (1), where A∞ denotes the atmospheric light intensity from infinity, β denotes the
atmospheric attenuation coefficient, and z denotes the distance between the target and the detector.

Figure 1. (a) Attenuation model, and (b) atmospheric light model.

During polarization imaging, two orthogonally polarized azimuth images are acquired at the
detector by rotating the polarizer. In particular, Imin denotes the minimum atmospheric light intensity,
whereas its orthogonal counterpart, Imax, denotes the maximum atmospheric light intensity [6].
The expressions for Imin, Imax, and ITotal are as follows:

Imax = IT/2 + Imax
B

Imin = IT/2 + Imin
B

(2)

ITotal = Imax + Imin (3)
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Upon selecting an area with uniform atmospheric light without targets and setting Amax(x, y) and
Amin(x, y), the polarization of the atmospheric light can be expressed as Equation (4), where Amax(x, y)
and Amin(x, y) denotes the brightest and darkest atmospheric light, respectively, and (x, y) denotes
image pixel point coordinate:

p =
Amax(x, y)− Amin(x, y)
Amax(x, y) + Amin(x, y)

(4)

Substitution of Equations (2)–(4) into Equation (1) yields the mathematical model for a
high-definition scenario, as follows:

LObject =
(ITotal − (Imax − Imin)/p)

1 − A/A∞
(5)

From Equation (5), we note that the polarization image model uses the vector vibration direction
difference between the target and the atmospheric light to filter the effects of the atmospheric
light. High-contrast and high-definition images of targets under smoggy conditions are acquired by
comparing the differences of the orthogonally linear-polarized azimuth images acquired by rotating
the polarizers.

3. Real-Time Optical Sensing and Detection System

The polarization image model primarily relies on the random rotation of the polarizer installed
in front of the detector for obtaining the maximum and minimum polarization azimuth images, thus
limiting its real-time detection results. In this study, we propose a polarization image acquisition
method based on the Stokes vectors. According to the Stokes principle, a real-time optical sensing and
detection system is designed, which is capable of acquiring the four Stokes parameters in real time,
which are then used to solve for the clear scene based on the polarization image model. In addition, to
ensure that all the Stokes vectors are targeting the same field of view, the system uses a calibration
platform based on a luminescence theodolite to complete the calibration of the common optical axis of
the four-camera array.

3.1. Polarization Image Acquisition Method Based on Stokes Vectors

In 1852, Stokes proposed a detection method that utilized light intensity to describe the
polarization characteristics. This method, known as the Stokes vector [10] method, allows for a
more intuitive and convenient observation and acquisition of the polarization information of light.
The Stokes matrix S = [S0, S1, S2, S3]T is commonly used to describe the polarization state of a light
wave, where S0 denotes the total intensity of radiation, S1 the intensity difference between vertically
and horizontally polarized light waves, S2 the intensity difference between two 45◦-polarized light
waves, and S3 the intensity difference between right-handed and left-handed circularly polarized light
waves. The expression S is as follows:

S =

⎡
⎢⎢⎢⎣

S0

S1

S2

S3

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

I0◦ + I90◦

I0◦ − I90◦

I45◦ − I135◦

2Iλ/4,45◦ −
(

I0◦ + I90◦
)

⎤
⎥⎥⎥⎦ (6)

where I0◦ , I45◦ , I90◦ , and I135◦ denote the intensities of light corresponding to polarization directions of
0◦, 45◦, 90◦, and 135◦; these intensities of light are obtained by installing polarizers that have different
light transmission directions (including 0◦, 45◦, 90◦, and 135◦) in front of the detector. Iλ/4, 45◦ means
the right-handed circularly polarized light. This is achieved by installing a polarizer that transmits 45◦

light in front of the detector, and then installing a wave plate whose fast axis direction is 0◦ in front of
the polarizer.
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Under natural conditions, the circular component can be neglected because there is no circular
polarization properties in nature. Hence, the stokes vector can be reduced to a vector containing only
linear polarization components S′ = [S0, S1, S2]T. Therefore, only the intensities of light corresponding
to different polarization directions, namely I0◦ , I45◦ , I90◦ , and I135◦ , need to be measured. Subsequently,
linear components S0, S1, and S2 of the target-light Stokes matrix can be obtained using Equation (7).
The polarization state of the light wave can be expressed as follows:

S′ =

⎡
⎢⎣ S0

S1

S2

⎤
⎥⎦ =

⎡
⎢⎣ I0◦ + I90◦

I0◦ − I90◦

I45◦ − I135◦

⎤
⎥⎦ (7)

After the polarization information of the light wave is obtained through measurement, it is
visualized using polarization degree images P or polarization angle images θ. In general, the degree of
polarization (DoP) can be calculated by means of the Stokes vectors, and the degree of polarization
of the actual measurement, that is, the degree of linear polarization (DoLP), can be calculated using
Equation (8):

DoLP =

√
S2

1 + S2
2

S0
(8)

Further, Imax and Imin, that is, the maximum and minimum light intensities, respectively, required
for the polarization-based imaging model, can be calculated using Equation (9):

Imax = (1+DoLP)S0
2

Imin = (1−DoLP)S0
2

(9)

3.2. Design of Real-Time Optical Sensing and Detection System

As per the polarization image model, the real-time optical sensing and detection system with four
cameras aligned parallel to the optical axis was designed. Analyzers were mounted and integrated
inside each lens at angles of 0◦, 45◦, 90◦, and 135◦ relative to the polarization direction of the incident
light. The structure of our optical system is shown in Figure 2.

Figure 2. Real-time optical sensing and detection system.

A calibration platform, using a luminous theodolite, was adopted for the calibration of the
common optical axis of the four-camera array. During calibration, via controlling the linear motion of
a two-dimensional rail, the exit pupil of the theodolite was aligned with the entrance pupils of the
cameras separately. Next, with the crosshair lit, the orientation of the optical axis of each camera was
adjusted individually to center the crosshair image on the target surface of the camera. High-precision
calibration of the common optical axis was thereby completed, and the requirements for subsequent
image registration were fulfilled. According to the above analysis, we next constructed a four-axis
calibration platform, which was composed of the following elements: a luminous theodolite (1),
a horizontal rail (2), a vertical rail (3), a load platform (4), a right angle fixed block (5), and a servo
drive (6). Each part is marked on Figure 3.
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Figure 3. Four-axis calibration platform.

In addition, the cameras were equipped with external triggers for synchronized exposure (trigger
IN) and image capture (trigger OUT) from the four cameras. Transistor–transistor logic (TTL) levels
that had both trigger IN and OUT interfaces were employed such that one signal could be used to
trigger multiple cameras. That is, trigger OUT was enabled on the first camera, while the remaining
three were enabled with trigger IN, such that synchronized imaging using multiple cameras was
enabled. Compared with other polarization imaging systems, such as a focal-plane polarization
imaging system [11], micropolarizer arrays polarization imaging system [12], and so on [13–16],
the proposed system has the advantages of low cost and simple imaging system. This system can
obtain the polarization images without losing the light energy.

4. Target Enhancement Algorithms Based on Polarization Information

4.1. Polarization Image Registration Algorithm Based on SURF

The real-time optical sensing and detection system described in this study used four cameras
aligned parallel to the optical axis, which can cause misalignment and rotation of pixel units because
of different shooting positions and directions of the cameras. Because the solutions of intensity,
polarization difference, and polarization degree images are based on pixel units, misalignment of pixel
units between polarized azimuth images can result in false edges or blurring.

In our study, by the adoption of the SURF-based real-time image registration algorithm for
subpixel-precision registration of the acquired linear polarization degree images, the pixels between
the polarization images were aligned via the procedure shown in Figure 4, which constituted three
steps: feature detection and extraction, feature vector matching, and spatial transformation model
parameter estimation [17,18]. The detailed algorithm procedure is listed below.

Step 1: Use the high-precision four-dimensional calibration platform to pre-calibrate the
overlapping imaging areas of the adjacent cameras.

Step 2: Use fast Hessian detectors to extract the feature points of the reference image and the
image to be registered within the overlapping area, and generate SURF description vectors.

Step 3: Use the fast approximate nearest neighbors (FANN) algorithm to obtain the initial matching
point pair, and sort the Euclidean distance of the feature vectors of the pair.
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Step 4: Use the progressive sample consensus (PROSAC) algorithm to perform spatial
transformation model parameter estimation, which derives the geometric spatial transformation
relationship between the reference image and the image to be registered.

This algorithm is invariant to changes in image size, rotation, and illumination. The registration
speed is within milliseconds, and the accuracy is at the level of 0.1 pixel.

Figure 4. Flowchart of image registration algorithm.

4.2. CLAHE Image Enhancement Algorithm Based on Bilinear Interpolation

While the overall quality and contrast were significantly improved in the polarization
reconstructed scenes, local details were not adequately enhanced, and overexposure was noted in
the sky portion of the image [19]. To resolve these issues, we used a bilinear interpolation CLAHE
algorithm to further enhance the polarization reconstructed images via the following steps:

Step 1: Divide the image into several area blocks to perform individual contrast enhancement
based on the block’s histogram. The local contrast enhancement is represented by Equation (10):

x′i,j = mi,j + k
(

xi,j − mi,j
)

(10)

where xi,j and x′i,j denote the grayscale values before and after enhancement, respectively, and

mi,j =
1

m×n ∑
(i,j)∈W

xi,j denotes the average grayscale value of the pixels in block W. Parameter k can be

represented as in Equation (11):

k = k′
[(

σ2
i,j

σ2
n

)
− 1

]
(11)

where k′ denotes the scale factor, σ2
n the noise variance of the whole image, and σ2

i,j the grayscale
variance of block W.

Step 2: Stitch neighboring regions by means of bilinear interpolation to effectively eliminate the
artifacts between neighboring regions introduced post local contrast enhancement. Assume that the
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values of four points K11 = (x1, y1), K12 = (x1, y2), K21 = (x2, y1), and K22 = (x2, y2) of a function f (x) are
known; then, the value of a point H = (x, y) of the f (x) function can be derived by linear interpolation.

First, linear interpolation is performed along the x-direction to obtain the value as represented by
Equations (12) and (13):

f (H1) ≈ x2−x
x2−x1

f (K11) +
x−x1
x2−x1

f (K21)

H1 = (x, y1)
(12)

f (H2) ≈ x2−x
x2−x1

f (K12) +
x−x1
x2−x1

f (K22)

H2 = (x, y2)
(13)

Subsequently, the same operation is performed along the y-direction as represented in Equation (14):

f (H) ≈ y2 − x
y2 − y1

f (H1) +
y − y1

y2 − y1
f (H2) (14)

5. Results and Discussion

Testing Environment

All images in this study were acquired by use of a real-time optical sensing and detection system
with four cameras aligned parallel to the optical axis. Figure 5 shows the photograph of the imaging
system. The specifications of the cameras were as follows: 60◦ field of view, 8-mm focal length, and
4 million pixels. Different from other optical imaging systems, polarization imaging system only
requires the installation of a polarizer in front of ordinary industrial cameras to achieve clear scene
imaging. In this study, the type of camera is GS3-U3-41C6C-C, which is produced by Pointgrey
based in vancouver, Canada, and the type of polarizer mounted in front of the camera isLPVISC100,
this polarizer is produced by Thorlabs in the American state of New Jersey.

 

Figure 5. Real-time polarization dehazing imaging system.

MATLAB R2017b(developed by MathWorks in Massachusetts, America) was used to execute the
real-time polarization image processing and enhancement algorithm, and the program was run on
a computer with a Windows 7 (64-bit) operating system and an Intel Core i7-4790K processor with
32 GB RAM, this processor is produced by Dell based in Texas, America. The time required to process
a frame of image on the system was 30 ms.

The raw images obtained from the real-time optical sensing and detection system using four
cameras parallel to the optical axis are shown in Figure 6. These images were acquired under hazy
weather conditions, and the image quality was seriously degraded, and the presence of atmospheric
light, which was produced via haze particles, seriously reduced the image contrast and the detection
distance of the system. In our study, we first applied the conventional polarization image enhancement
algorithm proposed by Y.Y. Schechner [20], and the result is shown in Figure 6h. The algorithms
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proposed by Y.Y. Schechner are the most classical of all polarization imaging algorithms [21–23], and
their processing effect can represent the processing effect of most algorithms. When compared with
the raw images, the images reconstructed by the conventional algorithm showed obvious visual
enhancements as the atmospheric light at both the near and far ends of the images are removed, and
the contrast was also improved. However, this enhancement algorithm resulted in overexposure in
the sky region, thereby limiting the visual perception of the image. Figure 6i shows the reconstructed
image obtained by applying the registration and enhancement algorithm proposed in this study.
We first note that this algorithm effectively eliminates the effects of atmospheric light on the image
and improved the contrast of the image. Further, the proposed algorithm reduced not only the effects
of atmospheric light for objects at the near ends, but also for those at the far ends, thus creating a
perception of stereovision. In addition, a comparison of Figure 6h,i demonstrates that the proposed
algorithm not only avoided overexposure in the sky but also enriched the details of the image.

 

Figure 6. (a–d) Polarization images corresponding to polarization angles of 0◦, 45◦, 90◦, and 135◦;
(e) Polarization image with minimum airlight; (f) Polarization image with maximum airlight; (g) Total
intensity image; (h) Detection result obtained using the method of Schechner; (i) Detection result
obtained with proposed method; The zoomed-in view of the region of interest marked with a red
rectangle in (g) and (i) will be shown in Figure 7a,b.
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Figure 7. (a,b) The zoomed-in view of the region of interest marked with a red rectangle in Figure 6g,i;
A and B are two buildings with different distances from the detector in the scene.

The zoomed-in view of the region of interest marked with a red rectangle in Figure 6g,i is shown
in Figure 7a,b. The distance between building A and the detector was 1.6 km, and we can only observe
the outline of the building under the influence of haze, which means the spatial resolution of Figure 7a
at the detection distance of 1.6 km is 15 m. However, we can see two windows of building A in
Figure 7b, which means the spatial resolution of Figure 7b at the detection distance of 1.6 km was
2 m. Furthermore, building B, which is completely invisible in Figure 7a, is highlighted in Figure 7b.
These changes suggest that our imaging system can improve spatial resolution in severe weather
conditions. However, the limitation of the proposed method is also obvious. There was a large amount
of noise in the distant area. This was because when using Equation (1) to enhance the reflected light
energy of distant targets, the noise existing there also tended to be amplified in line with the same
trend [24].

Figure 8 shows the intensity distribution curve in the pixels of row 415 (counting from top
to bottom) across the background and the target from Figure 6g–i, which provides an intuitive
demonstration of the difference between the atmospheric light and the target light in the imaging
scene, as well as changes in the contrast. When compared with the results obtained with the Schechner
algorithm (red curve), the reconstruction result of our algorithm (blue curve) increases the atmospheric
light-target light difference to a certain extent and enhances the contrast of the image. In Figure 8,
the fluctuations of the blue curve are stronger than those of the red one, particularly at the target
location. The fluctuation of the pixel intensity curve after reconstruction using the proposed algorithm
increased significantly, which indicates that this algorithm is superior to that of the Schechner algorithm
in improving the image contrast.

Figure 9a–c shows the grayscale histograms corresponding to Figure 6g–i, respectively.
This rendering of information provides a more intuitive representation of the characteristics of
Figure 6g–i. When compared with the raw image that has its histogram concentrated in the right
half of the panel, the reconstructed image exhibited a wider and more evenly distributed histogram.
This result confirms that the proposed algorithm can effectively reduce the effects of scattering due to
aerosols and various gases to increase image contrast and enrich image details. Figure 9d–f illustrates
the pixel intensity distributions in the red, green and blue (RGB) channels of Figure 6g–i, respectively.
We note that the pixel intensity distribution in Figure 9f was optimized over the distributions of the
raw image and the image processed by means of the conventional polarization imaging algorithm.
In addition, the proposed algorithm increased the dynamic range and stereovision of the image.
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Figure 8. Horizontal line plot at vertical position pixel 415 in Figure 6g–i.

Figure 9. (a–c) Gray histograms corresponding to Figure 6g–i; (d–f) Pixel intensity distributions of
channels R, G, and B of Figure 6g–i, respectively.

Figure 10 shows the results of the detection under different weather conditions. Figure 10a is the
total intensity image, which was captured under rainy and foggy weather. Figure 10b is the detection
result of Figure 10a using the proposed method, which proved the effectiveness of our method in this
weather condition. Figure 10c shows the total intensity image of contaminated polluted lake water,
which was captured under dense fog weather, where the pollution of the lake water was difficult
to be observed because of the influence of haze, the overall contrast of the image was low, and the
detection distance was limited. After the detection by our imaging system, as shown in Figure 10d, the
influence of aerosols and various gases was removed. This system could directly observe the pollution
of the lake, so that we could control the pollution of the lake. In addition, the detection distance of the
imaging system was improved, which greatly reduces the cost.
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Figure 10. (a) Total intensity image captured under rainy and foggy weather; (b) Detection result of (a)
using the proposed method; (c) Total intensity image of contaminated polluted lake water (the region
marked with a red circle) captured under dense fog weather; and (d) Detection result of (c) using the
proposed method, the region marked with a red circle shows that the pollution level of the lake can be
directly observed.

To validate the proposed algorithm, we selected multiple scenes for imaging, as shown in Figure 11.
When compared with the scenes processed by the Schechner algorithm [25], we note that the proposed
algorithm could effectively avoid overexposure in the blank regions of the sky and considerably
enhance the visual effect of the image. In addition, the proposed algorithm achieved far superior image
detail enhancement for both near and far objects in the image, consequently providing an improved
sense of stereovision.

To provide an objective evaluation of the effect of sensing and detection with various scenes,
we next adopted four commonly used image quality assessment metrics to compare algorithms; the
corresponding results are listed in Table 1. The mean gradient assesses high-frequency information
such as edges and details of the image; a higher gradient indicates an image with clearer edges and
more details. The edge strength is the amplitude of the edge point gradient. The image contrast
represents the ratio between the bright and dark areas of the general image; an image with a higher
contrast indicates more levels between bright/dark gradual changes, and thus, it contains more
information. Overall, the quality of the image processed by the proposed algorithm was significantly
improved. When compared with the raw image, the processed image generally had its contrast
increased by a factor of ≈10, mean gradient increased by a factor of 4, and edge strength increased
by a factor of ≈3. These results demonstrate that the processed images provided improved quality
in terms of contrast, details, and definition, which agrees well with the conclusion of the previous
subjective assessment.
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Figure 11. (a,d) Total intensity images of different scenes; (b,e) Detection results obtained by the
method of Schechner; and (c,f) Detection results obtained with the proposed method.

Table 1. Objective evaluation of dehazed images.

Image
Metrics

Mean Gradient Edge Strength Contrast

Figure 6g
Total light intensity image 0.0049 0.0523 1.3455

Result by the conventional algorithm 0.0084 0.0897 5.0434
Result by the proposed algorithm 0.0233 0.2443 17.5323

Figure 8a
Total light intensity image 0.0066 0.07 1.9452

Result by the conventional algorithm 0.0095 0.101 5.3448
Result by the proposed algorithm 0.0245 0.2575 22.656

Figure 8d
Total light intensity image 0.0048 0.0505 0.9295

Result by the conventional algorithm 0.0055 0.0589 1.6168
Result by the proposed algorithm 0.0155 0.165 9.1692

6. Conclusions

In this study, we proposed a real-time polarization imaging algorithm and investigated its
performance, both theoretically and experimentally. We designed and constructed a real-time optical
sensing and detection system based on the Stokes vectors underpinned by the principles of polarization
imaging, wherein optical analyzers at different angles relative to the polarization direction of the
incident light were integrated into four independent cameras individually. Linear polarization
components were calculated by use of the Stokes vectors, followed by real-time image registration
of images with different polarization components based on the SURF algorithm and subsequent
visualization of the polarization images. Finally, we adopted an improved image enhancement
algorithm using the CLAHE-based bilinear interpolation to generate real-time high-contrast and
high-definition images. Our experimental results further reinforce the conclusion that the proposed
method can acquire high-contrast and high-definition images in real time without loss of spatial
resolution, which improves the detection range of environmental monitoring stations in hazy
weather conditions
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