## S <br> symmetry

# Noether's <br> Theorem and <br> Symmetry 

Edited by
P.G.L. Leach and Andronikos Paliathanasis

Printed Edition of the Special Issue Published in Symmetry

Noether's Theorem and Symmetry

## Noether's Theorem and Symmetry

Special Issue Editors
P.G.L. Leach

Andronikos Paliathanasis

MDPI • Basel • Beijing • Wuhan • Barcelona • Belgrade

Editorial Office
MDPI
St. Alban-Anlage 66
4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal Symmetry (ISSN 2073-8994) from 2018 to 2019 (available at: https://www.mdpi.com/journal/symmetry/ special_issues/Noethers_Theorem_Symmetry).

For citation purposes, cite each article independently as indicated on the article page online and as indicated below:

LastName, A.A.; LastName, B.B.; LastName, C.C. Article Title. Journal Name Year, Article Number, Page Range.

## ISBN 978-3-03928-234-0 (Pbk)

ISBN 978-3-03928-235-7 (PDF)

Cover image courtesy of Andronikos Paliathanasis.
(C) 2020 by the authors. Articles in this book are Open Access and distributed under the Creative Commons Attribution (CC BY) license, which allows users to download, copy and build upon published articles, as long as the author and publisher are properly credited, which ensures maximum dissemination and a wider impact of our publications.
The book as a whole is distributed by MDPI under the terms and conditions of the Creative Commons license CC BY-NC-ND.

## Contents

About the Special Issue Editors ..... vii
Preface to "Noether's Theorem and Symmetry" ..... ix
Amlan K Halder, Andronikos Paliathanasis and P.G.L. Leach
Noether's Theorem and Symmetry
Reprinted from: Symmetry 2018, 10, 744, doi:10.3390/sym10120744 ..... 1
Dmitry S. Kaparulin
Conservation Laws and Stability of Field Theories of Derived Type
Reprinted from: Symmetry 2019, 11, 642, doi:10.3390/sym11050642 ..... 22
Linyu Peng
Symmetries and Reductions of Integrable Nonlocal Partial Differential Equations
Reprinted from: Symmetry 2019, 11, 884, doi:10.3390/sym11070884 ..... 42
V. Rosenhaus and Ravi Shankar
Quasi-Noether Systems and Quasi-Lagrangians
Reprinted from: Symmetry 2019, 11, 1008, doi:10.3390/sym11081008 ..... 53
M. Safdar, A. Qadir, M. Umar Farooq
Comparison of Noether Symmetries and First Integrals of Two-Dimensional Systems of Second Order Ordinary Differential Equations by Real and Complex Methods
Reprinted from: Symmetry 2019, 11, 1180, doi:10.3390/sym11091180 ..... 73
Marianna Ruggieri and Maria Paola Speciale
Optimal System and New Approximate Solutions of a Generalized Ames's Equation Reprinted from: Symmetry 2019, 11, 1230, doi:10.3390/sym11101230 ..... 85
Elena Recio, Tamara M. Garrido, Rafael de la Rosa and María S. Bruzón
Reprinted from: Symmetry 2019, 11, 1031, doi:10.3390/sym11081031 ..... 96
Almudena P. Márquez and María S. Bruzón
Symmetry Analysis and Conservation Laws of a Generalization of the Kelvin-Voigt Viscoelasticity Equation
Reprinted from: Symmetry 2019, 11, 840, doi:10.3390/sym11070840 ..... 109
Hassan Azad, Khaleel Anaya, Ahmad Y. Al-Dweik and M. T. Mustafa
Invariant Solutions of the WaveEquation on Static Spherically Symmetric Spacetimes Admitting $G_{7}$ Isometry Algebra
Reprinted from: Symmetry 2018, 10, 665, doi:10.3390/sym10120665 ..... 118
Sumaira Saleem Akhtar, Tahir Hussain and Ashfaque H. Bokhari
Positive Energy Condition and Conservation Laws in Kantowski-Sachs Spacetime via Noether Symmetries
Reprinted from: Symmetry 2018, 10, 712, doi:10.3390/sym10120712 ..... 144
Ugur Camci
$F(R, G)$ Cosmology through Noether Symmetry Approach Reprinted from: Symmetry 2018, 10, 719, doi:10.3390/sym10120719 ..... 156

## About the Special Issue Editors

P.G.L. Leach was born in Melbourne, Australia, just a few days before the bombing of Pearl Harbour. He matriculated from St Patrick's College in 1958 and attended the University of Melbourne to obtain his BSc, BA, and Dip Ed. After teaching at High Schools for some years, he went to the Bendigo Institute of Technology (Victoria, Australia) and resumed his studies at La Trobe University in Melbourne. His supervisor was CJ Eliezer, a former student of PAM Dirac. He graduated with an MSc in 1977, Ph.D. in 1979, and, from the University of Natal, a DSc in 1996. In 1983, he went to the University of the Witwatersrand, Johannesburg, as a Professor of Applied Mathematics, and in 1990, to the University of Natal in Durban. Currently, he is Professor Emeritus at the University of KwaZulu Natal and Extraordinary Research Professor at the Durban University of Technology. Honors: Fellow of the University of Natal (1996); Elected Member of the Academy of Nonlinear Sciences (Russian Republic) (1997); Elected Fellow of the Royal Society of South Africa (1998); Gold Medalist of the South African Mathematical Society (2001); Distinguished Research Award of the South African Mathematical Society (2002). He has some 350 publications.

Andronikos Paliathanasis received his BSc in 2008 from the Physics department of the National and Kapodistrian University of Athens. From the same department, he graduated with an MSc in 2010 and a Ph.D. in 2015. Since then, he has collaborated with the INFN Sez. Di Napoli, in Italy. In November 2015, he was awarded with a postdoctoral fellowship from CONICYT (Chile) in the Universidad Austral de Chile, where he was also an Adjunct Professor and gave various classes in the institute of physics and mathematics. Since June 2017, he has been affiliated with the Institute of System Science of Durban University of Technology, while since July 2019, he has also been a Research Fellow in the same institute. He has more than 100 publications in peer-reviewed journals on the subject of symmetries of differential equations as well as in gravitational physics and cosmology.

## Preface to "Noether's Theorem and Symmetry"

This book deals with the two famous theorems of Emmy Noether, published a century ago. The work of Emmy Noether was pioneering for her period and changed the way that we approach physical theories and other applied mathematics theories today. There have been many different readings of her work and various attempts to extend and generalize the original results of 1918. In this book, in a series of articles, we summarize the above attempts to extend Noether's work, and various applications are presented for the modern treatment of Noether's theorems.
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#### Abstract

In Noether's original presentation of her celebrated theorem of 1918, allowance was made for the dependence of the coefficient functions of the differential operator, which generated the infinitesimal transformation of the action integral upon the derivatives of the dependent variable(s), the so-called generalized, or dynamical, symmetries. A similar allowance is to be found in the variables of the boundary function, often termed a gauge function by those who have not read the original paper. This generality was lost after texts such as those of Courant and Hilbert or Lovelock and Rund confined attention to point transformations only. In recent decades, this diminution of the power of Noether's theorem has been partly countered, in particular in the review of Sarlet and Cantrijn. In this Special Issue, we emphasize the generality of Noether's theorem in its original form and explore the applicability of even more general coefficient functions by allowing for nonlocal terms. We also look for the application of these more general symmetries to problems in which parameters or parametric functions have a more general dependence on the independent variables.
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## 1. Introduction

Noether's theorem [1] treats the invariance of the functional of the calculus of variations-the action integral in mechanics-under an infinitesimal transformation. This transformation can be considered as being generated by a differential operator, which in this case is termed a Noether symmetry. The theorem was not developed ab initio by Noether. Not only is it steeped in the philosophy of Lie's approach, but also, it is based on earlier work of more immediate relevance by a number of writers. Hamel [2,3] and Herglotz [4] had already applied the ideas developed in her paper to some specific finite groups. Fokker [5] did the same for specific infinite groups. A then recently-published paper by Kneser [6] discussed the finding of invariants by a similar method. She also acknowledged the contemporary work of Klein [7]. Considering that the paper was presented to the Festschrift in honor of the fiftieth anniversary of Klein's doctorate, this final attribution must have been almost obligatory.

For reasons obscure Noether's theorem has been subsequently subject to downsizing by many authors of textbooks [8-10], which has then given other writers (cf. [11]) the opportunity to 'generalize' the theorem or to demonstrate the superiority of some other method $[12,13]$ to obtain more general results [14-16]. This is possibly due to the simplified form presented in Courant and Hilbert [8]. As Hilbert was present at the presentation by Noether of her theorem to the Festschrift in honor of
the fiftieth anniversary of Felix Klein's doctorate, it could be assumed that his description would be accurate. However, Hilbert's sole contribution to the text was his name.

This particularizing tendency has not been uniform, e.g., the review by Sarlet and Cantrijn [17]. According to Noether [1] (pp. 236-237), "In den Transformationen können auch die Ableitungen der $u$ nach den $x$, also $\partial u / \partial x, \partial^{2} u / \partial x^{2}, \ldots$ auftreten", so that the introduction of generalized transformations is made before the statement of the theorem [1] (p. 238). On page 240, after the statement of the theorem, Noether does mention particular results if one restricts the class of transformations admitted and this may be the source of the usage of the restricted treatments mentioned above.

We permit the coefficient functions of the generator of the infinitesimal transformation to be of unspecified dependence subject to any requirement of differentiability.

For the purposes of the clarity of exposition, we develop the theory of the theorem in terms of a first-order Lagrangian in one dependent and one independent variable. The expressions for more complicated situations are given below in a convenient summary format.

## 2. Noether Symmetries

We consider the action integral:

$$
\begin{equation*}
A=\int_{t_{0}}^{t_{1}} L(t, q, \dot{q}) \mathrm{d} t \tag{1}
\end{equation*}
$$

Under the infinitesimal transformation:

$$
\begin{equation*}
\bar{t}=t+\varepsilon \tau, \quad \bar{q}=q+\varepsilon \eta \tag{2}
\end{equation*}
$$

generated by the differential operator:

$$
\Gamma=\tau \partial_{t}+\eta \partial_{q},
$$

the action integral (1) becomes:

$$
\bar{A}=\int_{\bar{t}_{0}}^{\bar{t}_{1}} L(\bar{t}, \bar{q}, \dot{\bar{q}}) \mathrm{d} \bar{t}
$$

( $\dot{\bar{q}}$ is $\mathrm{d} \bar{q} / \mathrm{d} \bar{t}$ in a slight abuse of standard notation), which to the first order in the infinitesimal, $\varepsilon$, is:

$$
\begin{align*}
\bar{A}= & \int_{t_{0}}^{t_{1}}\left[L+\varepsilon\left(\tau \frac{\partial L}{\partial t}+\eta \frac{\partial L}{\partial q}+\zeta \frac{\partial L}{\partial \dot{q}}+\dot{\tau} L\right)\right] \mathrm{d} t \\
& +\varepsilon\left[\tau t_{1} L\left(t_{1}, q_{1}, \dot{q}_{1}\right)-\tau t_{0} L\left(t_{0}, q_{0}, \dot{q}_{0}\right)\right], \tag{3}
\end{align*}
$$

where $\zeta=\dot{\eta}-\dot{q} \dot{\tau}$ and $L\left(t_{0}, q_{0}, \dot{q}_{0}\right)$ and $L\left(t_{1}, q_{1}, \dot{q}_{1}\right)$ are the values of $L$ at the endpoints $t_{0}$ and $t_{1}$, respectively.

We demonstrate the origin of the terms outside of the integral with the upper limit. The lower limit is treated analogously.

$$
\begin{aligned}
\int^{\bar{t}_{1}} & =\int^{t_{1}+\varepsilon \tau\left(t_{1}\right)} \\
& =\int^{t_{1}}+\int_{t_{1}}^{t_{1}+\varepsilon \tau\left(t_{1}\right)} \\
& =\varepsilon \int^{t_{1}}+\varepsilon \tau\left(t_{1}\right) L\left(t_{1}, q_{1}, \dot{q}_{1}\right)
\end{aligned}
$$

to the first order in $\varepsilon$. We may rewrite (3) as:

$$
\bar{A}=A+\varepsilon \int_{t_{0}}^{t_{1}}\left(\tau \frac{\partial L}{\partial t}+\eta \frac{\partial L}{\partial q}+\zeta \frac{\partial L}{\partial \dot{q}}+\dot{\tau} L\right) \mathrm{d} t+\varepsilon F
$$

where the number, $F$, is the value of the second term in bracketsin (3). As $F$ depends only on the endpoints, we may write it as:

$$
F=-\int_{t_{0}}^{t_{1}} \dot{f} \mathrm{~d} t
$$

where the sign is chosen as a matter of later convenience.
The generator, $\Gamma$, of the infinitesimal transformation, (2), is a Noether symmetry of (1) if:

$$
\bar{A}=A,
$$

i.e.,

$$
\int_{t_{0}}^{t_{1}}\left(\tau \frac{\partial L}{\partial t}+\eta \frac{\partial L}{\partial q}+\zeta \frac{\partial L}{\partial \dot{q}}+\dot{\tau} L-\dot{f}\right) \mathrm{d} t=0
$$

from which it follows that:

$$
\begin{equation*}
\dot{f}=\tau \frac{\partial L}{\partial t}+\eta \frac{\partial L}{\partial q}+\zeta \frac{\partial L}{\partial \dot{q}}+\dot{\tau} L . \tag{4}
\end{equation*}
$$

Remark 1. The symmetry is the generator of an infinitesimal transformation, which leaves the action integral invariant, and the existence of the symmetry has nothing to do with the Euler-Lagrange equation of the calculus of variations. The Euler-Lagrange equation follows from the application of Hamilton's principle in which $q$ is given a zero endpoint variation. There is no such restriction on the infinitesimal transformations introduced by Noether.

## 3. Noether's Theorem

We now invoke Hamilton's principle for the action integral (1). We observe that the zero-endpoint variation of (1) imposed by Hamilton's principle requires that (1) take a stationary value; not necessarily a minimum! The principle of least action enunciated by Fermat in 1662 as "Nature always acts in the shortest ways" was raised to an even more metaphysical status by Maupertuis [18] (p. 254, p. 267). That the principle applies in classical (Newtonian) mechanics is an accident of the metric! We can only wonder that the quasi-mystical principle has persisted for over two centuries in what are supposed to be rational circles. In the case of a first-order Lagrangian with a positive definite Hessian with respect to $\dot{q}$, Hamilton's principle gives a minimum. This is not necessarily the case otherwise.

The Euler-Lagrange equation:

$$
\begin{equation*}
\frac{\partial L}{\partial q}-\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{q}}\right)=0 \tag{5}
\end{equation*}
$$

follows from the application of Hamilton's principle. We manipulate (4) as follows:

$$
\begin{aligned}
0= & \dot{f}-\tau \frac{\partial L}{\partial t}-\dot{\tau} L-\eta \frac{\partial L}{\partial q}-(\dot{\eta}-\dot{q} \dot{\tau}) \frac{\partial L}{\partial \dot{q}} \\
= & \frac{\mathrm{d}}{\mathrm{~d} t}(f-\tau L)+\tau\left(\dot{q} \frac{\partial L}{\partial q}+\ddot{q} \frac{\partial L}{\partial \dot{q}}\right)+\dot{\tau}\left(\dot{q} \frac{\partial L}{\partial \dot{q}}\right) \\
& -\eta \frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{q}}\right)-\dot{\eta} \frac{\partial L}{\partial \dot{q}} \\
= & \frac{\mathrm{d}}{\mathrm{~d} t}\left[f-\tau L-(\eta-\tau \dot{q}) \frac{\partial L}{\partial \dot{q}}\right]
\end{aligned}
$$

in the second line of which we have used the Euler-Lagrange Equation (5), to change the coefficient of $\eta$. Hence, we have a first integral:

$$
\begin{equation*}
I=f-\left[\tau L+(\eta-\dot{q} \tau) \frac{\partial L}{\partial \dot{q}}\right] \tag{6}
\end{equation*}
$$

and an initial statement of Noether's Theorem.

Noether's theorem: If the action integral of a first-order Lagrangian, namely:

$$
A=\int_{t_{0}}^{t_{1}} L(t, q, \dot{q}) \mathrm{d} t
$$

is invariant under the infinitesimal transformation generated by the differential operator:

$$
\Gamma=\tau \partial_{t}+\eta_{i} \partial_{q_{i}}
$$

there exists a function $f$ such that:

$$
\begin{equation*}
\dot{f}=\tau \frac{\partial L}{\partial t}+\eta_{i} \frac{\partial L}{\partial q_{i}}+\zeta_{i} \frac{\partial L}{\partial \dot{q}_{i}}+\dot{\tau} L, \tag{7}
\end{equation*}
$$

where $\zeta_{i}=\dot{\eta}_{i}-\dot{\eta}_{i} \dot{\tau}$, and a first integral given by:

$$
I=f-\left[\tau L+\left(\eta_{i}-\dot{q}_{i} \tau\right) \frac{\partial L}{\partial \dot{q}_{i}}\right] .
$$

$\Gamma$ is called a Noether symmetry of $L$ and $I$ a Noetherian first integral. The symmetry $\Gamma$ exists independently of the requirement that the variation of the functional be zero. When the extra condition is added, the first integral exists.

We note that there is not a one-to-one correspondence between a Noether symmetry and a Noetherian integral. Once the symmetry is determined, the integral follows with minimal effort. The converse is not so simple because, given the Lagrangian and the integral, the symmetry is the solution of a differential equation with an additional dependent variable, the function $f$ arising from the boundary terms. There can be an infinite number of coefficient functions for a given first integral. The restriction of the symmetry to a point symmetry may reduce the number of symmetries, too effectively, to zero. The ease of determination of a Noetherian integral once the Noether symmetry is known is in contrast to the situation for the determination of first integrals in the case of Lie symmetries of differential equations. The computation of the first integrals associated with a Lie symmetry can be a highly nontrivial matter.

## 4. Nonlocal Integrals

We recall that the variable dependences of the coefficient functions $\tau$ and $\eta$ were not specified and do not enter into the derivation of the formulae for the coefficient functions or the first integral. Consequently, not only can we have the generalized symmetries of Noether's paper, but we can also have more general forms of symmetry such as nonlocal symmetries [19,20] without a single change in the formalism. Of course, as has been noted for the calculation of first integrals [21] and symmetries in general [22], the realities of computational complexity may force one to impose some constraints on this generality. Once the Euler-Lagrange equation is invoked, there is an automatic constraint on the degree of derivatives in any generalized symmetry.

If one has a standard Lagrangian such as (1), a nonlocal Noether's symmetry will usually produce a nonlocal integral through (6). In that the total time derivative of this function is zero when the Euler-Lagrange equation, (5), is taken into account, it is formally a first integral. However, the utility of such a first integral is at best questionable. Here, Lie and Noether have generically differing outcomes. An exponential nonlocal Lie symmetry can be expected to lead to a local first integral, whereas one could scarcely envisage the same for an exponential nonlocal Noether symmetry.

On the other hand, if the Lagrangian was nonlocal, the combination of nonlocal symmetry and nonlocal Lagrangian could lead to a local first integral. However, we have not constructed a formalism to deal with nonlocal Lagrangians-as opposed to nonlocal symmetries-and so, we cannot simply apply what we have developed above.

The introduction of a nonlocal term into the Lagrangian effectively increases the order of the Lagrangian by one (in the case of a simple integral) and the order of the associated Euler-Lagrange equation by two so that for a Lagrangian regular in $\dot{q}$ instead of a second-order differential equation, we would have a fourth order differential equation in $q$. To avoid that the Lagrangian would have to be degenerate, i.e., linear, in $\dot{q}$, this cannot, as is well-known, lead to a second-order differential equation. It would appear that nonlocal symmetries in the context of Noether's theorem do not have the same potential as nonlocal Lie symmetries of differential equations.

There is often some confusion of identity between Lie symmetries and Noether symmetries. Although every Noether symmetry is a Lie symmetry of the corresponding Euler-Lagrange equation, we stress that they have different provenances. There is a difference that is more obvious in systems of higher dimension. A Noether symmetry can only give rise to a single first integral because of (3). In an $n$-dimensional system of second-order ordinary differential equations, a single Lie symmetry gives rise to $(2 n-1)$ first integrals [23-26].

## 5. Extensions: One Independent Variable

The derivation given above applies to a one-dimensional discrete system. The theorem can be extended to continuous systems and systems of higher order. The principle is the same. The mathematics becomes more complicated. We simply quote the relevant results.

For a first-order Lagrangian with $n$ dependent variables:

$$
\begin{equation*}
G=\tau \partial_{t}+\eta_{i} \partial_{q_{i}} \tag{8}
\end{equation*}
$$

is a Noether symmetry of the Lagrangian, $L\left(t, q_{i}, \dot{q}_{i}\right)$, if there exists a function $f$ such that:

$$
\begin{equation*}
\dot{f}=\dot{\tau} L+\tau \frac{\partial L}{\partial t}+\eta_{i} \frac{\partial L}{\partial q_{i}}+\left(\dot{\eta}_{i}-\dot{q}_{i} \dot{\tau}\right) \frac{\partial L}{\partial \dot{q}_{i}} \tag{9}
\end{equation*}
$$

and the corresponding Noetherian first integral is:

$$
\begin{equation*}
I=f-\left[\tau L+\left(\eta_{i}-\dot{\eta}_{i} \tau\right) \frac{\partial L}{\partial \dot{q}_{i}}\right] \tag{10}
\end{equation*}
$$

which are the obvious generalizations of (4) and (6), respectively.
In the case of an $n^{\text {th }}$-order Lagrangian in one dependent variable and one independent variable, $L\left(t, q, \dot{q}, \ldots, q^{(n)}\right)$ with $q^{(n)}=\mathrm{d}^{n} q / \mathrm{d} t^{n}$, the Euler-Lagrange equation is:

$$
\begin{equation*}
\sum_{j=0}^{n}(-1)^{j} \frac{\mathrm{~d}^{j}}{\mathrm{~d} t^{j}}\left(\frac{\partial L}{\partial q^{(j)}}\right) \tag{11}
\end{equation*}
$$

$\Gamma=\tau \partial_{t}+\eta \partial_{q}$ is a Noether symmetry if there exists a function $f$ such that:

$$
\begin{equation*}
\dot{f}=\dot{\tau} L+\tau \frac{\partial L}{\partial t}+\sum_{j=0}^{n}(-1)^{j} \zeta^{j}\left(\frac{\partial L}{\partial q^{(j)}}\right) \tag{12}
\end{equation*}
$$

where:

$$
\begin{equation*}
\zeta^{j}=\eta^{(j)}-\sum_{k=1}^{j}\binom{j}{k} q^{(j+1-k)} \tau^{(k)} \tag{13}
\end{equation*}
$$

The expression for the first integral is:

$$
\begin{equation*}
I=f-\left[\tau L+\sum_{i=0}^{n-1} \sum_{j-0}^{n-1-i}(-1)^{j}(\eta-\dot{q} \tau)^{(i)} \frac{\mathrm{d}^{j}}{\mathrm{~d} t^{j}}\left(\frac{\partial L}{\partial q^{(i+j+1)}}\right)\right] \tag{14}
\end{equation*}
$$

In the case of an $n^{\text {th }}$-order Lagrangian in $m$ dependent variables and one independent variable, $L\left(t, q_{k}, \dot{q}_{k}, \ldots, q_{k}^{(n)}\right)$ with $q_{k}^{(n)}=\mathrm{d}^{n} q_{k} / \mathrm{d} t^{n}, k=1, m$, the Euler-Lagrange equation is:

$$
\begin{equation*}
\sum_{j=0}^{n}(-1)^{j} \frac{\mathrm{~d}^{j}}{\mathrm{~d} t^{j}}\left(\frac{\partial L}{\partial q_{k}^{(j)}}\right), k=1, m \tag{15}
\end{equation*}
$$

$\Gamma=\tau \partial_{t}+\sum_{k=1}^{m} \eta_{k} \partial_{q_{k}}$ is a Noether symmetry if there exists a function $f$ such that:

$$
\begin{equation*}
\dot{f}=\dot{\tau} L+\tau \frac{\partial L}{\partial t}+\sum_{k=1}^{m} \sum_{j=0}^{n}(-1)^{j} \zeta_{k}^{j}\left(\frac{\partial L}{\partial q_{k}^{(j)}}\right) \tag{16}
\end{equation*}
$$

where:

$$
\begin{equation*}
\zeta_{k}^{j}=\eta_{k}^{(j)}-\sum_{k=1}^{m} \sum_{i=0}^{j}\binom{j}{i} q_{k}^{(j+1-i)} \tau^{(i)} \tag{17}
\end{equation*}
$$

The expression for the first integral is:

$$
\begin{equation*}
I=f-\left[\tau L+\sum_{k=1}^{m} \sum_{i=0}^{n-1} \sum_{j-0}^{n-1-i}(-1)^{j}\left(\eta_{k}-\dot{q}_{k} \tau\right)^{(i)} \frac{\mathrm{d}^{j}}{\mathrm{~d} t^{j}}\left(\frac{\partial L}{\partial q_{k}^{(i+j+1)}}\right)\right] \tag{18}
\end{equation*}
$$

The expressions in (14) and (18), although complex enough, conceals an even much greater complexity because each derivative with respect to time is a total derivative and so affects all terms in the Lagrangian and its partial derivatives.

## 6. Observations

In the case of a first-order Lagrangian with one independent variable, it is well-known [17] that one can achieve a simplification in the calculations of the Noether symmetry in the case that the Lagrangian has a regular Hessian with respect to the $\dot{q}_{i}$. We suppose that we admit generalized symmetries in which the maximum order of the derivatives present in $\tau$ and the $\eta_{i}$ is one, i.e., equal to the order of the Lagrangian. Then, the coefficient of each $\ddot{q}_{j}$ in (9) is separately zero since the Euler-Lagrange equation has not yet been invoked. Thus, we have:

$$
\begin{equation*}
\frac{\partial f}{\partial \dot{q}_{j}}=\frac{\partial \tau}{\partial \dot{q}_{j}} L+\left(\frac{\partial \eta_{i}}{\partial \dot{q}_{j}}-\dot{q}_{i} \frac{\partial \tau}{\partial \dot{q}_{j}}\right) \frac{\partial L}{\partial \dot{q}_{i}} . \tag{19}
\end{equation*}
$$

We differentiate (10) with respect to $\dot{q}_{j}$ to obtain:

$$
\begin{equation*}
\frac{\partial I}{\partial \dot{q}_{j}}=\frac{\partial f}{\partial \dot{q}_{j}}-\left[\frac{\partial \tau}{\partial \dot{q}_{j}} L+\tau \frac{\partial L}{\partial \dot{q}_{j}}+\left(\frac{\partial \eta_{i}}{\partial \dot{q}_{j}}-\delta_{i j} \tau-\dot{q}_{i} \frac{\partial \tau}{\partial \dot{q}_{j}}\right) \frac{\partial L}{\partial \dot{q}_{i}}+\left(\eta_{i}-\dot{q}_{i} \tau\right) \frac{\partial^{2} L}{\partial \dot{q}_{i}} \partial \dot{q}_{j}\right] \tag{20}
\end{equation*}
$$

where $\delta_{i j}$ is the usual Kronecker delta, which, when we take (19) into account, gives:

$$
\begin{equation*}
\frac{\partial I}{\partial \dot{q}_{j}}=-\left(\eta_{i}-\dot{q}_{i} \tau\right) \frac{\partial^{2} L}{\partial \dot{q}_{i}} \partial \dot{q}_{j} . \tag{21}
\end{equation*}
$$

Consequently, if the Lagrangian is regular with respect to the $\dot{q}_{i}$, we have:

$$
\begin{equation*}
\left(\eta_{i}-\dot{q}_{i} \tau\right)=-g_{i j} \frac{\partial I}{\partial \dot{q}_{j}} \tag{22}
\end{equation*}
$$

where:

$$
g_{i k} \frac{\partial^{2} L}{\partial \dot{q}_{k}} \partial \dot{q}_{j}=\delta_{i j} .
$$

The relations (21) and (22) reveal two useful pieces of information. The first is that the derivative dependence of the first integral is determined by the nature of the generalized symmetry (modulo the derivative dependence in the Lagrangian). The second is that there is a certain freedom of choice in the structure of the functions $\tau$ and $\eta_{i}$ in the symmetry. Provided generalized symmetries are admitted, there is no loss of generality in putting one of the coefficient functions equal to zero. An attractive candidate is $\tau$ as it appears the most frequently. The choice should be made before the derivative dependence of the coefficient functions is assumed. We observe that in the case of a 'natural' Lagrangian, i.e., one quadratic in the derivatives, the first integrals can only be linear or quadratic in the derivatives if the symmetry is assumed to be point.

## 7. Examples

The free particle:
We consider the simple example of the free particle for which:

$$
L=\frac{1}{2} y^{\prime 2}
$$

Equation (7) is:

$$
\begin{equation*}
\left(\eta^{\prime}-y^{\prime} \xi^{\prime}\right) y^{\prime}+\frac{1}{2} y^{\prime 2}=f^{\prime} \tag{23}
\end{equation*}
$$

If we assume that $\Gamma$ is a Noether point symmetry, (23) gives the following determining equations:

$$
\begin{array}{llll}
y^{\prime 3}: & & -\frac{1}{2} \frac{\partial \xi}{\partial y}= & 0 \\
& y^{\prime 2} & : & \frac{\partial \eta}{y}-\frac{1}{2} \frac{\partial \xi}{\partial x}=0 \\
& y^{\prime 1} & : & \frac{\partial \eta}{\partial x}-\frac{\partial f}{\partial y}=0 \\
& y^{\prime 0} & : & \frac{\partial f}{\partial x}=0
\end{array}
$$

from which it is evident that:

$$
\begin{aligned}
\xi & =a(x) \\
\eta & =\frac{1}{2} a^{\prime} y+b(x) \\
f & =\frac{1}{4} a^{\prime \prime 2}+b^{\prime} y+c(x) \\
0 & =\frac{1}{4} a^{\prime \prime \prime 2}+b^{\prime \prime} y+c^{\prime} .
\end{aligned}
$$

Hence:

$$
\begin{aligned}
& a=A_{0}+A_{1} x+A_{2} x^{2} \\
& b=B_{0}+B_{1} x \\
& c=C_{0} .
\end{aligned}
$$

Because $c$ is simply an additive constant, it is ignored. There are five Noether point symmetries, which is the maximum for a one-dimensional system [27]. They and their associated first integrals are:

$$
\begin{aligned}
\Gamma_{1}=\partial_{y} & I_{1}=-y^{\prime} \\
\Gamma_{2}=x \partial_{y} & I_{2}=y-x y^{\prime} \\
\Gamma_{3}=\partial_{x} & I_{3}=\frac{1}{2} y^{\prime 2} \\
\Gamma_{4}=x \partial_{x}+\frac{1}{2} y \partial_{y} & I_{4}=-\frac{1}{2} y^{\prime}\left(y-x y^{\prime}\right) \\
\Gamma_{5}=x^{2} \partial_{x}+x y \partial_{y} & I_{5}=\frac{1}{2}\left(y-x y^{\prime 2} .\right.
\end{aligned}
$$

The corresponding Lie algebra is isomorphic to $A_{5,40}$ [28]. The algebra is structured as $2 A_{1} \oplus_{s}$ $s l(2, R)$, which is a proper subalgebra of the Lie algebra for the differential equation for the free particle, namely $s l(3, R)$, which is structured as $2 A_{1} \oplus_{s}\left\{s l(2, R) \oplus_{s} A_{1}\right\} \oplus_{s} 2 A_{1}$. The missing symmetries are the homogeneity symmetry and the two non-Cartan symmetries. The absence of the homogeneity symmetry emphasizes the distinction between the Lie and Noether symmetries.

Noether symmetries of a higher-order Lagrangian:
Suppose that $L=\frac{1}{2} y^{\prime \prime 2}$. The condition for a Noether point symmetry is that:

$$
\begin{equation*}
\zeta_{2} \frac{\partial L}{\partial y^{\prime \prime}}+\xi^{\prime} L=f^{\prime} \tag{24}
\end{equation*}
$$

where $\zeta_{2}=\eta^{\prime \prime}-2 y^{\prime \prime} \xi^{\prime}-y^{\prime} \xi^{\prime \prime}$, so that (24) becomes:

$$
\begin{equation*}
\left(\eta^{\prime \prime}-2 y^{\prime \prime} \xi^{\prime}-y^{\prime} \xi^{\prime \prime}\right) y^{\prime \prime}+\frac{1}{2} \xi^{\prime} y^{\prime \prime 2}=f^{\prime} \tag{25}
\end{equation*}
$$

Assume a point transformation, i.e., $\xi=\xi(x, y)$ and $\eta=\eta(x, y)$. Then:

$$
\begin{aligned}
& {\left[\frac{\partial^{2} \eta}{\partial x^{2}}+2 y^{\prime} \frac{\partial^{2} \eta}{\partial x} \partial y+y^{\prime 2} \frac{\partial^{2} \eta}{\partial y^{2}}+y^{\prime \prime} \frac{\partial \eta}{\partial y}-2 y^{\prime \prime}\left(\frac{\partial \xi}{\partial x}+y^{\prime} \frac{\partial \xi}{\partial y}\right)\right.} \\
& \left.-y^{\prime}\left(\frac{\partial^{2} \tilde{\xi}}{\partial x^{2}}+2 y^{\prime} \frac{\partial^{2} \xi}{\partial x} \partial y+y^{\prime 2} \frac{\partial^{2} x i}{\partial y^{2}}+y^{\prime \prime} \frac{\partial \xi}{\partial y}\right)\right] y^{\prime \prime}+\frac{1}{2}\left(\frac{\partial \xi}{\partial x}+y^{\prime} \frac{\partial \xi}{\partial y}\right) y^{\prime \prime 2} \\
= & \frac{\partial f}{\partial x}+y^{\prime} \frac{\partial f}{\partial y}+y^{\prime \prime} \frac{\partial f}{\partial y^{\prime}} .
\end{aligned}
$$

from the coefficient of $y^{\prime} y^{\prime \prime 2}$, videlicet:

$$
-\frac{5}{2} \frac{\partial \xi}{\partial y}=0
$$

we obtain:

$$
\xi=a(x)
$$

The coefficient of $y^{\prime \prime 2}$,

$$
\frac{\partial \eta}{\partial y}-\frac{3}{2} \frac{\partial \xi}{\partial x}=0
$$

results in:

$$
\eta=\frac{3}{2} a^{\prime} y+b(x)
$$

and the coefficient of $y^{\prime \prime}$,

$$
\frac{\partial^{2} \eta}{\partial x^{2}}+2 y^{\prime} \frac{\partial^{2} \eta}{\partial x} \partial y+y^{\prime 2} \frac{\partial^{2} \eta}{\partial y^{2}}-y^{\prime} \frac{\partial^{2} \xi}{\partial x^{2}}=\frac{\partial f}{\partial y^{\prime}},
$$

gives $f$ as:

$$
f=a^{\prime \prime} y^{\prime 2}+\left(\frac{3}{2} a^{\prime \prime \prime} y+b^{\prime \prime}\right) y^{\prime}+c(x, y)
$$

The remaining terms give:

$$
y^{\prime} \frac{\partial f}{\partial y}+\frac{\partial f}{\partial x}=0
$$

i.e.,

$$
y^{\prime}\left[\frac{3}{2} a^{\prime \prime \prime} y^{\prime}+\frac{\partial c}{\partial y}\right]+a^{\prime \prime \prime} y^{\prime 2}+\left(\frac{3}{2} a^{i v} y+b^{\prime \prime \prime}\right) y^{\prime}+\frac{\partial c}{\partial x}=0
$$

The coefficient of $y^{\prime 2}$ is $\frac{5}{2} a^{\prime \prime \prime}=0$, from which it follows that:

$$
a=A_{0}+A_{1} x+A_{2} x^{2}
$$

The coefficient of $y^{\prime}$ is:

$$
\frac{\partial c}{\partial y}+\frac{3}{2} a^{i v} y+b^{\prime \prime \prime}=0
$$

and so:

$$
c=-b^{\prime \prime \prime} y+d(x)
$$

The remaining terms give:

$$
\frac{\partial c}{\partial x}=0
$$

i.e.,

$$
-b^{i v} y+d^{\prime}=0
$$

from which $d$ is a constant (and can therefore be ignored) and:

$$
b=B_{0}+B_{1} x+B_{2} x^{2}+B_{3} x^{3} .
$$

There are seven Noetherian point symmetries for $L=\frac{1}{2} y^{\prime \prime 2}$. They and the associated "gauge functions" are:

$$
\begin{array}{lll}
B_{0}: & \Gamma_{1}=\partial_{y} & f_{1}=0 \\
B_{1}: & \Gamma_{2}=x \partial_{y} & f_{2}=0 \\
B_{2}: & \Gamma_{3}=x^{2} \partial_{y} & f_{3}=2 x y^{\prime} \\
B_{3}: & \Gamma_{4}=x^{3} \partial_{y} & f_{4}=6 x y^{\prime}-6 y \\
A_{0}: & \Gamma_{5}=\partial_{x} & f_{5}=0 \\
A_{1}: & \Gamma_{6}=x \partial_{x}+\frac{3}{2} y \partial_{y} & f_{6}=0 \\
A_{2}: & \Gamma_{7}=x^{2} \partial_{x}+3 x y \partial_{y} & f_{7}=2 y^{\prime 2} .
\end{array}
$$

The Euler-Lagrange equation for $L=\frac{1}{2} y^{\prime \prime 2}$ is $y^{(i v)}=0$, which has Lie point symmetries the same as the Noether point symmetries plus $\Gamma_{8}=y \partial_{y}$. Note that there is a contrast here in comparison with the five Noether point symmetries of $L=\frac{1}{2} y^{\prime 2}$ and the eight Lie point symmetries of $y^{\prime \prime}=0$. The additional Lie symmetries are $y \partial_{y}$ as above for $y^{i v}=0$ and the two non-Cartan symmetries, $X_{1}=y \partial_{x}$ and $X_{2}=x y \partial_{x}+y^{2} \partial_{y}$.

For $L=\frac{1}{2} y^{\prime \prime 2}$, the associated first integrals have the structure:

$$
I=f-\frac{1}{2} \xi y^{\prime \prime 2}+\left(\eta-y^{\prime} \xi\right) y^{\prime \prime \prime}-\left(\eta^{\prime}-y^{\prime \prime} \xi-y^{\prime} \xi^{\prime}\right) y^{\prime \prime}
$$

and are:

$$
\begin{aligned}
& I_{1}=y^{\prime \prime \prime} \\
& I_{2}=x y^{\prime \prime \prime}-y^{\prime \prime} \\
& I_{3}=x^{2} y^{\prime \prime \prime}-2 x y^{\prime \prime}+2 x y^{\prime} \\
& I_{4}=x^{3} y^{\prime \prime \prime 2} y^{\prime \prime}+6 x y^{\prime}-6 y \\
& I_{5}=-y^{\prime} y^{\prime \prime \prime}+\frac{1}{2} y^{\prime \prime 2} \\
& I_{6}=-x y^{\prime} y+\frac{1}{2} x y^{\prime \prime 2}-\frac{1}{2} y^{\prime} y^{\prime \prime}+\frac{3}{2} y y^{\prime \prime \prime} \\
& I_{7}=x\left(3 y-x y^{\prime}\right) y^{\prime \prime \prime}-\left(3 y-x y^{\prime}-\frac{1}{2} x^{2} y^{\prime \prime}\right) y^{\prime \prime}+2 y^{\prime 2}
\end{aligned}
$$

Note that $I_{1}-I_{4}$ associated with $\Gamma_{1}-\Gamma_{4}$, respectively, are also integrals obtained by the Lie method. However, each Noether symmetry produces just one first integral, whereas each Lie symmetry has three first integrals associated with it.

In this example, only point Noether symmetries have been considered. One may also determine symmetries that depend on derivatives, effectively up to the third order when one is calculating first integrals of the Euler-Lagrange equation.

Omission of the gauge function:
In some statements of Noether's theorem, the so-called gauge function, $f$, is taken to be zero. In the derivation given here, $f$ comes from the contribution of the boundary terms produced by the infinitesimal transformation in $t$ and so is not a gauge function in the usual meaning of the term. However, it does function as one since it is independent of the trajectory in the extended configuration space and depends only on the evaluation of functions at the boundary (end points in a one-degree-of-freedom case) and can conveniently be termed one especially in light of Boyer's theorem [29].

Consider the example $L=\frac{1}{2} y^{\prime 2}$ without $f$. The equation for the symmetries,

$$
f^{\prime}=\xi \frac{\partial L}{\partial x}+\eta \frac{\partial L}{\partial y}+\left(\eta^{\prime}-y^{\prime} \xi^{\prime}\right) \frac{\partial L}{\partial y^{\prime}}+\xi^{\prime} L
$$

becomes:

$$
0=\left(\frac{\partial \eta}{\partial x}+y^{\prime} \frac{\partial \eta}{\partial y}-y^{\prime} \frac{\partial \xi}{\partial x}-y^{\prime 2} \frac{\partial \xi}{\partial y}\right) y^{\prime}+\frac{1}{2} y^{\prime 2}\left(\frac{\partial \xi}{\partial x}+y^{\prime} \frac{\partial \xi}{\partial y}\right) .
$$

We solve this in the normal way: the coefficients of $y^{\prime 3}, y^{\prime 2}$ and of $y^{\prime}$ give in turn:

$$
\begin{aligned}
\xi & =a(x) \\
\eta & =\frac{1}{2} a^{\prime} y+b(x) \\
\frac{1}{2} a^{\prime \prime} y+b^{\prime} & =0
\end{aligned}
$$

which hold provided that:

$$
a=A_{0}+A_{1} x \quad b=B_{0}
$$

i.e., only three symmetries are obtained instead of the five when the gauge function is present.

It makes no sense to omit the gauge function when the infinitesimal transformation is restricted to be point and only in the dependent variables.

A higher-dimensional system:
We determine the Noether point symmetries and their associated first integrals for:

$$
L=\frac{1}{2}\left(\dot{x}^{2}+\dot{y}^{2}\right)
$$

(which is the standard Lagrangian for the free particle in two dimensions). The determining equation is:

$$
\begin{aligned}
\frac{\partial f}{\partial t}+\dot{x} \frac{\partial f}{\partial x}+\dot{y} \frac{\partial f}{\partial y}= & \left(\frac{\partial \eta}{\partial t}+\dot{x} \frac{\partial \eta}{\partial x}+\dot{y} \frac{\partial \eta}{\partial y}-\dot{x}\left(\frac{\partial \xi}{\partial t}+\dot{x} \frac{\partial \xi}{\partial x}+\dot{y} \frac{\partial \xi}{\partial y}\right)\right) \dot{x} \\
& +\left(\frac{\partial \zeta}{\partial t}+\dot{x} \frac{\partial \zeta}{\partial x}+\dot{y} \frac{\partial \zeta}{\partial y}-\dot{y}\left(\frac{\partial \xi}{\partial t}+\dot{x} \frac{\partial \xi}{\partial x}+\dot{y} \frac{\partial \xi}{\partial y}\right)\right) \dot{y},
\end{aligned}
$$

where $\eta_{1}=\eta$ and $\eta_{2}=\zeta$.

We separate by powers of $\dot{x}$ and $\dot{y}$. Firstly taking the third-order terms, we have:

$$
\begin{aligned}
\dot{x}^{3}: & -\frac{\partial \xi}{\partial x} & =0 \\
\dot{x}^{2} \dot{y}: & -\frac{\partial \xi}{\partial y} & =0 \\
\dot{x} \dot{y}^{2}: & -y \frac{\partial \xi}{\partial x} & =0 \\
\dot{y}^{3}: & -\frac{\partial \xi}{\partial y} & =0
\end{aligned}
$$

which implies $\xi=a(t)$. We now consider the second-order terms: the coefficient of $\dot{x}^{2}$ gives $\eta$ as $\eta=\dot{a} x+b(y, t)$; that of $\dot{x} \dot{y}$ gives $\zeta$ as:

$$
\zeta=-\frac{\partial b}{\partial y} x+c(y, t) ;
$$

and that of $\dot{y}^{2}$ gives $c=\dot{a} y+d(t)$ and $b=e(t) y+g(t)$. Thus far, we have:

$$
\xi=a(t) \quad \eta=\dot{a} x+e y+g \quad \zeta=-e x+\dot{a} y+d .
$$

The coefficient of $\dot{x}$ gives $f$ as:

$$
f=\frac{1}{2} \ddot{a} x^{2}+\dot{e} x y+\dot{g} x+K(y, t) .
$$

The coefficient of $\dot{y}$ requires that:

$$
\dot{e} x+\frac{\partial K}{\partial y}=-\dot{e} x+\ddot{a} y+\dot{d}
$$

which implies:

$$
\dot{e}=0 \quad K=\frac{1}{2} \ddot{a} y^{2}+\dot{d} y+h(t) .
$$

The remaining term requires that:

$$
\frac{1}{2} \dddot{a} x^{2}+\ddot{g} x+\frac{1}{2} \dddot{a} y^{2}+\ddot{d} y+\dot{h}=0
$$

whence:

$$
\begin{aligned}
a & =A_{0}+A_{1} t+A_{2} t^{2} \\
g & =G_{0}+G_{1} t \\
d & =D_{0}+D_{1} t \\
h & =H_{0}
\end{aligned}
$$

(we ignore $H_{0}$, as it is an additive constant to $f$ ).
The coefficient functions are:

$$
\begin{aligned}
\xi & =A_{0}+A_{1} t+A_{2} t^{2} \\
\eta & =\left(A_{1}+2 A_{2} t\right) x+E_{0} y+G_{0}+G_{1} t \\
\zeta & =-E_{0} x+\left(A_{1}+2 A_{2} t\right) y+D_{0}+D_{1} t
\end{aligned}
$$

and the gauge function is:

$$
f=A_{2} x^{2}+G_{1} x+A_{2} y^{2}+D_{1} y .
$$

We obtain three symmetries from $a$, namely:

$$
\begin{aligned}
& \Gamma_{1}=\partial_{t} \\
& \Gamma_{2}=t \partial_{t}+x \partial_{x}+y \partial_{y} \\
& \Gamma_{3}=t^{2} \partial_{t}+2 t\left(x \partial_{x}+y \partial_{y}\right)
\end{aligned}
$$

which form $s l(2, R)$, one from $e$,

$$
\Gamma_{4}=y \partial_{x}-x \partial_{y}
$$

which is $s o(2)$, and four from $g$ and $d$, namely:

$$
\begin{aligned}
\Gamma_{5} & =\partial_{x} \\
\Gamma_{6} & =t \partial_{x} \\
\Gamma_{7} & =\partial_{y} \\
\Gamma_{8} & =t \partial_{y} .
\end{aligned}
$$

The last four are the "solution" symmetries and form the Lie algebra $4 A_{1}$.

## 8. More than One Independent Variable: Preliminaries

### 8.1. Euler-Lagrange Equation

Noether's original formulation of her theorem was in the context of Lagrangians for functions of several independent variables. We have deliberately separated the case of one independent variable from the general discussion to be able to present the essential ideas in as simple a form as possible. The discussion of the case of several independent variables is inherently more complex simply from a notational point of view, although there is no real increase in conceptual difficulty.

We commence with the simplest instance of a Lagrangian of this class, which is $L\left(t, x, u, u_{t}, u_{x}\right)$, i.e., one dependent variable, $u$, and two dependent variables, $t$ and $x$. We recall the derivation of the Euler-Lagrange equation for $u(t, x)$ consequent upon the application of Hamilton's principle. In the action integral:

$$
\begin{equation*}
A=\int_{\Omega} L\left(t, x, u, u_{t}, u_{x}\right) \mathrm{d} x \mathrm{~d} t \tag{26}
\end{equation*}
$$

we introduce an infinitesimal variation of the dependent variable,

$$
\begin{equation*}
\bar{u}=u+\varepsilon v(t, x), \tag{27}
\end{equation*}
$$

where $\varepsilon$ is the infinitesimal parameter, $v(t, x)$ is continuously differentiable in both independent variables and is required to be zero on the boundary, $\partial \Omega$, of the domain of integration, $\Omega$, which in this introductory case is some region in the $(t, x)$ plane. Otherwise, $v$ is an arbitrary function. We have:

$$
\begin{equation*}
\bar{A}=\int_{\Omega} L\left(t, x, \bar{u}, \bar{u}_{t}, \bar{u}_{x}\right) \mathrm{d} x \mathrm{~d} t \tag{28}
\end{equation*}
$$

and we require the action integral to take a stationary value, i.e., $\delta A=\bar{A}-A$ be zero. Now:

$$
\begin{align*}
\delta A= & \int_{\Omega}\left[L\left(t, x, \bar{u}, \bar{u}_{t}, \bar{u}_{x}\right)-L\left(t, x, u, u_{t}, u_{x}\right)\right] \mathrm{d} x \mathrm{~d} t \\
= & \varepsilon \int_{\Omega}\left[\frac{\partial L}{\partial u} v+\frac{\partial L}{\partial u_{t}} \frac{v}{t}+\frac{L}{u_{x}} \frac{v}{x}\right] \mathrm{d} x \mathrm{~d} t+O\left(\varepsilon^{2}\right) \\
= & \varepsilon \int_{\Omega}\left[\frac{L}{u}-\frac{\partial}{\partial t}\left(\frac{L}{u_{t}}\right)-\frac{\partial}{\partial x}\left(\frac{\partial L}{\partial \bar{u}_{x}}\right)\right] v \mathrm{~d} t \mathrm{~d} x \\
& +\int_{\partial \Omega}\left[\frac{\partial L}{\partial u_{t}} \mathrm{~d} t+\frac{\partial L}{\partial u_{x}} \mathrm{~d} x\right] v+O\left(\varepsilon^{2}\right) . \tag{29}
\end{align*}
$$

The second integral in (29) is the sum of four integrals, two along each of the intervals $\left(t_{1}, t_{2}\right)$ and $\left(x_{1}, x_{2}\right)$ with $x=x_{1}$ and $x=x_{2}$ for the two integrals with respect to $t$ and $t=t_{1}$ and $t=t_{2}$ for the two integrals with respect to $x$. Because $v$ is zero on the boundary, this term must be zero. As $v$ is otherwise arbitrary, the expression within the bracketsin the first integral must be zero, and so, we have the Euler-Lagrange equation:

$$
\begin{equation*}
\frac{\partial L}{\partial u}-\frac{\partial}{\partial t}\left(\frac{\partial L}{\partial u_{t}}\right)-\frac{\partial}{\partial x}\left(\frac{\partial L}{\partial \bar{u}_{x}}\right)=0 \tag{30}
\end{equation*}
$$

A conservation law for (30) is a vector-valued function, $\mathbf{f}$, of $t, x, u$ and the partial derivatives of $u$, which is divergence free, i.e.,

$$
\begin{align*}
\operatorname{div.f} & =\frac{\partial f^{1}}{\partial t}+\frac{\partial f^{2}}{\partial x} \\
& =0 \tag{31}
\end{align*}
$$

In (31), the operators $\partial_{t}$ and $\partial_{x}$ are operators of total differentiation with respect to $t$ and $x$, respectively, and henceforth, we denote these operators by $D_{t}$ and $D_{x}$. The standard symbol for partial differentiation, $\partial_{A}$, indicates differentiation solely with respect to $A$. In this notation, (30) and (31) become respectively:

$$
\begin{align*}
\frac{\partial L}{\partial u}-D_{t} \frac{\partial L}{\partial u_{t}}-D_{x} \frac{\partial L}{\partial u_{x}} & =0 \text { and }  \tag{32}\\
\text { div.f }=D_{t} f^{1}+D_{x} f^{2} & =0 \tag{33}
\end{align*}
$$

Naturally, there is no distinction between $D_{t}, \partial u / \partial t$ and $u_{t}$,likewise for the derivatives with respect to $x$.

### 8.2. Noether's Theorem for $L\left(t, x, u, u_{t}, u_{x}\right)$

We introduce into the action integral an infinitesimal transformation,

$$
\begin{equation*}
\bar{t}=t+\varepsilon \tau \quad \bar{x}=x+\varepsilon \xi \quad \bar{u}=u+\varepsilon \eta \tag{34}
\end{equation*}
$$

generated by the differential operator:

$$
\begin{equation*}
\Gamma=\tau \partial_{t}+\xi \partial_{x}+\eta \partial_{u} \tag{35}
\end{equation*}
$$

which, because the Lagrangian depends on $u_{t}$ and $u_{x}$, we extend once to give:

$$
\begin{equation*}
\Gamma^{[1]}=\Gamma+\left(D_{t} \eta-u_{t} D_{t} \tau-u_{t} D_{t} \xi\right) \partial_{u_{t}}+\left(D_{x} \eta-u_{x} D_{t} \tau-u_{x} D_{x} \xi\right) \partial_{u_{x}} \tag{36}
\end{equation*}
$$

The coefficient functions $\tau, \xi$ and $\eta$ may depend on the derivatives of $u$, as well as $t, x$, and $u$.

The change in the action due to the infinitesimal transformation is given by:

$$
\begin{align*}
\delta A & =\bar{A}-A \\
& =\int_{\bar{\Omega}} L\left(\bar{t}, \bar{x}, \bar{u}, \bar{u}_{\bar{t}}, \bar{u}_{\bar{x}} \mathrm{~d} \bar{t}\right) \mathrm{d} \bar{x}-\int_{\Omega} L\left(t, x, u, u_{t}, u_{x}\right) \mathrm{d} t \mathrm{~d} x, \tag{37}
\end{align*}
$$

where $\bar{\Omega}$ is the transformed domain. We recall that Noether's theorem comes in two parts. In the first part, with which we presently deal, the discussion is about the action integral and not the variational principle. Consequently, there is no reason why the domain over which integration takes place should be the same before and after the transformation. Equally, there is no reason to require that the coefficient functions vanish on the boundary of $\Omega$. To make progress in the analysis of (37), we must reconcile the variables and domains of integration. For the variables of integration, we have:

$$
\begin{align*}
\mathrm{d} \bar{t} \mathrm{~d} \bar{x} & =\frac{\partial(\bar{t}, \bar{x})}{\partial(t, x)} \mathrm{d} t \mathrm{~d} x \\
& =\left|\begin{array}{rr}
D_{t} \bar{t} & D_{t} \bar{x} \\
D_{x} \bar{t} & D_{x} \bar{x}
\end{array}\right| \mathrm{d} t \mathrm{~d} x \\
& =\left|\begin{array}{rr}
1+\varepsilon D_{t} \tau & \varepsilon D_{t} \xi \\
\varepsilon D_{x} \tau & 1+\varepsilon D_{x} \xi
\end{array}\right| \mathrm{d} t \mathrm{~d} x \\
& =\left[1+\varepsilon\left(D_{t} \tau+D_{x} \bar{\zeta}\right)+O\left(\varepsilon^{2}\right)\right] \mathrm{d} t \mathrm{~d} x \tag{38}
\end{align*}
$$

For the domain, we have simply that:

$$
\begin{equation*}
\bar{\Omega}=\Omega+\delta \Omega \tag{39}
\end{equation*}
$$

which, as the transformation is infinitesimal, in general means the evaluation of the surface integral and in this two-dimensional case the evaluation of the line integral along the boundary of the original domain. Although this domain is arbitrary, it is fixed for the variational principle we are using. We can use the divergence theorem to express this in terms of the volume integral over the original domain of the divergence of some vector-valued function. Combining these considerations with (37) and (38) and expanding the integrand of the first integral in (37) as a Taylor series, we can write the condition that the action integral be invariant under the infinitesimal transformation as:

$$
\begin{align*}
0= & \int_{\Omega}\left\{L+\varepsilon\left[\tau \frac{\partial L}{\partial t}+\xi \frac{\partial L}{\partial x}+\eta \frac{\partial L}{\partial u}+\left(D_{t} \eta-u_{t} D_{t} \tau-u_{t} D_{t} \xi\right) \frac{\partial L}{\partial u_{t}}\right.\right. \\
& \left.\left.+\left(D_{x} \eta-u_{x} D_{t} \tau-u_{x} D_{x} \xi\right) \frac{\partial L}{\partial u_{x}}\right]-\varepsilon \operatorname{div} . \mathrm{F}\right\}\left[1+\varepsilon\left(D_{t} \tau+D_{x} \xi\right)\right] \mathrm{d} t \mathrm{~d} x \\
& -\int_{\Omega} L \mathrm{~d} t \mathrm{~d} x+O\left(\varepsilon^{2}\right) \tag{40}
\end{align*}
$$

where $\mathbf{F}$ represents the contribution from the boundary term. If we require that this be true for any domain in which the Lagrangian is validly defined, the first-order term in (40) gives the condition for the Lagrangian to possess a Noether symmetry, videlicet:

$$
\begin{align*}
\operatorname{div} . \mathbf{F}= & \left(D_{t} \tau+D_{x} \xi\right) L+\tau \frac{\partial L}{\partial t}+\xi \frac{\partial L}{\partial x}+\eta \frac{\partial L}{\partial u} \\
& +\left(D_{t} \eta-u_{t} D_{t} \tau-u_{x} D_{t} \xi\right) \frac{\partial L}{\partial u_{t}}+\left(D_{x} \eta-u_{t} D_{x} \tau-u_{x} D_{x} \xi\right) \frac{\partial L}{\partial u_{x}} \tag{41}
\end{align*}
$$

The rest is just a matter of computation! There does not appear to be code that enables one to solve (41) for a given Lagrangian even for point symmetries. One is advised [30] (p. 273) to calculate the
(generalized) symmetries of the corresponding Euler-Lagrange equation and then test whether there exists an $\mathbf{F}$ such that each of these symmetries in turn satisfies (41).

There is a theorem in Olver [31] (p. 326) that the set of generalized symmetries of the Euler-Lagrange equation contains the set of generalized Noether symmetries of the Lagrangian. A purist could well prefer to be able to solve (41) directly. Alan Head, the distinguished Australian scientist, who wrote one of the more successful codes for differential equations in 1978, considered the effort involved to write the requisite code twenty years later excessive when the indirect route was available (A K Head, private communication, December, 1997).

A conservation law corresponding to a Noether symmetry "derived" from (41) is obtained when the Euler-Lagrange equation is taken into account. We rewrite the right side of (41) and have:

$$
\begin{align*}
& \operatorname{div.} \mathbf{F}=D_{t}\left[\tau L+\eta \frac{\partial L}{\partial u_{t}}\right]+D_{x}\left[\xi L+\eta \frac{\partial L}{\partial u_{x}}\right]+\tau \frac{\partial L}{\partial t}+\xi \frac{\partial L}{\partial x}+\eta \frac{\partial L}{\partial u} \\
&-\left(u_{t} D_{t} \tau+u_{x} D_{t} \xi\right) \frac{\partial L}{\partial u_{t}}-\left(u_{t} D_{x} \tau+u_{x} D_{x} \xi\right) \frac{\partial L}{\partial u_{x}} \\
&-\tau D_{t} L-\xi D_{x} L-\eta D_{t} \frac{\partial L}{\partial u_{t}}-\eta D_{x} \frac{\partial L}{\partial u_{x}} \\
&=D_{t}\left[\tau L+\eta \frac{\partial L}{\partial u_{t}}\right]+D_{x}\left[\xi L+\eta \frac{\partial L}{\partial u_{x}}\right]+\tau \frac{\partial L}{\partial t}+\xi \frac{\partial L}{\partial x}-\left(u_{t} D_{t} \tau+u_{x} D_{t} \xi\right) \frac{\partial L}{\partial u_{t}} \\
&-\left(u_{t} D_{x} \tau+u_{x} D_{x} \xi\right) \frac{\partial L}{\partial u_{x}}-\tau D_{t} L-\xi D_{x} L \\
&=D_{t}\left[\tau L+\left(\eta-u_{t} \tau-u_{x} \xi\right) \frac{\partial L}{\partial u_{t}}\right]+D_{x}\left[\xi L+\left(\eta-u_{t} \tau-u_{x} \xi\right) \frac{\partial L}{\partial u_{x}}\right] \\
&+\tau\left[\frac{\partial L}{\partial t}-D_{t} L+D_{t}\left(u_{t} \frac{\partial L}{\partial u_{t}}\right)+D_{x}\left(u_{t} \frac{\partial L}{\partial u_{x}}\right)\right] \\
&+ \xi\left[\frac{\partial L}{\partial x}-D_{x} L+D_{t}\left(u_{x} \frac{\partial L}{\partial u_{t}}\right)+D_{x}\left(u_{x} \frac{\partial L}{\partial u_{x}}\right)\right] \\
&=D_{t}\left[\tau L+\left(\eta-u_{t} \tau-u_{x} \xi\right) \frac{\partial L}{\partial u_{t}}\right]+D_{x}\left[\xi L+\left(\eta-u_{t} \tau-u_{x} \xi\right) \frac{\partial L}{\partial u_{x}}\right] \tag{42}
\end{align*}
$$

when the Euler-Lagrange equation is taken into account. Hence, there is the vector of the conservation law:

$$
\begin{equation*}
\mathbf{I}=\mathbf{F}-\left[\tau L+\left(\eta-u_{t} \tau-u_{x} \xi\right) \frac{\partial L}{\partial u_{t}}\right] \mathbf{e}_{t}-\left[\xi L+\left(\eta-u_{t} \tau-u_{x} \xi\right) \frac{\partial L}{\partial u_{x}}\right] \mathbf{e}_{x} \tag{43}
\end{equation*}
$$

where $\mathbf{e}_{t}$ and $\mathbf{e}_{x}$ are the unit vectors in the ( $t, x$ ) plane.
We consider the simple example of the Lagrangian:

$$
L=\frac{1}{12}\left(u_{x}\right)^{4}+\frac{1}{2}\left(u_{t}\right)^{2} .
$$

The condition for the existence of a Noether symmetry, (41), becomes:

$$
\begin{align*}
& \operatorname{div} . F=\left(D_{t} \tau+D_{x} \xi\right)\left(\frac{1}{12}\left(u_{x}\right)^{4}+\frac{1}{2}\left(u_{t}\right)^{2}\right)+\left(D_{t} \eta-u_{t} D_{t} \tau-u_{x} D_{t} \xi\right) u_{t} \\
&+\left(D_{x} \eta-u_{t} D_{x} \tau-u_{x} D_{x} \xi\right) \frac{1}{3} u_{x}^{3} . \tag{44}
\end{align*}
$$

The Lagrangian has the Euler-Lagrange equation:

$$
\begin{equation*}
u_{x}^{2} u_{x x}+u_{t t}=0 . \tag{45}
\end{equation*}
$$

The Lie point symmetries of (45) are:

$$
\begin{array}{ll}
\Gamma_{1}=\partial_{t} & \Gamma_{4}=t \partial_{u} \\
\Gamma_{2}=\partial_{x} & \Gamma_{5}=t \partial_{t}-u \partial_{u}  \tag{46}\\
\Gamma_{3}=\partial_{u} & \Gamma_{6}=x \partial_{x}+2 u \partial_{u} .
\end{array}
$$

The Lie point symmetries $\Gamma_{1}-\Gamma_{4}$ give a zero vector $\mathbf{F}$ except for $\Gamma_{4}$, which gives $(u, 0)$. The symmetries $\Gamma_{5}$ and $\Gamma_{6}$ give nonlocal vectors and so nonlocal conservation laws, which could be interpreted as meaning that they are not Noether symmetries for the given Lagrangian. The four local conservation laws are:

$$
\begin{aligned}
& \mathbf{I}_{1}=\left(\frac{1}{2} u_{t}^{2}-u_{x}^{4}, \frac{1}{12} u_{t} u_{x}^{3}\right) \\
& \mathbf{I}_{2}=\left(u_{t} u_{x}, \frac{1}{4} u_{x}^{4}-\frac{1}{2} u_{t}^{2}\right) \\
& \mathbf{I}_{3}=\left(u_{t}, \frac{1}{3} u_{x}^{3}\right) \\
& \mathbf{I}_{4}=\left(u-t u_{t},-\frac{1}{3} t u_{x}^{3}\right) .
\end{aligned}
$$

## 9. The General Euler-Lagrange Equation

In the case of a $p^{\text {th }}$-order Lagrangian in $m$ dependent variables, $u_{i}, i=1, m$, and $n$ independent variables, $x_{j}, j=1, n$, the Lagrangian, $L\left(x, u, u_{1}, \ldots, u_{p}\right)$, under an infinitesimal transformation:

$$
\bar{u}^{i}(x)=u^{i}(x)+\varepsilon v^{i}(x)
$$

where $\varepsilon$ is the parameter of smallness and $v(x)$ is $k-1$-times differentiable and zero on the boundary $\partial \Omega$ of the domain of integration $\Omega$ of the action integral,

$$
\begin{equation*}
A=\int_{\Omega} L\left(x, u, u_{1}, \ldots, u_{p}\right) \mathrm{d} x \tag{47}
\end{equation*}
$$

becomes:

$$
\begin{align*}
\bar{L} & =L\left(\bar{x}, \bar{u}, \bar{u}_{1}, \ldots, \bar{u}_{p}\right) \\
& =L\left(x, u, u_{1}, \ldots, u_{p}\right)+\varepsilon v_{j_{1}, j_{2}, \ldots, j_{k}}^{i} \frac{\partial L}{\partial u_{j_{1}, j_{2}, \ldots, j_{k}}^{i}}+O\left(\varepsilon^{2}\right) \tag{48}
\end{align*}
$$

in which summation over repeated indices is implied and $i=1, m, j=1, n$, and $k=0, p$. The variation in the action integral is:

$$
\begin{align*}
\delta A & =\int_{\Omega}[\bar{L}-L] \mathrm{d} x \\
& =\varepsilon \int_{\Omega} v_{j_{1}, j_{2}, \ldots, j_{k}}^{i} \frac{\partial L}{\partial u_{j_{1}, j_{2}, \ldots, j_{k}}^{i}} \mathrm{~d} x+O\left(\varepsilon^{2}\right) \tag{49}
\end{align*}
$$

We consider one set of terms in (49) with summation only over $j_{k}$.

$$
\begin{align*}
& \int_{\Omega} v_{j_{1}, j_{2}, \ldots, j_{k}}^{i} \frac{\partial L}{\partial u_{j_{1}, j_{2}, \ldots, j_{k}}^{i}} \mathrm{~d} x \\
= & \int_{\Omega}\left\{D_{j_{k}}\left[v_{j_{1}, j_{2}, \ldots, j_{k-1}}^{i} \frac{\partial L}{\partial u_{j_{1}, j_{2}, \ldots, j_{k}}^{i}}\right]-v_{j_{1}, j_{2}, \ldots, j_{k-1}}^{i} D_{j_{k}}\left[\frac{\partial L}{\partial u_{j_{1}, j_{2}, \ldots, j_{k}}^{i}}\right]\right\} \mathrm{d} x \\
= & \int_{\partial \Omega} D_{j_{k}}\left[v_{j_{1}, j_{2}, \ldots, j_{k-1}}^{i} \frac{\partial L}{\partial u_{j_{1}, j_{2}, \ldots, j_{k}}^{i}}\right] n_{j_{k}} \mathrm{~d} \sigma-\int_{\Omega} v_{j_{1}, j_{2}, \ldots, j_{k-1}}^{i} D_{j_{k}}\left[\frac{\partial L}{\partial u_{j_{1}, j_{2}, \ldots, j_{k}}^{i}}\right] \mathrm{d} x \\
= & \int_{\Omega} v_{j_{1}, j_{2}, \ldots, j_{k-1}}^{i} D_{j_{k}}\left[\frac{\partial L}{\partial u_{j_{1}, j_{2}, \ldots, j_{k}}^{i}}\right] \mathrm{d} x, \tag{50}
\end{align*}
$$

where on the right side in passing from the first line to the second line, we have made use of the divergence theorem and from the second to the third the requirement that $v$ and its derivatives up to the $(p-1)^{\text {th }}$ be zero on the boundary. If we apply this stratagem repeatedly to (50), we eventually obtain that:

$$
\begin{equation*}
\int_{\Omega} v_{j_{1}, j_{2}, \ldots, j_{k}}^{i} \frac{\partial L}{\partial u_{j_{1}, j_{2}, \ldots, j_{k}}^{i}} \mathrm{~d} x=(-1)^{k} \int_{\Omega} v^{i} D_{j_{1}} D_{j_{2}} \ldots D_{j_{k}} \frac{\partial L}{\partial u_{j_{1}, j_{2}, \ldots, j_{k}}^{i}} \mathrm{~d} x \tag{51}
\end{equation*}
$$

We substitute (51) into (49) to give:

$$
\begin{equation*}
\delta A=\varepsilon(-1)^{k} \int_{\Omega} v^{i} D_{j_{1}} D_{j_{2}} \ldots D_{j_{k}} \frac{\partial L}{\partial u_{\left.j_{1}, j_{2}, \ldots, j_{k}\right)}^{i}} \mathrm{~d} x+O\left(\varepsilon^{2}\right) . \tag{52}
\end{equation*}
$$

Hamilton's principle requires that $\delta A$ be zero for a zero-boundary variation. As the functions $v^{i}(x)$ are arbitrary subject to the differentiability condition, the integrand in (52) must be zero for each value of the index $i$, and so, we obtain the $m$ Euler-Lagrange equations:

$$
\begin{equation*}
(-1)^{k} D_{j_{1}} D_{j_{2}} \ldots D_{j_{k}} \frac{\partial L}{\partial u_{j_{1}, j_{2}, \ldots, j_{k}}^{i}}=0, \quad i=1, m \tag{53}
\end{equation*}
$$

with the summation on $j$ being from one to $n$ and on $k$ from zero to $p$.

## 10. Noether's Theorem: Original Formulation

Under the infinitesimal transformation:

$$
\begin{equation*}
\bar{x}^{j}=x^{j}+\varepsilon \xi^{j} \quad \bar{u}^{i}=u^{i}+\varepsilon \eta^{i} \tag{54}
\end{equation*}
$$

of both independent and dependent variables generated by the differential operator:

$$
\begin{equation*}
\Gamma=\xi_{j} \partial_{x_{j}}+\eta_{i} \partial_{u_{i}} \tag{55}
\end{equation*}
$$

in which summation on $i$ and $j$ from $1-m$ and from $1-n$, respectively, is again implied, the action integral,

$$
\begin{equation*}
A=\int_{\Omega} L\left(x, u, u_{1}, \ldots, u_{p}\right) \mathrm{d} x \tag{56}
\end{equation*}
$$

becomes:

$$
\begin{align*}
\bar{A} & =\int_{\bar{\Omega}} L\left(\bar{x}, \bar{u}, \bar{u}_{1}, \ldots, \bar{u}_{p}\right) \mathrm{d} \bar{x} \\
& =\int_{\Omega+\delta \Omega} L\left(x+\varepsilon \tilde{\xi}, u+\varepsilon \eta, u_{1}+\varepsilon \eta^{(1)}, \ldots, u_{p}+\varepsilon \eta^{(p)}\right) J(\bar{x}, x) \mathrm{d} x . \tag{57}
\end{align*}
$$

The notation $\delta \Omega$ indicates the infinitesimal change in the domain of integration $\Omega$ induced by the infinitesimal transformation of the independent variables.

The notation $\eta^{(j)}$ is a shorthand notation for the $j^{\text {th }}$ extension of $\Gamma$. For the $j_{1}^{\text {th }}$ derivative of $u^{i}$, we have specifically:

$$
\begin{equation*}
\eta_{j_{1}}^{i(1)}=D_{j_{1}} \eta^{i}-u_{l}^{i} D_{j_{1}} \xi^{l} \tag{58}
\end{equation*}
$$

and for higher derivatives, we can use the recursive definition:

$$
\begin{equation*}
\eta_{j_{1} j_{2} \ldots j_{k}}^{i(k)}=D_{k} \eta_{j_{1} j_{2} \ldots j_{k-1}}^{i(k-1)}-u_{j_{1} j_{2} \ldots j_{k}}^{i} D_{j_{k}} \xi^{l} \tag{59}
\end{equation*}
$$

in which the terms in parentheses are not to be taken as summation indices.

The Jacobian of the transformation may be written as:

$$
\begin{align*}
J(\bar{x}, x) & =\left|\frac{\partial \bar{x}^{i}}{\partial x^{j}}\right| \\
& =\left|\delta_{i j}+\varepsilon D_{j} \xi^{i}+O\left(\varepsilon^{2}\right)\right| \\
& =1+\varepsilon D_{j} \xi^{j}+O\left(\varepsilon^{2}\right) . \tag{60}
\end{align*}
$$

We now can write (57) as:

$$
\begin{equation*}
\bar{A}=\int_{\Omega}\left\{L+\varepsilon\left[\varepsilon L D_{j} \xi^{i}+\xi^{\xi} \frac{\partial L}{\partial x_{j}}+\eta_{j_{1} j_{2} \ldots j_{k}}^{i(k)} \frac{\partial L}{\partial u_{j_{1} j_{2} \ldots j_{k}}^{i}}\right]\right\} \mathrm{d} x+\int_{\delta \Omega} L \mathrm{~d} x+O\left(\varepsilon^{2}\right) . \tag{61}
\end{equation*}
$$

Because the transformation is infinitesimal, to the first order in the infinitesimal parameter, $\varepsilon$, the integral over $\delta \Omega$ can be written as:

$$
\begin{align*}
\int_{\delta \Omega} L \mathrm{~d} x & =\varepsilon \int_{\partial \Omega} L \mathrm{~d} \sigma \\
& =-\int_{\Omega} D_{j} F^{j} \mathrm{~d} x \tag{62}
\end{align*}
$$

where $\mathbf{F}$ is an as yet arbitrary function. The requirement that the action integral be invariant under the infinitesimal transformation now gives:

$$
\begin{equation*}
D_{j} F_{j}=L D_{j} \xi^{j}+\xi^{\xi^{j}} \frac{\partial L}{\partial x_{j}}+\eta_{j_{1} j_{2} \ldots j_{k}}^{i(k)} \frac{\partial L}{\partial u_{j_{1} j_{2} \ldots j_{k}}^{i}} . \tag{63}
\end{equation*}
$$

This is the condition for the existence of a Noether symmetry for the Lagrangian. We recall that the variational principle was not used in the derivation of (63), and so, the Noether symmetry exists for all possible curves in the phase space and not only the trajectory for which the action integral takes a stationary value.

To obtain a conservation law corresponding to a given Noether symmetry, we manipulate (63) taking cognizance of the Euler-Lagrange equations. As:

$$
\begin{equation*}
\xi^{i} D_{j} L=\xi^{j}\left(\frac{\partial L}{\partial x_{j}}+D_{j} u_{j_{1} j_{2} \ldots j_{k}}^{i} \frac{\partial L}{\partial u_{j_{1} j_{2} \ldots j_{k}}^{i}}\right), \tag{64}
\end{equation*}
$$

we may write (63) as:

$$
\begin{align*}
D_{j}\left[F_{j}-L \xi^{j}\right]= & {\left[\eta_{j_{1} j_{2} \ldots j_{k}}^{i(k)}-\xi^{j} D_{j} u_{j_{1} j_{2} \ldots j_{k}}^{i}\right] \frac{\partial L}{\partial u_{j_{1} j_{2} \ldots j_{k}}^{i}} } \\
= & \left(\eta^{i}-\xi^{j} D_{j} u^{i}\right) \frac{\partial L}{\partial u^{i}}+\sum_{k=1}^{p}\left[\eta_{j_{1} j_{2} \ldots j_{k}}^{i(k)}-\xi^{j} D_{j} u_{j_{1} j_{2} \ldots j_{k}}^{i}\right] \frac{\partial L}{\partial u_{j_{1} j_{2} \ldots j_{k}}^{i}} \\
= & -\left(\eta^{i}-\xi^{j} D_{j} u^{i}\right)(-1)^{k} D_{j_{1}} D_{j_{2}} \ldots D_{j_{k}} \frac{\partial L}{\partial u_{j_{1} j_{2} \ldots j_{k}}^{i}} \\
& +\sum_{k=1}^{p}\left[\eta_{j_{1} j_{2} \ldots j_{k}}^{i(k)}-\xi^{j} D_{j} u_{j_{1} j_{2} \ldots j_{k}}^{i}\right] \frac{\partial L}{\partial u_{j_{1} j_{2} \ldots j_{k}}^{i}} \tag{65}
\end{align*}
$$

in the second line of which we have separated the first term from the summation and used the Euler-Lagrange equation. We may rewrite the first term as:

$$
\begin{array}{r}
D_{j_{k}}\left[\left(\eta^{i}-\xi^{j} D_{j} u^{i}\right)(-1)^{k} D_{j_{1}} D_{j_{2}} \ldots D_{j_{k-1}} \frac{\partial L}{\partial u_{j_{1} j_{2} \ldots j_{k}}^{i}}\right] \\
-\left(D_{j_{k}} \eta^{i}-\left(D_{j_{k}} \xi^{j}\right) D_{j_{k}} u^{i}-\xi^{j} D_{j j_{k}} u^{i}\right)(-1)^{k} D_{j_{1}} D_{j_{2}} \ldots D_{j_{k-1}} \frac{\partial L}{\partial u_{j_{1} j_{2} \ldots j_{k}}^{i}} .
\end{array}
$$

The first term, being a divergence, can be moved to the left side (after replacing the repeated index $j_{k}$ with $j$ ). We observe that the second term may be written as (58):

$$
\begin{align*}
& -\left(\eta_{j_{k}}^{i(1)}-\xi^{j} u_{j j_{k}}^{i}\right)(-1)^{k} D_{j_{1}} D_{j_{2}} \ldots D_{j_{k-1}} \frac{\partial L}{\partial u_{j_{1} j_{2} \ldots j_{k}}^{i}} \\
\Leftrightarrow \quad & D_{j_{k-1}}\left[\left(\eta_{j_{k}}^{i(1)}-\xi^{j} u_{j j_{k}}^{i}\right)(-1)^{k} D_{j_{1}} D_{j_{2}} \ldots D_{j_{k-2}} \frac{\partial L}{\partial u_{j_{1} j_{2} \ldots j_{k}}^{i}}\right] \\
& +\left[D_{j_{k-1}}\left(\eta_{j_{k}}^{i(1)}-\xi^{j} u_{j j_{k}}^{i}\right)\right](-1)^{k} D_{j_{1}} D_{j_{2}} \ldots D_{j_{k-2}} \frac{\partial L}{\partial u_{j_{1} j_{2} \ldots j_{k}}^{i}} \\
\Leftrightarrow \quad & -D_{j_{k-1}}\left[\left(\eta_{j_{k}}^{i(1)}-\xi^{j} u_{j j_{k}}^{i}\right)(-1)^{k} D_{j_{1}} D_{j_{2}} \ldots D_{j_{k-2}} \frac{\partial L}{\partial u_{j_{1} j_{2} \ldots j_{k}}^{i}}\right] \\
& +\left(\eta_{j_{k-1} j_{k}}^{i(2)}-\xi^{j} u_{j j_{k-1} j_{k}}^{i}\right)(-1)^{k} D_{j_{1}} D_{j_{2}} \ldots D_{j_{k-2}} \frac{\partial L}{\partial u_{j_{1} j_{2} \ldots j_{k}}^{i}} \tag{66}
\end{align*}
$$

in which we see the same process repeated. Eventually, all terms can be included with the divergence, and we have the conservation law:

$$
\begin{equation*}
D_{j}\left\{F_{j}-L \xi^{j}-\left(\eta_{j k \ldots j_{k-l+1}}^{i(l)}-\xi^{m} u_{m j k \ldots j_{k-l+1}}^{i}\right)(-1)^{k} D_{j_{1}} D_{j_{2}} \ldots D_{j_{k-l}} \frac{\partial L}{\partial u_{j_{1} j_{2} \ldots j_{k}}^{i}}\right\}=0 \tag{67}
\end{equation*}
$$

The relations (63) and (67) constitute Noether's theorem for Hamilton's principle.

## 11. Noether's Theorem: Simpler Form

The original statement of Noether's theorem was in terms of infinitesimal transformations depending on dependent and independent variables and the derivatives of the former. Thus, the theorem was stated in terms of generalized symmetries ab initio. The complexity of the calculations for even a system of a moderate number of variables and derivatives of only low order in the coefficient functions is difficult to comprehend and the thought of hand calculations depressing. We have already mentioned that one is advised to calculate generalized Lie symmetries for the corresponding Euler-Lagrange equation using some package and then to check whether there exists an $\mathbf{F}$ such that (63) is satisfied for the Lie symmetries obtained. Even this can be a nontrivial task. Fortunately, there exists a theoretical simplification, presented by Boyer in 1967 [29], which reduces the amount of computation considerably. The basic result is that under the set of generalized symmetries:

$$
\Gamma=\xi^{i} \partial_{x^{i}}+\eta^{i} \partial_{u^{i}}
$$

where the $\xi^{i}$ and $\eta^{i}$ are functions of $u, x$ and the derivatives of $u$ with respect to $x$, and:

$$
\Gamma=\bar{\eta}^{i} \partial_{u^{i}}, \quad \bar{\eta}^{i}=\eta^{i}-u_{j}^{i} \xi^{j}
$$

one obtains the same results $[32,33]$.

This enables (63) and (67) to be written without the coefficient functions $\xi^{i}$. This is a direct generalization of the result for a first-order Lagrangian in one independent variable. One simply must ensure that generality is not lost by allowing for a sufficient generality in the dependence of the $\eta^{i}$ upon the derivatives of the dependent variables. The only caveat one should bear in mind is that the physical or geometric interpretation of a symmetry may be impaired if the symmetry is given in a form that is not its natural form. This does raise the question of what is the "natural" form of a symmetry. It does not provide the beginnings of an answer. It would appear that the natural form is often determined in the eye of the beholder, cf. [34].

The proof of the existence of equivalence classes of generalized transformation depends on the fact that two transformations can produce the same effect on a function.

## 12. Conclusions

In this review article, we perform a detailed discussion on the formulation of Noether's theorems and on its various generalizations. More specifically, we discuss that in the original presentation of Noether's work [1], the dependence of the coefficient functions of the infinitesimal transformation can be upon the derivatives of the dependent variables. Consequently, a series of generalizations on Noether' theorem, like hidden symmetries, generalized symmetries, etc., are all included in the original work of Noether. That specific point and that the boundary function on the action integral can include higher-order derivatives of the dependent variables were the main subjects of discussion for this work. Our aim was to recover for the audience that generality that has been lost after texts, for instance Courant, Hilbert, Rund, and many others, where they identify as Noether symmetries only the point transformations. The discussion has been performed for ordinary and partial differential equations, while the corresponding conservation laws/flows are given in each case.
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#### Abstract

We consider the issue of correspondence between symmetries and conserved quantities in the class of linear relativistic higher-derivative theories of derived type. In this class of models the wave operator is a polynomial in another formally self-adjoint operator, while each isometry of space-time gives rise to the series of symmetries of action functional. If the wave operator is given by $n$-th-order polynomial then this series includes $n$ independent entries, which can be explicitly constructed. The Noether theorem is then used to construct an $n$-parameter set of second-rank conserved tensors. The canonical energy-momentum tensor is included in the series, while the other entries define independent integrals of motion. The Lagrange anchor concept is applied to connect the general conserved tensor in the series with the original space-time translation symmetry. This result is interpreted as existence of multiple energy-momentum tensors in the class of derived systems. To study stability we seek for bounded-conserved quantities that are connected with the time translations. We observe that the derived theory is stable if its wave operator is defined by a polynomial with simple and real roots. The general constructions are illustrated by the examples of the Pais-Uhlenbeck oscillator, higher-derivative scalar field, and extended Chern-Simons theory.
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## 1. Introduction

Once the Noether theorem [1] is applied to the higher-derivative theories, the models whose Lagrangians involve second and higher-derivatives in time, the canonical energy usually appears to be unbounded. This is often interpreted as instability of higher-derivative dynamics [2]. The presence of classical trajectories with runaway behavior and the absence of a well-defined vacuum state with the lowest energy at the quantum level are considered as typical indicators of stability problems. The recent research [3-5] demonstrates that the models with unbounded classical energy are not necessarily unstable. Various ideas were applied to the study of stability of higher-derivative theories, including the non-Hermitian quantum mechanics [6-8], alternative Hamiltonian formulations [9-12], adiabatic invariants [13], and special boundary conditions [14]. For constrained systems, the energy can be bounded on-shell due to constraints [15-17]. The $f(R)$-gravity [18-20] is the most studied model of such a type.

In [21], it has been observed that the higher-derivative dynamics can be stabilized by another bounded-conserved quantity. Even though the Noether theorem associates this bounded quantity with a certain higher symmetry, the Lagrange anchor can be used to connect the additional integral of motion with the time translation. The Lagrange anchor was first introduced to quantize non-variational models in [22]. Later, it was observed that it also connects symmetries and conserved quantities in both Lagrangian and non-Lagrangian theories [23]. In the first-order formalism, the Lagrange anchor defines the Poisson bracket [24]. The bounded-conserved quantity, which is connected with the time translation symmetry, serves as Hamiltonian with respect to this Poisson bracket. In this way, the stability of dynamics is retained at both classical and quantum levels.

In [25], an interesting class of higher-derivative theories of derived type was introduced. In these models the wave operator is a constant coefficient polynomial (characteristic polynomial) in another formally self-adjoint operator of lower order. The Pais-Uhlenbeck theory [26], Podolsky electrodynamics [27], conformal gravities in four and six dimensions [28,29], and extended Chern-Simons [30] are particular examples of theories of derived type. The general result of [25] is the following: the derived theory with the $n$-th-order characteristic polynomial admits $n$-parameter series of conserved quantities, which can be bounded or unbounded. The bounded-conserved quantities can stabilize the classical dynamics of the theory. It was also claimed (without detailed analysis) that all of the conserved quantities in the series are connected with the time translation symmetry by a Lagrange anchor.

In the present article, we study the stability of higher-derivative dynamics from the viewpoint of a more general correspondence between symmetries and conservation laws, which is established by the Lagrange anchor. We show that the derived model with the $n$-th-order characteristic polynomial admits an $n$-parameter series of Lagrange anchors, which connects the general conserved quantity with time translation symmetry. To get this result we reformulate the correspondence between symmetries and conserved quantities in terms of algebra of polynomials and apply the Bezout Lemma. To study stability we address the issue of correspondence between the time translations and bounded-conserved quantities. This problem is special because the bounded-conserved quantities are not general representatives of the conserved quantity series. We conclude that in non-singular theories a bounded-conserved quantity can be connected with the time translation if all of the roots of the characteristic polynomial are real and simple. As for gauge models, a more accurate analysis is performed.

The rest of the paper is organized as follows. In Section 2, we recall some basic facts about symmetries, characteristics, and conservation laws in linear systems. In Section 3, we introduce the Lagrange anchor and establish a correspondence between symmetries and conservation laws. The class of derived models is introduced in Section 4. Section 5 studies the issue of the relationship between the bounded quantities and time translations. We also obtain the stability conditions of higher-derivative theories of derived type in Section 5. Section 6 illustrates general constructions in the theories of the Pais-Uhlenbeck oscillator, higher-derivative scalar, and extended Chern-Simons. The conclusion summarizes the results.

## 2. Symmetries, Characteristics, and Conserved Quantities of Linear Systems

Given the $d$-dimensional Minkowski space (We use the mostly minus convention for the space-time metric throughout this paper) with the local coordinates $x^{\mu}, \mu=0,1, \ldots, d-1$, we consider the set of fields $\varphi^{i}(x)$. The multi-index $i$ includes all the tensor, spinor, and isotopic indices, which label the fields. We assume the existence of an appropriate constant metric which can be used to raise and lower the multi-indices. This gives rise to the inner product of fields,

$$
\begin{equation*}
\langle\varphi, \psi\rangle=\varphi_{i}(x) \psi^{i}(x) \tag{1}
\end{equation*}
$$

(no integration over space-time). Zero boundary conditions are assumed for the fields at infinity. In this setting, the most general linear theory reads as PDE,

$$
\begin{equation*}
T_{i}(\varphi)=M_{i j}(\partial) \varphi^{j}=0, \tag{2}
\end{equation*}
$$

where summation over repeated index is implied, and $M$ is the matrix differential operator. By the matrix differential operator, we mean the matrix whose entries are polynomials in the formal variable $\partial_{\mu}=\partial / \partial x^{\mu}$.

The formal adjoint of the matrix differential operator $M$ is defined as follows:

$$
\begin{equation*}
M^{\dagger}{ }_{i j}(\partial)=M_{j i}(-\partial) . \tag{3}
\end{equation*}
$$

If the wave operator is formally self-adjoint, the corresponding Equation (1) are variational with the action functional

$$
\begin{equation*}
S[\varphi(x)]=\frac{1}{2} \int\langle\varphi, M \varphi\rangle d^{d} x \tag{4}
\end{equation*}
$$

In this class of models, $M$ is often called the wave operator. The following identity relates the operator and its adjoint:

$$
\begin{equation*}
\frac{1}{2}\left(\langle\varphi, M \psi\rangle-\left\langle M^{\dagger} \varphi, \psi\right\rangle\right)=\partial_{\mu}\left(j_{M}(\varphi, \psi)\right)^{\mu} \tag{5}
\end{equation*}
$$

Here, $\psi$ and $\varphi$ are test functions, and the right-hand side is a divergence of some vector. The index $M$ in $j_{M}$ labels the operator $M$, which is involved in the left-hand side of Equation (5).

We allow gauge freedom for the model (2). If the wave operator $M$ has right null-vectors in the class of matrix differential operators, i.e.,

$$
\begin{equation*}
M(\partial) R_{\alpha}(\partial) \equiv 0, \tag{6}
\end{equation*}
$$

with $\alpha$ being some multi-index, Equation (2) are invariant with respect to the gauge transformation

$$
\begin{equation*}
\delta_{\varepsilon} \varphi^{i}=R_{\alpha}^{i}(\partial) \varepsilon^{\alpha} \tag{7}
\end{equation*}
$$

Here, $\varepsilon^{\alpha}=\varepsilon^{\alpha}(x)$ are functions of space-time coordinates, and summation over the repeated index $\alpha$ is assumed. The matrix differential operators $R_{\alpha}$ are called gauge generators.

The wave operator can have left null-vectors in the class of matrix differential operators. All such null-vectors determine gauge identities between equations of motion of the following form:

$$
\begin{equation*}
Z_{A}(\partial) T(\varphi) \equiv 0 \tag{8}
\end{equation*}
$$

where the multi-index $A$ labels gauge identities. For linear variational theories, the identity generators are adjoint of gauge generators,

$$
\begin{equation*}
Z_{A}(\partial)=R_{\alpha}^{\dagger}(\partial), \quad A \equiv \alpha \tag{9}
\end{equation*}
$$

The statement about the relation between gauge symmetries and gauge identities is often called the second Noether theorem, and equality (9) is a particular form of it. In non-variational theories, the gauge symmetries and identity generators are unrelated to each other.

The matrix differential operator $L$ is called the symmetry (The notion of symmetry can be introduced in various ways. In this article we give non-rigorous explanations about symmetries, which are sufficient for our consideration. For systematical introduction into the subject we refer to the book [31]) of linear theory (2) if it is interchangeable with $M$ in the following sense:

$$
\begin{equation*}
M(\partial) L(\partial)=Q(\partial) M(\partial) \tag{10}
\end{equation*}
$$

with $Q$ being some matrix differential operator. Symmetry induces a linear transformation of the fields that preserves the mass shell (2):

$$
\begin{equation*}
\delta_{\xi} \varphi=\xi L(\partial) \varphi, \quad \delta_{\xi} T(\varphi)=\xi L(\partial) T(\varphi) \approx 0 \tag{11}
\end{equation*}
$$

Here, the constant $\xi$ is the infinitesimal transformation parameter, and the sign $\approx$ means equality modulo Equation (2). The symmetries of linear theory form an associative algebra with respect to the composition of the operators [31]. Equation (10) has a lot of trivial solutions of the form

$$
\begin{equation*}
L_{\text {triv }}(\partial)=U(\partial) M(\partial)+R_{\alpha}(\partial) U^{\alpha}(\partial) \tag{12}
\end{equation*}
$$

where $U$ and $U^{\alpha}$ are some matrix differential operators. These symmetries are present in every theory and do not contain any valuable information about the dynamics of the model. In what follows, we systematically ignore them.

We term the symmetry variational if the transformation (11) preserves the action functional (4). The defining condition for the variational symmetry reads

$$
\begin{equation*}
L^{\dagger}(\partial) M(\partial)+M(\partial) L(\partial)=0, \tag{13}
\end{equation*}
$$

which is relation (10) for $Q=L^{\dagger}$. Trivial variational symmetries have the form

$$
\begin{equation*}
L_{\text {triv }}^{\mathrm{var}}(\partial)=G(\partial) M(\partial)+R_{\alpha}(\partial) U^{\alpha}(\partial), \quad G^{\dagger}=-G \tag{14}
\end{equation*}
$$

The vector-valued function of the fields and their derivatives $j$ is called a conserved current of the model (4) if its divergence vanishes on the mass shell, i.e.,

$$
\begin{equation*}
\partial_{\mu} j^{\mu}\left(\varphi, \partial \varphi, \partial^{2} \varphi, \ldots\right)=\langle N(\varphi), T(\varphi)\rangle \tag{15}
\end{equation*}
$$

for some characteristics, $N$ being the function of fields and its derivatives. The conserved current $j$ defines the integral of motion:

$$
\begin{equation*}
J=\int j^{0}(\varphi) d^{d-1} x \tag{16}
\end{equation*}
$$

where the integration is held over the space coordinates. By construction, $J$ is a constant for all the solutions to the classical Equation (2).

The above definition of conserved current and characteristic has natural ambiguities. Two conserved currents are considered equivalent if their difference is the divergence of some anti-symmetric tensor on-shell,

$$
\begin{equation*}
j^{\prime \mu}(\varphi)-j^{\mu}(\varphi) \approx \partial_{v} \Sigma^{\nu \mu}(\varphi), \quad \Sigma^{v \mu}(\varphi)=-\Sigma^{\mu v}(\varphi) . \tag{17}
\end{equation*}
$$

Equivalent conserved currents define one and the same integral of motion (16). As for characteristics, the corresponding condition reads

$$
\begin{equation*}
N^{\prime}(\varphi)-N(\varphi) \approx U^{\alpha}(\varphi) R_{\alpha} . \tag{18}
\end{equation*}
$$

Equivalent characteristics determine equivalent conserved currents. This establishes a one-to-one correspondence between the equivalence classes of characteristics and conservation laws.

In linear theories, the quadratic conserved currents are the most relevant. Once the conserved current is bilinear in fields, the characteristic is linear. It can be written in the form

$$
\begin{equation*}
N(\varphi)=N(\partial) \varphi, \tag{19}
\end{equation*}
$$

where $N$ is a matrix differential operator, which we call the operator of characteristics. The defining condition for the operator of characteristic reads

$$
\begin{equation*}
N^{\dagger}(\partial) M(\partial)+M^{\dagger}(\partial) N(\partial)=0 \tag{20}
\end{equation*}
$$

The formula can be applied to both variational and non-variational theories. Trivial operators of characteristics read

$$
\begin{equation*}
N_{\text {triv }}(\partial)=G(\partial) M(\partial)+\sum_{A}\left(Z^{\dagger}\right)_{A}(\partial) U^{A}(\partial), \quad G^{\dagger}=-G \tag{21}
\end{equation*}
$$

In the class of variational models' conditions (20) and (21) take the form of (13) and (14). This brings us to the identification of variational symmetries and characteristics,

$$
\begin{equation*}
L(\partial) \equiv N(\partial) . \tag{22}
\end{equation*}
$$

The relationship between the variational symmetries and conserved currents is obtained from (20) and (21) using the integration by parts by means of Equation (5),

$$
\begin{equation*}
j=j_{M}(\varphi, N \varphi) \tag{23}
\end{equation*}
$$

(the on-shell vanishing terms are omitted). In fact, (22) and (23) represent one of the possible formulations of the classical Noether theorem [1].

As we can see from the above, the classical Noether theorem essentially uses two distinct facts: the relationship between characteristics and conserved currents (23), and the connection between symmetries and characteristics (22). The first of these facts holds true for the variational and non-variational models, while the second uses the presence of action functional. We introduce Formula (22) because it allows us to extend the Noether theorem beyond the scope of variational dynamics. A crucial ingredient of generalization of the Noether theorem is the Lagrange anchor.

## 3. Lagrange Anchor and Generalization of the Noether Theorem

The matrix differential operator $V$ is called a Lagrange anchor (For the general definition of Lagrange anchor see [22]) of the linear theory (2) if the following relation is satisfied:

$$
\begin{equation*}
V^{\dagger}(\partial) M^{\dagger}(\partial)-M(\partial) V(\partial)=0 \tag{24}
\end{equation*}
$$

The defining equation for the Lagrange anchor has a lot of trivial solutions of the form

$$
\begin{equation*}
V_{\text {triv }}(\partial)=G(\partial) M(\partial)+\sum_{\alpha} R_{\alpha}(\partial) U^{\alpha}(\partial), \quad G^{\dagger}=G \tag{25}
\end{equation*}
$$

where $G$ is a self-adjoint operator, and $U^{\alpha}$ are arbitrary operators. The trivial Lagrange anchors do not contain valuable information about the dynamics of the theory, and they are also useless for the connection of symmetries and conserved quantities. We systematically ignore them.

The Lagrange anchor is called transitive if it has zero kernel in the class of matrix differential operators,

$$
\begin{equation*}
V(\partial) K(\partial)=0 \Leftrightarrow K(\partial)=0 . \tag{26}
\end{equation*}
$$

We mostly consider transitive Lagrange anchors. The variational models admit the canonical Lagrange anchor, $V=i d$, which is transitive. In non-variational theories, some examples of transitive Lagrange anchors can be found in [32,33].

The Lagrange anchor connects symmetries and conserved quantities. If $N$ is the characteristic of a conserved quantity, and $V$ is a Lagrange anchor, the corresponding symmetry reads

$$
\begin{equation*}
L(\partial)=V(\partial) N(\partial) \tag{27}
\end{equation*}
$$

conditions (20) and (24) ensure that the right-hand side of this expression is symmetry in the sense of condition (10). Once the variational theory is equipped with the canonical Lagrange anchor, the identity map connects characteristics and symmetries,

$$
\begin{equation*}
L(\partial)=N(\partial), \quad V=i d \tag{28}
\end{equation*}
$$

This is the standard Noether correspondence between symmetries and conserved quantities (22), (23). If $V$ is non-canonical, the symmetries and conserved quantities are connected in a non-canonical way.

Relation (27) can be lifted at the level of classes of equivalence of non-trivial symmetries and conserved quantities. To ensure this fact, we should prove that the trivial characteristics are mapped into trivial symmetries. The following relations are used:

$$
\begin{gather*}
V(\partial) N_{\text {triv }}(\partial)=V(\partial) G(\partial) M(\partial)+\sum_{\alpha} V(\partial)\left(Z^{\dagger}\right)_{A}(\partial) U^{A}(\partial)= \\
=(V(\partial) G(\partial)) M(\partial)+\sum_{\alpha} R_{\alpha}(\partial) U^{\alpha}(\partial)=L_{\text {triv }}(\partial) \tag{29}
\end{gather*}
$$

For the sake of simplicity, we assume that the set of gauge generators is complete. In this case, the identity $M(\partial) V(\partial) Z_{A}(\partial) U^{A}(\partial)=0$ implies $V(\partial) Z_{A}(\partial) U^{A}(\partial)=R_{\alpha}(\partial) U^{\alpha}(\partial)$ for some $U^{\alpha}$, summation over repeated indices is implied.

The classes of equivalence of characteristics and conserved currents are in one-to-one correspondence. This means that Formula (27) connects the classes of equivalence of conservation laws and symmetries, like the Noether theorem. We call relation (27) the generalization of the Noether theorem. As the requirement of the existence of the Lagrange anchor is less restrictive than the presence of the least-action principle, the generalization of the Noether theorem can be applied to connect symmetries and conserved quantities in non-variational theories.

The matrix differential operator $L$ is called a proper symmetry with respect to the Lagrange anchor $V$ if $L(\partial)=V(\partial) P(\partial)$ for some $P$, and

$$
\begin{equation*}
V(\partial)\left(P^{\dagger}(\partial) M(\partial)+M^{\dagger}(\partial) P(\partial)\right)=0 \tag{30}
\end{equation*}
$$

the proper symmetries are symmetries in the usual sense. Indeed, by relations (24) and (27), we get

$$
\begin{gather*}
M(\partial) V(\partial) P(\partial)=\left(V^{\dagger}(\partial) M^{\dagger}(\partial)-M(\partial) V(\partial)\right) P(\partial)+M(\partial) V(\partial) P(\partial)= \\
=V^{\dagger}(\partial)\left(M^{\dagger}(\partial) P(\partial)+P^{\dagger}(\partial) M(\partial)\right)-V^{\dagger}(\partial) P^{\dagger}(\partial) M=V^{\dagger}(\partial) P^{\dagger}(\partial) M(\partial) \tag{31}
\end{gather*}
$$

In the class of variational models equipped with the canonical Lagrange anchor, the proper symmetries are just variational ones. If the Lagrange anchor is transitive, the proper symmetries can be connected with integrals of motion. Applying (26) to (30), we get that $P$ is the characteristic,

$$
\begin{equation*}
P^{\dagger}(\partial) M(\partial)+M^{\dagger}(\partial) P(\partial)=0 \tag{32}
\end{equation*}
$$

The characteristic defines the conserved current by Formula (16). This establishes a correspondence between proper symmetries and conserved quantities. In the class of variational models equipped with the canonical Lagrange anchor, relation (28) establishes the Noether correspondence between the variational symmetries and integrals of motion. In the class of non-variational theories, the proper symmetries constitute a special subset in the space of all symmetries, which can be connected with conserved quantities.

The connection between symmetries and conserved currents is not necessarily unique for a given system of equations, because multiple Lagrange anchors can be admissible by the model. If this takes place, one and the same conserved current can be associated with several different symmetries. Alternatively, one and the same symmetry can come from different pairs of Lagrange anchors and conserved currents. In the rest of the paper we mostly deal with the variational theories of derived type, which are known to admit multiple Lagrange anchors. In particular, we show that the isometries of space-time can be connected with the series of conserved tensors in this class of models.

## 4. Higher-Derivative Theories of Derived Type

Given a set of fields $\varphi^{i}$, we introduce the variational primary model without higher-derivatives

$$
\begin{equation*}
W_{i j}(\partial) \varphi^{j}=0, \quad W^{\dagger}=W \tag{33}
\end{equation*}
$$

The model (2) falls into the class of theories of derived type if its wave operator is a constant coefficient polynomial in $W$,

$$
\begin{equation*}
M(\alpha ; W)=\sum_{p=0}^{n} \alpha_{p} W^{p}, \quad \alpha_{n} \neq 0 \tag{34}
\end{equation*}
$$

The constants $\alpha_{0}, \ldots, \alpha_{n}$ distinguish different representatives in the class. The equations of motion (33) come from the least-action principle for the functional

$$
\begin{equation*}
S[\varphi(x)]=\frac{1}{2} \int\langle\varphi, W \varphi\rangle d^{d} x \tag{35}
\end{equation*}
$$

Each derived theory is defined by a primary operator $W$, and a characteristic polynomial in the complex variable $z$,

$$
\begin{equation*}
M(\alpha ; z)=\sum_{p=0}^{n} \alpha_{p} z^{p} . \tag{36}
\end{equation*}
$$

The symmetries, characteristics, and Lagrange anchors in the class of derived systems can be systematically obtained from the corresponding quantities of the primary model. Even though the derived quantities do not cover all symmetries, characteristics, and Lagrange anchors, they contain valuable information about dynamics. In the present paper, we use derived conserved quantities to study the stability of higher-derivative models.

Let us explain the details of the construction. Suppose that the primary theory admits the series of variational symmetries with the operator $L(\xi)$,

$$
\begin{equation*}
L(\xi)=\sum_{a=1}^{s} \xi^{a} L_{a}, \quad\left[L_{a}, W\right]=0, \quad L_{a}=-\left(L_{a}\right)^{\dagger} \tag{37}
\end{equation*}
$$

where the indices $a=1, \ldots, s$ label the generators of symmetry series, and $\xi$ 's are the transformation parameters, being real constants. In this case, the Noether theorem (22), (23) associates the conserved currents $j_{a}, a=1, \ldots, s$ with these symmetries. The conserved currents are linearly independent if the symmetry generators are linearly independent (modulo trivial symmetries). In what follows in this section, we assume the linear independence of the generators $L_{a}$ (37). The operators $L_{a}$ (37) can form a Lie algebra, at least in some models. The Poincare symmetry in the relativistic theories is one of the relevant examples of such kind. We do not specify the structure of the algebra of symmetries because we are mostly interested in the correspondence between the linear spaces of symmetries and conserved quantities.

A single variational symmetry (37) defines the $n$-parameter series of variational symmetries of the action functional (4), (34),

$$
\begin{equation*}
N(\beta, \xi ; W)=L(\xi) N(\beta ; W), \quad N(\beta ; W) \equiv \sum_{p=0}^{n-1} \beta_{p} W^{p} \tag{38}
\end{equation*}
$$

where $\beta_{p}, p=0, \ldots, n-1$, are constant parameters. For $p=0$, this series includes the symmetries (37) of the primary model (33). The other entries in (38) are higher-derivative operators whose origin is a consequence of the derived structure (34) of the equations of motion (2). The symmetries in the series (38) are usually independent, even though it is not a theorem. The general argument is that if
all the powers of the primary operator are independent initial data and $L_{a}$ 's are transitive operators, the characteristic (38) cannot be zero on-shell. The exceptions are possible in the class of gauge theories, where some entries of the series (38) can trivialize on the mass-shell with account of gauge symmetries.

The Noether theorem (22), (23) associates the following set of conserved currents with the variational symmetry (38):

$$
\begin{gather*}
j(\beta, \xi)=\sum_{p=0}^{n-1} \beta_{p} j^{p}(\xi) \\
j^{p}(\xi)=\sum_{q=0}^{n} \alpha_{q}\left(\sum_{s=1}^{q-p} j_{W}\left(L(\xi) W^{p+s-1} \varphi, W^{q-s} \varphi\right)+\sum_{s=1}^{p-q} j_{W}\left(L(\xi) W^{p-s} \varphi, W^{q+s-1} \varphi\right)\right) \tag{39}
\end{gather*}
$$

The derivation of this formula uses integration by parts by means of Equation (5). All the on-shell vanishing contributions are omitted in (39). In this set, $j^{0 \prime}$ s represents the canonical conserved quantities of the derived model (4), (34) that are connected with the original symmetry (37) of the primary model (33). The other conserved currents, $j^{p}, p=1, \ldots, n-1$, come from the higher-symmetries in the set (38). The conditions of linear independence of conserved currents are the same as that of symmetries.

The Lagrange anchors in the class of derived theories are just polynomials in the primary operator,

$$
\begin{equation*}
V(\gamma ; W)=\sum_{p=0}^{n-1} \gamma_{p} W^{p} \tag{40}
\end{equation*}
$$

The higher-powers of $W$ do not define new non-trivial Lagrange anchors, see Equation (25). The canonical Lagrange anchor is included in this series for

$$
\begin{equation*}
\beta_{0}=1, \quad \beta_{1}=\beta_{2}=\ldots=\beta_{n-1}=0 \tag{41}
\end{equation*}
$$

The Lagrange anchor (40) connects characteristic (38) with symmetry of the derived theory (34) by the rule (27). The resulting symmetry is the original one if

$$
\begin{equation*}
V(\gamma ; W) N(\beta, \xi ; W)=L(\xi)+\text { trivial symmetry } \tag{42}
\end{equation*}
$$

We are interested in the problem of connecting of conserved quantities with the original symmetry because it is relevant for studying stability.

Let us first consider the theories without gauge symmetries. In this case, the relevant trivial symmetry in the right-hand side of (42) has the form

$$
\begin{equation*}
L_{\text {triv }}=K(\delta ; W) M(\alpha ; W) L(\xi), \quad K(\delta ; W)=\sum_{p=0}^{n-2} \delta_{p} W^{p} \tag{43}
\end{equation*}
$$

with $K$ being some polynomial in $W$. To meet (42), it is sufficient to impose the condition

$$
\begin{equation*}
V(\gamma ; W) N(\beta ; W)=i d+K(\delta ; W) M(\alpha ; W) \tag{44}
\end{equation*}
$$

If all the powers of the characteristic operator are independent, the formula is equivalent to the relation between the characteristic polynomials of the involved quantities

$$
\begin{equation*}
V(\gamma ; z) N(\beta ; z)-K(\delta ; z) M(\alpha ; z)=1 . \tag{45}
\end{equation*}
$$

The Bezout Lemma states that the problem has a unique solution for $V$ and $K$ if, and only if, $N$ and $M$ have no common roots. Once two general polynomials have no common roots, almost all the conserved quantities in the series are related to the original symmetry.

In the class of gauge models, some additional symmetry can trivialize on-shell. The relevant trivial symmetry in the right-hand side of (42) can be chosen in the form

$$
\begin{equation*}
L_{\text {triv }}=\left(K(\delta ; W) M(\alpha ; W)+\sum_{k=1}^{s} K_{s}(W) M_{s}(W)\right) L(\xi) \tag{46}
\end{equation*}
$$

where $M_{s}$ are additional generators of trivial symmetries. In principle, the wave operator and $M_{s}$ can be dependent in some models. We should ignore $M$ in the formulas below in these circumstances. The analogue of relations (44), (45) reads

$$
\begin{gather*}
V(\gamma ; W) N(\beta ; W)-K(\delta ; W) M(\alpha ; W)-\sum_{k=1}^{s} K_{s}(W) M_{s}(W)=i d  \tag{47}\\
V(\gamma ; z) N(\beta ; z)-K(\delta ; z) M(\alpha ; z)-\sum_{k=1}^{s} K_{s}(z) M_{s}(z)=1 \tag{48}
\end{gather*}
$$

These equations are consistent if $N$ and at least one characteristic polynomial of the trivial gauge symmetry generators $M, M_{s}$, have no common roots. This condition is less restrictive than in the case of non-gauge models.

## 5. Stability of Higher-derivative Dynamics

In this section, we address the problem of establishing a relationship between the boundedconserved quantities and the time translation symmetry. This problem needs more accurate investigation because bounded-conserved quantities are not necessarily general representatives of conserved current series, while general conserved currents may define unbounded-conserved charges. We proceed in two steps. First, the bounded-conserved quantities in the series are identified. After that, we address the issue of connecting bounded-conserved quantities with the space-time translation. Throughout the section we assume that $L(\xi)=\xi^{\mu} \partial_{\mu}$.

Let us discuss the structure of conserved quantities in the series (39). We introduce the factorization of the wave operator (34) in the form

$$
\begin{equation*}
M(\alpha ; W)=\alpha_{n} \prod_{k=1}^{r}\left(W-\lambda_{k}\right)^{m_{k}} \tag{49}
\end{equation*}
$$

where the numbers $\lambda_{k}$ and $m_{k}$ label different roots and their multiplicities. The integer $r$ is the total number of different roots. We assume that all the quantities $\lambda_{p}$ are real numbers. We do not consider complex roots because the corresponding derived theory is always unstable.

Using factorization (49), we define the new dynamical variables absorbing the derivatives of the original field by the receipt of Pais and Uhlenbeck [26]:

$$
\begin{equation*}
\varphi_{k}=\Lambda_{k}(\partial) \varphi, \quad \Lambda_{k}(\partial)=\alpha_{n} \prod_{i=1, i \neq k}^{r}\left(W-\lambda_{i}\right)^{m_{i}}, \quad k=1, \ldots, r \tag{50}
\end{equation*}
$$

We term the new quantities as components. By construction, the original field $\varphi$ can be expressed on-shell as the linear combination:

$$
\begin{equation*}
\varphi=\sum_{k=1}^{r} C_{k}(\zeta ; W) \varphi_{k}, \quad C_{k}(\zeta ; W)=\sum_{k=0}^{m_{k}-1} \zeta_{k} W^{k} \tag{51}
\end{equation*}
$$

The following system of equations is valid for the components:

$$
\begin{equation*}
\left(W-\lambda_{k}\right)^{m_{k}} \varphi_{k}=0, k=1, \ldots, r . \tag{52}
\end{equation*}
$$

It ensures that the components, which are associated with different roots of characteristic equation, are independent degrees of freedom. The one-to-one correspondence between the solutions of systems (2) and (52) is established by Formulas (50) and (51).

The system of equations for components comes from the action functional

$$
\begin{equation*}
S=\sum_{k=1}^{r} S_{k}\left[\varphi_{k}(x)\right], \quad S_{k}\left[\varphi_{k}(x)\right]=\frac{1}{2} \int\left\langle\varphi_{k}\left(W-\lambda_{k}\right)^{m_{k}} \varphi_{k}\right\rangle d^{d} x . \tag{53}
\end{equation*}
$$

Once $L(\xi)$ is a set of symmetries of the primary model, the following transformations are variational symmetries:

$$
\begin{equation*}
\delta_{\xi} \varphi_{k}=\left(W-\lambda_{k}\right)^{l} L(\xi) \varphi_{k}, \quad k=1, \ldots, r, \quad l=0, \ldots, m_{k}-1, \tag{54}
\end{equation*}
$$

with no sum in $k$. There are $n$ independent symmetries in this set. In terms of the original field set, these transformations correspond to the derived symmetries (38). The following conserved currents are associated with them:

$$
\begin{gather*}
j^{k ; m_{k}-l-1}(\xi)=\sum_{s=1}^{m_{k}-l} j_{W-\lambda_{k}}\left(L(\xi)\left(W-\lambda_{k}\right)^{l+s-1} \varphi_{k}\left(W-\lambda_{k}\right)^{m_{k}-s} \varphi_{k}\right)  \tag{55}\\
k=1, \ldots, r, l=0, \ldots, m_{k}-1
\end{gather*}
$$

In this set, the leading representatives $j^{k ; m k-1}$ are the canonical energy-momentum currents of the components, while the others are independent quantities. It is obvious that (55) are linear combinations of conserved tensors (39).

Once $\xi$ is an arbitrary constant vector, the conserved quantities are tensors. The second-rank conserved tensors $\left(T^{k ; l}\right)^{\mu v}$ are defined by the rule

$$
\begin{equation*}
\left(j^{k ; l}(\xi)\right)^{\mu}=\xi_{v}\left(T^{k ; l}\right)^{\mu v} \tag{56}
\end{equation*}
$$

As for the structure of conserved tensors (56), the following observation is relevant. The leading representatives in the conserved tensor series,

$$
\begin{equation*}
\left(T^{k ; 0}\right)^{00}=\left(j_{W-\lambda_{k}}\left(\partial^{0}\left(W-\lambda_{k}\right)^{m_{k}-1} \varphi_{k},\left(W-\lambda_{k}\right)^{m_{k}-1} \varphi_{k}\right)\right)^{0}, \tag{57}
\end{equation*}
$$

have bounded from below 00-component if the canonical energy of the primary model is bounded on-shell

$$
\begin{equation*}
\left(T^{k ; 0}\right)^{00} \geq 0 \Leftrightarrow T_{W-\lambda_{k}}^{00}(\varphi) \equiv\left(j_{W-\lambda_{k}}\left(\partial^{0} \varphi, \varphi\right)^{0} \geq 0, \forall \varphi .\right. \tag{58}
\end{equation*}
$$

These conditions can be satisfied in many cases. For example, it is sufficient to assume

$$
\begin{equation*}
T_{W}^{00}(\varphi) \geq 0, \quad T_{\lambda_{k}}^{00}(\varphi)=-\lambda_{k}\langle\varphi, \varphi\rangle \geq 0 \tag{59}
\end{equation*}
$$

The other contributions in (55) are not bounded from below because they are linear in the variable

$$
\begin{equation*}
\left(W-\lambda_{k}\right)^{m_{k}-1} \varphi_{k} . \tag{60}
\end{equation*}
$$

Once this quantity is an initial data of the model, the conserved tensors (56) cannot have bounded 00 -component for $l>0$.

The observations above can be summarized as follows. If the primary theory is stable, the leading terms in the conserved tensor set (56) have bounded 00-components, while the other contributions
are unbounded unless they vanish due to gauge symmetries or constraints. The bounded series of conserved currents in unconstrained theory has the form

$$
\begin{equation*}
\left(j^{+}\right)^{\mu}(\beta, \xi)=\sum_{k=1}^{r} \beta_{k} \xi_{v}\left(T^{k ; 0}\right)^{\mu v} \tag{61}
\end{equation*}
$$

In the case of multiple roots of the characteristic equation, this subseries is special because it involves only some initial data (60). Such conserved quantities cannot ensure the classical stability of the model. This brings us to the conclusion that non-singular theories of derived type with multiple roots should be unstable. This observation is supported by the models of the Pais-Uhlenbeck oscillator and the higher-derivative scalar field, where the models with resonance are unstable.

Let us now show that theories with multiple roots cannot be stable at the quantum level. This amounts to the fact that the bounded-conserved quantity cannot be connected with the time translation symmetry. The characteristic for the bounded-conserved tensor reads

$$
\begin{equation*}
N^{+}(\beta, \xi ; W)=\sum_{k=1}^{r} L(\xi) \beta_{k}\left(W-\lambda_{k}\right)^{m_{k}-1} \Lambda_{k}(\lambda ; W) \tag{62}
\end{equation*}
$$

where $\Lambda$ 's were introduced in (50). Given the Lagrange anchor (40), the corresponding symmetry is (42). This expression defines the space-time translation if

$$
\begin{equation*}
L(\xi) V(\gamma ; W) N^{+}(\beta ; W)=L(\xi)+\text { trvial symmetry } \tag{63}
\end{equation*}
$$

Assuming that no gauge symmetries are present in the model, and $L(\xi)$ is a transitive operator (26), we conclude that

$$
\begin{equation*}
V(\gamma ; W) N^{+}(\beta ; W)-K(\delta ; W) M(\alpha ; W)=i d \tag{64}
\end{equation*}
$$

where $K$ is some polynomial. Once all the powers of $W$ are linearly independent, this equation is equivalent to the following relation between characteristic polynomials of conserved quantities:

$$
\begin{equation*}
V(\gamma ; z) N^{+}(\beta ; z)-K(\delta ; z) M(\alpha ; z)=1 \tag{65}
\end{equation*}
$$

By the Bezout Lemma, this condition is consistent for fixed $N^{+}$and $M$ if, and only if, these polynomials have no common roots. On the other hand, each multiple root is common for $M$ and $N^{+}$. Hence, the bounded-conserved quantity can only be connected with space-time translations if all the roots of the characteristic equation are simple. The Pais-Uhlenbeck oscillator and higher-derivative scalar field models again serve as demonstrations for this observation.

The case of gauge theories needs more accurate consideration. There are two important points: unbounded contributions in (55) can trivialize on the mass-shell, and the relation between symmetries and conserved quantities is more relaxed. This allows us to connect a bounded-conserved tensor with the time translation symmetry even if the characteristic polynomial has multiple roots. We illustrate this possibility in the extended Chern-Simons theory in Section 6.3.

## 6. Examples

### 6.1. Fourth-order Pais-Uhlenbeck Oscillator

The Pais-Uhlenbeck oscillator of the fourth-order is a theory of a single dynamical variable $x(t)$ with the action functional

$$
\begin{equation*}
S[x(t)]=\frac{1}{2} \int\left(x\left(\frac{d^{2}}{d t^{2}}+\omega_{1}^{2}\right)\left(\frac{d^{2}}{d t^{2}}+\omega_{2}^{2}\right) x\right) d t \tag{66}
\end{equation*}
$$

where the frequencies $\omega_{1}, \omega_{2}$ are parameters of the model. The Euler-Lagrange equation for the action functional is of derived type,

$$
\begin{equation*}
\frac{\delta S}{\delta x}=\left(\frac{d^{2}}{d t^{2}}+\omega_{1}^{2}\right)\left(\frac{d^{2}}{d t^{2}}+\omega_{2}^{2}\right) x=0 \tag{67}
\end{equation*}
$$

with the primary operator being the second time derivative. The squares of frequencies determine the roots of the characteristic polynomial (36), which can be equal or different. The order of the characteristic polynomial equals two.

If the frequencies of the Pais-Uhlenbeck oscillator are different, two integrals of motion (56) are admissible by the model,

$$
\begin{equation*}
J^{k}=\frac{1}{2\left(\omega_{1}^{2}+\omega_{2}^{2}\right)}\left(\left(\dddot{x}+\omega_{k}^{2} \dot{x}\right)^{2}+\left(\omega_{1}^{2}+\omega_{2}^{2}-\omega_{k}^{2}\right)\left(\ddot{x}+\omega_{k}^{2} x\right)^{2}\right), \quad k=1,2 . \tag{68}
\end{equation*}
$$

These conserved quantities are obviously bounded from below. The bounded subseries of conserved quantities (61) is the linear combination of these expressions,

$$
\begin{equation*}
J^{+}=\sum_{k=1}^{2} \beta_{k} J^{k}, \quad \beta_{k}>0 \tag{69}
\end{equation*}
$$

The characteristic for the bounded-conserved quantity reads

$$
\begin{equation*}
N^{+}\left(\beta, \frac{d^{2}}{d t^{2}}\right)=\sum_{k=1}^{2} \frac{\beta_{k}}{\omega_{1}^{2}+\omega_{2}^{2}}\left(\frac{d^{2}}{d t^{2}}+\omega_{k}^{2}\right) \frac{d}{d t} \tag{70}
\end{equation*}
$$

The Lagrange anchor,

$$
\begin{equation*}
V\left(\frac{d^{2}}{d t^{2}}\right)=\frac{\left(\omega_{1}^{2}+\omega_{2}^{2}\right)}{\left(\omega_{2}^{2}-\omega_{1}^{2}\right)^{2}}\left(\frac{\beta_{1}+\beta_{2}}{\beta_{1} \beta_{2}} \frac{d^{2}}{d t^{2}}+\frac{\beta_{1} \omega_{2}^{2}+\beta_{2} \omega_{1}^{2}}{\beta_{1} \beta_{2}}\right), \tag{71}
\end{equation*}
$$

connects the conserved quantity (69) with the time translation symmetry whenever the product $\beta_{1} \beta_{2}$ is nonzero. This gives an alternative proof of the stability of the Pais-Uhlenbeck oscillator with different frequencies.

In the case of resonance $\omega_{1}=\omega_{2}=\omega$, the Pais-Uhlenbeck oscillator has two conserved quantities, only one of which is bounded from below,

$$
\begin{equation*}
J^{1}=\frac{1}{2 \omega^{2}}\left(\left(\dddot{x}+\omega^{2} \dot{x}\right)^{2}+\left(\ddot{x}+\omega^{2} x\right)^{2}\right), J^{2}=\frac{1}{2 \omega^{2}}\left(2 \dot{x} \dddot{x}-\ddot{x}^{2}\right)+x^{2}+\frac{1}{2} \omega^{2} x^{2} . \tag{72}
\end{equation*}
$$

The series of bounded-conserved quantities (61) includes a single entry $J^{1}$. The characteristic (62) for this conserved quantity reads

$$
\begin{equation*}
N^{+}\left(\frac{d^{2}}{d t^{2}}\right)=\frac{1}{\omega^{2}}\left(\frac{d^{2}}{d t^{2}}+\omega^{2}\right) \frac{d}{d t} \tag{73}
\end{equation*}
$$

It has the common root $\omega^{2}$ with the characteristic polynomial of the wave operator (67). This means that the bounded integral of motion cannot be connected with the time translation symmetry in the model with resonance.

The results of this subsection show that the fourth-order Pais-Uhlenbeck oscillator is stable if its frequencies are different. This result confirms the general observation about the connection of structure of the roots of characteristic polynomial and its stability.

### 6.2. Higher-derivative Scalar Field

Consider the theory of real scalar field $\varphi(x)$ on $d$-dimensional Minkowski space with the action functional

$$
\begin{equation*}
S[\varphi(x)]=\frac{1}{2} \int \varphi\left(\prod_{p=1}^{n}\left(\frac{\partial^{2}}{\partial x^{\mu} \partial x_{\mu}}+\mu_{p}^{2}\right)\right) \varphi d^{d} x . \tag{74}
\end{equation*}
$$

In this formula, the real numbers $\mu_{p}$ determine the spectrum of masses in the theory. The equations of motion belong to derived type, with the primary operator being d'Alembertian,

$$
\begin{equation*}
\frac{\delta S}{\delta \varphi}=\prod_{p=1}^{n}\left(\frac{\partial^{2}}{\partial x^{\mu} \partial x_{\mu}}+\mu_{p}^{2}\right) \varphi=0, \quad W=\frac{\partial^{2}}{\partial x^{\mu} \partial x_{\mu}} \tag{75}
\end{equation*}
$$

The primary model is the theory of free mass-less scalar field,

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x^{\mu} \partial x_{\mu}} \varphi=0 \tag{76}
\end{equation*}
$$

This theory is invariant under the Poincare symmetries, including the space-time translations.
The structure of conserved quantities in the model depends on the values of the roots of the characteristic polynomial. Once all roots are different, all the dynamical degrees of freedom are scalars with different masses. The lower order formulation (52) for the model reads

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial x^{\mu} \partial x_{\mu}}+\mu_{p}^{2}\right) \varphi_{p}=0, \varphi_{p}=\prod_{q=1, q \neq p}^{n}\left(\frac{\partial^{2}}{\partial x^{\mu} \partial x_{\mu}}+\mu_{q}^{2}\right) \varphi, p=1, \ldots, n \tag{77}
\end{equation*}
$$

The conserved tensors (56) are just energies of the components,

$$
\begin{equation*}
\left(T^{p}\right)^{\mu v}=\partial^{\mu} \varphi_{p} \partial^{v} \varphi_{p}-\frac{1}{2} \eta^{\mu v}\left(\partial^{\rho} \varphi_{p} \partial_{\rho} \varphi_{p}-\mu_{p}^{2} \varphi_{p}^{2}\right), \quad p=1, \ldots, n \tag{78}
\end{equation*}
$$

It is clear that all of these quantities have bounded from below 00-component. The subseries of bounded-conserved quantities (61) have the form

$$
\begin{equation*}
\left(j^{+}\right)^{\mu}(\beta ; \xi)=\sum_{p=1}^{n} \beta_{p} \xi_{v}\left(T^{p}\right)^{\mu v}, \quad \beta_{p}>0 \tag{79}
\end{equation*}
$$

By the general theorem above, all of these quantities can be connected with the space-time translations by the appropriate Lagrange anchor. We derive the explicit expression for such a Lagrange anchor in Appendix A (For the fourth-order theory (case $n=2$ ) such a Lagrange anchor has been first introduced in [21]).

If multiple roots are admissible for the characteristic polynomial, two or more conserved quantities are related with one and the same root. Below, we give expressions for additional integrals of motion in the simplest option, where only one root has multiplicity two, and all the other roots are simple. Without loss of generality we assume that

$$
\begin{equation*}
\mu_{n-1}=\mu_{n}=\mu \tag{80}
\end{equation*}
$$

In this case, the system (52) reads

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial x^{\mu} \partial x_{\mu}}+\mu_{p}^{2}\right) \varphi_{p}=0, \varphi_{p}=\prod_{q=1, q \neq p}^{n}\left(\frac{\partial^{2}}{\partial x^{\mu} \partial x_{\mu}}+\mu_{q}^{2}\right) \varphi, p=1, \ldots, n-2, \tag{81}
\end{equation*}
$$

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial x^{\mu} \partial x_{\mu}}+\mu^{2}\right)^{2} \varphi_{n-1}=0, \quad \varphi_{n-1}=\prod_{q=1}^{n-2}\left(\frac{\partial^{2}}{\partial x^{\mu} \partial x_{\mu}}+\mu_{q}^{2}\right) \varphi \tag{82}
\end{equation*}
$$

The components $\varphi_{p}, p=1, \ldots, n-2$ are usual scalar fields, while $\varphi_{n-1}$ obeys higher-derivative equations. For simple roots the conserved tensors have the form (78), we do not repeat the expressions for them. Two conserved tensors are associated with the multiple root,

$$
\begin{gather*}
\left(T^{n-1 ; 0}\right)^{\mu \nu}=\frac{1}{\mu^{2}}\left(\partial^{\mu} \widetilde{\varphi}_{n-1} \partial^{v} \widetilde{\varphi}_{n-1}-\frac{1}{2} \eta^{\mu v}\left(\partial^{\rho} \widetilde{\varphi}_{n-1} \partial_{\rho} \widetilde{\varphi}_{n-1}-\mu^{2} \widetilde{\varphi}_{n-1}^{2}\right)\right), \widetilde{\varphi}_{n-1} \equiv\left(\partial_{\mu} \partial^{\mu}+\mu^{2}\right) \varphi_{n-1} ; \\
\left(T^{n-1 ; 1}\right)^{\mu \nu}=\frac{1}{\mu^{2}}\left(\partial^{\mu} \varphi_{n-1} \partial^{v} \partial_{\rho} \partial^{\rho} \varphi_{n-1}-\partial^{\mu} \partial_{\rho} \varphi_{n-1} \partial^{v} \partial^{\rho} \varphi_{n-1}+2 \mu^{2} \partial^{\mu} \varphi_{n-1} \partial^{v} \varphi_{n-1}\right.  \tag{83}\\
\left.-\frac{1}{2} \eta^{\mu \nu}\left(-\partial^{\rho} \partial^{\tau} \varphi_{n-1} \partial_{\rho} \partial_{\tau} \varphi_{n-1}+\mu^{2} \partial^{\rho} \varphi_{n-1} \partial_{\rho} \varphi_{n-1}-\mu^{4} \varphi_{n-1}^{2}\right)\right) .
\end{gather*}
$$

The bounded-conserved quantity reads

$$
\begin{equation*}
\left(j^{+}\right)^{\mu}(\beta ; \xi)=\sum_{p=1}^{n-1} \beta_{p} \xi_{v}\left(T^{p ; 0}\right)^{\mu v}, \quad \beta_{p}>0 \tag{84}
\end{equation*}
$$

The characteristic for the bounded-conserved tensor has the form

$$
\begin{equation*}
N^{+}\left(\beta, \xi ; \frac{\partial^{2}}{\partial x^{\mu} \partial x_{\mu}}\right)=\left(\frac{\partial^{2}}{\partial x^{\mu} \partial x_{\mu}}+\mu^{2}\right)\left(\sum_{p=1}^{n-1}\left(\beta_{p} \xi_{\mu} \partial^{\mu} \prod_{q=1, q \neq p}^{n-1}\left(\frac{\partial^{2}}{\partial x^{\mu} \partial x_{\mu}}+\mu_{q}^{2}\right)\right)\right) \tag{85}
\end{equation*}
$$

Its characteristic polynomial,

$$
\begin{equation*}
N^{+}(\beta ; z)=\left(z+\mu^{2}\right) \sum_{p=1}^{n-1}\left(\beta_{p} \prod_{q=1, q \neq p}^{n-1}\left(z+\mu_{q}^{2}\right)\right) \tag{86}
\end{equation*}
$$

has the common root $-\mu^{2}$ with the characteristic polynomial of the theory. In doing so, the bounded-conserved quantity cannot be connected with the time translations. This demonstrates that the free higher-derivative scalar field theory with different masses is stable, while the multiple roots indicate the instability of the model.

### 6.3. Extended Chern-Simons Model

Consider the theory of the vector field $A=A_{\mu}(x) d x^{\mu}$ on $3 d$ Minkowski space with the action functional

$$
\begin{equation*}
S[A(x)]=\frac{1}{2} \int\left(A, \sum_{p=1}^{n} \alpha_{p}(* d)^{p} A\right) d^{3} x \tag{87}
\end{equation*}
$$

where the round brackets denote the standard inner product of differential forms, * is the Hodge dual, and $d$ is the de-Rham differential. The parameters of the model are the constants $\alpha_{1}, \ldots, \alpha_{n}$. The action of the Chern-Simons operator on the vector field is determined by the relation

$$
\begin{equation*}
(* d A)_{\mu} d x^{\mu}=\varepsilon_{\mu v \rho} d x^{\mu} \partial^{v} A^{\rho} \tag{88}
\end{equation*}
$$

Here, $\varepsilon$ is the $3 d$ Levi-Civita symbol, with $\varepsilon_{012}=1$. The Euler-Lagrange equations for the model have the form

$$
\begin{equation*}
\frac{\delta S}{\delta A}=\sum_{p=1}^{n} \alpha_{p}(* d)^{p} A=0 \tag{89}
\end{equation*}
$$

The primary operator of the theory is the Chern-Simons one, see Equation (88). The primary theory for the model is the usual abelian Chern-Simons theory.

The primary operator (88) is Poincare-invariant, so that the space-time translations are symmetries of the model. The series of derived symmetries reads

$$
\begin{equation*}
N(\beta, \xi ; * d)=\sum_{p=0}^{n-1} \xi^{\mu} \beta_{p}(* d)^{p} \partial_{\mu} . \tag{90}
\end{equation*}
$$

The corresponding set of conserved tensors has the form

$$
\begin{equation*}
T^{\mu v}(\beta)=\frac{1}{2} \sum_{p, q=0}^{n-1} C_{p, q}(\alpha, \beta)\left(F^{(p) \mu} F^{(q) v}+F^{(p) \mu} F^{(q) v}-\eta^{\mu v} \eta_{\rho \sigma} F^{(p) \rho} F^{(q) \sigma}\right) \tag{91}
\end{equation*}
$$

all of the space-time indices are raised and lowered by the Minkowski metric, and the following notation is used:

$$
\begin{equation*}
F^{(p)}=(* d)^{p} A, p=0, \ldots, n-1 . \tag{92}
\end{equation*}
$$

The quantity $C(\alpha, \beta)(91)$ is the Bezout matrix of the characteristic polynomial of the model and the characteristic polynomial of the symmetry. It is defined by the generating relation,

$$
\begin{align*}
C_{p, q}(\alpha, \beta) & =\left.\frac{\partial^{p+q}}{\partial p z \partial^{q} u}\left(\frac{M(z) N(u)-M(u) N(z)}{z-u}\right)\right|_{z=u=0}, \\
M(z) & \equiv \sum_{p=1}^{n} \alpha_{p} z^{p}, \quad N(z) \equiv \sum_{p=0}^{n-1} \beta_{p} z^{p+1} . \tag{93}
\end{align*}
$$

where $z$ and $u$ are two independent variables. The individual conserved tensors in the set (91) can be found by the following receipt:

$$
\begin{equation*}
\left(T^{p}\right)^{\mu v}=\frac{\partial T^{\mu v}(\beta)}{\partial \beta_{p}}, p=0, \ldots, n-1 \tag{94}
\end{equation*}
$$

In this set, the quantities $\left(T^{p}\right)^{\mu v}, p=0, \ldots, n-2$, are independent, while

$$
\begin{equation*}
\left(T^{n-1}\right)^{\mu \nu}=-\sum_{p=0}^{n-2} \frac{\alpha_{p}}{\alpha_{n}}\left(T^{p}\right)^{\mu \nu} \tag{95}
\end{equation*}
$$

We mention this fact to illustrate possible dependence among conserved quantities in the class of gauge models. We also notice that the set of the conserved currents of the extended Chern-Simons model (87) was introduced in the work [25], while the compact form (91)-(94) is proposed in [34].

The structure of the conserved currents can be studied along the lines of the previous section. The components (50) are introduced by the standard rule,

$$
\begin{equation*}
A_{k}=\Lambda_{k}(\partial) A, \quad \Lambda_{k}(\partial)=\alpha_{n} \prod_{i=1, i \neq k}^{r}\left(* d-\lambda_{i}\right)^{m_{i}}, k=1, \ldots, r \tag{96}
\end{equation*}
$$

The corresponding conserved quantities (55) are determined by Formulas (91)-(94) with

$$
\begin{equation*}
M=\left(z-\lambda_{k}\right)^{m_{k}}, \quad Q=\left(z-\lambda_{k}\right)^{l}, \quad k=1, \ldots, r, l=0, \ldots, m_{k}-1 . \tag{97}
\end{equation*}
$$

These conserved currents can be found for each particular value of the roots. Without loss of generality we assume that the zero root corresponds to $k=1$, while all the other numbers $\lambda_{k}$ are non-zero.

As for the structure of the conserved current, we mention that the contribution with the highest derivative has the form

$$
\begin{gather*}
\left(T^{k ; l}\right)^{\mu v}=\frac{1}{2}(-\lambda)^{m_{k}}\left(F_{k}^{\left(m_{k}-1\right) \mu} F_{k}^{(l) v}+F_{k}^{\left(m_{k}-1\right) v} F_{k}^{(l) \mu}-\eta^{\mu v} \eta_{\rho \sigma} F_{k}^{\left(m_{k}-1\right) \rho} F_{k}^{(l) \sigma}\right)+\ldots,  \tag{98}\\
F_{k}^{(l)}=\left(* d-\lambda_{k}\right)^{l} \Lambda_{k} A, \quad k=1, \ldots, r, \quad l=0, \ldots, m_{k}-1 .
\end{gather*}
$$

The dots denote all the contributions with lower derivatives. These conserved quantities cannot be bounded unless $l=m_{k}-1$. For $l=m_{k}-1$, expressions (98) are exact with no dotted terms, and the corresponding conserved quantities are bounded.

As is seen from Formula (98), the leading representatives $T^{k ; 0}$ in the conserved-quantity series are bounded. For simple zero roots the corresponding conserved quantity is the Chern-Simons energy, which is trivial. The additional conserved currents are associated with multiple roots. In the case of non-zero root, all these conserved quantities are independent and unbounded. In the case of zero roots, the additional quantity has a bounded 00-component (It is the canonical energy of $3 d$ electrodynamics, which is known to be bounded), while all the other independent entries are independent and unbounded. This means that all of the additional conserved quantities in the set (56) are unbounded if the multiple zero root has a multiplicity greater than two. The subseries (61) of conserved quantities with the bounded 00-component has the form

$$
\begin{equation*}
\left(j^{+}\right)^{\mu}(\beta ; \xi)=\sum_{k=2}^{r} \beta_{k ; 0} \xi_{v}\left(T^{k ; 0}\right)^{\mu v}+\beta_{1 ; 1} \xi_{v}\left(T^{1 ; 1}\right)^{\mu v} \tag{99}
\end{equation*}
$$

The characteristic of the bounded-conserved tensor series reads

$$
\begin{equation*}
N^{+}(\beta ; \xi)=-\sum_{k=2}^{r} \operatorname{sgn}\left(\lambda_{k}\right) \beta_{k ; 0} \Lambda_{k}(* d) L(\xi)+\beta_{1 ; 1}(* d) \Lambda_{1}(* d) L(\xi) \tag{100}
\end{equation*}
$$

This is not the general representative of a characteristic series (90), because it involves fewer entries. Let us discuss the stability of the model. The series (40) of the Lagrange anchors for the extended Chern-Simons model has the following form:

$$
\begin{equation*}
V(\gamma ; * d)=\sum_{p=0}^{n-1} \gamma_{p}(* d)^{p} \tag{101}
\end{equation*}
$$

with $\gamma_{0}, \ldots, \gamma_{n}-1$ being real numbers. All the entries of the series are non-trivial. The Lagrange anchor (101) takes the characteristic (100) into a symmetry by the rule (27). This symmetry is the space-time translation if the condition (42) is satisfied. The general trivial symmetry in the considered case reads

$$
\begin{equation*}
L_{\text {triv }}(\xi ; * d)=L_{\xi} K(\delta ; * d) M^{-}(\alpha ; * d), \quad M^{-}(\alpha ; * d)=\sum_{p=1}^{n} \alpha_{p}(* d)^{p-1} \tag{102}
\end{equation*}
$$

where $K$ is an arbitrary polynomial in * $d$. To ensure trivialization of this symmetry, one can use the Cartan formula for the Lie derivative,

$$
\begin{align*}
& L_{\xi} K(\delta ; * d) M^{-}(\delta ; * d)=\left(i_{\xi} d+d i_{\xi}\right) K(\delta ; * d) M^{-}(\delta ; * d)=  \tag{103}\\
& \quad=i_{\xi} * K(\delta ; * d) M(\delta ; * d)+d i_{\xi} K(\delta ; * d) M^{-}(\delta ; * d) .
\end{align*}
$$

Substituting (100), (101), and (102) into (47), we get the equation

$$
\begin{equation*}
V(\gamma ; * d) N^{+}(\beta ; * d)-K(\delta ; * d) M^{-}(\alpha ; * d)=i d, \tag{104}
\end{equation*}
$$

where the constants $\gamma, \delta$ are unknown. In terms of characteristic polynomials of the Lagrange anchor and symmetry, the following equation is relevant:

$$
\begin{equation*}
V(\gamma ; z) N^{+}(\beta ; z)-K(\delta ; z) M^{-}(\alpha ; z)=1 . \tag{105}
\end{equation*}
$$

It is consistent if $N^{+}$and $M^{-}$have no common roots. The following restriction on the multiplicity of roots is implied:

$$
\begin{equation*}
m_{1}=1,2, \quad m_{k}=0,1, k=2, \ldots, r \tag{106}
\end{equation*}
$$

In this case, all the non-zero roots should be simple and real, and the zero root should have a multiplicity of one or two. This requirement is less restrictive than the absence of a common root between $N^{+}$and the characteristic polynomial of the derived theory, which has the place in case of non-gauge systems.

## 7. Conclusions

In this article, we have studied the stability of the class of relativistic higher-derivative theories of derived type from the viewpoint of a more general correspondence between symmetries and conserved quantities, which is established by the Lagrange anchor. Assuming that the wave operator of the linear model is the $n$-th-order polynomial in the lower-order operator, we have obtained the following results. First, we observed that $n$-parameter series of second-rank conserved tensors and Lagrange anchors are admissible by the derived model. The canonical energy, which is unbounded, is included into the series in all of the instances. The other integral of motion can be bounded or unbounded depending on the structure of the roots of the characteristic polynomial. The general conserved tensor in the series can be connected with the space-time symmetries by an appropriate Lagrange anchor. Second, we studied the stability of higher-derivative dynamics from the viewpoint of correspondence between the time translation symmetry and bounded-conserved quantities. It has been observed that this relationship can be established if all of the roots of the characteristic polynomial are real and simple. For multiple roots, bounded-conserved quantities are admissible, but they are unrelated with the time translation.

Our stability analysis is applicable to free models. The real issue is the stability of higher-derivative dynamics at the non-linear level. This subject has been studied in many works and we cite recent papers $[3-5,35,36]$ and references therein. The method of proper deformation [37] has been proposed to systematically deform the equations of motion and conserved quantities. Once this method uses the Lagrange anchor construction it can be used to deform bounded-conserved tensors, which are found in this paper. In doing so, the stability of linear higher-derivative models, which are studied in the present paper, can be extended at the non-linear level.

Funding: This research was funded by the state task of Ministry of Science and Higher Education of Russian Federation, grant number 3.9594.2017/8.9.
Acknowledgments: I thank S.L. Lyakhovich, A.A. Sharapov and V.A. Abakumova for valuable discussions on the subject of this research. I benefited from the valuable comments of two anonymous referees that helped me to improve the initial version of the manuscript. I also thank my family who supported me at all stages of this work.
Conflicts of Interest: The funders had no role in the design of the study, in the collection, analyses, or interpretation of data, in the writing of the manuscript, or in the decision to publish the results.

## Appendix A

In this appendix, we demonstrate that the general bounded-conserved tensor (79) in the theory of the higher-derivative scalar field with different masses (74) can be connected with the space-time translations by the appropriate Lagrange anchor. To solve the problem, we find the characteristic polynomials $V(\gamma, z)$ and $K(\delta, z)$ that satisfy condition (45). In this case, the Lagrange anchor is defined by the Formula (40), with $W$ being the d'Alembertian.

At first, we identify all the ingredients in (45), including the characteristic polynomials of the wave operator and characteristic,

$$
\begin{gather*}
M(\mu ; z)=\prod_{p=1}^{n}\left(z+\mu_{p}^{2}\right), N^{+}(\beta ; z)=\sum_{p=1}^{n} \beta_{p} \Lambda_{p}(z), \quad V(\gamma ; z)=\sum_{p=1}^{n} \gamma_{p} \Lambda_{p}(z), \\
K(\delta ; z)=\prod_{p=0}^{n-2} \delta_{p} z^{p}, \quad \Lambda_{p}(z) \equiv \prod_{q=1, q \neq p}^{n}\left(z+\mu_{q}^{2}\right) . \tag{A1}
\end{gather*}
$$

Here, the expressions $M(\mu ; z)$ and $N(\beta ; z)$ are fixed by the model parameters and the choice of the selected representative in the conserved tensor series, while $\gamma, \delta$ are unknown constants. The quantities $\Lambda_{p}(z)$ denote characteristic polynomials of operators (50). By construction, $\Lambda_{p}(z)$ form the basis in the space of polynomials of order $n-1$ in the variable $z$. In this setting, the chosen ansatz for $V(\gamma ; z)$ is a different parameterization of Lagrange anchor series (40).

The defining Equation (45), (A1) for the characteristic polynomial $V(\gamma ; z)$ has the form

$$
\begin{equation*}
\sum_{p=1}^{n} \sum_{q=1}^{n} \beta_{p} \gamma_{q} \Lambda_{p}(z) \Lambda_{q}(z)-K(\delta ; z) M(\mu ; z)=1 \tag{A2}
\end{equation*}
$$

From here, the polynomial $K(\delta, \mathrm{z})$ is immediately found,

$$
\begin{equation*}
K(\delta ; z)=\sum_{p=1}^{n} \sum_{q=1}^{n} \beta_{p} \gamma_{q} \Lambda_{p q}(z), \Lambda_{p q}(z)=\prod_{r \neq p, q}\left(z+\mu_{r}^{2}\right) \tag{A3}
\end{equation*}
$$

As $K(\delta, z)$ is the fraction of $V(\gamma ; z) \cdot N(\beta, z)$ and $M(\mu ; z)$, no restrictions on the parameters $\gamma$ in the Lagrange anchor appear at this step. After that we estimate left- and right-hand sides of the relation (A2) for

$$
\begin{equation*}
z=-\mu_{p}^{2}, p=1, \ldots, n \tag{A4}
\end{equation*}
$$

being the roots of characteristic polynomial. We arrive to the following system of equations:

$$
\begin{equation*}
\beta_{p} \gamma_{p} \Lambda_{p}^{2}\left(-\mu_{p}^{2}\right)=1, \quad p=1, \ldots, n \tag{A5}
\end{equation*}
$$

From here, the parameters $\gamma$ are determined,

$$
\begin{equation*}
\gamma_{p}=\frac{1}{\beta_{p} \Lambda_{p}^{2}\left(-\mu_{p}^{2}\right)} \tag{A6}
\end{equation*}
$$

This solution is well-defined since $\beta_{p}>0$, and $\Lambda_{p}\left(-\mu_{p}{ }^{2}\right)^{\prime}$ s are non-zero. Moreover, we observe that

$$
\begin{equation*}
\gamma_{p}>0 \tag{A7}
\end{equation*}
$$

The Lagrange anchor, being defined by the characteristic polynomial $V(\gamma ; z)$ (A1), has the form

$$
\begin{equation*}
V(\gamma ; z)=\sum_{p=1}^{n} \frac{1}{\beta_{p} \Lambda_{p}^{2}\left(-\mu_{p}^{2}\right)} \Lambda_{p}\left(\frac{\partial^{2}}{\partial x^{\mu} \partial x_{\mu}}\right) . \tag{A8}
\end{equation*}
$$

This Lagrange anchor is non-canonical because the coefficient at the highest power of the primary operator is positive.
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#### Abstract

In this paper, symmetry analysis is extended to study nonlocal differential equations. In particular, two integrable nonlocal equations are investigated, the nonlocal nonlinear Schrödinger equation and the nonlocal modified Korteweg-de Vries equation. Based on general theory, Lie point symmetries are obtained and used to reduce these equations to nonlocal and local ordinary differential equations, separately; namely, one symmetry may allow reductions to both nonlocal and local equations, depending on how the invariant variables are chosen. For the nonlocal modified Korteweg-de Vries equation, analogously to the local situation, all reduced local equations are integrable. We also define complex transformations to connect nonlocal differential equations and differential-difference equations.
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## 1. Introduction

Symmetry has proved to be fundamentally important in understanding the solutions of differential equations (see, e.g., [1-5]). It also reveals the integrability of partial differential equations (PDEs); for instance, the Ablowitz-Ramani-Segur conjecture stated that every ordinary differential equation (ODE) obtained by an exact reduction of an integrable evolution equation solvable by inverse scattering transforms is of the P-type, i.e., ODEs without movable critical points [6]. In this paper, powerful symmetry techniques are extended to study nonlocal differential equations with space and/or time reflections. This can not only provide insights for obtaining analytic solutions, but also reveal the integrability of the nonlocal equations. After writing down a general theory in Section 2, two integrable nonlocal differential equations-the nonlocal nonlinear Schrödinger (NLS) equation [7] and the nonlocal modified Korteweg-de Vries (mKdV) equation [8]—are separately investigated as illustrative examples. The results are immediately applicable to the many nonlocal differential equations proposed in the recent literature (see, e.g., [9-13].)

The nonlocal NLS equation

$$
\begin{equation*}
\mathrm{i} q_{t}(x, t)+q_{x x}(x, t)+2 q^{2}(x, t) q^{*}(-x, t)=0 \tag{1}
\end{equation*}
$$

was derived by Ablowitz and Musslimani [7] by reduction of the AKNS system. The nonlocal NLS equation admits a great number of good properties that the classical NLS equation possesses, such as being PT-symmetric, admitting a Lax-pair and infinitely many conservation laws, and being solvable using inverse scattering transforms. Integrable nonlocal systems have recently received a great amount of attention with many newly-proposed models (e.g., the nonlocal vector NLS equation [13], a multi-dimensional extension of the nonlocal NLS equation [10], the nonlocal sine-Gordon equation, the nonlinear derivative NLS equation and related systems [9], the nonlocal mKdV equation [8], Alice-Bob physics [11], and the nonlocal Sasa-Satsuma equation [12], to mention only a few). Solutions of these systems have also been explored by many scholars; see, for example, [8,12,14-19].

One issue, as Ablowitz and Musslimani have noticed [7,9], is that reductions of nonlocal equations amount to nonlocal ODEs; for example, nonlocal Painlevé-type equations. In this paper, we show alternative ways which allow us to avoid such an inconvenience. We, first, classify all Lie point symmetries of the nonlocal NLS Equation (1) and the nonlocal mKdV equation [8]

$$
\begin{equation*}
u_{t}(x, t)+u(x, t) u(-x,-t) u_{x}(x, t)+u_{x x x}(x, t)=0 \tag{2}
\end{equation*}
$$

Then, possible symmetry reductions are conducted for both equations. We find that one may reduce a nonlocal differential equation to both nonlocal and local ODEs by choosing the invariant variables in different ways. In other words, we are able to kill all nonlocal terms in the reduced ODEs by choosing the invariant variables in a proper manner. In particular, for the nonlocal mKdV equation, all reduced local ODEs are integrable. These results are included in Sections 3 and 4. In Section 5, simple transformations are defined to connect nonlocal differential equations with differential-difference equations (DDEs).

## 2. The Linearized Symmetry Condition for Nonlocal Differential Equations

We, first, introduce the multi-index notations needed for the symmetry techniques of local differential equations (see, e.g., [5]), which will be extended to nonlocal differential equations.

Let $x=\left(x^{1}, x^{2}, \ldots, x^{m}\right) \in \mathbb{R}^{m}$ be the independent variables and let $u=\left(u^{1}, u^{2}, \ldots, u^{n}\right) \in \mathbb{R}^{n}$ be the dependent variables. Note that, in many occasions, people also tend to use $(x, t)$ to denote independent variables as the space $x$ and time $t$; this convention will occur in the next sections but, for now, we are happy without distinguishing one another. Partial derivatives of $u^{\alpha}$ are written in the multi-index form $u_{\mathbf{J}}^{\alpha}$, where $\mathbf{J}=\left(j_{1}, j_{2}, \ldots, j_{m}\right)$ with each index $j_{i}$ a non-negative integer, denoting the number of derivatives with respect to $x^{i}$; namely,

$$
\begin{equation*}
u_{\mathbf{J}}^{\alpha}=\frac{\partial^{|\mathbf{J}|} u^{\alpha}}{\partial\left(x^{1}\right)^{j_{1}} \partial\left(x^{2}\right)^{j_{2}} \ldots \partial\left(x^{m}\right)^{j_{m}}} \tag{3}
\end{equation*}
$$

where $|J|=j_{1}+j_{2}+\cdots+j_{m}$. Consider a one-parameter group of Lie point transformations as follows:

$$
\begin{equation*}
\tilde{x}=\widetilde{x}(\varepsilon ; x, u), \quad \tilde{u}=\widetilde{u}(\varepsilon ; x, u), \tag{4}
\end{equation*}
$$

subject to $\left.\widetilde{x}\right|_{\varepsilon=e}=x,\left.\widetilde{u}\right|_{\varepsilon=e}=u$. Here, $\varepsilon=e$ is the identity element of the one-parameter group. Define the total derivative with respect to $x^{i}$ as

$$
\begin{equation*}
D_{i}=\frac{\partial}{\partial x^{i}}+\sum_{\alpha, J} u_{\mathbf{J}+\mathbf{1}_{i}}^{\alpha} \frac{\partial}{\partial u_{\mathbf{J}}^{\alpha}} \tag{5}
\end{equation*}
$$

where $\mathbf{1}_{i}$ is the $m$-tuple with only one non-zero entry 1 in the $i$-th position. The notation $\partial_{x^{i}}=\frac{\partial}{\partial x^{i}}$ and so forth will also be used. The corresponding infinitesimal generator is

$$
\begin{equation*}
\mathbf{v}=\xi^{i}(x, u) \partial_{x^{i}}+\phi^{\alpha}(x, u) \partial_{u^{\alpha}} \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi^{i}=\left.\frac{\mathrm{d} \widetilde{x}^{i}}{\mathrm{~d} \varepsilon}\right|_{\varepsilon=e^{\prime}} \quad \phi^{\alpha}=\left.\frac{\mathrm{d} \widetilde{u}^{\alpha}}{\mathrm{d} \varepsilon}\right|_{\varepsilon=e} \tag{7}
\end{equation*}
$$

Note that the Einstein summation convention is used here (and elsewhere, if necessary). The prolonged generator pr $\mathbf{v}$ can be written in terms of $u, \xi, \phi$, and their derivatives, as:

$$
\begin{equation*}
\operatorname{pr} \mathbf{v}=\mathbf{v}+\sum_{\alpha,|\mathbf{J}| \geq 1} \phi_{\mathbf{J}}^{\alpha}(x,[u]) \partial_{u_{\mathbf{j}}^{\alpha}} \tag{8}
\end{equation*}
$$

where $[u$ ] is shorthand for $u$ and finitely many of its partial derivatives, and the coefficients are recursively given by

$$
\begin{equation*}
\phi_{\mathbf{J}+\mathbf{1}_{i}}^{\alpha}(x,[u])=D_{i} \phi_{\mathbf{J}}^{\alpha}(x,[u])-\left(D_{i} \xi^{j}(x, u)\right) u_{\mathbf{J}+\mathbf{1}_{j}}^{\alpha} . \tag{9}
\end{equation*}
$$

It is often more convenient to equivalently write prolonged generators in terms of the so-called characteristics of symmetries $Q^{\alpha}=\phi^{\alpha}-\xi^{i} u_{1_{i}}^{\alpha}$; that is

$$
\begin{equation*}
\operatorname{pr} \mathbf{v}=\xi^{i} D_{i}+\sum_{\alpha, \mathbf{J}}\left(D_{\mathbf{J}} Q^{\alpha}\right) \partial_{u_{\mathbf{J}}^{\alpha}} . \tag{10}
\end{equation*}
$$

Here, we use the shorthand notation $D_{\mathbf{J}}=D_{1}^{j_{1}} D_{2}^{j_{2}} \cdots D_{m}^{j_{m}}$ for $\mathbf{J}=\left(j_{1}, j_{2}, \ldots, j_{m}\right)$. The invariance of a system of local differential equations

$$
\begin{equation*}
\left\{F_{k}(x,[u])=0\right\}_{k=1}^{l}, \tag{11}
\end{equation*}
$$

corresponding to the transformations (4), leads to the linearized symmetry condition

$$
\begin{equation*}
\operatorname{pr} \mathbf{v}\left(F_{k}(x,[u])\right)=0 \text {, whenever }\left\{F_{k}(x,[u])=0\right\}_{k=1}^{l} \tag{12}
\end{equation*}
$$

where $\mathbf{v}$ is the infinitesimal generator (6).
To extend the above analysis to the nonlocal equations of our interest, we define the following reflections for $i=1,2, \ldots, m$,

$$
\begin{equation*}
\operatorname{Ref}^{i}:\left(x^{1}, \ldots, x^{i}, \ldots, x^{m}\right) \mapsto\left(x^{1}, \ldots,-x^{i}, \ldots, x^{m}\right) \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Ref}^{i}: f\left(x^{1}, \ldots, x^{i}, \ldots, x^{m}\right) \mapsto f\left(x^{1}, \ldots,-x^{i}, \ldots, x^{m}\right) \tag{14}
\end{equation*}
$$

for a function $f$ defined on proper domains. In particular,

$$
\begin{equation*}
\operatorname{Ref}^{i} u^{\alpha}\left(x^{1}, \ldots, x^{i}, \ldots, x^{m}\right)=u^{\alpha}\left(x^{1}, \ldots,-x^{i}, \ldots, x^{m}\right), \quad \alpha=1,2, \ldots, n . \tag{15}
\end{equation*}
$$

A system of nonlocal differential equations is, then, given by

$$
\begin{equation*}
\mathcal{A}=\left\{F_{k}\left(x,[u],\left[\operatorname{Ref}^{i} u\right],\left[\operatorname{Ref}^{i} \circ \operatorname{Ref}^{j} u\right]_{i<j}, \ldots,[u(-x)]\right)=0\right\}_{k=1}^{l} \tag{16}
\end{equation*}
$$

For simplicity, we will sometimes omit the arguments if they are local variables $x$. Let us consider transformations of the form (4) with the infinitesimal generator (6). Now, the prolongation formula involving the reflections becomes

$$
\begin{align*}
\operatorname{pr}_{\operatorname{Ref}} \mathbf{v}= & \mathbf{v}+\sum_{\alpha, \mathbf{J} \mid \geq 1} \phi_{\mathbf{J}}^{\alpha} \frac{\partial}{\partial u_{\mathbf{J}}^{\alpha}} \\
& +\sum_{i, \alpha, \mathbf{J} \mid \geq 1}\left(\operatorname{Ref}^{i} \phi_{\mathbf{J}}^{\alpha}\right) \frac{\partial}{\partial\left(\operatorname{Ref}^{i} u_{\mathbf{J}}^{\alpha}\right)}+\sum_{i<j, \alpha,|\mathbf{J}| \geq 1}\left(\operatorname{Ref}^{i} \circ \operatorname{Ref}^{j} \phi_{\mathbf{J}}^{\alpha}\right) \frac{\partial}{\partial\left(\operatorname{Ref}^{i} \circ \operatorname{Ref}^{j} u_{\mathbf{J}}^{\alpha}\right)}  \tag{17}\\
& +\cdots+\sum_{\alpha, \mathbf{J} \mid \geq 1} \phi_{\mathbf{J}}^{\alpha}(-x,[u(-x)]) \frac{\partial}{\partial u_{\mathbf{J}}^{\alpha}(-x)},
\end{align*}
$$

where the functions $\phi_{\mathbf{J}}^{\alpha}=\phi_{\mathbf{J}}^{\alpha}(x,[u])$ are again defined by (9). Invariance of the nonlocal system (16) with respect to the transformations (4) is equivalent to the linearized symmetry condition that

$$
\begin{equation*}
\operatorname{pr}_{\operatorname{Ref}} \mathbf{v}\left(F_{k}\left(x,[u],\left[\operatorname{Ref}^{i} u\right],\left[\operatorname{Ref}^{i} \circ \operatorname{Ref}^{j} u\right]_{i<j, \ldots,},[u(-x)]\right)\right)=0, \text { whenever } \mathcal{A} \text { holds, } \tag{18}
\end{equation*}
$$

which are the first order terms about $\varepsilon$ in the Taylor expansions of the nonlocal system (16) evaluated at the new variables $\tilde{x}, \tilde{u}$, and so forth.

In the next two sections, we will apply this general theory to two integrable nonlocal differential equations: The nonlocal NLS equation and the nonlocal mKdV equation.

## 3. The Nonlocal NLS Equation

An integrable nonlocal NLS equation was proposed by Ablowitz and Musslimani [7]:

$$
\begin{equation*}
\mathrm{i} q_{t}(x, t)+q_{x x}(x, t)+2 q^{2}(x, t) q^{*}(-x, t)=0 \tag{19}
\end{equation*}
$$

where $*$ denotes the complex conjugate and $q(x, t)$ is a complex-valued function of real variables $x$ and $t$. They showed that it possesses a Lax pair and infinitely many conservation laws, and is solvable by the inverse scattering transform. We study its continuous symmetries in this section.

### 3.1. Lie Point Symmetries

As $q(x, t)$ is complex-valued, two alternative approaches may be used to calculate its continuous symmetries. Under the co-ordinate $\left(x, t, q(x, t), q^{*}(x, t)\right)$, we consider the following local transformations

$$
\begin{align*}
x & \mapsto x+\varepsilon \xi\left(x, t, q(x, t), q^{*}(x, t)\right)+O\left(\varepsilon^{2}\right), \\
t & \mapsto t+\varepsilon \tau\left(x, t, q(x, t), q^{*}(x, t)\right)+O\left(\varepsilon^{2}\right)  \tag{20}\\
q(x, t) & \mapsto q(x, t)+\varepsilon \phi\left(x, t, q(x, t), q^{*}(x, t)\right)+O\left(\varepsilon^{2}\right) .
\end{align*}
$$

Again, we omit the arguments if they are local variables $(x, t)$. The corresponding infinitesimal generator is

$$
\begin{equation*}
\mathbf{v}=\xi\left(x, t, q, q^{*}\right) \partial_{x}+\tau\left(x, t, q, q^{*}\right) \partial_{t}+\phi\left(x, t, q, q^{*}\right) \partial_{q} . \tag{21}
\end{equation*}
$$

From Section 2, we know that the prolongation formula for an infinitesimal generator $\xi(x, t, u) \partial_{x}+$ $\tau(x, t, u) \partial_{t}+\phi(x, t, u) \partial_{u}$ of local differential equations is (see, also, [5,20])

$$
\begin{equation*}
\xi D_{x}+\tau D_{t}+Q \partial_{u}+\left(D_{x} Q\right) \partial_{u_{x}}+\left(D_{t} Q\right) \partial_{u_{t}}+\cdots+\left(D_{x}^{k} D_{t}^{l} Q\right) \partial_{\left(D_{x}^{k} D_{t}^{l} u\right)}+\cdots \tag{22}
\end{equation*}
$$

where the characteristic function $Q$ is $Q=\phi-\xi u_{x}-\tau u_{t}, D_{x}^{k}$ denotes $k$ times of total derivatives with respect to $x$ and $D_{t}^{l}$ denotes $l$ times of total derivatives with respect to $t$. For the nonlocal NLS equation, we then adopt the following prolongation formula:

$$
\begin{align*}
\operatorname{pr}_{\operatorname{Ref}} \mathbf{v}= & \mathbf{v}+\phi^{*}\left(-x, t, q(-x, t), q^{*}(-x, t)\right) \partial_{q^{*}(-x, t)}+\left(D_{t} \phi-\left(D_{t} \tilde{)}\right) q_{x}-\left(D_{t} \tau\right) q_{t}\right) \partial_{q_{t}} \\
& +\left(D_{x}^{2} \phi-\left(D_{x}^{2} \tilde{\xi}\right) q_{x}-2\left(D_{x} \xi\right) q_{x x}-\left(D_{x}^{2} \tau\right) q_{t}-2\left(D_{x} \tau\right) q_{t x}\right) \partial_{q_{x x}}+\cdots . \tag{23}
\end{align*}
$$

It is generalised from the prolongation formula (22) for symmetries of local differential equations with real variables, adding the conjugate terms and their prolongations.

A vector field $\mathbf{v}$ generates a group of symmetries for the nonlocal NLS equation if the following linearized symmetry condition

$$
\begin{equation*}
\operatorname{pr}_{\operatorname{Ref}} \mathbf{v}\left(\mathrm{i} q_{t}+q_{x x}+2 q^{2} q^{*}(-x, t)\right)=0 \tag{24}
\end{equation*}
$$

holds identically for all solutions of the nonlocal NLS Equation (19). We, first, expand the left hand side of (24) and obtain

$$
\begin{align*}
\mathrm{i}\left(D_{t} \phi-\left(D_{t} \xi\right) q_{x}-\left(D_{t} \tau\right) q_{t}\right)+D_{x}^{2} \phi & -\left(D_{x}^{2} \xi\right) q_{x}-2\left(D_{x} \xi\right) q_{x x}-\left(D_{x}^{2} \tau\right) q_{t}-2\left(D_{x} \tau\right) q_{t x} \\
& +4 q q^{*}(-x, t) \phi+2 q^{2} \phi^{*}\left(-x, t, q(-x, t), q^{*}(-x, t)\right)=0 \tag{25}
\end{align*}
$$

restricted to solutions of the nonlocal NLS equation. We, then, substitute $q_{t}=\mathrm{i}\left(q_{x x}+2 q^{2} q^{*}(-x, t)\right)$ and $q_{t}^{*}=-\mathrm{i}\left(q_{x x}+2 q^{2} q^{*}(-x, t)\right)^{*}$, leading to a polynomial for $q_{x}, q_{x}^{*}, q_{x x}, q_{x x}^{*}$, and so forth, which equals zero identically. It is necessary and sufficient for the coefficients of the polynomial to vanish, amounting to a system of PDEs for $\xi, \tau$, and $\phi$, as follows:

$$
\begin{align*}
& D_{x} \tau=0, \xi_{q}=0, \xi_{q^{*}}=0, \phi_{q^{*}}=0, \phi_{q q}=0, \tau_{t}-2 \xi_{x}=0, \mathrm{i} \xi_{t}+\xi_{x x}-2 \phi_{x q}=0 \\
& \mathrm{i} \phi_{t}+\phi_{x x}-2\left(\phi_{q}-\tau_{t}\right) q^{2} q^{*}(-x, t)+4 q q^{*}(-x, t) \phi+2 q^{2} \phi^{*}\left(-x, t, q(-x, t), q^{*}(-x, t)\right)=0 . \tag{26}
\end{align*}
$$

The general solution of the above system is

$$
\begin{equation*}
\xi=-C_{1} x+\mathrm{i} C_{2} t+C_{4}, \tau=-2 C_{1} t+C_{5}, \phi=\left(C_{1}+\mathrm{i} C_{3}-\frac{1}{2} C_{2} x\right) q, \tag{27}
\end{equation*}
$$

where $C_{1}, C_{2}$, and $C_{3}$ are real-valued, while $C_{4}$ and $C_{5}$ are complex-valued. Therefore, the symmetries of the nonlocal NLS equation are generated by the following five infinitesimal generators

$$
\begin{equation*}
\partial_{x}, \quad \partial_{t}, \quad \mathrm{i} q \partial_{q},-x \partial_{x}-2 t \partial_{t}+q \partial_{q}, \quad \mathrm{i} t \partial_{x}-\frac{1}{2} x q \partial_{q} . \tag{28}
\end{equation*}
$$

They can, equivalently, be cast into evolutionary type (respectively), as follows

$$
\begin{gather*}
-q_{x} \partial_{q}, \quad \mathrm{i}\left(q_{x x}+2 q^{2} q^{*}(-x, t)\right) \partial_{q}, \quad \mathrm{i} q \partial_{q} \\
\left(q+x q_{x}+2 \mathrm{i} t\left(q_{x x}+2 q^{2} q^{*}(-x, t)\right)\right) \partial_{q}, \quad\left(-\frac{1}{2} x q-\mathrm{i} t q_{x}\right) \partial_{q} . \tag{29}
\end{gather*}
$$

Alternatively, we can define $q(x, t)=u(x, t)-\mathrm{i} v(x, t)$, where $u(x, t)$ and $v(x, t)$ are real-valued functions, and use the symmetry prolongation formula for real-valued differential equations to calculate the symmetries. Now, the infinitesimal generator is

$$
\begin{equation*}
\mathbf{v}=\xi(x, t, u, v) \partial_{x}+\tau(x, t, u, v) \partial_{t}+\phi(x, t, u, v) \partial_{u}+\eta(x, t, u, v) \partial_{v}, \tag{30}
\end{equation*}
$$

and the equation becomes

$$
\left\{\begin{array}{l}
u_{t}-v_{x x}-4 u v u(-x, t)+2\left(u^{2}-v^{2}\right) v(-x, t)=0,  \tag{31}\\
v_{t}+u_{x x}+4 u v v(-x, t)+2\left(u^{2}-v^{2}\right) u(-x, t)=0 .
\end{array}\right.
$$

The following symmetries are obtained for the system above, using the linearized symmetry condition (18) again:

$$
\begin{equation*}
\partial_{x}, \quad \partial_{t}, \quad-v \partial_{u}+u \partial_{v}, \quad-x \partial_{x}-2 t \partial_{t}+u \partial_{u}+v \partial_{v} \tag{32}
\end{equation*}
$$

They correspond to the first four generators of (28). The last one obtained above does not appear here, since it will transform the real-valued $x$ to a complex-valued argument as $\xi=\mathrm{i} t$.

### 3.2. Symmetry Reductions

Next, we will use the symmetries to conduct possible reductions. We choose to use the symmetries (28) with complex variables. The simplest reduction one would expect is probably traveling-wave solutions, which are difficult to obtain here, as the invariant $x-a t$ becomes $-x-a t$ at $(-x, t)$.

Consider the most general infinitesimal generator

$$
\begin{equation*}
a \partial_{x}+b \partial_{t}+c \mathrm{i} q \partial_{q}+d\left(-x \partial_{x}-2 t \partial_{t}+q \partial_{q}\right)+e\left(\mathrm{i} t \partial_{x}-\frac{1}{2} x q \partial_{q}\right) \tag{33}
\end{equation*}
$$

where $a, b, c, d$, and $e$ are arbitrary constants. The invariant variables can be found by solving the characteristic equations

$$
\begin{equation*}
\frac{\mathrm{d} x}{a-d x+\mathrm{i} e t}=\frac{\mathrm{d} t}{b-2 d t}=\frac{\mathrm{d} q}{\mathrm{i} c q+d q-\frac{1}{2} e x q} \tag{34}
\end{equation*}
$$

and we summarize the results as follows. Note that the equation depends on $q(x, t)$ and $q^{*}(-x, t)$ simultaneously, and we must select the constants properly to make the invariants meaningful.

- If $d=b=0\left(\right.$ and $\left.a^{2}+e^{2} \neq 0\right)$, we have

$$
\begin{align*}
y & =t \\
q(x, t) & =\exp \left\{\frac{x(4 \mathrm{i} c-e x)}{4(\mathrm{i} e t+a)}\right\} p(t) . \tag{35}
\end{align*}
$$

When $a=0$ and $e \neq 0$, the reduced equation is

$$
\begin{equation*}
\mathrm{i} e^{2} p^{\prime}(t)+\frac{\mathrm{ie}^{2}}{2 t} p(t)+\frac{c^{2}}{t^{2}} p(t)+2|p(t)|^{2} p(t)=0 \tag{36}
\end{equation*}
$$

- If $d=0$ and $b \neq 0$, we have

$$
\begin{align*}
y & =b x-\frac{1}{2} \mathrm{i} e t^{2}-a t \\
q(x, t) & =\exp \left\{-\frac{a e}{4 b^{2}} t^{2}-\frac{e}{2 b^{2}} t y+\mathrm{i}\left(\frac{c}{b} t-\frac{e^{2}}{12 b^{2}} t^{3}\right)\right\} p(y) . \tag{37}
\end{align*}
$$

As $b \neq 0$, we must choose $a=e=0$. Next, we consider the corresponding reductions to nonlocal and local ODEs separately (here and throughout).

- Reduction to a nonlocal ODE. If we choose $y=x$ and $q(x, t)=\exp (\mathrm{i} c t) p(y)$, we obtain the nonlocal Painlevé-type equation as shown in [7]:

$$
\begin{equation*}
p^{\prime \prime}(y)-c p(y)+2 p^{2}(y) p^{*}(-y)=0 . \tag{38}
\end{equation*}
$$

Note that, since $p(y)$ is invariant, and so is $p(-y)$; namely, the nonlocal invariant is

$$
\begin{equation*}
p(-y)=\exp (-\mathrm{i} c t) q(-x, t) \tag{39}
\end{equation*}
$$

- Reduction to a local ODE. Alternatively, we may choose the invariants as $y=x^{2}$ and $q(x, t)=\exp (\mathrm{i} c t) p(y)$. The reduced equation is a local ODE

$$
\begin{equation*}
4 y p^{\prime \prime}(y)=c p(y)-2 p^{\prime}(y)-2|p(y)|^{2} p(y) \tag{40}
\end{equation*}
$$

If we assume that $p(y)$ is real, the solution of the above equation can be expressed, using the Jacobi elliptic function, as

$$
\begin{equation*}
p(y)=C_{2} \sqrt{\frac{c}{C_{2}^{2}+c-1}} \operatorname{sn}\left(\sqrt{\frac{c}{C_{2}^{2}+c-1}}\left(\sqrt{-(c-1) y}+C_{1}\right), \frac{C_{2}}{\sqrt{c-1}}\right) \tag{41}
\end{equation*}
$$

where $C_{1}$ and $C_{2}$ are integration constants. The above equation can actually be written in a simpler form by introducing $y=z^{2}$ and $\widehat{p}(z)=p(y)$; the resulting equation is

$$
\begin{equation*}
\widehat{p}^{\prime \prime}(z)=c \widehat{p}(z)-2|\widehat{p}(z)|^{2} \widehat{p}(z) \tag{42}
\end{equation*}
$$

- If $d \neq 0$, we have

$$
\begin{align*}
y= & \frac{d^{2} x-a d+\mathrm{i} e(d t-b)}{d^{2} \sqrt{|2 d t-b|}}, \\
q(x, t)= & \exp \left\{\left(\frac{a e}{4 d^{2}}-\frac{1}{2}\right) \ln |2 d t-b|+\frac{e}{2 d} y \sqrt{|2 d t-b|}\right\} \times  \tag{43}\\
& \exp \left\{-\mathrm{i} \frac{e^{2}}{4 d^{2}} t+\mathrm{i}\left(\frac{b e^{3}}{8 d^{3}}-\frac{c}{2 d}\right) \ln |2 d t-b|\right\} p(y) .
\end{align*}
$$

Now, we must set $a=e=0$.

- Reduction to a nonlocal ODE. Let

$$
\begin{align*}
y & =\frac{x}{\sqrt{|2 d t-b|}}, \\
q(x, t) & =\exp \left\{-\left(\frac{1}{2}+\frac{\mathrm{i} c}{2 d}\right) \ln |2 d t-b|\right\} p(y) \tag{44}
\end{align*}
$$

The reduced equation is a nonlocal ODE

$$
\begin{equation*}
p^{\prime \prime}(y)=(\mathrm{i} d-c) p(y)+\mathrm{i} d y p^{\prime}(y)-2 p^{2}(y) p^{*}(-y) \tag{45}
\end{equation*}
$$

- Reduction to a local ODE. If we choose the invariant variables by

$$
\begin{align*}
y & =\frac{x^{2}}{2 d t-b^{\prime}} \\
q(x, t) & =\exp \left\{-\left(\frac{1}{2}+\frac{\mathrm{i} c}{2 d}\right) \ln |2 d t-b|\right\} p(y) \tag{46}
\end{align*}
$$

the reduced equation is local; that is,

$$
\begin{equation*}
4 y p^{\prime \prime}(y)=(\mathrm{i} d-c) p(y)+(2 \mathrm{i} d y-2) p^{\prime}(y)-2|p(y)|^{2} p(y) \tag{47}
\end{equation*}
$$

Introducing $y=z^{2}$ and $\widehat{p}(z)=p(y)$ changes the equation to

$$
\begin{equation*}
\widehat{p}^{\prime \prime}(z)=(\mathrm{i} d-c) \widehat{p}(z)+\mathrm{i} d z \widehat{p}(z)-2|\widehat{p}(z)|^{2} \widehat{p}(z) \tag{48}
\end{equation*}
$$

## 4. The Nonlocal mKdV Equation

The nonlocal mKdV equation we consider in this paper is (see, for example, [8])

$$
\begin{equation*}
u_{t}(x, t)+u(x, t) u(-x,-t) u_{x}(x, t)+u_{x x x}(x, t)=0 \tag{49}
\end{equation*}
$$

Assuming that the infinitesimal generator reads

$$
\begin{equation*}
\xi(x, t, u) \partial_{x}+\tau(x, t, u) \partial_{t}+\phi(x, t, u) \partial_{u}+\phi(-x,-t, u(-x,-t)) \partial_{u(-x,-t)} \tag{50}
\end{equation*}
$$

its prolongation can be obtained using (17). From a similar procedure for applying the linearized symmetry condition (18) to the nonlocal NLS equation above, a straightforward calculation gives the following infinitesimal generators for symmetries of the nonlocal mKdV equation:

$$
\begin{equation*}
\partial_{x}, \quad \partial_{t}, \quad-x \partial_{x}-3 t \partial_{t}+u \partial_{u} . \tag{51}
\end{equation*}
$$

We follow the same approach as for the nonlocal NLS equation to search for symmetry reductions. The most general symmetry generator can be denoted by

$$
\begin{equation*}
a \partial_{x}+b \partial_{t}+c\left(-x \partial_{x}-3 t \partial_{t}+u \partial_{u}\right), \tag{52}
\end{equation*}
$$

where $a, b$, and $c$ are arbitrary constants. The characteristic equations read

$$
\begin{equation*}
\frac{\mathrm{d} x}{a-c x}=\frac{\mathrm{d} t}{b-3 c t}=\frac{\mathrm{d} u}{c u} \tag{53}
\end{equation*}
$$

- When $c=0$, it corresponds to the traveling-wave case.
- Reduction to a nonlocal ODE. The corresponding invariants are

$$
\begin{equation*}
y=b x-a t \text { and } v(y)=u(x, t) \tag{54}
\end{equation*}
$$

The reduced equation is

$$
\begin{equation*}
b^{3} v^{\prime \prime \prime}(y)+b v(y) v(-y) v^{\prime}(y)-a v^{\prime}(y)=0 . \tag{55}
\end{equation*}
$$

When $b=0$, we obtain a constant solution; when $b \neq 0$, without loss of generality, it can be chosen as $b=1$; namely

$$
\begin{equation*}
v^{\prime \prime \prime}(y)+v(y) v(-y) v^{\prime}(y)-a v^{\prime}(y)=0 . \tag{56}
\end{equation*}
$$

In principle, it can be integrated once, as it admits a symmetry generated by $\partial_{y}$, but will involve the inverse of nonlocal functions. We will show some of its special solutions with the assumption $a>0$.

* Exponential solutions:

$$
\begin{equation*}
v(y)=C_{1} \exp \left(C_{2} y\right) \text { subject to } C_{1}^{2}+C_{2}^{2}=a \tag{57}
\end{equation*}
$$

* Soliton solutions:

$$
\begin{equation*}
v(y)= \pm \frac{2 \sqrt{6 a}}{\exp (\sqrt{a} y)+\exp (-\sqrt{a} y)} \tag{58}
\end{equation*}
$$

- Reduction to a local ODE. We may, alternatively, introduce the invariants in another way; namely, $y=(b x-a t)^{2}$ and $v(y)=u(x, t)$. Now, the reduced equation reads

$$
\begin{equation*}
4 b^{3} y v^{\prime \prime \prime}(y)+6 b^{3} v^{\prime \prime}(y)+b v^{2}(y) v^{\prime}(y)-a v^{\prime}(y)=0 \tag{59}
\end{equation*}
$$

which can be integrated once:

$$
\begin{equation*}
4 b^{3} y v^{\prime \prime}(y)+2 b^{3} v^{\prime}(y)+\frac{b}{3} v^{3}(y)-a v(y)+C_{1}=0 \tag{60}
\end{equation*}
$$

This equation can be further simplified by introducing $y=z^{2}$ and $\widehat{v}(z)=v(y)$, amounting to

$$
\begin{equation*}
b^{3} \widehat{v}^{\prime \prime}(z)+\frac{b}{3} \widehat{v}^{3}(z)-a \widehat{v}(z)+C_{1}=0 \tag{61}
\end{equation*}
$$

The final equation is solvable by letting $\widehat{v}(z)=w(\widehat{v})$; the general solution is

$$
\begin{equation*}
z+C_{3}= \pm \int_{0}^{\widehat{v}(z)} \frac{\sqrt{6} b^{3 / 2}}{\sqrt{-b s^{4}+6 a s^{2}-12 C_{1} s+6 C_{2} b^{3}}} \mathrm{~d} s \tag{62}
\end{equation*}
$$

where $C_{1}, C_{2}$, and $C_{3}$ are integration constants.

- If $c \neq 0$, the invariants are

$$
\begin{equation*}
y=(c x-a)(3 c t-b)^{-1 / 3} \text { and } v(y)=(3 c t-b)^{1 / 3} u(x, t) \tag{63}
\end{equation*}
$$

Now, we must set $a=b=0$; namely, reduction related to the generator $-x \partial_{x}-3 t \partial_{t}+u \partial_{u}$. The related invariants are $y=t^{-1 / 3} x$ and $v(y)=t^{1 / 3} u(x, t)$, and we obtain the reduced equation as a local ODE

$$
\begin{equation*}
v^{\prime \prime \prime}(y)-v^{2}(y) v^{\prime}(y)-\frac{v(y)+y v^{\prime}(y)}{3}=0 \tag{64}
\end{equation*}
$$

It can be integrated once to the second Painlevé equation

$$
\begin{equation*}
v^{\prime \prime}(y)=\frac{1}{3} v^{3}(y)+\frac{1}{3} y v(y)+C \tag{65}
\end{equation*}
$$

Now, we are able to conclude that all reduced local ODEs for the nonlocal mKdV equation are integrable, analogously to the local situation.

Remark 1. In [7], the authors pointed out that similarity reduction of the nonlocal NLS equation may lead to nonlocal ODEs. However, as shown by the two illustrative examples, such an inconvenience can be overcome by choosing the invariant variables (or functions) in a proper manner and the reduced ODEs become local.
5. A Remark on Transformations Between Nonlocal Differential Equations and Differential-Difference Equations

In [21], the authors introduced variable transformations to connect nonlocal and local integrable equations. For instance, the nonlocal NLS equation becomes a local NLS equation under the transformation

$$
\begin{equation*}
x=\mathrm{i} \widehat{x}, \quad t=-\widehat{t}, q(x, t)=\widehat{q}(\widehat{x}, \widehat{t}) \tag{66}
\end{equation*}
$$

The nonlocal complex mKdV equation becomes the local (classical) complex mKdV equation under the transformation

$$
\begin{equation*}
x=\mathrm{i} \widehat{x}, t=-\mathrm{i} \widehat{t}, \quad u(x, t)=\widehat{u}(\widehat{x}, \widehat{t}) . \tag{67}
\end{equation*}
$$

In this section, we will show the relations between nonlocal differential equations and DDEs through variable transformations.

For the nonlocal NLS equation, we consider the following transformations

$$
\begin{equation*}
x=\exp (\widehat{x}), \quad t=\widehat{t}, \quad q(x, t)=\widehat{q}(\widehat{x}, \hat{t}) \tag{68}
\end{equation*}
$$

where the variable $\widehat{x}$ is imaginary, making $x$ imaginary too. Let us drop the hats (always) and the nonlocal NLS equation becomes a DDE

$$
\begin{equation*}
\mathrm{i} q_{t}+\exp (-2 x)\left(q_{x x}-q_{x}\right)+2 q^{2} q^{*}(x+\mathrm{i} \pi, t)=0 \tag{69}
\end{equation*}
$$

Let us introduce the following transformations

$$
\begin{equation*}
x=\exp (\widehat{x}), \quad t=\exp (\hat{t}), u(x, t)=\widehat{u}(\widehat{x}, \widehat{t}) \tag{70}
\end{equation*}
$$

where the variables $\widehat{x}$ and $\widehat{t}$ are both imaginary. The nonlocal mKdV equation becomes

$$
\begin{equation*}
\exp (-t) u_{t}+\exp (-x) u u(x+\mathrm{i} \pi, t+\mathrm{i} \pi) u_{x}+\exp (-3 x)\left(u_{x x x}-3 u_{x x}+2 u_{x}\right)=0 . \tag{71}
\end{equation*}
$$

Under the transformation $y=\exp (\widehat{y}), v(y)=\widehat{v}(\widehat{y})$, the reduced Equation (55) becomes

$$
\begin{equation*}
b^{3} \exp (-2 y)\left(v^{\prime \prime \prime}(y)-3 v^{\prime \prime}(y)+2 v^{\prime}(y)\right)+(b v(y) v(y+\mathrm{i} \pi)-a) v^{\prime}(y)=0 \tag{72}
\end{equation*}
$$

These DDEs can further be re-scaled and normalized. For example, taking $y=\mathrm{i} \pi \widehat{y}$ and $v(y)=$ $\widehat{v}(\widehat{y})$, Equation (72) becomes

$$
\begin{equation*}
b^{3} \exp (-\mathrm{i} 2 \pi y)\left(-\frac{1}{\pi^{2}} v^{\prime \prime \prime}(y)+\frac{3 \mathrm{i}}{\pi} v^{\prime \prime}(y)+2 v^{\prime}(y)\right)+(b v(y) v(y+1)-a) v^{\prime}(y)=0 \tag{73}
\end{equation*}
$$

Similar DDEs were investigated in [22], but the variables were real-valued therein. In the same manner, the above DDEs transformed from the nonlocal NLS and mKdV equations can also be re-scaled, respectively, as follows:

$$
\begin{equation*}
\mathrm{i} q_{t}+\exp (-\mathrm{i} 2 \pi x)\left(-\frac{1}{\pi^{2}} q_{x x}+\frac{\mathrm{i}}{\pi} q_{x}\right)+2 q^{2} q^{*}(x+1, t)=0, \tag{74}
\end{equation*}
$$

and

$$
\begin{equation*}
\exp (-\mathrm{i} \pi t) u_{t}+\exp (-\mathrm{i} \pi x) u u(x+1, t+1) u_{x}+\exp (-\mathrm{i} 3 \pi x)\left(-\frac{1}{\pi^{2}} u_{x x x}+\frac{3 \mathrm{i}}{\pi} u_{x x}+2 u_{x}\right)=0 \tag{75}
\end{equation*}
$$

Remark 2. The above examples show that simple transformations allow us to transfer nonlocal equations to DDEs. Apparently, similar transformations can be immediately introduced for other nonlocal differential equations/systems using the same manner.

## 6. Conclusions

In this paper, symmetry analysis was extended to study nonlocal differential equations. The general theory presented in Section 2 is applicable to any nonlocal differential equations involving space and/or time reflections. In particular, two integrable nonlocal equations-the nonlocal NLS equation and the nonlocal mKdV equation-served as illustrative examples. All Lie point symmetries of these two nonlocal PDEs were obtained and possible symmetry reductions to nonlocal and local ODEs were conducted. It was shown that, at least for the two illustrative examples, one can always carefully choose the invariant variables to ensure that all reduced differential equations are local.

Finally, we introduced some local transformations which transfer nonlocal differential equations to DDEs; there is potential, hence, to extend the existing theory for DDEs to nonlocal differential equations; for instance, the symmetries, conservation laws, and integrability of DDEs (see, for example, [22-27]). We will explore more in this direction in a separate project.
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#### Abstract

We study differential systems for which it is possible to establish a correspondence between symmetries and conservation laws based on Noether identity: quasi-Noether systems. We analyze Noether identity and show that it leads to the same conservation laws as Lagrange (Green-Lagrange) identity. We discuss quasi-Noether systems, and some of their properties, and generate classes of quasi-Noether differential equations of the second order. We next introduce a more general version of quasi-Lagrangians which allows us to extend Noether theorem. Here, variational symmetries are only sub-symmetries, not true symmetries. We finally introduce the critical point condition for evolution equations with a conserved integral, demonstrate examples of its compatibility, and compare the invariant submanifolds of quasi-Lagrangian systems with those of Hamiltonian systems.
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## 1. Introduction

For variational systems the relation between symmetries of the Lagrangian function and conservation laws was known from the classical Noether result [1]. It was shown that there is one-to-one correspondence between variational symmetries (symmetries of variational functional) and local conservation laws of a differential system, [2].

In this paper, we study differential systems that allow a Noether-type association between its conservation laws and symmetries (quasi-Noether systems). Our approach is based on the Noether operator identity [3] that relates the infinitesimal transformation operator to the Euler and divergence operators. The Noether operator identity has been shown to provide a Noether-type relation between symmetries and conservation laws not only for Lagrangian systems, but also for a large class of differential systems that may not have a well-defined variational functional, see [4,5].

Noether operator identity was also demonstrated to allow derivation of extension of Second Noether Theorem for non-Largangian systems possessing infinite symmetry algebras parametrized by arbitrary functions of all independent variables, [6]. These infinite symmetry algebras were shown to lead to differetial identities between the equations of the original differential system and their derivatives.

Recently Noether identity was used to generate relations between sub-symmetries [7] and corresponding local conservation laws [8] for quasi-Noether systems.

In this paper, we analyze quasi-Noether systems and some of their properties. In Section 2, we review known correspondence between symmetries and conservation laws for variational systems from the standpoint of the Noether identity. In Section 3, we discuss this correspondence for a more general class of differential systems (quasi-Noether systems) that includes non-variational problems. We review conservation laws obtained with the use of approach based on the Noether identity and compare them with the results obtained from the Lagrange (Green-Lagrange) identity. We also
find the class of quasi-Noether evolution equations of the second order, and quasi-linear equations of the second order. In Section 4, we discuss the concept of quasi-Lagrangian, and use it to prove a new extension of the Noether theorem to non-Lagrangian systems. In this approach, variational symmetries of quasi-Lagrangians are only sub-symmetries, and need not be symmetries. We give an example where all lower conservation laws are generated in this way, but where the previous correspondence fails. As a geometric application, we compare the invariant submanifolds of quasi-Noether systems to those of Hamiltonian systems and show that they satisfy opposite containments. To address this fact we introduce the notion of a critical point of a conserved quantity, and demonstrate examples of the compatibility of the critical point condition with the time evolution of the PDE system.

## 2. Symmetries and Conservation Laws of Variational Systems

Let us briefly outline the approach we follow. A system of governing partial differential equations will be written as

$$
\Delta^{a}\left(x, u, u_{(1)}, u_{(2)}, \ldots\right)=0, \quad a=1, \ldots, q
$$

By a conservation law of the system $\Delta^{a}$, we mean the p-tuple $\left(K^{1}, K^{2}, \ldots K^{p}\right)$ such that

$$
\begin{equation*}
D_{i} K^{i}\left(x, u, u_{(1)}, u_{(2)}, \ldots\right) \doteq 0 \tag{1}
\end{equation*}
$$

on all solutions of the original system; we denote this type of equality by $(\dot{=})$. Here, $x=\left(x^{1}, x^{2}, \ldots, x^{p}\right)$ and $u=\left(u^{1}, u^{2}, \ldots, u^{q}\right)$ are the tuples of independent and dependent variables, respectively; $u_{(r)}$ is the tuple of $r$ th-order derivatives of $u, r=1,2, \ldots ; \Delta^{a}$ and $K^{i}$ are differential functions, i.e., smooth functions of $x, u$ and a finite number of derivatives of $u$ (see [2]); $i, j=1, \ldots, p, a=1, \ldots, q$. We assume summation over repeated indices.

We let

$$
D_{i}=\partial_{i}+u_{i}^{a} \partial_{u^{a}}+u_{i j}^{a} \partial_{u_{i j}^{a}}+\cdots=\partial_{i}+u_{i J}^{a} \partial_{u_{J}^{a}}
$$

be the $i$-th total derivative, $1 \leq i \leq p$, the sum extending over all (unordered) multi-indices $J=\left(j_{1}, j_{2}, \ldots, j_{k}\right)$ for $k \geq 0$ and $1 \leq j_{k} \leq p$.

Two conservation laws $K$ and $\tilde{K}$ are equivalent if they differ by a trivial conservation law [2]. A conservation law $D_{i} P^{i} \doteq 0$ is trivial if a linear combination of two kinds of triviality is taking place: 1. The $p$-tuple $P$ vanishes on the solutions of the original system: $P^{i} \doteq 0$. 2 . The divergence identity is satisfied for any point $[u]=\left(x, u_{(n)}\right)$ in the jet space (e.g., div rot $u=0$ ).

We consider smooth functions $u^{a}=u^{a}(x)$ defined on an open subset $D \subset \mathbb{R}^{p}$. Let

$$
S=\int_{D} L\left(x, u, u_{(1)}, \ldots\right) d^{p} x
$$

be the action functional, where $L$ is the Lagrangian density. The equations of motion are

$$
\begin{equation*}
E_{a}(L) \equiv \Delta^{a}\left(x, u, u_{(1)}, \ldots\right)=0, \quad 1 \leq a \leq q, \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{a}=\frac{\partial}{\partial u^{a}}-\sum_{i} D_{i} \frac{\partial}{\partial u_{i}^{a}}+\sum_{i \leq j} D_{i} D_{j} \frac{\partial}{\partial u_{i j}^{a}}+\cdots \tag{3}
\end{equation*}
$$

is the $a$-th Euler (Euler-Lagrange) operator (variational derivative). We call the tuple $E=\left(E_{1}, \ldots, E_{n}\right)$ the Euler operator. In the notation of [2], we could give it the following form:

$$
\begin{equation*}
E_{a}=(-D)_{J} \frac{\partial}{\partial_{u_{J}^{a}}}, \quad 1 \leq a \leq q \tag{4}
\end{equation*}
$$

The operator $(-\mathrm{D})_{J}$ is defined here as $(-D)_{J}=(-1)^{k} D_{J}=\left(-D_{j_{1}}\right)\left(-D_{j_{2}}\right) \cdots\left(-D_{j_{k}}\right)$. The operator $E_{a}$ annihilates total divergences.

Consider an infinitesimal (one-parameter) transformation with the canonical infinitesimal operator

$$
\begin{equation*}
X_{\alpha}=\alpha^{a} \frac{\partial}{\partial u^{a}}+\sum_{i}\left(D_{i} \alpha^{a}\right) \frac{\partial}{\partial u_{i}^{a}}+\sum_{i \leq j}\left(D_{i} D_{j} \alpha^{a}\right) \frac{\partial}{\partial u_{i j}^{a}}+\cdots=\left(D_{J} \alpha^{a}\right) \partial_{u_{j}^{a}} \tag{5}
\end{equation*}
$$

where $\alpha^{a}=\alpha^{a}\left(x, u, u_{(1)}, \ldots\right)$, and the sum is taken over all (unordered) multi-indices $J$. The variation of the functional $S$ under the transformation with operator $X_{\alpha}$ is

$$
\begin{equation*}
\delta S=\int_{D} X_{\alpha} L d^{p} x \tag{6}
\end{equation*}
$$

$X_{\alpha}$ is a variational (Noether) symmetry if

$$
\begin{equation*}
X_{\alpha} L=D_{i} M^{i} \tag{7}
\end{equation*}
$$

where $M^{i}=M^{i}\left(x, u, u_{(1)}, \ldots\right)$ are smooth functions of their arguments. The Noether (operator) identity [3] (see also, e.g., [9] or [4]) relates the operator $X_{\alpha}$ to $E_{a}$,

$$
\begin{gather*}
X_{\alpha}=\alpha^{a} E_{a}+D_{i} R^{i}  \tag{8}\\
R^{i}=\alpha^{a} \frac{\partial}{\partial u_{i}^{a}}+\left\{\sum_{k \geq i}\left(D_{k} \alpha^{a}\right)-\alpha^{a} \sum_{k \leq i} D_{k}\right\} \frac{\partial}{\partial u_{i k}^{a}}+\cdots . \tag{9}
\end{gather*}
$$

The expression for $R^{i}$ can be presented in a more general form $[3,10]$ :

$$
\begin{equation*}
R^{i}=\left(D_{K} \alpha^{a}\right)(-D)_{J} \partial_{u_{i / K^{\prime}}} \tag{10}
\end{equation*}
$$

where $J$ and $K$ sum over multi-indices.
Applying the identity (8) with (9) to $L$ and using (7), we obtain

$$
\begin{equation*}
D_{i}\left(M^{i}-R^{i} L\right)=\alpha^{a} \Delta^{a} \tag{11}
\end{equation*}
$$

which on the solution manifold $\left(\Delta=0, D_{i} \Delta=0, \ldots\right)$

$$
\begin{equation*}
D_{i}\left(M^{i}-R^{i} L\right) \doteq 0 \tag{12}
\end{equation*}
$$

leads to the statement of the First Noether Theorem: any one-parameter variational symmetry transformation with infinitesimal operator $X_{\alpha}$ (5) gives rise to the conservation law (12).

Note that Noether [1] used the identity (11) and not the operator identity (8). The first mention of the Noether operator identity (8), to our knowledge, was made in [3].

We next consider differential systems that may not have well-defined Lagrangian functions.

## 3. Symmetries and Conservation Laws of Quasi-Noether Systems

For a general differential system, a relationship between symmetries and conservation laws is unknown. In [4,5], an approach based on the Noether operator identity (8) was suggested to relate symmetries to conservation laws for a large class of differential systems that may not have well-defined Lagrangian functions. In the current paper, we will follow this approach.

### 3.1. Approach Using the Noether Operator Identity

We consider $q$ smooth functions $u=\left(u^{1}, u^{2}, \ldots, u^{q}\right)$ of $p$ independent variables $x=\left(x^{1}, x^{2}, \ldots, x^{p}\right)$ defined on some nonempty open subset of $\mathbb{R}^{p}$. Consider a system of $n \ell$ th order differential equations $\Delta=\left(\Delta^{1}, \Delta^{2}, \ldots, \Delta^{n}\right)$ for functions $u$ :

$$
\begin{equation*}
\Delta^{a}\left(x, u, u_{(1)}, u_{(2)}, \ldots, u_{(l)}\right)=0, \quad a=1,2, \ldots, n \tag{13}
\end{equation*}
$$

Here, each $\Delta^{a}\left(x, u, u_{(1)}, u_{(2)}, \ldots, u_{(l)}\right), a=1,2, \ldots, n$ is a smooth function of $x, u$, and all partial derivatives of each $u^{v},(v=1, \ldots, q)$ with respect to the $x^{i}(i=1, \ldots, p)$ up to the $\ell$ th order (differential function [2]). We assume that system (13) is normal, and totally nondegenerate (locally solvable at every point, and of maximal rank) [2].

Let $\Delta\left(x, u, u_{(1)}, u_{(2)}, \ldots, u_{(l)}\right) \equiv \Delta[u] \equiv \Delta, x_{J}=\left(x_{j_{1}}, x_{j_{2}}, \ldots, x_{j_{k}}\right)$ and $u_{J}^{v}$ be partial derivatives, where $J=\left(j_{1}, j_{2}, \ldots, j_{k}\right)$. Applying the Noether operator identity (8) to a combination of original equations with some coefficients (differential operators) $\beta^{a} \Delta^{a}$, we obtain

$$
\begin{equation*}
X_{\alpha}\left(\beta^{a} \Delta^{a}\right)=\alpha^{v} E_{v}\left(\beta^{a} \Delta^{a}\right)+D_{i} R^{i}\left(\beta^{a} \Delta^{a}\right), \quad a=1, \ldots n, \quad v=1, \ldots, q, \quad i=1, \ldots, p \tag{14}
\end{equation*}
$$

If our system (13) allows the existence of coefficients $\beta^{a}$ (cosymmetries) such that

$$
\begin{equation*}
E_{v}\left(\beta^{a} \Delta^{a}\right) \doteq 0, \quad a=\ldots, n, \quad v=1, \ldots, q \tag{15}
\end{equation*}
$$

on the solution manifold ( $\Delta=0, D_{i} \Delta=0, \ldots$ ), then according to (14), each symmetry of the system $X_{\alpha}$ will lead to a local conservation law (see [4,5])

$$
\begin{equation*}
D_{i} R^{i}\left(\beta^{a} \Delta^{a}\right) \doteq 0 \tag{16}
\end{equation*}
$$

for any differential systems of class (15). In [4], the quantity $\beta^{a} \Delta^{a}$ was referred to as an alternative Lagrangian.

Let us note that the correspondence between symmetries and local conservation laws defined above for differential systems without well-defined Lagrangian functions may not be one-to-one or onto, as in the case of variational symmetries and local conservation laws [2], and non-trivial symmetries may lead to trivial conservation laws. If $\beta$ generates a conservation law, i.e., $E(\beta \cdot \Delta) \equiv 0$, then it was shown in [11] that translation symmetries $\alpha=a^{i} u_{i}, a=$ const. lead to trivial conservation laws if $\beta_{x}=0$.

In general, the nontriviality of a conservation law is determined by the characteristic. To compute it explicitly, let $X_{\alpha}(\beta \cdot \Delta)=A \cdot \Delta$ and $E(\beta \cdot \Delta)=B \cdot \Delta$ for $A, B$ differential operators. Then the Noether identity and integration by parts yield

$$
\begin{align*}
A \cdot \Delta=X_{\alpha}(\beta \cdot \Delta) & =\alpha \cdot E(\beta \cdot \Delta)+\operatorname{div} \\
& =\alpha \cdot(B \cdot \Delta)+d i v  \tag{17}\\
& =\Delta \cdot\left(B^{*} \cdot \alpha\right)+d i v,
\end{align*}
$$

where $\left(B^{*}\right)_{v a}=(-D)_{I} \circ B_{a v I}$ is the adjoint operator. Integrating by parts the LHS and rearranging yields overall

$$
\begin{equation*}
\left[B^{*} \cdot \alpha-A^{*}(1)\right] \cdot \Delta=\operatorname{div}, \tag{18}
\end{equation*}
$$

where the divergence is equivalent to (16) on solutions, and $A^{*}(1)_{v}=(-D)_{I} A_{v I}$.
Thus, the conservation law obtained from Noether identity and corresponding to symmetry $X_{\alpha}$ is nontrivial if

$$
\begin{equation*}
B^{*} \cdot \alpha-A^{*}(1) \neq 0 \tag{19}
\end{equation*}
$$

on solutions of the original system (13).
The condition (15) can be written in a somewhat more general form [5]

$$
\begin{equation*}
E_{v}\left(\beta^{a c} \Delta^{a}\right) \doteq 0, \quad a, c=1, \ldots n, \quad v=1, \ldots, q \tag{20}
\end{equation*}
$$

In terms of the Fréchet derivative operator $D_{\Delta}$ and its adjoint $D_{\Delta}^{*}$ [2]

$$
\begin{align*}
& \left(\mathrm{D}_{\Delta}\right)_{a v}=\sum_{J} \frac{\partial \Delta^{a}}{\partial u_{J}^{v}} D_{J}  \tag{21}\\
& \left(\mathrm{D}_{\Delta}^{*}\right)_{a v} \beta^{a}=\sum_{J}(-1)^{k} D_{J}\left(\frac{\partial \Delta^{a}}{\partial u_{J}^{v}} \beta^{a}\right), \tag{22}
\end{align*}
$$

the condition (15) was shown in [12] to be related to the condition of self-adjointness of the operator $\mathrm{D}_{\Delta}$ (generalized Helmholtz condition)

$$
\begin{equation*}
\mathrm{D}_{\Delta}^{*}-\mathrm{D}_{\Delta}=0 \tag{23}
\end{equation*}
$$

this relationship being:

$$
\begin{equation*}
E_{v}\left(\beta^{a} \Delta^{a}\right) \doteq\left(\mathrm{D}_{\Delta}^{*}-\mathrm{D}_{\Delta}\right)_{a v} \beta^{a}, \quad a=1, \ldots n, \quad v=1, \ldots, n . \tag{24}
\end{equation*}
$$

Expression (24) provides a relationship between the condition (15) for a system to be quasi-Noether and the existence of a variational functional for a transformed differential system.

The condition (15) can be considered as defining quasi-Noether systems, see also [6]. A system (13) is quasi-Noether if there exist functions (differential operators) $\beta^{a}$ such that the condition (15) is satisfied. In [4], the quantity $\beta^{v} \Delta_{v}$ was referred to as an alternative Lagrangian. If coefficients $\beta^{a}$ generate a conservation law, they are related to adjoint symmetries [13], and referred to as characteristics of a corresponding conservation law [2], generating functions [14] or multipliers [15]. In general, we call them cosymmetries [14] if they satisfy (15).

It should be noted that the condition (15) (for a system to be quasi-Noether and possess a correspondence between symmetries and conservation laws) was obtained earlier within an alternative approach based on the Lagrange identity. In [16], the classical Lagrange identity (Green's formula) was used for generating conservation laws for a linear differential system. A condition for the existence of a certain conservation law written in terms of an adjoint differential operator was presented in [14] within a general framework of algebraic geometry. In [17], a correspondence between symmetries and conservation laws based on Green's formula and a condition similar to (15) was obtained for evolution systems. For the case of point transformations, this correspondence was discussed in [18]. In [13], the geometric meaning of this condition was discussed for mechanical systems. In [10], a condition that can be reduced to (15) was presented for a general differential system.

Note that the condition (15) played a key role in later developed direct method [15] and the nonlinear self-adjointness approach [19].

### 3.2. Approach Using Lagrange Identity

Let us briefly describe the alternative approach based on the Lagrange identity and compare the results with those of the Noether identity approach.

The well-known Lagrange identity is as follows:

$$
\begin{equation*}
\beta^{a}\left(\mathrm{D}_{\Delta}\right)_{a v} \alpha^{v}-\alpha^{v}\left(\mathrm{D}_{\Delta}^{*}\right)_{a v} \beta^{a}=D_{i} Q^{i}[\alpha, \beta, \Delta], \tag{25}
\end{equation*}
$$

where $D_{\Delta}$ is the Fréchet derivative of $\Delta$, and $D_{\Delta}^{*}$ is its adjoint. An explicit expression for the trilinear fluxes $Q[\alpha, \beta, \Delta]$ was given in [10]:

$$
Q^{i}[\alpha, \beta, \Delta]=(-1)^{|J|} D_{K} \alpha^{v} D_{J}\left(\beta^{a} \partial_{u_{i J K}^{v}} \Delta^{a}\right), \quad 1 \leq i \leq p .
$$

Using the fact that

$$
\begin{equation*}
\left(\mathrm{D}_{\Delta}\right)_{a v} \alpha^{v}=X_{\alpha} \Delta^{a} \tag{26}
\end{equation*}
$$

(see (5), and (21)) we can express (25) as follows:

$$
\begin{equation*}
\beta^{a} X_{\alpha} \Delta^{a}-\alpha^{v}\left(\mathrm{D}_{\Delta}^{*}\right)_{a v} \beta^{a}=D_{i} Q^{i}[\alpha, \beta, \Delta] . \tag{27}
\end{equation*}
$$

If, for a given system $\Delta$, there exist functions $\beta^{a}$ and operators $Y^{v a}=v^{v a j} D_{J}$ such that the following relationships hold:

$$
\begin{equation*}
\left(\mathrm{D}_{\Delta}^{*}\right)_{a v} \beta^{a}=\mathrm{Y}^{v a} \Delta^{a}, \quad 1 \leq v \leq q, \tag{28}
\end{equation*}
$$

then $\left(\mathrm{D}_{\Delta}^{*}\right)_{a v} \beta^{a} \doteq 0$. Thus, for each symmetry $X_{\alpha}$ of the system $\Delta=0,\left(X_{\alpha} \Delta^{a}=\Lambda^{a b} \Delta^{b}\right.$ for some operators $\Lambda^{a b}=\lambda^{a b J} D_{J}$ ), Equation (27) provides a corresponding conservation law:

$$
\begin{equation*}
D_{i} Q^{i}[\alpha, \beta, \Delta]=\left(\beta^{a} \Lambda^{a b}-\alpha^{v} Y^{v a}\right) \Delta^{a} \doteq 0 \tag{29}
\end{equation*}
$$

We now show that the correspondence between symmetries and conservation laws in terms of Lagrange identity is equivalent to the one using the Noether identity and leads to the same conservation laws. Indeed, using the product rule [2]:

$$
\begin{equation*}
E_{v}\left(\beta^{a} \Delta^{a}\right)=\left(\mathrm{D}_{\Delta}^{*}\right)_{a v} \beta^{a}+\left(\mathrm{D}_{\beta}^{*}\right)_{a v} \Delta^{a}, \quad 1 \leq v \leq q, \tag{30}
\end{equation*}
$$

in (27) gives:

$$
\beta^{a} X_{\alpha} \Delta^{a}-\alpha^{v} E_{v}\left(\beta^{a} \Delta^{a}\right)+\alpha^{v}\left(\mathrm{D}_{\beta}^{*}\right)_{a v} \Delta^{a}=D_{i} Q^{i} .
$$

Using $\beta^{a} X_{\alpha} \Delta^{a}=X_{\alpha}\left(\beta^{a} \Delta^{a}\right)-\Delta^{a} X_{\alpha} \beta^{a}$ we obtain

$$
\begin{equation*}
X_{\alpha}\left(\beta^{a} \Delta^{a}\right)=\alpha^{v} E_{v}\left(\beta^{a} \Delta^{a}\right)+D_{i} Q^{i}[\alpha, \beta, \Delta]+\left(X_{\alpha} \beta^{a}-\alpha^{v}\left(\mathrm{D}_{\beta}^{*}\right)_{a v}\right) \Delta^{a} \tag{31}
\end{equation*}
$$

The last term in (31) is a total divergence by (25):

$$
\Delta^{a} X_{\alpha} \beta^{a}-\alpha^{v}\left(\mathrm{D}_{\beta}^{*}\right)_{a v} \Delta^{a}=\Delta^{a}\left(\mathrm{D}_{\beta}\right)_{a v} \alpha^{v}-\alpha^{v}\left(\mathrm{D}_{\beta}^{*}\right)_{a v} \Delta^{a}=D_{i} Q^{i}[\alpha, \Delta, \beta] .
$$

Thus, (31) provides the same result as the Noether identity:

$$
\begin{equation*}
X_{\alpha}\left(\beta^{a} \Delta^{a}\right)=\alpha^{v} E_{v}\left(\beta^{a} \Delta^{a}\right)+D_{i}\left(Q^{i}[\alpha, \Delta, \beta]+Q^{i}[\alpha, \beta, \Delta]\right) \tag{32}
\end{equation*}
$$

Let us show that the condition used in direct method [15]

$$
\begin{equation*}
\left(\mathrm{D}_{\Delta}^{*}\right)_{a v} \beta^{a} \doteq 0 \tag{33}
\end{equation*}
$$

is equivalent to the quasi-Noether condition (15). Indeed, using the identity [2]

$$
\begin{equation*}
E_{v}\left(\beta^{a} \Delta^{a}\right)=\left(\mathrm{D}_{\Delta}^{*}\right)_{a v} \beta^{a}+\left(\mathrm{D}_{\beta}^{*}\right)_{a v} \Delta^{a}, \tag{34}
\end{equation*}
$$

and the fact that

$$
\begin{equation*}
\left(\mathrm{D}_{\beta}^{*}\right)_{a v} \Delta^{a} \doteq 0 \tag{35}
\end{equation*}
$$

we obtain condition (33)

$$
\begin{equation*}
E_{v}\left(\beta^{a} \Delta^{a}\right) \doteq\left(\mathrm{D}_{\Delta}^{*}\right)_{a v} \beta^{a} \doteq 0 \tag{36}
\end{equation*}
$$

An alternative key expression of the direct method

$$
\begin{equation*}
E_{v}\left(\beta^{a} \Delta^{a}\right)=0 \tag{37}
\end{equation*}
$$

is a special case of (15). Note also that the direct method aims at the generation of conservation laws for a differential system without regard to its symmetries while the goal of both approaches above taken earlier was to establish a correspondence between symmetries and conservation laws.

### 3.3. Quasi-Noether Systems

As noted above the condition (15) (or (20)) determines quasi-Noether systems.
It can be shown that the general case of differential systems (13) satisfying the condition (15), with $\beta^{a}$ being differential operators

$$
\begin{equation*}
\beta^{a}=\beta^{a j}[u] D_{J}, \quad D_{J}=D_{j_{1}} D_{j_{2}} \cdots D_{j_{k}}, \quad D_{j_{r}}=\frac{d}{d x_{j_{r}}}, \quad r=1,2, \ldots, k \tag{38}
\end{equation*}
$$

can be reduced to the case of the condition (15) with the $\beta^{a J}$ being differential functions. Indeed, (see [2])

$$
\begin{equation*}
\beta^{a} \Delta^{a}=\beta^{a J} D_{J} \Delta^{a}=D_{J}\left(\beta^{a J} \Delta^{a}\right)+\left((-\mathrm{D})_{J} \beta^{a J}\right) \Delta^{a} . \tag{39}
\end{equation*}
$$

Since the contribution of the first term in the RHS, being a total divergence, is zero after applying the Euler operator, we find that

$$
\begin{equation*}
E_{v}\left(\beta^{a} \Delta^{a}\right) \doteq E_{v}\left(\bar{\beta}^{a} \Delta^{a}\right) \doteq 0, \quad a=1, \ldots n, \quad v=1, \ldots, q, \tag{40}
\end{equation*}
$$

where each $\bar{\beta}^{a}=\left((-\mathrm{D})_{J} \beta^{a J}\right)$ is a differential function.
In the following theorem, we prove that local conservation laws exist only for quasi-Noether systems.

Theorem 1 (Quasi-Noether systems and conservation laws). Any differential system (13) that possesses local conservation laws is quasi-Noether. A quasi-Noether system that admits continuous symmetries in general, possesses local conservation laws.

Proof. Assume that the system (13) has some local conservation law

$$
\begin{equation*}
D_{i} P^{i}=\gamma^{a} \Delta^{a} \tag{41}
\end{equation*}
$$

where $P^{i}$ and $\gamma^{a}$ are differential functions. Then

$$
\begin{equation*}
E_{v}\left(\gamma^{a} \Delta^{a}\right)=0, \quad a=1, \ldots n, \quad v=1, \ldots, q, \quad i=1, \ldots, p, \tag{42}
\end{equation*}
$$

which shows that the system is quasi-Noether.
Suppose now that the quasi-Noether system (15) possesses a continuous symmetry with the infinitesimal operator $X_{\alpha}$ (5). Rewriting condition (15) in the form

$$
\begin{equation*}
E_{v}\left(\beta^{a} \Delta^{a}\right)=\Gamma^{v a} \Delta^{a} \doteq 0, \quad v=1, \ldots q, \tag{43}
\end{equation*}
$$

where the sum is taken over $1 \leq a \leq n, \beta^{a}$ are differential functions, and $\Gamma^{v a}=\Gamma^{v a j} D_{J}$ are differential operators. Multiplying the Equation (43) by $\alpha^{v}$ and taking a sum over $v$, we obtain

$$
\begin{equation*}
\alpha^{v} E_{v}\left(\beta^{a} \Delta^{a}\right)=\alpha^{v} \Gamma^{v a} \Delta^{a} . \tag{44}
\end{equation*}
$$

Applying the Noether identity (8) in the LHS, we obtain

$$
\begin{equation*}
\left(X_{\alpha}-D_{i} R^{i}\right)\left(\beta^{a} \Delta^{a}\right)=\alpha^{v} \Gamma^{v a} \Delta^{a}, \quad a=1, \ldots n, \quad v=1, \ldots, q, \quad i=1, \ldots, p . \tag{45}
\end{equation*}
$$

Since $X_{\alpha}$ is a symmetry operator for the system $\Delta^{a}$, we obtain

$$
\begin{equation*}
D_{i} R^{i}\left(\beta^{a} \Delta^{a}\right) \doteq 0, \quad a=1, \ldots n, \quad v=1, \ldots, q, \quad i=1, \ldots, p \tag{46}
\end{equation*}
$$

and therefore, a quasi-Noether system with continuous symmetries in general, possesses local conservation law (46).

Note that in some cases the conservation law (46) may be trivial.
Note also that condition (15) allows one to find and classify quasi-Noether equations of a certain type. For example, it can be shown that equations of the following class:

$$
\begin{equation*}
u_{t}=u_{x x}+u_{x}^{n}, \quad n=0,1,2,3, \ldots \tag{47}
\end{equation*}
$$

possess conservation law(s) only for $n=0,1,2$. Correspondingly, for $n \geq 3$, such equations are not quasi-Noether and, hence, do not admit any conservation laws.

### 3.4. Classes of Quasi-Noether Equations

The quasi-Noether class of equations for which it is possible to establish a Noether type correspondence between symmetries and conservation laws is quite large, and covers practically all interesting differential systems of mathematical physics, and all systems possessing conservation laws. Many examples of equations of the class were given in [4,5,12]. Quasi-Noether systems include differential systems in the form of conservation laws, e.g., KdV, mKdV , Boussinesq, Kadomtsev-Petviashvili equations, nonlinear wave and heat equations, Euler equations, and Navier-Stokes equations; as well as the homogeneous Monge-Ampere equation, and its multi-dimensional analogue, see [4]. In [6], the approach based on the Noether identity was applied to quasi-Noether systems possessing infinite symmetries involving arbitrary functions of all independent variables, in order to generate an extension of the Second Noether theorem for systems that may not have well-defined Lagrangian functions.

### 3.4.1. Evolution Equations

Consider evolution equations of the form

$$
\begin{equation*}
u_{t}=A\left(u, u_{x}\right) u_{x x}+B\left(u, u_{x}\right) . \tag{48}
\end{equation*}
$$

Assuming $\beta=\beta\left(t, x, u, u_{x}, u_{x x}, \ldots, u_{n x}\right)$, and requiring our equation to be quasi-Noether (15) we obtain the following condition

$$
\begin{equation*}
E_{u}\left[\beta u_{t}-\beta\left(A u_{x x}+B\right)\right] \doteq 0 \tag{49}
\end{equation*}
$$

It can be shown that $\beta=\beta(t, x, u)$. Moreover, it can be shown that for this system, the above equality holds for all $u(=)$ rather than strictly solutions $(\doteq)$.

We obtain the following classes of equations:
1.

$$
\begin{align*}
A\left(u, u_{x}\right) & =\alpha H_{u_{x}} / S^{\prime}(u) \\
B\left(u, u_{x}\right) & =\alpha\left(u_{x} H_{u}-S(u)\right) / S^{\prime}(u)  \tag{50}\\
\beta(t, u) & =e^{\alpha t} S^{\prime}(u)
\end{align*}
$$

where $H\left(u, u_{x}\right)$ and $S(u)$ are arbitrary functions, and $\alpha$ is a constant.
In this case the equation $\Delta=u_{t}-A u_{x x}-B$ is obviously, quasi-Noether since the left hand side turns into total divergence upon multiplication by $\beta$ :

$$
\beta \Delta=D_{t}\left[e^{\alpha t} S(u)\right]-\alpha D_{x}\left[e^{\alpha t} H\left(u, u_{x}\right)\right]
$$

2. 

$$
\begin{align*}
A\left(u, u_{x}\right) & =\left(u_{x} G_{u_{x}}-G\right) / u_{x}^{2} \\
B\left(u, u_{x}\right) & =G_{u}+\left(b / u_{x}+c^{\prime}(u)\right) G+h+u_{x}\left(a+h_{u}+h c_{u}\right) / b  \tag{51}\\
\beta(t, x, u) & =\exp (a t+b x+c(u))
\end{align*}
$$

where $G\left(u, u_{x}\right), c(u)$, and $h(u)$ are arbitrary functions, and $a$ and $b$ are constants.
a. The special case $G\left(u, u_{x}\right)=u_{x}^{2}, c(u)=u, h(u)=0$, and $a=-b^{2}$, leads to the following equation:

$$
\begin{equation*}
u_{t}-u_{x x}-u_{x}^{2}=0 \tag{52}
\end{equation*}
$$

Multiplication by $\beta=\exp \left(b x-b^{2} t+u\right)$ turns the LFS of Equation (52) into a total divergence:

$$
D_{t}(\beta u)-D_{x}\left[\beta\left(u_{x}-b\right)\right]=0
$$

b. Choosing $a=-b^{2}, c^{\prime}(u)=0, G\left(u, u_{x}\right)=u_{x}^{2}+p u_{x}, p=$ const, $h(u)=1-b p$ we obtain heat equation, $A=1, B=1$

$$
\begin{equation*}
u_{t}=u_{x x} \tag{53}
\end{equation*}
$$

c. Choosing $a=-b^{2}, c^{\prime}(u)=0, G\left(u, u_{x}\right)=u_{x}^{2}+u^{2} u_{x} / 2, h(u)=-b u^{2} / 2$ we obtain Burgers equation, $A=1, B=-u u_{x}$

$$
\begin{equation*}
u_{t}=u_{x x}-u u_{x} . \tag{54}
\end{equation*}
$$

d. Choosing $a=-b^{2}=-1, c^{\prime}(u)=0, G\left(u, u_{x}\right)=u_{x}{ }^{2}+\left(u-u^{2}\right) u_{x}, h(u)=0$ we obtain Fisher equation, $A=1, B=u-u^{2}$

$$
\begin{equation*}
u_{t}=u_{x x}+u(1-u) \tag{55}
\end{equation*}
$$

3. 

$$
\begin{align*}
A\left(u, u_{x}\right) & =a \\
B\left(u, u_{x}\right) & =a u_{x}^{2}\left(\Phi_{u u}+b \Phi_{u}^{2}\right) / \Phi_{u}+1 / \Phi_{u}+\epsilon u_{x}  \tag{56}\\
\beta(t, x, u) & =v(t, x) \exp (-b t+b \Phi)
\end{align*}
$$

where $\Phi(u)$ is an arbitrary function, $a$ and $b$ are constants, and $v(x, t)$ is a solution of the following equation:

$$
v_{t}-b v_{x}+a v_{x x}=0
$$

4. 

$$
\begin{align*}
A\left(u, u_{x}\right) & =a, \\
B\left(u, u_{x}\right) & =a u_{x}^{2} \ell_{u}+\epsilon u_{x},  \tag{57}\\
\beta(t, x, u) & =v(x, t) e^{\ell},
\end{align*}
$$

where $\ell(u)$ is an arbitrary function, and $v$ satisfies the same linear Equation (57).
5.

$$
\begin{align*}
A\left(u, u_{x}\right) & =G_{u} / \Phi_{u} \\
B\left(u, u_{x}\right) & =u_{x}^{2}\left(G_{u u}+\tau G_{u}^{2}+\epsilon G_{u} \Phi_{u}\right) / \Phi_{u}+u_{x}\left(\delta+2 \sigma G_{u} / \Phi_{u}\right)+1 / \Phi_{u}  \tag{58}\\
\beta(t, x, u) & =\exp [-\epsilon t+\sigma(x+\delta t)+\tau G+\epsilon \Phi] \cosh \left[(x+\delta t-\mu) \sqrt{\sigma^{2}-\tau}\right] \Phi_{u}
\end{align*}
$$

where $\Phi(u)$ and $G(u)$ are arbitrary functions, and $\delta, \epsilon, \mu, \sigma$, and $\tau$ are arbitrary constants.
We do not pursue the remaining cases, since these necessarily involve dependence on $1 / u_{x}$. However, the above analysis gives insight into, for instance, equations of the following class:

$$
\begin{equation*}
u_{t}=u_{x x}+u_{x}^{n}, \quad n=0,1,2,3, \ldots \tag{59}
\end{equation*}
$$

We have shown that such an equation possesses a conservation law only for $n=0,1,2$. For $n \geq 3$, such equations are not quasi-Noether and, hence, do not admit conservation laws.
3.4.2. Quasi-Linear Equations

Consider now quasi-linear equations of the form

$$
\begin{equation*}
\Delta=u_{t t}-A\left(u, u_{x}\right) u_{x x}-C\left(u, u_{x}\right)=0 . \tag{60}
\end{equation*}
$$

We require our equation to be quasi-Noether (15)

$$
\begin{equation*}
E_{u}\left[\beta\left(u_{t t}-A u_{x x}-C\right)\right] \doteq 0 \tag{61}
\end{equation*}
$$

Using the identity (34)

$$
\begin{equation*}
E_{u}(\beta \Delta)=\left(\mathrm{D}_{\Delta}^{*}\right) \beta+\left(\mathrm{D}_{\beta}^{*}\right) \Delta, \tag{62}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
E_{u}(\beta \Delta) \doteq\left(\mathrm{D}_{\Delta}^{*}\right) \beta \doteq 0 \tag{63}
\end{equation*}
$$

For Equation (60) condition (63) takes a form

$$
\begin{align*}
& D_{t}^{2} \beta-D_{x}^{2}(\beta A)+D_{x}\left(\beta u_{x x} A_{u_{x}}\right)+D_{t}\left(\beta u_{x x} A_{u_{t}}\right)+  \tag{64}\\
& D_{x}\left(\beta C_{u_{x}}\right)+D_{t}\left(\beta C_{u_{t}}\right)-\beta C_{u}-\beta A_{u} u_{x x}=0 .
\end{align*}
$$

Solving (64) for $\beta=\beta(x, t, u)$, we obtain

$$
\begin{align*}
& A=u_{t} L+M  \tag{65}\\
& C=u_{t} R+P+f\left(u, u_{t}\right)
\end{align*}
$$

where

$$
\begin{array}{r}
R\left(u, u_{x}\right)=\int\left[\frac{\beta_{x}}{\beta} L+u_{x} L_{u}\right] d u_{x}  \tag{66}\\
P\left(u, u_{x}\right)=\int K\left(u, u_{x}\right) d u_{x}
\end{array}
$$

and $L=L\left(u, u_{x}\right), K=K\left(u, u_{x}\right), f=f\left(u, u_{t}\right), \beta=\beta(x, t, u)$ are functions to be determined.
We get the following solutions:
1.

$$
\begin{align*}
L & =\frac{1}{m}\left[2 M_{u}+l M_{u_{x}}+u_{x} M_{u u_{x}}-K_{u_{x}}\right] \\
R & =\int\left[l L+u_{x} L_{u}\right] d u_{x}=l^{2} M+2 l u_{x} M_{u}+u_{x}^{2} M_{u u}-l K-u_{x} K_{u}+\int K_{u} d u_{x} \tag{67}
\end{align*}
$$

where $l, m$ are abrbitrary constants, $M\left(u, u_{x}\right), K\left(u, u_{x}\right)$ are arbitrary functions, $\beta=e^{l x+m t}$, and $f\left(u, u_{t}\right)$ satisfies

$$
\begin{equation*}
-f_{u}+m f_{u_{t}}+u_{t} f_{u u_{t}}=-m^{2} \tag{68}
\end{equation*}
$$

2. 

$$
\begin{align*}
& R=L=0 \\
& K=\left(l+q u_{x}\right) M+u_{x} M_{u}+\int\left[q M+M_{u}\right] d u_{x}+r(u) \tag{69}
\end{align*}
$$

where $l, m, q$ are abrbitrary constants, function $M\left(u, u_{x}\right)$ is arbitrary, $\beta=e^{l x+m t+q u}$, and

$$
\begin{equation*}
f\left(u, u_{t}\right)=-q u_{t}^{2}+s(u) u_{t}+v(u), \quad s(u)=-m+\frac{q v(u)+v^{\prime}(u)}{m} . \tag{70}
\end{equation*}
$$

Examples:
a. If $M\left(u, u_{x}\right)=c$, we obtain

$$
\begin{equation*}
u_{t t}=M u_{x x}+(l M+r(u)) u_{x}+q M u_{x}^{2}+R(u)+\left(-q u_{t}^{2}+s u_{t}+v\right) \tag{71}
\end{equation*}
$$

where $s(u)$ satisfies (70) and functions $r(u)$ and $R(u)$ are arbitrary.
Choosing $q=s=v=0, r=-l M$ we obtain

$$
\begin{equation*}
u_{t t}=M u_{x x}+R(u) \tag{72}
\end{equation*}
$$

The class (72) includes Liouville equation $\left(R(u)=k e^{\lambda u}\right)$

$$
\begin{equation*}
u_{t t}=M u_{x x}+k e^{\lambda u} \tag{73}
\end{equation*}
$$

and Sine-Gordon equation $((R(u)=k \sin \lambda u)$

$$
\begin{equation*}
u_{t t}=M u_{x x}+k \sin \lambda u \tag{74}
\end{equation*}
$$

b. Choosing $M\left(u, u_{x}\right)=g(u), q=s=v=0, r(u)=-l g(u)$, we obtain

$$
\begin{equation*}
u_{t t}=g(u) u_{x x}+g^{\prime}(u) u_{x}^{2} \tag{75}
\end{equation*}
$$

The Equation (75) is a nonlinear wave equation.

## 4. Quasi-Lagrangians

For $\beta$ a cosymmetry, the quantity $L=\beta \cdot \Delta$ serves an analogous role to a Lagrangian. In this section, we examine the applications of such a quasi-Lagrangian $L$ in more detail. We show that equations with a quasi-Lagrangian have a Noether correspondence on a subspace. We then demonstrate the incompleteness of the correspondence from Section 3.1 with an example. We conclude with a comparison of the invariant submanifolds of quasi-Noether systems with those of Hamiltonian systems.

### 4.1. A Noether Correspondence

Let us introduce the operator $T$ depending on $\beta$ such that $E(\beta \cdot \Delta)=T \cdot \Delta$. If $\mathbb{D}_{\Delta}$ is an endomorphism (same number of equations as dependent variables), then $T=\mathbb{D}_{\beta}^{*}-\mathbb{D}_{\beta}$ by (24).

We say an operator $T$ is nondegenerate if its restriction to $\Delta=0$ is not the zero operator. If $\beta$ is a characteristic for a conservation law (generator), then $E(\beta \cdot \Delta)=0$, so $T=0$ (degenerate). Thus $\beta$, in this section, will be a cosymmetry which is not a characteristic.

Recall that a functional $\mathscr{L}[u]=\int L[u] d x$ is an equivalence class modulo total divergences. We say a smooth functional $\mathscr{L}[u]=\int L[u] d x$ is nondegenerate if it is nonzero and some representative $L[u]$ (hence all of them) does not vanish quadratically with $\Delta$. We identify nondegenerate functionals with their affine terms: $\left.L \sim L\right|_{\Delta=0}+\beta^{I} \cdot D_{I} \Delta$. Mod a divergence, we then have $L \sim L_{0}+\beta \cdot \Delta$, where $\beta=(-D)_{I} \beta^{I}$ comes from integration by parts. We will also identify $\mathscr{L}$ with $L$. As a non-example, consider, for example, a second order scalar nonlinear PDE $\Delta=\Delta^{1}\left(u_{i j}\right)$. Then for $L=\Delta^{2}$, we have $E(L)=D_{i j}\left(A^{i j} \Delta\right)$, where $A_{i j}=2 \partial \Delta / \partial u_{i j}$.

The concept of sub-symmetry was introduced in [7]. We say $X_{\alpha}$ generates a sub-symmetry of $\Delta$ if $\left.X_{\alpha}(T \cdot \Delta)\right|_{\Delta=0}=0$ for some nondegenerate $T$. In the special case that $\left.X_{\alpha}(T \cdot \Delta)\right|_{T \cdot \Delta=0}=0$, clearly $X_{\alpha}$ is an "ordinary" symmetry of a sub-system $T \cdot \Delta$; the more general definition will not be needed here. Roughly speaking, in the case of sub-symmetry transformations, only some (not all) combinations of original equations are required to be invariant. We note that in [8], sub-symmetries of sub-systems generated by cosymmetries yield conservation laws through the mechanism described in Section 3.1. In the present work, we find a new appearance of sub-symmetries.

We now present an extension of Noether theorem. Every variational symmetry $X_{\alpha}$ of a quasi-Lagrangian $L$ corresponds to a conservation law characteristic $T^{*} \alpha$ in the image of $T^{*}$. The variational symmetry is only a sub-symmetry of the PDE $\Delta$. If $L=L_{0}+\beta \cdot \Delta$ and cosymmetry $\beta$ is also in the image of $T^{*}$, then a family of equations $\Delta+\operatorname{ker}[T]$ shares variational symmetries, hence conservation laws generated by the quasi-Lagrangian.

Theorem 2. Let $\Delta$ be a normal, totally nondegenerate PDE system, and suppose there exist smooth and nondegenerate operator $T$ and functional $L$ such that $E(L)=T \cdot \Delta$.

1. $X_{\alpha} L=d i v$, if and only if $\left(T^{*} \alpha\right) \cdot \Delta=$ div.
2. If $X_{\alpha} L=$ div, then $\alpha$ is a sub-symmetry of $\Delta$.

Let $L=L_{0}+\beta \cdot \Delta$. Define $\Delta_{f}=\Delta+f$ and $L_{f}=L_{0}+\beta \cdot \Delta_{f}$ for $f \in \operatorname{ker}[T]$.
3. If $\beta \in \operatorname{im}\left[T^{*}\right], X_{\alpha} L_{f}=$ div if and only if $X_{\alpha} L=$ div.

Proof. 1. The Noether theorem states $X_{\alpha} L=d i v$ if and only if $\alpha \cdot E(L)=d i v ;$ thus, $\alpha \cdot(T \cdot \Delta)=d i v$. If we integrate by parts, we obtain $\left(T^{*} \alpha\right) \cdot \Delta=d i v$, as desired.
2. It is well known $X_{\alpha} L=d i v$ implies $X_{\alpha}$ is a symmetry of $E(L)$. Since $E(L)=T \cdot \Delta$ is a sub-system of a prolongation of $\Delta$, this means $X_{\alpha}$ is only a sub-symmetry of $\Delta$.
3. Since $\beta=T^{*} \gamma$ for some smooth $\gamma$, we have $\beta \cdot f=\left(T^{*} \gamma\right) \cdot f=\gamma \cdot(T f)+\operatorname{div}=\operatorname{div}$, so we conclude $X_{\alpha} L_{f}=X_{\alpha} L+$ div.

Remark 1. Part 3 illustrates that a variational symmetry $\alpha$ of $L$ need not correspond to a symmetry of $\Delta$, since if $X_{\alpha} \Delta_{f}=A \Delta_{f}$, then $X_{\alpha} f=A f$ need not be true for all $f \in \operatorname{ker}[T]$. We will demonstrate this failure in Section 4.2.

Therefore, the Green-Lagrange-Noether approach from Section 3 is incomplete: it requires vector field $X_{\alpha}$ to be a symmetry of $\Delta$, while Part 2 indicates we must instead consider sub-symmetries. The incompleteness was partially demonstrated in [11] in the case $\beta$ is a characteristic of a conservation law, but the case where cosymmetry $\beta$ is not a characteristic was not indicated.

Note that Ibragimov's approach [19] is distinct; it uses variational symmetries of an extended Lagrangian system obtained by, essentially, treating the $\beta$ 's as dependent variables. Such variational symmetries must be symmetries of $\Delta$, which is one reason why our result is different. Another reason follows from a direct computation of the characteristic; there is an additional term due to the symmetric action of $X_{\alpha}$ on $L$, which in our approach is simply a divergence not contributing to the characteristic.

Remark 2. The main difference of our extension is that the vector field $X_{\alpha}$ is only a sub-symmetry of the PDE $\triangle$, not a true symmetry, since we are considering variational symmetries of $L$. This highlights the incompleteness of the previous approach from Section 3, which requires using symmetries of the PDE. We will present an example in Section 4.2 where all lower conservation laws arise according to the correspondence in Theorem 2, many only from sub-symmetries.

Remark 3. Upon restricting said symmetries of $\Delta$ to variational symmetries of $L$, the results of the two approaches are equivalent, of course. Let $A \Delta=X_{\alpha} \Delta$. The Green-Lagrange-Noether approach yields the following conservation law:

$$
\begin{equation*}
\left(T^{*} \alpha-X_{\alpha} \beta-A^{*} \beta\right) \Delta=\operatorname{div} . \tag{76}
\end{equation*}
$$

But in fact, $\left(X_{\alpha} \beta+A^{*} \beta\right)=X_{\alpha} L+$ div $=$ div since $\alpha$ is a variational symmetry. Thus,

$$
\begin{equation*}
\left(T^{*} \alpha-\mu\right) \Delta=\operatorname{div} \tag{77}
\end{equation*}
$$

for some generating function $\mu$. This implies $T^{*} \alpha$ is also a generating function, as claimed.
Remark 4. We note that $L_{0}=\left.L\right|_{\Delta=0}$ is nonzero (mod divergence) in general. For example, if $E(L)=\Delta$ for $L=u v_{t}-\lambda[u, v]$ and the two-component evolution system

$$
\begin{align*}
E_{u}(L)=v_{t}-E_{u} \lambda & =0,  \tag{78}\\
E_{v}(L)=-u_{t}-E_{v} \lambda & =0,
\end{align*}
$$

then unless $\lambda$ is of a special form, $L$ need not vanish on $\Delta=0$.

### 4.2. An Example

It is well known [2] that the second order Burgers equation

$$
\begin{equation*}
u_{t}=u u_{x}+u_{x x}=D_{x}\left(\frac{1}{2} u^{2}+u_{x}\right) \tag{79}
\end{equation*}
$$

has exactly one conservation law and no cosymmetries other than $\beta=1$. It thus has no quasi-Lagrangians of the form $\beta \cdot \Delta$ and its conservation law does not arise from such. We next consider the opposite situation.

Consider a third order evolution equation $u_{t}=F[u]$ of the form

$$
\begin{equation*}
u_{t}=F[u]:=\frac{3 u_{x x} u_{x x x}}{u_{x}}-\frac{u_{x x}^{3}}{u_{x}^{2}}+f(t)=\frac{1}{u_{x x}} D_{x}\left(\frac{u_{x x}^{3}}{u_{x}}+f(t) u_{x}\right) . \tag{80}
\end{equation*}
$$

Even if $f(t)=0$, this equation cannot be written as a Hamiltonian system, since although $u_{t}=\mathscr{D} \cdot E(H)$ for $H=-\frac{1}{2} u_{x}^{2}$ and the skew-adjoint operator

$$
\mathscr{D}=2 \frac{u_{x x}}{u_{x}} D_{x}+\frac{u_{x x x}}{u_{x}}-\frac{u_{x x}^{2}}{u_{x}^{2}},
$$

it can be shown that $\mathscr{D}$ does not verify the Jacobi identity. We do, however, see a quasi-Lagrangian structure:

$$
\begin{equation*}
E(L):=E\left(-\frac{1}{2} u_{x}\left(u_{t}-F\right)\right)=D_{x}\left(u_{t}-F\right)=: T \Delta . \tag{81}
\end{equation*}
$$

We present the cosymmetries of order $\beta\left(t, x, u, \ldots, u_{5}\right)$ :

$$
\begin{equation*}
u_{x}, \quad-u_{x x}, \quad-D_{x}\left(x u_{x}+t F\right), \quad-D_{x} F \tag{82}
\end{equation*}
$$

The even-order cosymmetries in (82) are conservation law generators which arise from variational symmetries of the quasi-Lagrangian

$$
L:=-\frac{1}{2} u_{x}\left(u_{t}-F[u]\right) .
$$

Indeed, if we rewrite them using (80),

$$
\begin{equation*}
-D_{x} u_{x}, \quad-D_{x}\left(x u_{x}+t u_{t}\right), \quad-D_{x} u_{t} \tag{83}
\end{equation*}
$$

then we see they generate a translation $x \rightarrow x+\varepsilon$, a scaling $(x, t) \rightarrow e^{\varepsilon}(x, t)$, and a translation $t \rightarrow t+\varepsilon$, respectively. These (three) cosymmetries comprise the (order 4) conservation law generators for Equation (80).

There are two differences from the classical Noether theorem:

1. The variational symmetry $u \rightarrow u+\varepsilon$ does not lead to a conservation law since for $\alpha=1$, we have $T^{*}(\alpha)=-D_{x}(1)=0$.
2. Time translation is not a symmetry of $\Delta=0$ unless $f^{\prime}(t)=0$. Nevertheless, since

$$
\frac{1}{2} u_{x} f(t)
$$

is a divergence expression, we see $\alpha=u_{t}$ generates a variational symmetry of $L$, and then a conservation law of $\Delta$.

Remark 5. We present a comparison with the quasi-Noether/nonlinear self-adjointness/Green-Lagrange approach. Suppose the symmetry condition $X_{\alpha} \Delta=A \Delta$, and integrate by parts:

$$
\begin{equation*}
X_{\alpha} L=\beta X_{\alpha} \Delta+\left(X_{\alpha} \beta\right) \Delta=\beta A \Delta+\left(X_{\alpha} \beta\right) \Delta=\left(A^{*} \beta+X_{\alpha} \beta\right) \Delta+d i v \tag{84}
\end{equation*}
$$

Also recall the Noether identity and quasi-Lagrangian structure (81)

$$
\begin{equation*}
X_{\alpha} L=\alpha E(L)+d i v=\alpha D_{x} \Delta+d i v=\left(-D_{x} \alpha\right) \Delta+d i v \tag{85}
\end{equation*}
$$

Combining these two formulas gives the characteristic for the conservation law generated using this approach:

$$
\begin{equation*}
B(\alpha):=-D_{x} \alpha-X_{\alpha} \beta-A^{*} \beta . \tag{86}
\end{equation*}
$$

The only symmetry in (83) is $\alpha=u_{x}$. In this case, it can be verified that

$$
-X_{\alpha} \beta=\frac{1}{2} D_{x} \alpha, \quad X_{\alpha} \Delta=D_{x} \Delta, \quad-A^{*} \beta=-\frac{1}{2} D_{x} \alpha
$$

so that $B(\alpha)=-D_{x} \alpha=T^{*}(\alpha)$. Recall the characteristic generated by a variational symmetry is also $-D_{x} \alpha$. Thus, the two approaches agree when $\alpha$ is a symmetry of (80).

Remark 6. Observe that $\alpha=u_{t}$ and $\alpha=t u_{t}+x u_{x}$ do not generate symmetries of (80) if $f^{\prime}(t) \neq 0$. However, a simple modification yields the desired conservation law.

Combining (84) with (85) without the symmetry condition $X \Delta \doteq 0$ yields

$$
\begin{equation*}
\left(-D_{x} \alpha-X_{\alpha} \beta\right) \Delta-\beta X_{\alpha} \Delta=\operatorname{div} \tag{87}
\end{equation*}
$$

For $\alpha=u_{t}$, it can be shown that

$$
\begin{equation*}
X_{\alpha} \Delta=D_{t} \Delta-f^{\prime}(t)=: R \Delta-f^{\prime}(t) \tag{88}
\end{equation*}
$$

Therefore, after an integration by parts, we recover the conservation law plus an error term:

$$
\begin{equation*}
\left(-D_{x} \alpha-X_{\alpha} \beta-A^{*} \beta\right) \Delta+\beta f^{\prime}(t)=d i v \tag{89}
\end{equation*}
$$

In fact, the error term is a divergence: $f^{\prime}(t) \beta=D_{x}\left(-\frac{1}{2} u f^{\prime}(t)\right)$, and we derive an analogous conservation law. Again, the characteristic is $-D_{x} \alpha$.

Let $u$ s apply the same analysis to $\alpha=t u_{t}+x u_{x}$. We have

$$
X_{\alpha} \Delta=-\Delta+t D_{t} \Delta+x D_{x} \Delta+\left(1-t D_{t}\right) f(t)=: A \Delta+f(t)-t f^{\prime}(t)
$$

As before, we obtain

$$
\left(-D_{x} \alpha-X_{\alpha} \beta-A^{*} \beta\right) \Delta+\beta\left(f(t)-t f^{\prime}(t)\right)=\operatorname{div}
$$

The second expression on the left hand side is a divergence, so we obtain a conservation law. Using $-A^{*} \beta=-\frac{1}{2} D_{x} \alpha$, we conclude that the characteristic is again $-D_{x} \alpha$.

### 4.3. Critical Points and Symmetries

We first recall the notion of invariant submanifolds of an evolutionary system, introduce the notion of critical points of conservation laws, then show that the critical points and symmetry invariant submanifolds satisfy opposite containments in the quasi-Lagrangian and Hamiltonian cases, see Theorem 3.

Let $\Delta=u_{t}-P[u]$ be an evolution system with evolutionary operator

$$
\begin{equation*}
D_{t}=\partial_{t}+u_{I t}^{a} \partial_{u_{I}^{a}} \doteq \partial_{t}+D_{I} P^{a} \partial_{u_{I}^{a}}=\partial_{t}+X_{P} \tag{90}
\end{equation*}
$$

Each of these objects satisfies special determining equations: $\alpha$ symmetry, $\beta$ cosymmetry. Symmetry $\alpha$ satisfies the equation

$$
\begin{equation*}
D_{t} \alpha=\mathbb{D}_{p} \alpha \tag{91}
\end{equation*}
$$

Cosymmetry $\beta$ satisfies the equation

$$
\begin{equation*}
D_{t} \beta=-\mathbb{D}_{P}^{*} \beta \tag{92}
\end{equation*}
$$

These equations imply that symmetry invariance $\alpha=0$ and cosymmetry invariance $\beta=0$ are compatible with $\Delta=0$. By compatible, we mean if $u_{0}(x)$ solves $\gamma\left(t_{0}, x, u_{0}, \ldots\right)=0$, then for time
evolution $u(t)=U\left(t ; t_{0}\right) u_{0}$, we have $\gamma(t, x, u(t), \ldots)=0$. This follows for $P, u_{0}$ analytic by a (local) power series expansion, since the invariance conditions imply $\left.D_{t}^{k} \gamma\right|_{\gamma=0}=0$ for all $k \geq 0$. The same holds for systems in Cauchy-Kovalevskaya form, which can be rewritten as evolution systems.

Remark 7. It was observed in [11] that a co-symmetry $\beta$ induces an invariant one-form $\beta[u] \cdot d u$ with respect to time evolution, in an analogous way that a symmetry $\alpha$ induces an invariant vector field $\alpha[u] \cdot \partial / \partial u$. The determining equations are simply vanishing Lie derivatives of these tensors. The critical sets of these tensors are therefore time invariant, which gives a geometric meaning to the compatibility of these invariance conditions.

Let us note an interesting phenomenon. If $E(L)=T \Delta$ is quasi-Lagrangian and $X_{\alpha}$ is a variational symmetry, then $X_{\alpha}$ is a symmetry of $T \cdot \Delta$, but $T^{*} \alpha$ generates a conservation law of $\Delta$. We thus find a "duality" relation between the existence of compatible systems.

Proposition 1. If $E(L)=T \Delta$ and $X_{\alpha} L=$ div, then both $\left\{T^{*} \alpha=0, \Delta=0\right\}$ and $\{\alpha=0, T \Delta=0\}$ are compatible systems.

Next, if cosymmetry $\beta$ also generates a conservation law, we call the equation $\beta=0$ the critical point condition for the conserved integral generated by $\beta$. To justify this terminology, we recall the well known fact that cosymmetry $\beta$ is a characteristic if and only if $\mathbb{D}_{\beta}^{*}-\mathbb{D}_{\beta}=0$ (self-adjointness), i.e., $\beta=E\left(M^{t}\right)$ for the conserved density $M^{t}$ of the conservation law

$$
\begin{equation*}
D_{t} M^{t}+D_{i} M^{i}=\beta \cdot \Delta=0 \tag{93}
\end{equation*}
$$

It follows that the condition $\beta=0$ is the Euler-Lagrange equation for the (possibly time-dependent) functional $\int M^{t}[u] d x$, i.e., the equation for critical points of this conserved integral.

By the discussion for cosymmetries, the critical point condition is compatible with time evolution $u_{t}=P$. This is sensible for two reasons: (1) if $u(0)$ is a minimizer of $\int M^{t}[u] d x$ for suitable boundary conditions, then the conservation of $\int M^{t}[u] d x$ implies $u(t)$ is also a minimizer at later times. (2) If $\partial_{t} M^{t}=0$, then

$$
\begin{equation*}
X_{P} M^{t}=D_{t} M^{t}=-D_{i} M^{i}=d i v \tag{94}
\end{equation*}
$$

so $P$ actually generates a variational symmetry of the functional $\int M^{t}[u] d x$. It follows that $X_{P}$ is a symmetry of $E\left(M^{t}[u]\right)=0$, hence it preserves the solution space.

Remark 8. Although many current papers are devoted to the construction of Lie-type invariant solutions and conservation laws for non-Hamiltonian systems, we are not aware of any which constructed the critical points of these conservation laws. The possibility for such was raised in [20].

Example 1 (Time-dependent conservation law). The KdV equation

$$
\begin{equation*}
u_{t}+u u_{x}+u_{x x x}=0 \tag{95}
\end{equation*}
$$

has conservation law

$$
\begin{equation*}
D_{t} M^{t}+D_{x} M^{x} \doteq 0 \tag{96}
\end{equation*}
$$

of the form

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(x u-\frac{t u^{2}}{2}\right)+\frac{\partial}{\partial x}\left(t\left(\frac{u_{x}^{2}}{2}-u u_{x x}-\frac{u^{3}}{3}\right)+\frac{x u^{2}}{2}+x u_{x x}-u_{x}\right)=0 \tag{97}
\end{equation*}
$$

such that $M^{t}[u]=x u-\frac{t u^{2}}{2}$, and $E_{1} M^{t}[u]=x-t u$. If $\sigma \neq 0$, then $u_{*}(x)=x / \sigma$ is a solution of $E_{1} M^{t}(\sigma, x, u, \ldots)=0$, and $u(t, x)=x / t$ is the solution of $\left\{u_{t}=P, E_{1} M^{t}=0\right\}$ which satisfies $u(\sigma, x)=u_{*}(x)$.

Example 2 (Time-dependent evolution). The generalized $K d V$ equation [21]

$$
\begin{equation*}
u_{t}+f(t, u) u_{x}+u_{x x x}=0 \tag{98}
\end{equation*}
$$

where $f(t, u)=a t^{-1 / 3} u+b u+c u^{2}$ for $a, b, c$ constant, has explicit time dependence if $a \neq 0$. It has a conservation law $D_{t} M^{t}+D_{x} M^{x} \doteq 0$ with conserved density

$$
\begin{equation*}
M^{t}=\frac{1}{2} c t u_{x}^{2}-\frac{1}{12} t\left(c u^{2}+b u\right)^{2}+\frac{1}{6} x\left(c u^{2}+b u\right)-\frac{1}{2} a t^{2 / 3}\left(\frac{1}{3} c u^{3}+\frac{1}{4} b u^{2}\right) \tag{99}
\end{equation*}
$$

and characteristic (note that [21] has a typographical error in the $u_{x x}$ term)

$$
\begin{equation*}
E_{u}\left(M^{t}\right)=-c t u_{x x}-\frac{1}{6} t\left(2 c^{2} u^{3}+3 b c u^{2}+b^{2} u\right)-\frac{1}{4} a t^{2 / 3}\left(2 c u^{2}+b u\right)+\frac{1}{6} x(2 c u+b) \tag{100}
\end{equation*}
$$

Let us show that the system $\left\{u_{t}+f u_{x}+u_{x x x}=0, E_{u}\left(M^{t}\right)=0\right\}$ is compatible. Suppose first that $c=0$. Then the solution of $E_{u}\left(M^{t}\right)=0$ is

$$
\begin{equation*}
u(t, x)=\frac{2 x}{\left(3 a+2 b t^{1 / 3}\right) t^{2 / 3}} \tag{101}
\end{equation*}
$$

which solves (98) for $c=0$. Suppose now that $c \neq 0$. If we solve $E_{u}\left(M^{t}\right)=0$ for $u_{x x}$, then it is easy to show that $\left(u_{x x}\right)_{t}=\left(u_{t}\right)_{x x}$, or that (98) is consistent with $E_{u}\left(M^{t}\right)=0$. Alternatively, substituting $E_{u}\left(M^{t}\right)$ into (98) gives a first order PDE, which has solution

$$
\begin{equation*}
u(t, x)=-\frac{b}{2 c}+t^{-1 / 3} g(\xi), \quad \xi=t^{-1 / 3} x+(4 c)^{-1}\left(3 a b t^{1 / 3}+b^{2} t^{2 / 3}\right) \tag{102}
\end{equation*}
$$

where $g$ is an arbitrary function. Substitution into $E_{u}\left(M^{t}\right)=0$ gives an ODE for $g$.
Example 3 (A non-Hamiltonian example). The nonlinear telegraph system [22]

$$
\begin{align*}
v_{t}+k e^{u} u_{x}-e^{u} & =0  \tag{103}\\
u_{t}-v_{x} & =0
\end{align*}
$$

where $k \neq 0$ is a constant, has a conservation law with density (note the small error in [22])

$$
\begin{equation*}
M^{t}=e^{-x / k}\left[(t v / 2+2 x) v-k\left(u v+t e^{u}\right)\right] \tag{104}
\end{equation*}
$$

and characteristic

$$
\begin{align*}
& E_{u}\left(M^{t}\right)=-k e^{-x / k}\left(v+t e^{u}\right) \\
& E_{v}\left(M^{t}\right)=e^{-x / k}(2 x+t v-k u) \tag{105}
\end{align*}
$$

A critical point $\left(u_{*}, v_{*}\right)$ satisfies the system $E_{u}\left(M^{t}\right)=E_{v}\left(M^{t}\right)=0$, whose solution is

$$
\begin{gather*}
u_{*}(x, t)=2 x / k-W\left(\frac{t^{2}}{k} e^{2 x / k}\right)  \tag{106}\\
v_{*}(x, t)=-\frac{k}{t} W\left(\frac{t^{2}}{k} e^{2 x / k}\right)
\end{gather*}
$$

where $W$ is the Lambert $W$ function. It is straightforward to show that $\left(u_{*}, v_{*}\right)$ solves (103).
Before turning to our next result, we recall some properties of Hamiltonian systems, see e.g., [2]. The two types of invariant submanifolds are coupled in this case. Suppose

$$
\begin{equation*}
P=\mathscr{D} \cdot E(H) \tag{107}
\end{equation*}
$$

for some Hamiltonian $H[u]$ and skew-symmetric operator $\mathscr{D}$ which verifies the Jacobi identity, in the sense that if $\{\mathscr{P}, \mathscr{Q}\}=\int E(P) \cdot \mathscr{D} \cdot E(Q) d x$ is the Poisson bracket induced by $\mathscr{D}$, then $\{$, verifies the Jacobi identity. Then the Noether relation (Theorem 7.15 in [2]) states that every conserved integral $\int M^{t}[u] d x$ yields a symmetry of Hamiltonian form: $\alpha=\mathscr{D} \cdot E\left(M^{t}\right)$. In other words,

$$
\begin{equation*}
\alpha=\mathscr{D} \cdot \beta, \tag{108}
\end{equation*}
$$

where $\beta=E\left(M^{t}\right)$ is the associated characteristic. Therefore,

$$
\begin{equation*}
\{\beta=0\} \subset\{\alpha=0\}, \tag{109}
\end{equation*}
$$

where $\{\beta=0\}$ is an invariant submanifold of critical points, and $\{\alpha=0\}$ is an invariant submanifold of symmetry-invariant functions.

The converse is not true: if the Hamiltonian vector field generated by $\alpha=\mathscr{D} \cdot E\left(M^{t}\right)$ is a symmetry, then $\beta=E\left(M^{t}\right)$ need not be a characteristic. In general, there exists a time-dependent $C[t ; u]$ with $C\left[t_{0} ; \cdot\right] \in \operatorname{ker} \mathscr{D}$ for each $t_{0}$, such that $\beta-C$ generates a conservation law.

Let us show that the containment in the quasi-Lagrangian case is opposite to (109). We summarize the comparison below.

Theorem 3. Let $L$ be a quasi-Lagrangian for an evolutionary system with $E(L)=T \cdot \Delta$, and let $\alpha$ be a variational symmetry $\alpha$ with conservation law characteristic $\beta=T^{*} \alpha$. Then

$$
\begin{equation*}
\{\alpha=0\} \subset\{\beta=0\} \tag{110}
\end{equation*}
$$

so that vector field invariant solutions are critical points of a conserved integral $\int M^{t}[u] d x$.
Let $H$ be the Hamiltonian for the system $u_{t}=\mathscr{D} \cdot E(H)$, and let $\alpha=\mathscr{D} \cdot \beta$ be a Hamiltonian symmetry with $\beta=E\left(M^{t}\right)$. Then

$$
\begin{equation*}
\{\beta=0\} \subset\{\alpha=0\} \tag{111}
\end{equation*}
$$

such that critical points of the integral $\int M^{t}[u] d x$ are symmetry invariant.
Remark 9. The two situations overlap in the Lagrangian case. If $T, \mathscr{D}$ commute with $\partial_{t}$, then their invertibility implies that the modified systems $T^{-1} \Delta, \mathscr{D}^{-1} \Delta$ are Lagrangian. In this case, the symmetry invariant submanifolds coincide with the critical points of conserved integrals.

Remark 10. In the quasi-Lagrangian case, vector field $X_{\alpha}$ need not be a symmetry, so $\alpha=0$ may not be compatible with time evolution. In Section 4.2, compatibility of $\alpha=0$ fails for all symmetries induced by (83) (e.g., $u_{t}=0$ ) if $f^{\prime}(t) \neq 0$ in (80).

Conversely, critical point condition $\beta=0$ is compatible, but $T^{*} \alpha=\beta=0$ need not imply symmetry invariance, as the example in Section 4.2 shows for $\beta=D_{x} F$. However, symmetry invariance occurs after dividing by the kernel of $T^{*}$, which is $\{g(t)\}$ in Section 4.2. This is analogous to the Hamiltonian case, for which if $\mathscr{D} \cdot \beta=\alpha=0$, then $\beta=0$ holds after dividing by the kernel of $\mathscr{D}$.

Remark 11. After this paper was written we learned about the paper [23] where"symplectic operator" $\mathcal{E}$ was introduced. The operator $\mathcal{E}$ is similar to our operator $T$ determining quasi-Lagrangians.

## 5. Conclusions

In this paper, we discussed the problem of correspondence between symmetries and conservation laws for a general class of differential systems (quasi-Noether systems). Our approach is based on the Noether operator identity. We discussed some properties of Noether identity, and showed that it leads to the same conservation laws as Green-Lagrange identity. We generated classes of quasi-Noether equations of the second order of evolutionary and quasilinear form.

We introduced and analyzed the notion of a quasi-Lagrangian, which generalizes the quantity $L:=\beta \cdot \Delta$ used in previous works to the case where $\left.L\right|_{\Delta=0}$ may not be zero, and we studied variational symmetries with respect to the quasi-Lagrangian, which generalizes the previous work's restriction to symmetries of differential system $\Delta$. Because this recovers the Lagrangian case $\Delta=E(L)$, we extended Noether's theorem (Theorem 2).

The previous work was not able to achieve both of the following: (1) extend Noether's theorem while still involving invariant vector fields (see [11] for an extension using only cosymmetries), and (2) recover the case of a Lagrangian system $\Delta=E(L)$, unlike, in general, the quasi-Noether approach of Section 3. Moreover, in Section 4.2, we presented a system for which variational symmetries of a quasi-Lagrangian do not correspond to symmetries, such that the previous work is unable to associate the conservation laws to vector fields using the given cosymmetry.

Based on the notion of invariant submanifolds we introduced critical points of conservation laws, and gave examples of the compatibility of cosymmetry invariance and the critical point condition, including for a non-Hamiltonian system.

We concluded with a comparison of the invariant submanifolds of quasi-Noether and Hamiltonian evolution equations, and showed these systems are "opposite" in some sense. For Lagrangian systems, the cosymmetry and symmetry invariant submanifolds coincide, while in general there is a containment in one direction or the other.
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#### Abstract

Noether symmetries and first integrals of a class of two-dimensional systems of second order ordinary differential equations (ODEs) are investigated using real and complex methods. We show that first integrals of systems of two second order ODEs derived by the complex Noether approach cannot be obtained by the real methods. Furthermore, it is proved that a complex method can be extended to larger systems and higher order.
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## 1. Introduction

Lie developed a symmetry method for solving differential equations (DEs) [1-4]. Noether [5] used these methods to prove that, for DEs obtained from a variational principle, for each symmetry generator there is a corresponding invariant, first integral. These symmetries are called Noether and, if they exist, then Noether's theorem readily provides the associated first integrals. Since they provide a double reduction of the order of the equation, and a sufficient number can actually be used to solve the equation, it is worthwhile to obtain them. Furthermore, they are useful for studying the physical aspects of the dynamical systems, like time translational symmetry gives energy conservation, spatial translation provides momentum conservation and rotational symmetry implies conservation of angular momentum. For a scalar ODE, the corresponding Lagrangian has a five-dimensional maximal Noether symmetry algebra, as guaranteed by a theorem [6], and all the lower dimensions (obviously except 4).

Though Lie methods involved complex functions of complex variables, they did not make explicit use of the Cauchy-Riemann (CR) equations. These conditions provide an auxiliary system of DEs satisfied by the corresponding system of DEs obtained by splitting the complex functions of the scalar or systems of DEs into the two real ones. One obtains either a system of partial differential equations (PDEs), if the independent variable is complex or a system of ODEs if it is real. The explicit use of complex functions of complex or real variables is demonstrated in [7-10] where solvability of systems of DEs is achieved through Noether symmetries and corresponding first integrals. Furthermore, by employing complex symmetry procedures: the energy stored in the field of a coupled harmonic oscillator was studied in [11] and linearizability of systems of two second order ODEs was addressed
in $[12,13]$. The complex procedure, indeed, has been extended to higher dimensional systems of second order ODEs [14] and two-dimensional, systems of third order ODEs [15].

In this paper, we extend the use of complex symmetry methods further to obtain invariants of systems of ODEs and demonstrate that we can obtain new invariants not obtainable by the usual, non-complex, methods. The new invariants for systems arise due to complex Lagrangians and first integrals of the base ODEs involving complex dependent functions of the real independent variables. Complex symmetries have already been used to construct first integrals through Noether symmetries and derive invariants for two-dimensional, systems of second order ODEs [8-10]. We first compare the usual (real) and complex Noether approaches developed to derive first integrals for systems of two second order ODEs. We find that the latter yields more first integrals than the former for these systems. The first integrals derived using a complex procedure also satisfy the conditions of the real Noether's theorem that exists for systems of ODEs. Next, we prove that Lagrangians and corresponding first integrals of the complex scalar ODEs will always split into two real Lagrangians and first integrals for the corresponding system of two equations. For this purpose, we use the CR-equations, which are satisfied by the Lagrangians and first integrals provided by the complex procedure. Furthermore, we show that the complex Noether symmetries do not, in general, split into two Noether symmetries of the corresponding systems. The thrust is not to find directly applicable invariants, which could turn up but to demonstrate how a complex method can provide new invariants and insights into Noether symmetries and first integrals. This work also suggests that the class of systems presented here should, indeed, be singled out when classifying systems of ODEs on the basis of their Noether symmetries and first integrals as it may not follow the classifications presented by employing real symmetry methods. Theorems and their proofs in the later part of this paper show that the method adopted here can trivially be extended to higher dimensions and order of ODEs.

The plan of the paper is as follows: the next section gives the procedures to derive Noether symmetries, operators and corresponding first integrals for systems of two second order ODEs. In the third section, we obtain Noether symmetries and first integrals for two-dimensional, systems of second order ODEs using a real symmetry method. In the subsequent section, first integrals for these systems are derived by employing complex procedures. We end with a concluding section, which also gives the proofs of the claims given in the previous section.

## 2. Preliminaries

For a system of two coupled (in general) nonlinear ODEs

$$
\begin{equation*}
y^{\prime \prime}=S_{1}\left(x, y, z, y^{\prime}, z^{\prime}\right), \quad z^{\prime \prime}=S_{2}\left(x, y, z, y^{\prime}, z^{\prime}\right) \tag{1}
\end{equation*}
$$

where prime denotes derivative with respect to $x$, and the point symmetry generator is

$$
\begin{equation*}
\mathbf{X}=\xi(x, y, z) \partial_{x}+\eta_{1}(x, y, z) \partial_{y}+\eta_{2}(x, y, z) \partial_{z} \tag{2}
\end{equation*}
$$

where $\xi, \eta_{1}$, and $\eta_{2}$, are the functions that appear in the infinitesimal coordinate transformations of the dependent and independent variables, $\partial_{x}=\partial / \partial x$, etc. The first extension of $\mathbf{X}$ is

$$
\begin{equation*}
\mathbf{X}^{[1]}=\mathbf{X}+\left(\frac{d}{d x} \eta_{1}-y^{\prime} \frac{d}{d x} \xi\right) \partial_{y^{\prime}}+\left(\frac{d}{d x} \eta_{2}-z^{\prime} \frac{d}{d x} \xi\right) \partial_{z^{\prime}} \tag{3}
\end{equation*}
$$

where $d / d x=\partial_{x}+y^{\prime} \partial_{y}+z^{\prime} \partial_{z}+\cdots$. If system (1) admits a Lagrangian $L\left(x, y, z, y^{\prime}, z^{\prime}\right)$, then it is equivalent to the Euler-Lagrange equations

$$
\begin{equation*}
\frac{d}{d x}\left(\frac{\partial L}{\partial y^{\prime}}\right)-\frac{\partial L}{\partial y}=0, \quad \frac{d}{d x}\left(\frac{\partial L}{\partial z^{\prime}}\right)-\frac{\partial L}{\partial z}=0 \tag{4}
\end{equation*}
$$

The vector field (2) is called a Noether symmetry generator corresponding to the Lagrangian $L\left(x, y, z, y^{\prime}, z^{\prime}\right)$ for system (1) if there exists a gauge function $B(x, y, z)$, such that

$$
\begin{equation*}
\mathbf{X}^{[1]}(L)+D(\xi) L=D(B) \tag{5}
\end{equation*}
$$

where $D$ is the total differentiation operator defined by

$$
\begin{equation*}
D=\partial_{x}+y^{\prime} \partial_{y}+z^{\prime} \partial_{z}+y^{\prime \prime} \partial_{y^{\prime}}+z^{\prime \prime} \partial_{z^{\prime}}+\cdots \tag{6}
\end{equation*}
$$

Theorem 1. If $\boldsymbol{X}$ is a Noether point symmetry generator corresponding to a Lagrangian $L\left(x, y, z, y^{\prime}, z^{\prime}\right)$ of (1), then the corresponding first integral is:

$$
\begin{equation*}
I=\xi L+\left(\eta_{1}-\xi y^{\prime}\right) \frac{\partial L}{\partial y^{\prime}}+\left(\eta_{2}-\xi z^{\prime}\right) \frac{\partial L}{\partial z^{\prime}}-B \tag{7}
\end{equation*}
$$

For a first integral $I$, of system (1), the following equations

$$
\begin{gather*}
\mathbf{X}^{[1]} I=0,  \tag{8}\\
D I=0, \tag{9}
\end{gather*}
$$

where $\mathbf{X}^{[1]}$, and $D$, given in (3) and (6), are satisfied identically. Though the construction of the variational form of (1) along with Noether symmetries to determine the conserved quantities is nontrivial, the complex method converts a class of systems (1) into variational form trivially $[8,10,11]$, which is obtainable from a single (base) scalar complex equation $u^{\prime \prime}=S\left(x, u, u^{\prime}\right)$. This class is derived by considering $u(x)=y(x)+\iota z(x)$, and $S\left(x, u, u^{\prime}\right)=S_{1}\left(x, y, z, y^{\prime}, z^{\prime}\right)+\iota S_{2}\left(x, y, z, y^{\prime}, z^{\prime}\right)$. Such system admits a pair of Lagrangians $L_{1}\left(x, y, z, y^{\prime}, z^{\prime}\right)$ and $L_{2}\left(x, y, z, y^{\prime}, z^{\prime}\right)$ as the Lagrangian $L\left(x, u, u^{\prime}\right)$, of the complex base equation also involves the complex function $u(x)$ and its derivative, hence $L=L_{1}+\iota L_{2}$. With these assumptions, (1) can be obtained from

$$
\begin{equation*}
\frac{\partial L_{1}}{\partial y}+\frac{\partial L_{2}}{\partial z}-\frac{d}{d x}\left(\frac{\partial L_{1}}{\partial y^{\prime}}+\frac{\partial L_{2}}{\partial z^{\prime}}\right)=0, \quad \frac{\partial L_{2}}{\partial y}-\frac{\partial L_{1}}{\partial z}-\frac{d}{d x}\left(\frac{\partial L_{2}}{\partial y^{\prime}}-\frac{\partial L_{1}}{\partial z^{\prime}}\right)=0 \tag{10}
\end{equation*}
$$

These are obtained by splitting the complex Euler-Lagrange equation of the scalar complex second order ODEs. They are different from (4); however, in the later part of this work, their reduction to (4) is done. The operators

$$
\begin{align*}
& \mathbf{X}^{[1]}=\xi_{1} \partial_{x}+\frac{1}{2}\left(\eta_{1} \partial_{y}+\eta_{2} \partial_{z}+\eta_{1}^{\prime} \partial_{y^{\prime}}+\eta_{2}^{\prime} \partial_{z^{\prime}}\right) \\
& \mathbf{Y}^{[1]}=\xi_{2} \partial_{x}+\frac{1}{2}\left(\eta_{2} \partial_{y}-\eta_{1} \partial_{z}+\eta_{2}^{\prime} \partial_{y^{\prime}}-\eta_{1}^{\prime} \partial_{z^{\prime}}\right) \tag{11}
\end{align*}
$$

are said to be Noether operators corresponding to $L_{1}\left(x, y, z, y^{\prime}, z^{\prime}\right)$ and $L_{2}\left(x, y, z, y^{\prime}, z^{\prime}\right)$ of (1), if there exist gauge functions $B_{1}(x, y, z)$, and $B_{2}(x, y, z)$, such that

$$
\begin{align*}
& \mathbf{X}^{[1]} L_{1}-\mathbf{Y}^{[1]} L_{2}+\left(D \xi_{1}\right) L_{1}-\left(D \xi_{2}\right) L_{2}=D B_{1} \\
& \mathbf{X}^{[1]} L_{2}+\mathbf{Y}^{[1]} L_{1}+\left(D \xi_{1}\right) L_{2}+\left(D \xi_{2}\right) L_{1}=D B_{2} . \tag{12}
\end{align*}
$$

Theorem 2. If $\mathbf{X}^{[1]}$ and $\boldsymbol{Y}^{[1]}$ are Noether operators corresponding to the Lagrangians $L_{1}\left(x, y, z, y^{\prime}, z^{\prime}\right)$ and $L_{2}\left(x, y, z, y^{\prime}, z^{\prime}\right)$ of (1), then the first integrals for (1) are

$$
\begin{gather*}
I_{1}=\xi_{1} L_{1}-\xi_{2} L_{2}+\frac{1}{2}\left(\eta_{1}-y^{\prime} \xi_{1}+z^{\prime} \xi_{2}\right)\left(\frac{\partial L_{1}}{\partial y^{\prime}}+\frac{\partial L_{2}}{\partial z^{\prime}}\right)  \tag{13}\\
\\
-\frac{1}{2}\left(\eta_{2}-y^{\prime} \xi_{2}-z^{\prime} \xi_{1}\right)\left(\frac{\partial L_{2}}{\partial y^{\prime}}-\frac{\partial L_{1}}{\partial z^{\prime}}\right)-B_{1},
\end{gather*}
$$

$$
\begin{align*}
& I_{2}=\xi_{1} L_{2}+\xi_{2} L_{1}+\frac{1}{2}\left(\eta_{1}-y^{\prime} \xi_{1}+z^{\prime} \xi_{2}\right)\left(\frac{\partial L_{2}}{\partial y^{\prime}}-\frac{\partial L_{1}}{\partial z^{\prime}}\right) \\
&+\frac{1}{2}\left(\eta_{2}-y^{\prime} \xi_{2}-z^{\prime} \xi_{1}\right)\left(\frac{\partial L_{1}}{\partial y^{\prime}}+\frac{\partial L_{2}}{\partial z^{\prime}}\right)-B_{2} . \tag{14}
\end{align*}
$$

Theorem 3. The first integrals $I_{1}$ and $I_{2}$, associated with the Noether operators $\boldsymbol{X}^{[1]}$ and $\boldsymbol{Y}^{[1]}$, satisfy

$$
\begin{equation*}
X^{[1]} I_{1}-\boldsymbol{Y}^{[1]} I_{2}=0, \quad X^{[1]} I_{2}+\boldsymbol{Y}^{[1]} I_{1}=0, \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{1} I_{1}-D_{2} I_{2}=0, \quad D_{1} I_{2}+D_{2} I_{1}=0, \tag{16}
\end{equation*}
$$

where $D_{1}=\partial_{x}+\frac{1}{2}\left(y^{\prime} \partial_{y}+z^{\prime} \partial_{z}+y^{\prime \prime} \partial_{y^{\prime}}+z^{\prime \prime} \partial_{z^{\prime}}+\cdots\right), D_{2}=\partial_{x}+\frac{1}{2}\left(z^{\prime} \partial_{y}-y^{\prime} \partial_{z}+z^{\prime \prime} \partial_{y^{\prime}}-y^{\prime \prime} \partial_{z^{\prime}}+\cdots\right)$.

## 3. Noether Symmetries and Corresponding First Integrals

In this section, we reconsider a class of two-dimensional, systems of second order ODEs that is solved using complex methods [13]. There it was shown that, for this class of systems, dimensions of the Lie point symmetry algebra remain less than 5 , while the base complex equations in most of the cases possess an eight-dimensional Lie and a five-dimensional Noether algebra. This will help us here in showing that the number of first integrals for such systems using the real Noether approach remains less than that generated through the complex procedures. This class of systems of two second order cubically semi-linear ODEs reads as:

$$
\begin{align*}
& y^{\prime \prime}=A_{10} y^{\prime 3}-3 A_{20} y^{\prime 2} z^{\prime}-3 A_{10} y^{\prime} z^{\prime 2}+A_{20} z^{\prime 3}+B_{10} y^{\prime 2}-2 B_{20} y^{\prime} z^{\prime}-B_{10} z^{\prime 2}+C_{10} y^{\prime}-C_{20} z^{\prime}+D_{10}  \tag{17}\\
& z^{\prime \prime}=A_{20} y^{\prime 3}+3 A_{10} y^{\prime 2} z^{\prime}-3 A_{20} y^{\prime} z^{\prime 2}-A_{10} z^{\prime 3}+B_{20} y^{\prime 2}+2 B_{10} y^{\prime} z^{\prime}-B_{20} z^{\prime 2}+C_{20} y^{\prime}+C_{10} z^{\prime}+D_{20}
\end{align*}
$$

where $A_{j 0}, B_{j 0}, C_{j 0}, D_{j 0},(j=1,2)$, are analytic functions of $x, y$, and $z$. In order to apply the complex Noether approach, we establish correspondence of the above system with the complex scalar second order ODE

$$
\begin{equation*}
u^{\prime \prime}=A_{0}(x, u) u^{\prime 3}+B_{0}(x, u) u^{\prime 2}+C_{0}(x, u) u^{\prime}+D_{0}(x, u) \tag{18}
\end{equation*}
$$

by considering $y(x)+\iota z(x)=u(x), A_{10}+\iota A_{20}=A_{0}, B_{10}+\iota B_{20}=B_{0}, C_{10}+\iota C_{20}=C_{0}$, and $D_{10}+\iota D_{20}=D_{0}$.
Example 1. The system of two second order quadratically semi-linear ODEs

$$
\begin{equation*}
y^{\prime \prime}=x\left(y^{\prime 2}-z^{\prime 2}\right), \quad z^{\prime \prime}=2 x y^{\prime} z^{\prime} \tag{19}
\end{equation*}
$$

admits a three-dimensional Lie algebra spanned by the following symmetry generators

$$
\begin{equation*}
X_{1}=\partial_{y}, \quad X_{2}=\partial_{z}, \quad X_{3}=-x \partial_{x}+y \partial_{y}+z \partial_{z}, \tag{20}
\end{equation*}
$$

and the Lagrangians

$$
\begin{equation*}
L_{1}=x+\frac{x^{2} y^{\prime}}{2}+\frac{1}{2} \ln \left(y^{\prime 2}-z^{\prime 2}\right), \quad L_{2}=\frac{x^{2} z^{\prime}}{2}+\arctan \left(z^{\prime}, y^{\prime}\right) . \tag{21}
\end{equation*}
$$

These Lagrangians yield the first integrals

$$
\begin{equation*}
I_{1}^{r}=\frac{1}{2} x^{2}+\frac{y^{\prime}}{y^{\prime 2}+z^{\prime 2}}, \quad I_{2}^{r}=-\frac{z^{\prime}}{y^{\prime 2}+z^{\prime 2}}, \tag{22}
\end{equation*}
$$

corresponding to $\boldsymbol{X}_{1}$, and $\boldsymbol{X}_{2}$.

Example 2. For the system of two second order semi-linear ODEs,

$$
\begin{equation*}
y^{\prime \prime}=-3 y y^{\prime}+3 z z^{\prime}-y^{3}+3 y z^{2}, \quad z^{\prime \prime}=-3 y z^{\prime}-3 z y^{\prime}-3 y^{2} z+z^{3} \tag{23}
\end{equation*}
$$

there are two Lagrangians

$$
\begin{equation*}
L_{1}=\frac{3 y^{\prime}+3 y^{2}-3 z^{2}}{\left(3 y^{\prime}+3 y^{2}-3 z^{2}\right)^{2}+\left(3 z^{\prime}+6 y z\right)^{2}}, \quad L_{2}=\frac{3 z^{\prime}+6 y z}{\left(3 y^{\prime}+3 y^{2}-3 z^{2}\right)^{2}+\left(3 z^{\prime}+6 y z\right)^{2}} \tag{24}
\end{equation*}
$$

coming from the base complex equation

$$
\begin{equation*}
u^{\prime \prime}=-3 u u^{\prime}-u^{3} \tag{25}
\end{equation*}
$$

and its Lagrangian $L=\frac{1}{3\left(u^{\prime}+u^{2}\right)}$. System (23) has three Lie point symmetries

$$
\begin{equation*}
\boldsymbol{X}_{1}=\partial_{x}, \quad \boldsymbol{X}_{2}=x \partial_{x}-y \partial_{y}-z \partial_{z}, \quad \boldsymbol{X}_{3}=\frac{x^{2}}{2} \partial_{x}+(1-x y) \partial_{y}-x z \partial_{z} \tag{26}
\end{equation*}
$$

Only one first integral for (23), corresponding to $\boldsymbol{X}_{1}$, exists

$$
\begin{align*}
I_{1}^{r} & =\frac{1}{3 \delta_{1}}\left\{y^{6}+\left(z^{2}+4 y^{\prime}\right) y^{4}+8 y^{3} z z^{\prime}+\left(5 y^{\prime 2}-8 y^{\prime} z^{2}-z^{4}+3 z^{\prime 2}\right) y^{2}-8 z\left(z^{2}-\frac{1}{2} y^{\prime}\right) y z^{\prime}\right.  \tag{27}\\
& \left.-z^{6}+4 z^{4} y^{\prime}-\left(5 y^{\prime 2}+3 z^{\prime 2}\right) z^{2}+2 y^{\prime} z^{\prime 2}+2 y^{\prime 3}\right\}
\end{align*}
$$

where

$$
\begin{equation*}
\delta_{1}=\left(y^{4}+\left(2 z^{2}+2 y^{\prime}\right) y^{2}+4 y z z^{\prime}+y^{\prime 2}+z^{4}-2 y^{\prime} z^{2}+z^{\prime 2}\right)^{2} \tag{28}
\end{equation*}
$$

Example 3. For the system of two second order cubically semi-linear ODEs

$$
\begin{equation*}
y^{\prime \prime}=y^{3}-3 y^{\prime} z^{\prime 2}, \quad z^{\prime \prime}=3 y^{\prime 2} z^{\prime}-z^{\prime 3} \tag{29}
\end{equation*}
$$

the Lagrangians are

$$
\begin{equation*}
L_{1}=2 y+\frac{y^{\prime}}{y^{\prime 2}+z^{\prime 2}}, \quad L_{2}=2 z-\frac{z^{\prime}}{y^{\prime 2}+z^{\prime 2}} \tag{30}
\end{equation*}
$$

The above system possesses four Lie point symmetries

$$
\begin{equation*}
\boldsymbol{X}_{1}=\partial_{x}, \quad \boldsymbol{X}_{2}=\partial_{y}, \quad \boldsymbol{X}_{3}=\partial_{z}, \quad \boldsymbol{X}_{4}=2 x \partial_{x}+y \partial_{y}+z \partial_{z} \tag{31}
\end{equation*}
$$

There are three gauge functions, $B_{1}=C_{1}, B_{2}=2 x, B_{3}=C_{2}$, for $\boldsymbol{X}_{1}, \boldsymbol{X}_{2}$, and $\boldsymbol{X}_{3}$, respectively, for $L_{1}$. Similarly, $L_{2}$ generates $B_{1}=C_{3}, B_{2}=C_{4}, B_{3}=2 x$, with the same point symmetries as mentioned above. Thus, there is a three-dimensional Noether algebra for (29) associated with $L_{1}$,

$$
\begin{align*}
& I_{1}^{r}=2 y+\frac{2 y^{\prime}}{y^{\prime 2}+z^{\prime 2}}-C_{1}, \quad I_{2}^{r}=\frac{1}{y^{\prime 2}+z^{\prime 2}}-\frac{2 y^{\prime 2}}{\left(y^{\prime 2}+z^{\prime 2}\right)^{2}}-2 x  \tag{32}\\
& I_{3}^{r}=\frac{-2 y^{\prime} z^{\prime}}{\left(y^{\prime 2}+z^{\prime 2}\right)^{2}}-C_{2}
\end{align*}
$$

Similarly, for $L_{2}$, the first integrals are

$$
\begin{align*}
& I_{1}^{r}=2 z-\frac{2 z^{\prime}}{y^{\prime 2}+z^{\prime 2}}-C_{3}, \quad I_{2}^{r}=\frac{2 y^{\prime} z^{\prime}}{\left(y^{\prime 2}+z^{\prime 2}\right)^{2}}-C_{4} \\
& I_{3}^{r}=\frac{-1}{y^{\prime 2}+z^{\prime 2}}+\frac{2 z^{\prime 2}}{\left(y^{\prime 2}+z^{\prime 2}\right)^{2}}-2 x \tag{33}
\end{align*}
$$

Example 4. A nonlinear system of two second order cubically semi-linear ODEs

$$
\begin{equation*}
y^{\prime \prime}=\alpha^{2} x y^{\prime 3}-3 \alpha^{2} x y^{\prime} z^{\prime 2}, \quad z^{\prime \prime}=3 \alpha^{2} x y^{\prime 2} z^{\prime}-\alpha^{2} x z^{\prime 3} \tag{34}
\end{equation*}
$$

where $\alpha$ is a constant and possesses the Lagrangians

$$
\begin{equation*}
L_{1}=2 \alpha^{2} x y+\frac{y^{\prime}}{y^{\prime 2}+z^{\prime 2}}, \quad L_{2}=2 \alpha^{2} x y-\frac{z^{\prime}}{y^{\prime 2}+z^{\prime 2}} \tag{35}
\end{equation*}
$$

The above system (34) has three Lie point symmetries

$$
\begin{equation*}
\boldsymbol{X}_{1}=\partial_{y}, \quad \boldsymbol{X}_{2}=\partial_{z}, \quad \boldsymbol{X}_{3}=x \partial_{x} \tag{36}
\end{equation*}
$$

For $X_{1}$, and $X_{2}$, we obtain gauge functions with $L_{1}$, and $L_{2}$ that are $B_{1}=C_{1} x^{2}, B_{2}=C_{2}$, and $B_{1}=C_{2}, B_{2}=C_{1} x^{2}$, respectively. Thus, two-dimensional Noether algebra is found to exist for (34) and the first integrals corresponding to $L_{1}$, and $L_{2}$, are

$$
\begin{equation*}
I_{1}^{r}=\frac{1}{y^{\prime 2}+z^{\prime 2}}-\frac{2 y^{\prime 2}}{\left(y^{\prime 2}+z^{\prime 2}\right)^{2}}-C_{1} x^{2}, \quad I_{2}^{r}=\frac{-2 y^{\prime} z^{\prime}}{\left(y^{\prime 2}+z^{\prime 2}\right)^{2}}-C_{2} \tag{37}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{1}^{r}=\frac{2 y^{\prime} z^{\prime}}{\left(y^{\prime 2}+z^{\prime 2}\right)^{2}}-C_{2}, \quad I_{2}^{r}=\frac{-1}{y^{\prime 2}+z^{\prime 2}}+\frac{2 z^{\prime 2}}{\left(y^{\prime 2}+z^{\prime 2}\right)^{2}}-C_{1} x^{2} \tag{38}
\end{equation*}
$$

respectively.

Example 5. The system of two second order cubically semi-linear ODEs

$$
\begin{align*}
& y^{\prime \prime}=\alpha y y^{\prime 3}-3 \alpha z y^{\prime 2} z^{\prime}-3 \alpha y y^{\prime} z^{\prime 2}+\alpha z z^{\prime 3}  \tag{39}\\
& z^{\prime \prime}=\alpha z y^{\prime 3}+3 \alpha y y^{\prime 2} z^{\prime}-3 \alpha z y^{\prime} z^{\prime 2}-\alpha y z^{\prime 3}
\end{align*}
$$

has the Lagrangians

$$
\begin{equation*}
L_{1}=\alpha y^{2}-\alpha z^{2}+\frac{y^{\prime}}{y^{\prime 2}+z^{\prime 2}}, \quad L_{2}=2 \alpha y z-\frac{z^{\prime}}{y^{\prime 2}+z^{\prime 2}} \tag{40}
\end{equation*}
$$

where $\alpha$ is a constant. This system admits a two-dimensional Lie point symmetry algebra

$$
\begin{equation*}
\boldsymbol{X}_{1}=\partial_{x}, \quad \boldsymbol{X}_{2}=3 x \partial_{x}+y \partial_{y}+z \partial_{z} \tag{41}
\end{equation*}
$$

The gauge term for $\mathbf{X}_{1}$, with both $L_{1}, L_{2}$, is $B=C_{1}$. Thus, there is a one-dimensional Noether algebra that provides the following first integrals

$$
\begin{align*}
& I_{1}^{r}=\alpha\left(y^{2}-z^{2}\right)+\frac{2 y^{\prime}}{y^{\prime 2}+z^{\prime 2}}-C_{1}  \tag{42}\\
& I_{2}^{r}=2 \alpha y z-\frac{2 z^{\prime}}{y^{\prime 2}+z^{\prime 2}}-C_{2}
\end{align*}
$$

Example 6. The system of two second order cubically semi-linear ODEs

$$
\begin{align*}
& y^{\prime \prime}=x y y^{\prime 3}-3 x z y^{\prime 2} z^{\prime}-3 x y y^{\prime} z^{\prime 2}+x z z^{\prime 3}  \tag{43}\\
& z^{\prime \prime}=x z y^{\prime 3}+3 x y y^{\prime 2} z^{\prime}-3 x z y^{\prime} z^{\prime 2}-x y z^{\prime 3}
\end{align*}
$$

has two Lagrangians

$$
\begin{equation*}
L_{1}=x y^{2}-x z^{2}+\frac{y^{\prime}}{y^{\prime 2}+z^{\prime 2}}, \quad L_{2}=2 x y z-\frac{z^{\prime}}{y^{\prime 2}+z^{\prime 2}} \tag{44}
\end{equation*}
$$

and one Lie point symmetry

$$
\begin{equation*}
\boldsymbol{X}_{1}=x \partial_{x} \tag{45}
\end{equation*}
$$

There is no gauge function corresponding to $\boldsymbol{X}_{1}$, for $L_{1}$, or $L_{2}$, which implies that there is a 0 -dimensional Noether algebra. Hence, no first integral exists by a real method.

## 4. Noether Operators and Corresponding First Integrals

In this section, we obtain first integrals for all systems considered in the previous section, by employing complex Noether procedure.

Example 7. By considering $y(x)+ı z(x)=u(x)$, system (19) corresponds to a scalar ODE

$$
\begin{equation*}
u^{\prime \prime}=x u^{\prime 2}, \tag{46}
\end{equation*}
$$

which has only one symmetry $Z_{1}=\partial_{u}$. A complex Lagrangian, $L=x+\frac{x^{2} u^{\prime}}{2}+\ln u^{\prime}$, is admitted by (46), yielding the first integral

$$
\begin{equation*}
I_{1}=\frac{x^{2}}{2}+\frac{1}{u^{\prime}} \tag{47}
\end{equation*}
$$

This complex first integral splits into the following real first integrals

$$
\begin{equation*}
I_{1}^{c}=\frac{1}{2} x^{2}+\frac{y^{\prime}}{y^{\prime 2}+z^{\prime 2}}, \quad I_{2}^{c}=-\frac{z^{\prime}}{y^{\prime 2}+z^{\prime 2}} \tag{48}
\end{equation*}
$$

of system (19). Notice that both these first integrals are the same as those obtained earlier in (22) by the real method. It shows an agreement between the complex and real Noether approaches.

Example 8. The base scalar ODE (25) has a five-dimensional Noether symmetry algebra spanned by

$$
\begin{align*}
& \mathbf{Z}_{1}=\partial_{x}, \quad \mathbf{Z}_{2}=u \partial_{x}-u^{3} \partial_{u}, \quad \mathbf{Z}_{3}=x u \partial_{x}+\left(u^{2}-x u^{3}\right) \partial_{u} \\
& \mathbf{Z}_{4}=\left(x-\frac{3 x^{2} u}{2}\right) \partial_{x}+\left(2 u-3 x u^{2}+\frac{3 x^{2} u^{3}}{2}\right) \partial_{u}  \tag{49}\\
& \mathbf{Z}_{5}=\left(\frac{x^{3} u}{2}-\frac{x^{2}}{2}\right) \partial_{x}+\left(1-2 x u+\frac{3 x^{2} u^{2}}{2}-\frac{x^{3} u^{3}}{2}\right) \partial_{u}
\end{align*}
$$

The first integrals corresponding to the above Noether symmetries are

$$
\begin{align*}
& I_{1}=\frac{2 u^{\prime}+u^{2}}{3\left(u^{2}+u^{\prime}\right)^{2}}, \quad I_{2}=x-\frac{u}{u^{2}+u^{\prime}}, \quad I_{3}=\frac{\left(-u+x u^{2}+x u^{\prime}\right)^{2}}{\left(u^{2}+u^{\prime}\right)^{2}}, \\
& I_{4}=\frac{1}{3}\left(\frac{\left.\left(u^{\prime}+u^{2}\right) x-u\right)\left(2+\left(u^{\prime}+u^{2}\right) x^{2}-2 x u\right)}{\left(u^{2}+u^{\prime}\right)^{2}},\right.  \tag{50}\\
& I_{5}=\frac{3\left(2-2 x u+x^{2} u^{2}+x^{2} u^{\prime}\right)}{u^{2}+u^{\prime}} .
\end{align*}
$$

Putting $u(x)=y(x)+ı z(x)$, these complex first integrals split to provide the first integrals for the system (23)

$$
\begin{align*}
& I_{1}^{c}=\frac{1}{3} \frac{\left(2 y^{\prime}+y^{2}-z^{2}\right) J_{1}+\left(2 z^{\prime}+2 y z\right) J_{2}}{J_{1}^{2}+J_{2}^{2}}, \quad I_{2}^{c}=\frac{1}{3} \frac{\left(2 z^{\prime}+2 y z\right) J_{1}-\left(2 y^{\prime}+y^{2}-z^{2}\right) J_{2}}{J_{1}^{2}+J_{2}^{2}}, \\
& I_{3}^{c}=x-\frac{y J_{3}-z J_{4}}{J_{3}^{2}+J_{4}^{2}}, \quad I_{4}^{c}=\frac{y J_{4}-z J_{3}}{J_{3}^{2}+J_{4}^{2}}, \quad I_{5}^{c}=\frac{I_{5} J_{6}+I_{7} J_{8}}{J_{6}^{2}+J_{8}^{2}}, \quad I_{6}^{c}=\frac{I_{6} J_{7}-I_{5} J_{8}}{J_{6}^{2}+J_{8}^{2}}, \\
& I_{7}^{c}=\frac{1}{3} \frac{\left(J_{9}{ }_{10}-J_{11} J_{12}\right) J_{13}+\left(J_{10} J_{11}+J_{9} J_{12}\right) J_{14}}{J_{13}^{2}+J_{14}^{2}},  \tag{51}\\
& I_{8}^{c}=\frac{1}{3} \frac{\left(J_{10} J_{11}+J_{9} J_{12}\right) J_{13}-\left({ }_{99} J_{10}-J_{11} J_{12}\right) J_{14}}{J_{13}^{2}+J_{14}^{2}}, \\
& I_{9}^{c}=3 \frac{J_{3} I_{15}+J_{4} J_{16}}{J_{3}^{2}+J_{4}^{2}}, \quad I_{10}^{c}=3 \frac{I_{3} J_{16}-J_{4} J_{15}}{J_{3}^{2}+J_{4}^{2}},
\end{align*}
$$

where

$$
\begin{align*}
& J_{1}=-4 y z z^{\prime}-6 y^{2} z^{2}+z^{4}+y^{4}+2 y^{2} y^{\prime}-2 z^{2} y^{\prime}+y^{\prime 2}-z^{\prime 2}, \\
& J_{2}=4 y z y^{\prime}-4 y z^{3}+2 y^{\prime} z^{\prime}+4 y^{3} z+2 y^{2} z^{\prime}-2 z^{2} z^{\prime}, \\
& J_{3}= y^{\prime}+y^{2}-z^{2}, \\
& J_{4}= z^{\prime}+2 y z, \\
& J_{5}=-4 x^{2} y z z^{\prime}+2 x z z^{\prime}+y^{2}-z^{2}+6 x y z^{2}-2 x y y^{\prime}-6 x^{2} y^{2} z^{2}+2 x^{2} y^{2} y^{\prime} \\
&-2 x^{2} z^{2} y^{\prime}-2 x y^{3}+x^{2} y^{4}+x^{2} z^{4}+x^{2} y^{\prime 2}-x^{2} z^{\prime 2}, \\
& J_{6}= y^{4}+z^{4}+y^{\prime 2}-6 y^{2} z^{2}-2 z^{2} y^{\prime}+2 y^{2} y^{\prime}-4 y z^{\prime}-z^{\prime 2}, \\
& J_{7}= 2 x^{2} y^{\prime} z^{\prime}+4 x^{2} y^{3} z+2 x^{2} y^{2} z^{\prime}-2 x^{2} z^{2} z^{\prime}-4 x^{2} y z^{3}-2 x z y^{\prime}-6 x y^{2} z \\
&-2 x y z^{\prime}+2 y z+2 x z^{3}+4 x^{2} y z y^{\prime},  \tag{52}\\
& J_{8}= 4 y^{3} z+2 y^{2} z^{\prime}-4 y z^{3}-2 z^{2} z^{\prime}+2 y^{\prime} z^{\prime}+4 y z y^{\prime}, \\
& J_{9}=\left(y^{2}-z^{2}+y^{\prime}\right) x-y, \\
& J_{10}=2+\left(y^{2}-z^{2}+y^{\prime}\right) x^{2}-2 x y, \\
& J_{11}=\left(2 y z+z^{\prime}\right) x-z, \\
& J_{12}=\left(2 y z+z^{\prime}\right) x^{2}-2 x z, \\
& J_{13}=-6 y^{2} z^{2}-4 y z z^{\prime}+2 y^{2} y^{\prime}-2 z^{2} y^{\prime}+y^{\prime 2}-z^{\prime 2}+y^{4}+z^{4}, \\
& J_{14}=-2 z^{2} z^{\prime}-4 y z^{3}+2 y^{2} z^{\prime}+4 y^{3} z+4 y z y^{\prime}+2 y^{\prime} z^{\prime}, \\
& J_{15}=2-2 x y+x^{2}\left(y^{2}-z^{2}\right)+x^{2} y^{\prime}, \\
& J_{16}=-2 x z+2 x^{2} y z+x^{2} z^{\prime} .
\end{align*}
$$

In the following examples, we show that a complex symmetry approach provides 10 first integrals for systems of two second order ODEs. In particular, there is a system (43) that has a 0-dimensional Noether symmetry algebra, but 10 first integrals are generated by Noether operators obtained by complex methods.

Example 9. The base complex scalar ODE

$$
\begin{equation*}
u^{\prime \prime}=u^{\prime 3} \tag{53}
\end{equation*}
$$

for system (29) has the Lagrangian $L=2 u+\frac{1}{u^{\prime}}$. For the five Lie point symmetries

$$
\begin{align*}
& Z_{1}=\partial_{x}, Z_{2}=\partial_{u}, Z_{3}=u \partial_{x}, \quad Z_{4}=\left(u^{3}-2 x u\right) \partial_{x}-2 u^{2} \partial_{u} \\
& \mathbf{Z}_{5}=\left(3 u^{2}-2 x\right) \partial_{x}-4 u \partial_{u} \tag{54}
\end{align*}
$$

of the ODE (53), the gauge terms found are $B_{1}=C, B_{2}=2 x, B_{3}=2 x+u^{2}, B_{4}=\frac{3 u^{4}}{2}-2 x u^{2}-2 x^{2}, B_{5}=4 u^{3}$, respectively. The corresponding first integrals are

$$
\begin{align*}
& I_{1}=2 u+\frac{2}{u^{\prime}}-C, \quad I_{2}=\frac{-1}{u^{\prime 2}}-2 x, \quad I_{3}=u^{2}-2 x+\frac{2 u}{u^{\prime}} \\
& I_{4}=\frac{1}{2 u^{\prime 2}}\left(\left(u^{2}-2 x\right) u^{\prime}+2 u\right)^{2}, \quad I_{5}=2 u^{3}-4 x u+\frac{\left(6 u^{2}-4 x\right)}{u^{\prime}}+\frac{4 u}{u^{\prime}} . \tag{55}
\end{align*}
$$

Splitting (54) into real and imaginary parts yields the 10 Noether operators that provide the following first integrals:

$$
\begin{align*}
I_{1}^{c} & =2 y+\frac{2 y^{\prime}}{y^{\prime 2}+z^{\prime 2}}-C_{1}, \quad I_{2}^{c}=2 z-\frac{2 z^{\prime}}{y^{\prime 2}+z^{\prime 2}}-C_{2} \\
I_{3}^{c} & =-2 x-\frac{y^{\prime 2}-z^{\prime 2}}{\left(y^{\prime 2}+z^{\prime 2}\right)^{2}}, I_{4}^{c}=\frac{2 y^{\prime} z^{\prime}}{\left(y^{\prime 2}+z^{\prime 2}\right)^{2}}, \\
I_{5}^{c} & =y^{2}-z^{2}-2 x+2 \frac{y y^{\prime}+z z^{\prime}}{y^{\prime 2}+z^{\prime 2}}, I_{6}^{c}=2\left(y z+\frac{y^{\prime} z-y z^{\prime}}{y^{\prime 2}+z^{\prime 2}}\right),  \tag{56}\\
I_{7}^{c} & =y^{4}+z^{4}-6 y^{2} z^{2}+4 x^{2}-4 x\left(y^{2}-z^{2}\right)+4 \frac{\left(y^{3^{-}}-3 y z^{2}-2 x y\right) y^{\prime}+\left(3 y^{2} z-z^{3}-2 x z\right) z^{\prime}}{y^{\prime 2}+z^{\prime 2}} \\
& +4 \frac{\left(y^{2}-z^{2}\right)\left(y^{\prime 2}-z^{\prime 2}\right)+4 y z y^{\prime} z^{\prime}}{\left(y^{\prime 2}+z^{\prime 2}\right)^{2}},
\end{align*}
$$

$$
\begin{align*}
I_{8}^{c} & =4 y z\left(y^{2}-z^{2}\right)-8 x y z+4 \frac{\left(3 y^{2} z-z^{3}-2 x z\right) y^{\prime}-\left(y^{3}-3 y z^{2}-2 x y\right) z^{\prime}}{y^{\prime 2}+z^{\prime 2}} \\
& +4 \frac{2 y z\left(y^{\prime 2}-z^{\prime 2}\right)-2\left(y^{2}-z^{2}\right) y^{\prime} z^{\prime}}{\left(y^{\prime 2}+z^{\prime 2}\right)^{2}},  \tag{57}\\
I_{9}^{c} & =y^{3}-3 y z^{2}-2 x y+\frac{\left(3 y^{2}-3 z^{2}-2 x\right) y^{\prime}+6 y z z^{\prime}}{y^{\prime \prime 2}+z^{\prime 2}}+2 \frac{y\left(y^{\prime 2}-z^{\prime 2}\right)+2 z y^{\prime} z^{\prime}}{\left(y^{\prime 2}+z^{\prime 2}\right)^{2}}, \\
I_{10}^{c} & =3 y^{2} z-z^{3}-2 x z+\frac{6 y z y^{\prime}+\left(3 z^{2}-3 y^{2}+2 x\right) z^{\prime}}{y^{\prime 2}+z^{\prime 2}}+2 \frac{z\left(y^{\prime 2}-z^{\prime 2}\right)-2 y y^{\prime} z^{\prime}}{\left(y^{\prime 2}+z^{\prime 2}\right)^{2}} .
\end{align*}
$$

Example 10. System (34) is obtainable from a scalar second order complex ODE

$$
\begin{equation*}
u^{\prime \prime}=\alpha^{2} x u^{\prime 3} . \tag{58}
\end{equation*}
$$

The Lagrangian associated with this equation is $L=2 \alpha^{2} x u+\frac{1}{u^{u}}$. The following gauge functions

$$
\begin{align*}
& B_{1}=\alpha^{2} x^{2}, \quad B_{2}=2 \alpha^{2} x u \sin (\alpha u)+2 \alpha x \cos (\alpha u), \quad B_{3}=2 \alpha^{2} x u \cos (\alpha u)-2 \alpha x \sin (\alpha u),  \tag{59}\\
& B_{4}=\alpha^{2} x^{2}(2 \alpha u \cos (2 \alpha u)-\sin (2 \alpha u)), \quad B_{5}=\alpha^{2} x^{2}(2 \alpha u \sin (2 \alpha u)+\cos (2 \alpha u)),
\end{align*}
$$

correspond to the respective Lie point symmetries

$$
\begin{align*}
& Z_{1}=\partial_{u}, \quad Z_{2}=\sin (\alpha u) \partial_{x}, \quad Z_{3}=\cos (\alpha u) \partial_{x}  \tag{60}\\
& Z_{4}=\alpha x \cos (2 \alpha u) \partial_{x}+\sin (2 \alpha u) \partial_{u}, \quad Z_{5}=\alpha x \sin (2 \alpha u) \partial_{x}-\cos (2 \alpha u) \partial_{u}
\end{align*}
$$

Hence, there are five Noether symmetries and corresponding first integrals

$$
\begin{align*}
& I_{1}=\frac{-1}{u^{\prime 2}}-\alpha^{2} x^{2} \\
& I_{2}=2\left(\frac{\sin (\alpha u)}{u^{\prime}}-\alpha x \cos (\alpha u)\right) \\
& I_{3}=2\left(\frac{\cos (\alpha u)}{u^{\prime}}+\alpha x \sin (\alpha u)\right)  \tag{61}\\
& I_{4}=\alpha^{2} x^{2} \sin (2 \alpha u)-\frac{\sin (2 \alpha u)}{u^{\prime 2}}+2 \frac{\alpha x \cos (2 \alpha u)}{u^{\prime}} \\
& I_{5}=-\alpha^{2} x^{2} \cos (2 \alpha u)+\frac{\cos (2 \alpha u)}{u^{\prime 2}}+2 \frac{\alpha x \sin (2 \alpha u)}{u^{\prime}}
\end{align*}
$$

The real and imaginary parts of (61) yield 10, first integrals for (34).
Example 11. The system (39) and Lagrangian (40) correspond to the complex scalar linearizable ODE

$$
\begin{equation*}
u^{\prime \prime}=\alpha u u^{\prime 3} \tag{62}
\end{equation*}
$$

and Lagrangian $L=\alpha u^{2}+\frac{1}{u^{\prime}}$, which have the following gauge functions $B_{1}=C, B_{2}=2 x+\frac{\alpha u^{3}}{3}, B_{3}=\frac{\alpha^{2} u^{4}}{2}, B_{4}=$ $\frac{2}{3} \alpha^{2} u^{6}-\alpha x u^{3}-3 x^{2}, B_{5}=-3 \alpha^{2} u^{5}$, for the following Lie point symmetries

$$
\begin{align*}
& Z_{1}=\partial_{x}, \quad Z_{2}=u \partial_{x}, \quad Z_{3}=\alpha u^{2} \partial_{x}-2 \partial_{u}  \tag{63}\\
& Z_{4}=\left(\alpha u^{4}-3 x u\right) \partial_{x}-3 u^{2} \partial_{u}, \quad Z_{5}=\left(-5 \alpha u^{3}+6 x\right) \partial_{x}+12 u \partial_{u}
\end{align*}
$$

Thus, there are five complex first integrals

$$
\begin{align*}
& I_{1}=\alpha u^{2}+2 / u^{\prime}-C, \quad I_{2}=\frac{1}{3}\left(2 \alpha u^{3}-6 x\right)+\frac{2 u}{u^{\prime}}, \\
& I_{3}=\frac{\left(2+\alpha u^{2} u^{\prime}\right)^{2}}{2 u^{\prime 2}}, \quad I_{4}=\frac{1}{3}\left(\frac{\left(\alpha u^{3}-3 x\right) u^{\prime}+3 u}{u^{\prime}}\right)^{2},  \tag{64}\\
& I_{5}=-2 \alpha^{2} u^{5}+6 \alpha x u^{2}-2 \frac{\left(5 \alpha u^{3}-6 x\right)}{u^{\prime}}-12 \frac{u}{u^{\prime 2}},
\end{align*}
$$

which split into 10 real first integrals for system (39).

Example 12. System (43) is obtainable from the complex linearizable $O D E$

$$
\begin{equation*}
u^{\prime \prime}=x u u^{3} \tag{65}
\end{equation*}
$$

with the Lagrangian $L=x u^{2}+\frac{1}{u^{\prime}}$. It admits a five-dimensional Noether symmetry algebra, which yields 10 first integrals for system (43). In the previous section, we showed that there is no Noether symmetry for system (43) by real methods, but the complex method yields 10 first integrals.

## 5. Conclusions

In this paper, we demonstrated, by considering explicit examples that the complex methods provide Noether invariants that do not appear by real methods. While the examples, in themselves, do prove the point, one would like to understand why this should be the case. For this purpose, we state and prove the following theorems that summarize our results and provide insight into how the complex methods work and go beyond the real methods.

Theorem 4. The Lagrangian and associated first integrals of complex $n t h(n \geq 2)$ order ODEs with complex dependent and real independent variable provide Lagrangians and first integrals, respectively, for corresponding two-dimensional systems of $n^{\text {th }}$ order ODEs.

Proof. We prove the result for $n=2$, as its extension to higher orders is trivial. In this case, i.e., for a scalar second order ODE, the Euler-Lagrange equation reads as $\frac{d}{d x}\left(\frac{\partial L}{\partial u^{\prime}}\right)-\frac{\partial L}{\partial u}=0$, which expands to

$$
L_{x u^{\prime}}+u^{\prime} L_{u u^{\prime}}+u^{\prime \prime} L_{u^{\prime} u^{\prime}}-L_{u}=0
$$

By considering $u(x)=y(x)+\iota z(x), L\left(x, u, u^{\prime}\right)=L_{1}\left(x, y, z, y^{\prime}, z^{\prime}\right)+\iota L_{2}\left(x, y, z, y^{\prime}, z^{\prime}\right)$, in the above equation and splitting it into the real and imaginary parts, one obtains

$$
\begin{aligned}
& \frac{1}{2}\left(L_{1, x y^{\prime}}+L_{2, x z^{\prime}}\right)+\frac{y^{\prime}}{4}\left(L_{1, y y^{\prime}}+L_{2, y^{\prime} z}+L_{2, y z^{\prime}}-L_{1, z z^{\prime}}\right)-\frac{z^{\prime}}{4}\left(L_{2, y y^{\prime}}-L_{1, y^{\prime} z}-L_{1, y z^{\prime}}-L_{2, z z^{\prime}}\right) \\
& +\frac{y^{\prime \prime}}{4}\left(L_{1, y^{\prime} y^{\prime}}+L_{2, y^{\prime} z^{\prime}}+L_{2, y^{\prime} z^{\prime}}-L_{1, z^{\prime} z^{\prime}}\right)-\frac{z^{\prime \prime}}{4}\left(L_{2, y^{\prime} y^{\prime}}-L_{1, y^{\prime} z^{\prime}}-L_{1, y^{\prime} z^{\prime}}-L_{2, z^{\prime} z^{\prime}}\right)-\frac{1}{2}\left(L_{1, y}+L_{2, z}\right)=0, \\
& \frac{1}{2}\left(L_{2, x y^{\prime}}-L_{1, x z^{\prime}}\right)+\frac{y^{\prime}}{4}\left(L_{2, y y^{\prime}}-L_{1, y^{\prime} z}-L_{1, y z^{\prime}}-L_{2, z z^{\prime}}\right)+\frac{z^{\prime}}{4}\left(L_{1, y y^{\prime}}+L_{2, y^{\prime} z}+L_{2, y z^{\prime}}-L_{1, z z^{\prime}}\right) \\
& +\frac{y^{\prime \prime}}{4}\left(L_{2, y^{\prime} y^{\prime}}-L_{1, y^{\prime} z^{\prime}}-L_{1, y^{\prime} z^{\prime}}-L_{2, z^{\prime} z^{\prime}}\right)+\frac{z^{\prime \prime}}{4}\left(L_{1, y^{\prime} y^{\prime}}+L_{2, y^{\prime} z^{\prime}}+L_{2, y^{\prime} z^{\prime}}-L_{1, z^{\prime} z^{\prime}}\right)-\frac{1}{2}\left(L_{2, y}-L_{1, z}\right)=0 .
\end{aligned}
$$

Both of the above equations reduce to

$$
\begin{aligned}
& L_{i, x y^{\prime}}+y^{\prime} L_{i, y y^{\prime}}+z^{\prime} L_{i, y^{\prime} z}+y^{\prime \prime} L_{i, y^{\prime} y^{\prime}}+z^{\prime \prime} L_{i, y^{\prime} z^{\prime}}-L_{i, y}=0 \\
& L_{i, x z^{\prime}}+y^{\prime} L_{i, y z^{\prime}}+z^{\prime} L_{i, z z^{\prime}}+y^{\prime \prime} L_{i, y^{\prime} z^{\prime}}+z^{\prime \prime} L_{i, z^{\prime} z^{\prime}}-L_{i, z}=0
\end{aligned}
$$

for $i=1,2$, by employing the CR-equations $L_{1, y}=L_{2, z}, L_{1, z}=-L_{2, y}, L_{1, y^{\prime}}=L_{2, z^{\prime}}$, and $L_{1, z^{\prime}}=-L_{2, y^{\prime}}$. Notice that these are Euler-Lagrange Equations (4) for two-dimensional systems of second order ODEs. Hence, the real and imaginary parts $L_{i}$, for $i=1,2$, of a complex Lagrangian $L\left(x, u, u^{\prime}\right)$ satisfy the Euler-Lagrange equations for systems obtainable from complex scalar equations. In other words, the Euler-Lagrange Equations (10) become the Euler-Lagrange Equations (4). A similar argument applies to first integrals $I_{i}$, for $i=1,2$, obtained for a system of two second order ODEs from complex first integral $I\left(x, u, u^{\prime}\right)$, of a scalar second order complex equation which satisfy $D I=0$, i.e.,

$$
I_{x}+u^{\prime} I_{u}+u^{\prime \prime} I_{u^{\prime}}=0
$$

Considering $u(x)=y(x)+\iota(x), I\left(x, u, u^{\prime}\right)=I_{1}\left(x, y, z, y^{\prime}, z^{\prime}\right)+\iota I_{2}\left(x, y, z, y^{\prime}, z^{\prime}\right), D=D_{1}+\iota D_{2}$, and splitting into the real and imaginary parts and employing CR-equations $I_{1, y}=I_{2, z}, I_{1, z}=-I_{2, y}, I_{1, y^{\prime}}=I_{2, z^{\prime}}$, $I_{1, z^{\prime}}=-I_{2, y^{\prime}}$, yields

$$
I_{i, x}+y^{\prime} I_{i, y}+z^{\prime} I_{i, z}+y^{\prime \prime} I_{i, y^{\prime}}+z^{\prime \prime} I_{i, z^{\prime}}=0, \quad i=1,2
$$

This is exactly the criterion whose first integrals of a system of two second order ODEs satisfy $D I_{1}=D I_{2}=0$, where $D$ is the derivative operator for such systems given in (6).

The above result is extendable to higher dimensional systems of ODEs of order more than two as the CR-equations and their derivatives establish a connection between Lagrangians and first integrals of the complex base equations and the corresponding systems. Therefore, for those systems (of $n$th order ODEs) that correspond to complex DEs (of the same order), their Lagrangians and first integrals are obtainable from the complex Lagrangian and first integrals of the base equations.

The base complex equations in Examples (2)-(6) and (8)-(12) admit an eight-dimensional Lie and five-dimensional Noether symmetry algebras. It implies that there exist five first integrals for these scalar equations, which, when considered complex, convert into ten first integrals (as guaranteed by above theorem) of the corresponding two-dimensional systems of second order ODEs. Based on these observations, we can state the following result.

Corollary 1. For two-dimensional systems of second order ODEs with symmetry algebras of dimension $d,(d<5)$ that are obtainable from complex linearizable scalar ODEs, a complex Noether approach provides more first integrals than the real symmetry method.

Theorem 5. The real and imaginary parts of the complex Noether symmetries of the complex scalar second order ODEs are not necessarily the Noether symmetries of the corresponding two-dimensional systems of second order ODEs.

Proof. A complex first integral $I\left(x, u, u^{\prime}\right)$ satisfies the invariance criterion $\mathbf{Z}^{[1]} I=0$, where

$$
\mathbf{Z}^{[1]}=\xi \partial_{x}+\eta^{\prime} \partial_{u^{\prime}}+\eta^{\prime \prime} \partial_{u^{\prime \prime}}
$$

is the first extension of the Noether symmetry of a second order complex ODE. Splitting it into the real and imaginary parts leads to two invariance conditions (15) that expand to

$$
\begin{aligned}
& \xi_{1} I_{1, x}-\xi_{2} I_{2, x}+\frac{1}{2}\left\{\eta_{1}\left(I_{1, y}+I_{2, z}\right)-\eta_{2}\left(I_{2, y}-I_{1, z}\right)+\eta_{1}^{\prime}\left(I_{1, y^{\prime}}+I_{2, z^{\prime}}\right)-\eta_{2}^{\prime}\left(I_{2, y^{\prime}}-I_{1, z^{\prime}}\right)\right\}=0, \\
& \xi_{1} I_{2, x}+\xi_{2} I_{1, x}+\frac{1}{2}\left\{\eta_{1}\left(I_{2, y}-I_{1, z}\right)+\eta_{2}\left(I_{1, y}+I_{2, z}\right)+\eta_{1}^{\prime}\left(I_{2, y^{\prime}}-I_{1, z^{\prime}}\right)+\eta_{2}^{\prime}\left(I_{1, y^{\prime}}+I_{2, z^{\prime}}\right)\right\}=0,
\end{aligned}
$$

respectively, where $\mathbf{X}^{[1]}$, and $\mathbf{Y}^{[1]}$, are the operators given in (11). Applying the CR-equations on $I_{1}$, and $I_{2}$, the above equations become

$$
\begin{aligned}
& \xi_{1} I_{1, x}-\xi_{2} I_{2, x}+\eta_{1} I_{1, y}+\eta_{2} I_{1, z}+\eta_{1}^{\prime} I_{1, y^{\prime}}+\eta_{2}^{\prime} I_{1, z^{\prime}}=0, \\
& \xi_{1} I_{2, x}+\xi_{2} I_{1, x}+\eta_{1} I_{2, y}+\eta_{2} I_{2, z}+\eta_{1}^{\prime} I_{2, y^{\prime}}+\eta_{2}^{\prime} I_{2, z^{\prime}}=0,
\end{aligned}
$$

while the real invariance criterion for systems reads as $\mathbf{X}^{[1]} I_{i}=0$, for $i=1,2$, which yields two equations

$$
\begin{aligned}
& \xi I_{1, x}+\eta_{1} I_{1, y}+\eta_{2} I_{1, z}+\eta_{1}^{\prime} I_{1, y^{\prime}}+\eta_{2}^{\prime} I_{1, z^{\prime}}=0, \\
& \xi I_{2, x}+\eta_{1} I_{2, y}+\eta_{2} I_{2, z}+\eta_{1}^{\prime} I_{2, y^{\prime}}+\eta_{2}^{\prime} I_{2, z^{\prime}}=0 .
\end{aligned}
$$

A comparison of these equations with the previous two implies that the real and imaginary parts of a complex Noether symmetry of the base scalar equation split into two Noether symmetries for the corresponding system of

ODEs only if $\xi_{2}=0$, which implies that, if the infinitesimal coordinate $\xi$, of a complex Noether symmetry is a function of both the real independent variable $x$, and the complex dependent variable $u(x)$, then it does not split into Noether symmetries for the corresponding system.
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#### Abstract

In this paper, by applying Valenti's theory for the approximate symmetry, we introduce and define the concept of a one-dimensional optimal system of approximate subalgebras for a generalized Ames's equation; furthermore, the algebraic structure of the approximate Lie algebra is discussed. New approximately invariant solutions to the equation are found.
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## 1. Introduction

In [1], Ames et al. performed the symmetries classification of the model

$$
\begin{equation*}
u_{t t}=\left[f(u) u_{x}\right]_{x} \tag{1}
\end{equation*}
$$

that can describes the flow of one-dimensional gas, longitudinal wave propagation on a moving threadline, dynamics of a finite nonlinear string. The study of Equation (1) gave impetus to later investigations. In 2007, Bluman et al. [2] made an interesting nonlocal analysis of Equation (1). In this paper, our aim is to investigate the generalized model of Equation (1)

$$
\begin{equation*}
u_{t t}=\left[f(u) u_{x}\right]_{x}+\varepsilon\left[\lambda(u) u_{t}\right]_{x x}, \tag{2}
\end{equation*}
$$

where $f$ and $\lambda$ are smooth functions. $\varepsilon \ll 1$ is the small parameter for the perturbative analysis, while, when $\varepsilon=0$, we recover the unperturbed Equation (1).

As in the exact symmetries, even in the approximate one, an important task in determing approximately invariant solutions is to employ the concept of an optimal system of approximate subalgebras in order to obtain all the essentially different approximate invariant solutions.

In this manuscript, in the context of Valenti's theory [3], we define the definition of one-dimensional optimal system of approximate subalgebras for Equation (2). By its application, we get new approximate solutions for the generalized Ames's equation.

The plan of the manuscript is the following: in Section 2, after a brief introduction of the main concepts of Lie theory, we introduce the definition of Approximate Subalgebra and, finally, recall the main results of the approximate symmetry analysis of Equation (2). The Optimal Systems of one-dimensional approximate subalgebras are introduced and defined in Section 3 and the application of the method to the model is provided. Section 4 presents the reductions of Equation (2) to ordinary differential equations (ODEs) through the approximate optimal operators and new approximate solutions are obtained. Finally, in Section 5, the optimal system is used in order to construct new approximate non-invariant solutions for two other models linked to Equation (2) by a nonlocal transformation.

## 2. On the Approximate Symmetry Classifications

Various and different theories on approximate symmetries have been developed over the years; the first contribution on this argument is due to Baikov et al. [4], but the method does not consider an approximation in the perturbation meaning well, since, if we utilise the first order operator, the corresponding approximate solution could include higher order terms. Later, another interesting method was suggested by Fushchich et al. [5], where the strategy is consistent in the perturbation sense and produces correct terms for the approximate solutions, but it is impossible to work in hierarchy; then, the algebra could really grow. In 2004, Pakdemirli et al. [6] have compared these two methods. Afterwards, Valenti in [3] introduced his method, where, following the technique proposed in [5], he removes the "obstacle" of the impossibility of working in hierarchy, in accordance with the perturbation theory and, for this reason, we will apply this method.

Before entering in the details of approximate theory, we recall briefly the main concepts of Lie theory for a system of PDEs.

For a given system of differential equation

$$
\begin{equation*}
\Delta\left(t, x, u, v, u^{(k)}, v^{(h)}\right)=0 \tag{3}
\end{equation*}
$$

where $t, x$ represents the independent variables. $u, v$ are the dependent variables and $u^{(k)}, v^{(h)}$ stand for all partial derivatives of $u$ and $v$ up to order $k$ and $h$, respectively.

The invertible transformations of $t, x, u, v$

$$
\begin{equation*}
T=T(t, x, u, v, a), \quad X=X(t, x, u, v, a), \quad U=U(t, x, u, v, a), \quad V=V(t, x, u, v, a) \tag{4}
\end{equation*}
$$

depending on a continuous parameter $a$, are defined as one-parameter (a) (exact) Lie point symmetry transformations of Equation (3) if Equation (3) has the same form in the new variables $T, X, U, V$.

By expanding Equation (4) in Taylor's series around $a=0$, we obtain the infinitesimal transformations, according to the Lie theory:

$$
\begin{align*}
& T=t+a \xi^{1}(t, x, u, v)+o\left(a^{2}\right), \quad X=x+a \xi^{2}(t, x, u, v)+o\left(a^{2}\right)  \tag{5}\\
& U=u+a \eta^{1}(t, x, u, v)+o\left(a^{2}\right), \quad V=v+a \eta^{2}(t, x, u, v)+o\left(a^{2}\right) \tag{6}
\end{align*}
$$

where their infinitesimals $\xi^{1}, \xi^{2}, \eta^{1}$ and $\eta^{2}$ are given by

$$
\xi^{1}(t, x, u, v)=\left.\frac{\partial T}{\partial a}\right|_{a=0}, \quad \xi^{2}(t, x, u, v)=\left.\frac{\partial X}{\partial a}\right|_{a=0}, \quad \eta^{1}(t, x, u, v)=\left.\frac{\partial U}{\partial a}\right|_{a=0}, \quad \eta^{2}(t, x, u, v)=\left.\frac{\partial V}{\partial a}\right|_{a=0} .
$$

The corresponding operator

$$
\begin{equation*}
\Xi=\xi^{1}(t, x, u, v) \partial_{t}+\xi^{2}(t, x, u, v) \partial_{x}+\eta^{1}(t, x, u, v) \partial_{u}+\eta^{2}(t, x, u, v) \partial_{v} \tag{7}
\end{equation*}
$$

is known in the literature as the infinitesimal operator or generator of the Lie group.
The Lie group of point transformations, which leave a differential Equation (3) invariant, is obtained by means of the Lie's algorithm, with the requirement that the $\bar{k}$-order prolongation of Equation (7), which acts on Equation (3), is zero along the solutions, i.e.:

$$
\begin{equation*}
\Xi^{\bar{k}} \Delta=\left.0\right|_{\Delta=0} \tag{8}
\end{equation*}
$$

where $\bar{k}=\max (k, h)$. The invariance condition Equation (8) produces an overdetermined system of linear differential equations (called determining equations) for the infinitesimals whose integration provides the generators of Lie Algebra admitted by Equation (3).

Now, we are able to define the concepts of Approximate Subalgebra of Equation (2).

Definition 1. We call Approximate Subalgebra of Equation (2) the (exact) subalgebra of the following system of PDEs:

$$
\begin{align*}
L_{0}:= & u_{0 t t}-f\left(u_{0}\right) u_{0 x x}-f^{\prime}\left(u_{0}\right) u_{0 x}^{2}=0  \tag{9}\\
L_{1}:= & u_{1 t t}-f\left(u_{0}\right) u_{1 x x}-f^{\prime}\left(u_{0}\right) u_{0 x x} u_{1 x} \\
& -2 f^{\prime}\left(u_{0}\right) u_{0 x} u_{1 x}-f^{\prime \prime}\left(u_{0}\right) u_{0 x}^{2} u_{1} \\
& -\lambda^{\prime \prime}\left(u_{0}\right) u_{0 x}^{2} u_{0 t}-\lambda^{\prime}\left(u_{0}\right) u_{0 x x} u_{0 t} \\
& -2 \lambda^{\prime}\left(u_{0}\right) u_{0 x} u_{0 t x}-\lambda\left(u_{0}\right) u_{0 t x x}=0 . \tag{10}
\end{align*}
$$

Systems (9)-(10) have been obtained considering $u(t, x, \varepsilon)$ analytics in $\varepsilon$ and expanded it in power series of $\varepsilon$, i.e.,

$$
\begin{equation*}
u(t, x, \varepsilon)=u_{0}(t, x)+\varepsilon u_{1}(t, x)+\mathcal{O}\left(\varepsilon^{2}\right) \tag{11}
\end{equation*}
$$

where $u_{0}$ is the solution of the "unperturbed equation" (9) while $u_{1}$ can be obtained from the linear Equation (10).
For the sake of clarity, we briefly recall the main results of the symmetry classifications of Equation (2), which are obtained in [7].

The approximate generator of Equation (2) is written in the form

$$
\begin{align*}
X= & \xi_{0}^{1}\left(t, x, u_{0}\right) \frac{\partial}{\partial t}+\xi_{0}^{2}\left(t, x, u_{0}\right) \frac{\partial}{\partial x}+\eta_{0}^{0}\left(t, x, u_{0}\right) \frac{\partial}{\partial u_{0}} \\
& +\left[\eta_{0}^{1}\left(t, x, u_{0}\right)+\eta_{1}^{1}\left(t, x, u_{0}\right) u_{1}\right] \frac{\partial}{\partial u_{1}} \tag{12}
\end{align*}
$$

and the associate Approximate Principal Lie Algebra of Equation (2), obtained when $f\left(u_{0}\right)$ and $\lambda\left(u_{0}\right)$ are arbitrary functions of $u_{0}$, is

$$
\begin{equation*}
X_{1}=\frac{\partial}{\partial t^{\prime}}, \quad X_{2}=\frac{\partial}{\partial x}, \quad X_{3}=t \frac{\partial}{\partial t}+x \frac{\partial}{\partial x}-u_{1} \frac{\partial}{\partial u_{1}} \tag{13}
\end{equation*}
$$

denoted with $L_{\mathcal{P}}^{\mathcal{A}}$. For suitable forms of functions $f\left(u_{0}\right)$ and $\lambda\left(u_{0}\right)$, we also get the symmetries summarized in the following Table 1:

Table 1. Classification of $f\left(u_{0}\right)$ and $\lambda\left(u_{0}\right)$ with the corresponding extensions of $L_{\mathcal{P}}^{\mathcal{A}}$ of Equation (2). $f_{0}, \lambda_{0}, p, q$ and $s$ are constitutive constants with $p \neq 0$.

| Case | Forms of $f\left(u_{0}\right)$ and $\lambda\left(u_{0}\right)$ | Extensions of $\mathcal{A p p r o x} \tilde{L}_{P}$ |
| :--- | :--- | :--- |
|  | $f\left(u_{0}\right)=f_{0} e^{\frac{1}{p} u_{0}}$ | $X_{4}=x \frac{\partial}{\partial x}+2 p \frac{\partial}{\partial u_{0}}+2 s u_{1} \frac{\partial}{\partial u_{1}}$ |
|  | $\lambda\left(u_{0}\right)=\lambda_{0} e^{\frac{1+s}{p}} u_{0}$ | $X_{4}=x \frac{\partial}{\partial x}+2 p\left(u_{0}+q\right) \frac{\partial}{\partial u_{0}}+2 s u_{1} \frac{\partial}{\partial u_{1}}$ |
| II | $f\left(u_{0}\right)=f_{0}\left(u_{0}+q\right)^{\frac{1}{p}}$ |  |
|  | $\lambda\left(u_{0}\right)=\lambda_{0}\left(u_{0}+q\right)^{\frac{1+s}{p}-1}$ | $X_{4}=x \frac{\partial}{\partial x}-\frac{3}{2}\left(u_{0}+q\right) \frac{\partial}{\partial u_{0}}-\frac{3}{2} u_{1} \frac{\partial}{\partial u_{1}}$ |
| III | $f\left(u_{0}\right)=f_{0}\left(u_{0}+q\right)^{-\frac{4}{3}}$ | $X_{5}=x^{2} \frac{\partial}{\partial x}-3 x\left(u_{0}+q\right) \frac{\partial}{\partial u_{0}}-3 x u_{1} \frac{\partial}{\partial u_{1}}$ |
|  | $\lambda\left(u_{0}\right)=\lambda_{0}\left(u_{0}+q\right)^{-\frac{4}{3}}$ |  |

## 3. Optimal System of Approximate Subalgebras

In this section, we introduce the definition of Optimal Systems of one-dimensional approximate subalgebras for Equation (2), in the context of Valenti's theory of approximate symmetries; we begin by introducing the following definition:

Definition 2. We call the One-Dimensional Optimal system of Approximate Subalgebras of Equation (2) the one-dimensional, Optimal system of (exact) Subalgebras of systems (9)-(10).

As in the classical symmetries, even in the approximate one, an important instrument to get approximate solutions is to find the optimal system of approximate subalgebras in order to obtain all the essentially different approximate invariant solutions. In order to obtain reductions and to construct classes of group-invariant approximate solutions for Equation (2) in a systematic way, we will get an optimal system of one-dimensional approximate subalgebras for Equation (2).

Following [8] by using both the adjoint table [9] and the global matrix [10], we get one dimensional optimal system of subalgebras. We present only the details for the approximate principal Lie Algebra $L_{\mathcal{P}}$ of Equation (2). Thus, as a basis of $L_{\mathcal{P}}^{\mathcal{A}}$, we take adjoint operators, namely

$$
\begin{equation*}
\mathcal{A}_{i}=-\left[X_{i}, X_{j}\right] \frac{\partial}{\partial X_{j}}, \quad(i, j=1,2,3) \tag{14}
\end{equation*}
$$

where, if $X_{i}$ and $X_{j}$ are vector fields, then their Lie bracket $\left[X_{i}, X_{j}\right]$ is the unique vector field satisfying

$$
\left[X_{i}, X_{j}\right]=X_{i}\left(X_{j}\right)-X_{j}\left(X_{i}\right)
$$

The commutator table of Approximate Principal Lie Algebra of case (13) is shown in Table 2.
Table 2. Commutator Table of the Approximate Lie Algebra of Equation (2). The ( $i, j$ )-th entry indicates $\left[X_{i}, X_{j}\right]=X_{i}\left(X_{j}\right)-X_{j}\left(X_{i}\right)$.

|  | $X_{1}$ | $X_{2}$ | $X_{3}$ |
| :---: | :---: | :---: | :---: |
| $X_{1}$ | 0 | 0 | $X_{1}$ |
| $X_{2}$ | 0 | 0 | $X_{2}$ |
| $X_{3}$ | $-X_{1}$ | $-X_{2}$ | 0 |

The adjoint representation can be denoted as $\operatorname{Ad}\left(\exp \left(\varepsilon_{i} X_{i}\right)\right) X_{j}$ and is written by summing the Lie series

$$
\operatorname{Ad}\left(\exp \left(\varepsilon_{i} X_{i}\right)\right) X_{j}=\sum_{n=0}^{+\infty} \frac{\varepsilon^{n}}{n!}\left(\operatorname{ad} X_{i}\right)^{n}\left(X_{j}\right)=X_{j}-\varepsilon\left[X_{i}, X_{j}\right]+\frac{\varepsilon^{2}}{2}\left[X_{i},\left[X_{i}, X_{j}\right]\right]-\ldots
$$

The Adjoint Table of Approximate Principal Lie Algebra spanned by operators (13) is written in Table 3:

Table 3. Adjoint Table of the Approximate Lie Algebra $L_{\mathcal{P}}$ of Equation (2). The ( $i, j$ )-th entry indicates $\operatorname{Ad}\left(\exp \left(\varepsilon_{i} X_{i}\right)\right) X_{j}=X_{j}-\varepsilon\left[X_{i}, X_{j}\right]+\frac{\varepsilon^{2}}{2}\left[X_{i},\left[X_{i}, X_{j}\right]\right]-\ldots$

| Ad | $X_{\mathbf{1}}$ | $X_{\mathbf{2}}$ | $X_{\mathbf{3}}$ |
| :---: | :---: | :---: | :---: |
| $X_{1}$ | $X_{1}$ | $X_{2}$ | $X_{3}-\varepsilon_{1} X_{1}$ |
| $X_{2}$ | $X_{1}$ | $X_{2}$ | $X_{3}-\varepsilon_{2} X_{2}$ |
| $X_{3}$ | $X_{1}\left(1+\varepsilon_{3}\right)$ | $X_{2}\left(1+\varepsilon_{3}\right)$ | $X_{3}$ |

According the method given in [8], keeping in consideration the commutators, in the first line of Table 2, we get for instance

$$
\begin{equation*}
\mathcal{A}_{1}=-X_{1} \frac{\partial}{\partial X_{3}} \tag{15}
\end{equation*}
$$

which generates the linear transformations

$$
\begin{equation*}
X_{1}^{\prime}=X_{1}, \quad X_{2}^{\prime}=X_{2}, \quad X_{3}^{\prime}=-\varepsilon_{1} X_{1}+X_{3} \tag{16}
\end{equation*}
$$

Moreover, the linear transformations generated by each $\mathcal{A}_{i}$ can be obtained simply by checking the first, second , etc ... row of the Adjoint table (Table 3) of approximate principal Lie algebra $L_{\mathcal{P}}$ of Equation (2); for example, in the case of (16), the linear transformation is represented by the matrix

$$
M_{1}\left(\varepsilon_{1}\right)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
-\varepsilon_{1} & 0 & 1
\end{array}\right)
$$

Following [9], the global matrix $M$ of the adjoint transformations is the product of matrices $M_{i}\left(\varepsilon_{i}\right)$ associated with each $\mathcal{A}_{i}$. For $\mathcal{L}_{\mathcal{P}}$ of Equation (2), we have

$$
M=\Pi_{i=1}^{3} M_{i}\left(\varepsilon_{i}\right)=\left(\begin{array}{ccc}
1+\varepsilon_{3} & 0 & 0 \\
0 & 1+\varepsilon_{3} & 0 \\
-\varepsilon_{1}\left(1+\varepsilon_{3}\right) & -\varepsilon_{2}\left(1+\varepsilon_{3}\right) & 1
\end{array}\right) .
$$

In order to obtain the global action of operators $\mathcal{A}_{i},(i=1, \ldots, 3)$, we apply the matrix $M^{T}$, transposed matrix of $M$, to an element of $L_{\mathcal{P}}$, i.e., $X_{o}=\sum_{i=1}^{3} a_{i} X_{i}$. Actually, it is preferable to work with the vector $\mathbf{a} \equiv\left(a_{1}, a_{2}, a_{3}\right)$; the coordinates of the transformed vector of a are

$$
\begin{aligned}
& \bar{a}_{1}=\left(1+\varepsilon_{3}\right) a_{1}-\varepsilon_{1}\left(1+\varepsilon_{3}\right) a_{3} \\
& \bar{a}_{2}=\left(1+\varepsilon_{3}\right) a_{2}-\varepsilon_{2}\left(1+\varepsilon_{3}\right) a_{3} \\
& \bar{a}_{3}=a_{3}
\end{aligned}
$$

and firstly we underline that these transformations leave invariant the component $a_{3}$ and provide the adjoint group $G^{\mathcal{A}}$ of $L_{\mathcal{P}}^{\mathcal{A}}$.

We can determine the optimal system of $L_{\mathcal{P}}$ by using a simple approach. We simplify any given vector $\mathbf{a} \equiv\left(a_{1}, a_{2}, a_{3}\right)$ through the above transformations. Then, distinguish the obtained vectors into nonequivalent classes, where we choose the one with the simplest form by which we obtain the following non-trivial operator of the optimal system of $L_{\mathcal{P}}$ :

$$
\begin{equation*}
X_{o 1}=c_{1} X_{1}+c_{2} X_{2}+X_{3}=\left(c_{1}+t\right) \frac{\partial}{\partial t}+\left(c_{2}+x\right) \frac{\partial}{\partial x}-u_{1} \frac{\partial}{\partial u_{1}} \tag{17}
\end{equation*}
$$

where $c_{1}, c_{2}$ are real parameters.
Finally, starting from Case III of Table 1, we are able to construct the corresponding extensions of the optimal system of approximate subalgebras $\mathcal{L}_{p}$ of Case III for Equation (2), by using the Adjoint Table in the Appendix A (Table A1), which in this case reads as:

$$
\begin{align*}
& X_{o 2}=c_{1} X_{1}+X_{3}+X_{4}=\left(c_{1}+t\right) \frac{\partial}{\partial t}+2 x \frac{\partial}{\partial x}-\frac{3}{2}\left(u_{0}+q\right) \frac{\partial}{\partial u_{0}}-\frac{5}{2} u_{1} \frac{\partial}{\partial u_{1}},  \tag{18}\\
& X_{o 3}=c_{1} X_{1}+c_{2} X_{2}+X_{5}=c_{1} \frac{\partial}{\partial t}+\left(c_{2}+x^{2}\right) \frac{\partial}{\partial x}-3 x\left(u_{0}+q\right) \frac{\partial}{\partial u_{0}}-3 x u_{1} \frac{\partial}{\partial u_{1}} . \tag{19}
\end{align*}
$$

## 4. Reduction to ODEs and New Approximate Invariant Solution for the Generalized Ames's Equation

Based on the results obtained in the previous section, thanks to the approximate generators, we can construct the corresponding reduced ODEs of Equation (2); indeed, as we know from literature, group classification problems are interesting not only from a purely mathematical point of view but above all in the applications that can be achieved [9-12].

We obtain an approximate solution for Equation (2) considering the approximate operator (17) of $\mathcal{L}_{p}$, i.e.,

$$
X_{o 1}=c_{1} X_{1}+c_{2} X_{2}+X_{3}=\left(c_{1}+t\right) \frac{\partial}{\partial t}+\left(c_{2}+x\right) \frac{\partial}{\partial x}-u_{1} \frac{\partial}{\partial u_{1}}
$$

we get the following transformation

$$
\begin{equation*}
z=\frac{c_{2}+x}{c_{1}+t}, \quad u_{0}=\phi(z), \quad u_{1}=\frac{\psi(z)}{c_{1}+t^{\prime}} \tag{20}
\end{equation*}
$$

which maps Equation (2) into the following ODEs:

$$
\begin{aligned}
& 2 z \phi^{\prime}-f^{\prime} \phi^{\prime 2}+\left(z^{2}-f\right) \phi^{\prime \prime}=0 \\
& \lambda z \phi^{\prime \prime \prime}-\left(f^{\prime} \psi-2 \lambda-3 z \lambda^{\prime} \phi^{\prime}\right) \phi^{\prime \prime}+\left(z^{2}-f\right) \psi^{\prime \prime} \\
& \quad+\left(z \lambda^{\prime \prime} \phi^{\prime}+2\left(\lambda^{\prime}-f^{\prime \prime}\right) \psi\right) \phi^{\prime \prime}-2\left(f^{\prime} \phi^{\prime}-2 z\right) \psi^{\prime}+2 \psi=0
\end{aligned}
$$

$f=f(u)$ and $\lambda=\lambda(u)$ being arbitrary functions of its argument. When $f=f_{0}=$ constant and $\lambda=\lambda_{0}=$ constant, by integration of the reduced equations, we get

$$
\phi=k_{1}+\frac{k_{2}}{f_{0}} \operatorname{arctanh}\left(\frac{z}{\sqrt{f_{0}}}\right), \quad \psi=\frac{\left(k_{3}+k_{4} z\right)\left(f_{0}-z^{2}\right)+k_{2} \lambda_{0} z}{\left(f_{0}-z^{2}\right)^{2}}
$$

where $k_{i},(i=1, \ldots, 4)$ are arbitrary constants, and, as a consequence, we obtain the following solution of Equation (2)

$$
\begin{align*}
u= & k_{1}+\frac{k_{2}}{f_{0}} \operatorname{arctanh}\left(\frac{c_{2}+x}{\sqrt{f_{0}}\left(c_{1}+t\right)}\right) \\
& +\varepsilon \frac{\left(k_{3}\left(c_{1}+t\right)+k_{4}\left(c_{2}+x\right)\right)\left(f_{0}\left(c_{1}+t\right)^{2}-\left(c_{2}+x\right)^{2}\right)+k_{2} \lambda_{0}\left(c_{1}+t\right)^{2}\left(c_{2}+x\right)}{\left(f_{0}\left(c_{1}+t\right)^{2}-\left(c_{2}+x\right)^{2}\right)^{2}} \tag{21}
\end{align*}
$$

Another solution can be obtained by the operator

$$
X_{o 2}=\left(c_{1}+t\right) \frac{\partial}{\partial t}+2 x \frac{\partial}{\partial x}-\frac{3}{2}\left(u_{0}+q\right) \frac{\partial}{\partial u_{0}}-\frac{5}{2} u_{1} \frac{\partial}{\partial u_{1}}
$$

when $f=f_{0}\left(u_{0}+q\right)^{-4 / 3}$ and $\lambda=\lambda_{0}\left(u_{0}+q\right)^{-4 / 3}$ (Case III of Table 1), which leads to get the following transformation of variables:

$$
\begin{equation*}
z=\frac{x}{\left(c_{1}+t\right)^{2}}, \quad u_{0}=\frac{\phi(\xi)}{\left(c_{1}+t\right)^{3 / 2}}-q, \quad u_{1}=\frac{\psi(\xi)}{\left(c_{1}+t\right)^{5 / 2}} \tag{22}
\end{equation*}
$$

and to the following reduced equations:

$$
\begin{aligned}
& 12\left(4 z^{2} \phi^{\frac{4}{3}}-f_{0}\right) \phi \phi^{\prime \prime}+16\left(f_{0} \phi^{\prime}+9 z \phi^{\frac{7}{3}}\right) \phi^{\prime}+45 \phi^{\frac{10}{3}}=0 \\
& 72 \lambda_{0} z \phi^{2} \phi^{\prime \prime \prime}-6 \phi\left(48 \lambda_{0} z \phi^{\prime}-21 \lambda_{0} \phi-8 f_{0} \psi\right) \phi^{\prime \prime}+36\left(4 z^{2} \phi^{\frac{4}{3}}-f_{0}\right) \phi^{2} \psi^{\prime \prime} \\
& \quad+96\left(f_{0} \phi^{\prime}+6 z \phi^{\frac{7}{3}}\right) \phi \psi^{\prime}+56\left(4 \lambda_{0} z \phi^{\prime}-2 f_{0} \psi-21 \lambda_{0} \phi\right) \phi^{2}+315 \phi^{\frac{10}{3}} \psi=0
\end{aligned}
$$

that admit as a solution

$$
\phi=\left(\frac{\sqrt{f_{0}}}{z}\right)^{3 / 2}, \quad \psi=\frac{1}{z^{3 / 2}}\left(k_{1}+\frac{3}{2} k_{2} \log z-\lambda_{0}\left(\frac{\log z}{4 \sqrt{f_{0}}}\right)^{2}\right)
$$

$k_{1}$ and $k_{2}$ being arbitrary constants. Thus, a solution of (2) is

$$
\begin{equation*}
u=\sqrt{\frac{c_{1}+t}{x^{3}}}\left(f_{0}^{3 / 4}\left(c_{1}+t\right)-q+\varepsilon\left(k_{1}+\frac{3}{2} k_{2} \log \frac{x}{\left(c_{1}+t\right)^{2}}-\lambda_{0}\left(\frac{\log \frac{x}{\left(c_{1}+t\right)^{2}}}{4 \sqrt{f_{0}}}\right)^{2}\right)\right) \tag{23}
\end{equation*}
$$

Finally, if we consider the approximate operator:

$$
\begin{equation*}
X_{o 3}=c_{1} X_{1}+c_{2} X_{2}+X_{5}=c_{1} \frac{\partial}{\partial t}+\left(c_{2}+x^{2}\right) \frac{\partial}{\partial x}-3 x\left(u_{0}+q\right) \frac{\partial}{\partial u_{0}}-3 x u_{1} \frac{\partial}{\partial u_{1}} \tag{24}
\end{equation*}
$$

we get the following transformation:

$$
z=\frac{1}{\sqrt{c_{2}}} \arctan \left(\frac{c_{1}}{c_{2}} x\right)-\frac{t}{c_{1}}, \quad u_{0}=\left(\frac{c_{2}}{c_{2}+c_{1} x^{2}}\right)^{\frac{3}{2}} \phi(z)-q, \quad u_{1}=\left(\frac{c_{2}}{c_{2}+c_{1} x^{2}}\right)^{\frac{3}{2}} \psi(z),
$$

which maps Equation (2) into the following ODEs:

$$
\begin{align*}
& 3\left(c_{2}^{2} \phi^{\frac{4}{3}}-c_{1}^{4} f_{0}\right) \phi \phi^{\prime \prime}+c_{1}^{4} f_{0}\left(4 \phi^{\prime 2}+9 c_{2} \phi^{2}\right)=0  \tag{25}\\
& 9 c_{1}^{3} \lambda_{0} \phi^{2} \phi^{\prime \prime \prime}+12 \phi\left(c_{1} f_{0} \psi-3 \lambda_{0} \phi^{\prime}\right) \phi^{\prime \prime}+9\left(c_{2}^{2} \phi^{\frac{4}{3}}-c_{1}^{4} f_{0}\right) \phi^{2} \psi^{\prime \prime}  \tag{26}\\
& \quad+24 c_{1}^{4} f_{0} \phi \phi^{\prime} \psi^{\prime}-c_{1}^{3}\left(c_{1} f_{0} \psi-\lambda_{0} \phi^{\prime}\right)\left(9 c_{2} \phi^{2}+28 \phi^{\prime 2}\right)=0 \tag{27}
\end{align*}
$$

A particular solution is given by $\phi=0$, so that the solution of Equation (2) is

$$
\begin{equation*}
u=-q+\varepsilon\left(\frac{c_{2}}{c_{2}+c_{1} x^{2}}\right)^{\frac{3}{2}} \psi(z) \tag{28}
\end{equation*}
$$

with $\psi(z)$ arbitrary function of

$$
z=\frac{1}{\sqrt{c_{2}}} \arctan \left(\frac{c_{1}}{c_{2}} x\right)-\frac{t}{c_{1}} .
$$

A simple solution that can be obtained from (24) by setting $c_{1}=c_{2}=0$; the similarity solution and the variables become, respectively,

$$
\begin{equation*}
z=t, \quad u_{0}=x^{-3} \phi(t)-q, \quad u_{1}=x^{-3} \psi(t) \tag{29}
\end{equation*}
$$

while the corresponding reduced ODEs of (2) assume the simple form:

$$
\phi^{\prime \prime} \phi^{\frac{1}{3}}=0, \quad \psi^{\prime \prime} \phi^{\frac{4}{3}}=0
$$

which admit the solution

$$
\begin{equation*}
\phi=h_{1} t+h_{0}, \quad \psi=k_{1} t+k_{0} \tag{30}
\end{equation*}
$$

with $h_{1}, h_{0}, k_{1}$ and $k_{0}$ arbitrary constants of integration. Then, we can write the invariant approximate solution for Equation (2)

$$
\begin{equation*}
u(t, x)=\frac{h_{1} t+h_{0}}{x^{3}}-q+\varepsilon \frac{k_{1} t+k_{0}}{x^{3}}+\mathcal{O}\left(\varepsilon^{2}\right) \tag{31}
\end{equation*}
$$

## 5. The Potential System Associated with the Generalized Ames's Equation

We recall that, for any given system of PDEs, it is possible to construct nonlocally related potential systems that have the same solutions of the given system [2]. The transformation that allows for mapping the given system of PDEs into nonlocally potential systems is defined "nonlocal transformation".

Thus, we have that Equation (2) leads to getting the following system:

$$
\begin{align*}
& u_{t}-v_{x}=0  \tag{32}\\
& v_{t}-\left(\int^{u} f(s) d s+\varepsilon \lambda(u) v_{x}\right)_{x}=0 \tag{33}
\end{align*}
$$

studied in [13], which can be treated as the potential system of Equation (2).
In addition, if we consider the nonlocal transformation $u=w_{x}, v=w_{t}$, systems (32)-(33) are equivalent to

$$
\begin{equation*}
w_{t t}=f\left(w_{x}\right) w_{x x}+\varepsilon\left[\lambda\left(w_{x}\right) w_{t x}\right]_{x} \tag{34}
\end{equation*}
$$

studied in [8,14]. Special cases of models belonging to the class of Equation (34) can be found in [15-19]. Furthermore, some questions related to global existence, uniqueness and stability of solutions have been addressed in [20,21].

In Ref. [7], the authors have proved a Theorem affirming that For any $f$ and $\lambda$, an approximate symmetry admitted by the systems (32)-(33) and Equation (34) defines an approximate symmetry admitted by Equation (2); conversely, some approximate symmetries of Equation (2) do not induce approximate symmetries of Equation (34) and the systems (32)-(33).

In a few words, the classification of Equation (2) is richer than those of systems (32)-(33) and of Equation (34). In fact, while there is a correspondence between the approximate symmetry operators $X_{1}, \ldots, X_{4}$ admitted by Equation (2) with the ones admitted by (34), the operator $X_{5}$ reported in case III of Table 2 is a new approximate operator, admitted only by Equation (2).

According to this theorem, in light of the determination of the one-dimensional optimal system of approximate subalgebras, we are able to get approximate invariant and non-invariant solutions for the systems (32)-(33) and Equation (34).

For better clarification: the correspondence between the approximate symmetry operators $X_{1}, \ldots$, $X_{4}$ admitted by Equation (2) with the ones admitted by (34), allows us to get approximate invariant solutions for the systems (32)-(33) and Equation (34); for instance, the general solution (21) which we have obtained in this paper, when $k_{2}=0$, includes the solution obtained considering an approximate operator admitted by Equation (34) and found in [8]. Instead, starting from the approximate solution (31), obtained by means of the operator $X_{03}$ that involves the generator $X_{5}$, we are able to obtain approximate non-invariant solutions for the systems (32)-(33) and Equation (34) that could not have been obtained from the symmetry analysis and reductions performed in $[13,14]$ because the operator $X_{5}$ is new and it is admitted only by Equation (2).

New Approximate Non-Invariant Solutions for Equation (35) and the Potential System
Starting from the approximate solution (31), keeping in consideration the nonlocal transformation $u=w_{x}$, by integrating (31) with respect to $x$, we obtain:

$$
\begin{equation*}
w(t, x)=-\frac{h_{1} t+h_{0}}{2 x^{2}}-q x+\chi_{0}(t)+\varepsilon\left(\frac{k_{1} t+k_{0}}{2 x^{2}}+\chi_{1}(t)\right) \tag{35}
\end{equation*}
$$

where $\chi_{0}(t)$ and $\chi_{1}(t)$, at this stage, are arbitrary functions of $t$. When we substitute them into (34), we get that it must be linear in their arguments, so we obtain the following new non-invariant approximate solution for Equation (34):

$$
\begin{align*}
& w(t, x)=-\frac{h_{1} t+h_{0}}{2 x^{2}}-q x-\frac{27 f_{0}}{10 h_{1}^{2}}\left(h_{1} t+h_{0}\right)^{\frac{5}{3}}+K_{1} t \\
& -\varepsilon\left[\frac{k_{1} t+k_{0}}{2 x^{2}}-\frac{9\left(h_{0}+h_{1} t\right)^{\frac{2}{3}}}{10 h_{1}^{3}}\left[45 \lambda_{0} h_{1}^{2}+f_{0}\left(h_{1} k_{1} t-5 h_{1} k_{0}+6 h_{0} k_{1}\right)\right]-K_{2} t\right]+\mathcal{O}\left(\varepsilon^{2}\right), \tag{36}
\end{align*}
$$

where $K_{1}$ and $K_{2}$ are arbitrary constants.
Finally, the non-invariant approximate solution for the system (32)-(33) reads as

$$
\begin{align*}
& u=\frac{h_{1} t+h_{0}}{x^{3}}-q+\varepsilon \frac{k_{1} t+k_{0}}{x^{3}} \\
& v=-\frac{h_{1}}{2 x^{2}}-\frac{9 f_{0}}{2 h_{1}}\left(h_{1} t+h_{0}\right)^{\frac{2}{3}}+K_{1}  \tag{37}\\
& -\varepsilon\left[\frac{k_{1} t+k_{0}}{2 x^{2}}-\frac{9\left(h_{0}+h_{1} t\right)^{\frac{2}{3}}}{10 h_{1}^{3}}\left[45 \lambda_{0} h_{1}^{2}+f_{0}\left(h_{1} k_{1} t-5 h_{1} k_{0}+6 h_{0} k_{1}\right)\right]-K_{2} t\right] .
\end{align*}
$$

## 6. Conclusions

In this manuscript, we worked following the method of Valenti's approximate symmetries; moreover, thanks to the link between the approximate symmetries of the three related models (2), (32)-(33), (34) and the definition of one-dimensional optimal system of approximate subalgebras, we are also capable in this manuscript to get new approximate, invariant and non-invariant, solutions not only for the generalized Ames's Equation (2), but also for Equation (34) and the systems (32)-(33) which could not be obtained from the approximate symmetry analysis performed in [13,14].
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## Appendix A

In this Appendix, the Adjoint Table (Table A1) of the case III is reported.

Table A1. Adjoint Table of the Approximate Lie Algebra of Equation (2).

| Ad | $X_{\mathbf{1}}$ | $X_{\mathbf{2}}$ | $X_{\mathbf{3}}$ | $X_{4}$ | $X_{\mathbf{5}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $X_{1}$ | $X_{1}$ | $X_{2}$ | $X_{3}-\varepsilon_{1} X_{1}$ | $X_{4}$ | $X_{5}$ |
| $X_{2}$ | $X_{1}$ | $X_{2}$ | $X_{3}-\varepsilon_{2} X_{2}$ | $X_{4}-\varepsilon_{2} X_{2}$ | $X_{5}-2 \varepsilon_{2} X_{4}$ |
| $X_{3}$ | $X_{1}\left(1+\varepsilon_{3}\right)$ | $X_{2}\left(1+\varepsilon_{3}\right)$ | $X_{3}$ | $X_{4}$ | $X_{5}\left(1-\varepsilon_{3}\right)$ |
| $X_{4}$ | $X_{1}$ | $X_{2}\left(1+\varepsilon_{4}\right)$ | $X_{3}$ | $X_{4}$ | $X_{5}\left(1-\varepsilon_{4}\right)$ |
| $X_{5}$ | $X_{1}$ | $X_{2}+2 \varepsilon_{5} X_{4}$ | $X_{3}+\varepsilon_{5} X_{5}$ | $X_{4}+\varepsilon_{5} X_{5}$ | $X_{5}$ |
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#### Abstract

This paper considers a generalized double dispersion equation depending on a nonlinear function $f(u)$ and four arbitrary parameters. This equation describes nonlinear dispersive waves in $2+1$ dimensions and admits a Lagrangian formulation when it is expressed in terms of a potential variable. In this case, the associated Hamiltonian structure is obtained. We classify all of the Lie symmetries (point and contact) and present the corresponding symmetry transformation groups. Finally, we derive the conservation laws from those symmetries that are variational, and we discuss the physical meaning of the corresponding conserved quantities.
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## 1. Introduction

A well-known equation that models the motion of long dispersive shallow water waves, which are propagated in both directions, is the Boussinesq equation [1,2], given by:

$$
\begin{equation*}
u_{t t}=u_{x x}+b u_{x x x x}+\alpha\left(u^{2}\right)_{x x} \tag{1}
\end{equation*}
$$

This equation is an integrable system, which is well-posed for $b=-1$ and ill-posed for $b=1$.
Many modified and generalized Boussinesq equations have been considered in the literature. A generalization of the Boussinesq equation depending on a nonlinearity power $p \neq 0$ consists of replacing in (1) the nonlinear term $\left(u^{2}\right)_{x x}$ by $\left(u^{p}\right)_{x x}$. The resulting equation is given by:

$$
\begin{equation*}
u_{t t}=u_{x x}+a u_{x x x x}+\alpha\left(u^{p}\right)_{x x} . \tag{2}
\end{equation*}
$$

A modified Boussinesq equation is obtained by substituting the fourth-order term $u_{x x x x}$ in (1) by $u_{t t x x}$, yielding:

$$
\begin{equation*}
u_{t t}=u_{x x}+a u_{t t x x}+\alpha\left(u^{2}\right)_{x x} \tag{3}
\end{equation*}
$$

This equation is well-posed. In [3-8], the Cauchy problem and initial boundary value problem were considered for these equations and also for a double dispersion equation that unifies the previous equations and depends on a nonlinear function $f(u)$. This generalized double dispersion equation is given by:

$$
\begin{equation*}
u_{t t}=u_{x x}+a u_{t t x x}+b u_{x x x x}+d u_{t x x}+(f(u))_{x x} . \tag{4}
\end{equation*}
$$

Another interesting variant of the Boussinesq equation is given by the sixth-order equation:

$$
\begin{equation*}
u_{t t}=u_{x x}+a u_{x x x x x x}+b u_{x x x x}+\left(u^{3}\right)_{x x} \tag{5}
\end{equation*}
$$

and its generalization:

$$
\begin{equation*}
u_{t t}=c u_{x x}+a u_{x x x x x x}+b u_{x x x x}+(f(u))_{x x} \tag{6}
\end{equation*}
$$

where $f(u)$ is a nonlinear function. These equations model long gravity-capillary surface waves with a short amplitude, propagating in both directions in shallow water. The Cauchy problem was considered for Equation (5) in [9], and the Hamiltonian formulation and a complete classification of Lie point symmetries and conservation laws were obtained for Equation (6) in [10].

Recently, a generalization of Equation (2) to two spatial dimensions, given by:

$$
\begin{equation*}
u_{t t}=u_{x x}+b u_{x x x x}+\alpha\left(u^{p+1}\right)_{x x}+\beta u_{y y}, \quad p \neq 0 \tag{7}
\end{equation*}
$$

was considered in [11], where the point symmetries, conservation laws, and line soliton solutions were derived.

In this work, we consider a $(2+1)$-dimensional generalization of the double dispersion Equation (4), given by:

$$
\begin{equation*}
u_{t t}=u_{x x}+a u_{t t x x}+b u_{x x x x x}+d u_{t x x}+(f(u))_{x x}+\beta u_{y y}, \tag{8}
\end{equation*}
$$

where $f(u)$ is a nonlinear arbitrary function and $a, b, d$, and $\beta$ are arbitrary parameters. The 2D generalized double dispersion (2D gDD) family of Equations (8) unifies the previous Equations (1)-(4) and (7). Some $(2+1)$-dimensional equations in this family were considered in recent literature and were shown to admit interesting exact solutions such as line solitons and lump solutions [11-13].

For any given partial differential equation (PDE), symmetries are transformations that leave invariant the whole space of solutions of the equation. Symmetries can be used to obtain reductions and exact group-invariant solutions. These invariant solutions play a key role in the investigation of certain analytical properties, e.g., asymptotic and blow-up behavior. In addition, explicit solutions can be used to assess the accuracy and reliability of numerical solution methods. For a given PDE, all admitted Lie symmetries can be determined by applying the Lie method.

A conservation law of a given evolution equation is a continuity equation that yields basic conserved quantities for all solutions. Some important uses, among others, are that they allow detecting and constructing mappings of nonlinear evolution equations to linear equations. Moreover, they can be used for studying integrability.

In Section 2, we write the 2D gDD Equation (8) as a potential equation, and we find a Lagrangian formulation for $d=0$. The associated Hamiltonian formulation is also included in Section 2. By using the Lie method, in Section 3, we classify all point and contact symmetries of the potential equation, and we include the corresponding symmetry groups. We provide an Appendix A with a summary of the computations. In Section 4, from the previous classification of Lie symmetries of the potential equation, the variational symmetries are found. Next, in Section 5, we derive the conservation laws of the potential equation from the variational symmetries by using Noether's theorem. Furthermore, we discuss the physical meaning of the associated conserved quantities. Finally, in Section 6, we give some conclusions.

## 2. Potential Form and Hamiltonian Formulation

The generalized double dispersion Equation (8) can be expressed in potential form by using a potential:

$$
\begin{equation*}
u=v_{x} \tag{9}
\end{equation*}
$$

The resulting equation is then given by:

$$
\begin{equation*}
G=v_{t t}-v_{x x}-a v_{t t x x}-b v_{x x x x}-d v_{t x x}-\left(f\left(v_{x}\right)\right)_{x}-\beta v_{y y}=0 . \tag{10}
\end{equation*}
$$

This potential Equation (10) admits a local Lagrangian structure:

$$
\begin{equation*}
\frac{\delta L}{\delta v}=0 \tag{11}
\end{equation*}
$$

if and only if $d=0$, where $\delta / \delta v$ is the variational derivative with respect to $v$ :

$$
\begin{align*}
\frac{\delta}{\delta v}= & \partial_{v}-D_{t} \partial_{v_{t}}-D_{x} \partial_{v_{x}}-D_{y} \partial_{v_{y}}+D_{t}^{2} \partial_{v_{t t}}+D_{x}^{2} \partial_{v_{x x}}+D_{y}^{2} \partial_{v_{y y}}+D_{t} D_{x} \partial_{v_{t x}}+D_{t} D_{y} \partial_{v_{t y}}  \tag{12}\\
& +D_{x} D_{y} \partial_{v_{x y}}+\cdots .
\end{align*}
$$

Indeed, the double dispersion equation in potential form (10) can be written as the Euler-Lagrangian equation of a local Lagrangian if and only if the Helmholtz conditions are satisfied [14,15], i.e., the Fréchet derivative of Equation (10) is self-adjoint. We recall $[14,15]$ that the Fréchet derivative of a differential function $G\left(t, x, y, v, v_{t}, v_{x}, v_{y}, \ldots\right)$ acting on $P(t, x, y)$ is given by:

$$
\begin{align*}
\delta_{P} G= & P \frac{\partial G}{\partial v}+D_{t} P \frac{\partial G}{\partial v_{t}}+D_{x} P \frac{\partial G}{\partial v_{x}}+D_{y} P \frac{\partial G}{\partial v_{y}}+D_{t}^{2} P \frac{\partial G}{\partial v_{t t}}+D_{x}^{2} P \frac{\partial G}{\partial v_{x x}}+D_{y}^{2} P \frac{\partial G}{\partial v_{y y}} \\
& +D_{t} D_{x} P \frac{\partial G}{\partial v_{t x}}+D_{t} D_{y} P \frac{\partial G}{\partial v_{t y}}+D_{x} D_{y} P \frac{\partial G}{\partial v_{x y}}+\cdots, \tag{13}
\end{align*}
$$

and the adjoint Fréchet derivative is given by:

$$
\begin{align*}
\delta_{P}^{*} G= & P \frac{\partial G}{\partial v}-D_{t}\left(P \frac{\partial G}{\partial v_{t}}\right)-D_{x}\left(P \frac{\partial G}{\partial v_{x}}\right)-D_{y}\left(P \frac{\partial G}{\partial v_{y}}\right)+D_{t}^{2}\left(P \frac{\partial G}{\partial v_{t t}}\right)+D_{x}^{2}\left(P \frac{\partial G}{\partial v_{x x}}\right) \\
& +D_{y}^{2}\left(P \frac{\partial G}{\partial v_{y y}}\right)+D_{t} D_{x}\left(P \frac{\partial G}{\partial v_{t x}}\right)+D_{t} D_{y}\left(P \frac{\partial G}{\partial v_{t y}}\right)+D_{x} D_{y}\left(P \frac{\partial G}{\partial v_{x y}}\right)-\cdots . \tag{14}
\end{align*}
$$

To show that the Fréchet derivative of the potential 2D gDD Equation (10) is self-adjoint, we compute the Fréchet derivative of Equation (10):

$$
\begin{equation*}
\delta_{P} G=-f^{\prime \prime}\left(v_{x}\right) v_{x x} D_{x} P+D_{t}^{2} P-\left(1+f^{\prime}\left(v_{x}\right)\right) D_{x}^{2} P-\beta D_{y}^{2} P-d D_{t} D_{x}^{2} P-a D_{t}^{2} D_{x}^{2} P-b D_{x}^{4} P \tag{15}
\end{equation*}
$$

and the adjoint Fréchet derivative of Equation (10):

$$
\begin{equation*}
\delta_{P}^{*} G=D_{x}\left(f^{\prime \prime}\left(v_{x}\right) v_{x x} P\right)+D_{t}^{2} P-D_{x}^{2}\left(\left(1+f^{\prime}\left(v_{x}\right)\right) P\right)-\beta D_{y}^{2} P+d D_{t} D_{x}^{2} P-a D_{t}^{2} D_{x}^{2} P-b D_{x}^{4} P \tag{16}
\end{equation*}
$$

where $P=P(t, x, y)$, and we verify that Expression (15) coincides with its adjoint (16) for all $P(t, x, y)$. It is straightforward to show that this only occurs iff $d=0$.

There are two main implications when a PDE admits a Lagrangian structure: the existence of conserved energy, momentum, etc., from Noether's theorem and the existence of a Hamiltonian formulation. From the physical point of view, the restriction $d=0$ on Equation (10) means that the dynamics is being restricted such that dissipative processes are being removed, leading to conservation of energy, momentum, etc.

The Lagrangian corresponding to the Lagrangian formulation (11) of Equation (10) is then given by:

$$
\begin{equation*}
L=-\frac{1}{2} v_{t}^{2}+\frac{1}{2} v_{x}^{2}-\frac{1}{2} a v_{t t} v_{x x}-\frac{1}{2} b v_{x x}^{2}+F\left(v_{x}\right)+\frac{1}{2} \beta v_{y}^{2} \tag{17}
\end{equation*}
$$

where $F^{\prime}\left(v_{x}\right)=f\left(v_{x}\right)$.
The potential Equation (10) can be expressed as an equivalent evolution system, given by:

$$
\begin{align*}
& v_{t}=w \\
& w_{t}=v_{x x}+a v_{t t x x}+b v_{x x x x}+d v_{t x x}+f^{\prime}\left(v_{x}\right) v_{x x}+\beta v_{y y} \tag{18}
\end{align*}
$$

When $d=0$, the Lagrangian structure (11) yields a Hamiltonian formulation for the potential system (18), given by:

$$
\binom{v}{w}_{t}=J\binom{\delta H / \delta v}{\delta H / \delta w}, \quad J=\left(\begin{array}{cc}
0 & 1  \tag{19}\\
-1 & 0
\end{array}\right)
$$

with the Hamiltonian density given by:

$$
\begin{equation*}
H=\int_{\mathbb{R}^{2}}\left(\frac{1}{2} w^{2}+\frac{1}{2} v_{x}^{2}-\frac{1}{2} a v_{t t} v_{x x}-\frac{1}{2} b v_{x x}^{2}+F\left(v_{x}\right)+\frac{1}{2} \beta v_{y}^{2}\right) d x d y \tag{20}
\end{equation*}
$$

where $F^{\prime}\left(v_{x}\right)=f\left(v_{x}\right)$ and $J$ is the Hamiltonian operator [15]. There exists an equivalent Hamiltonian structure in terms of the variable $u$, with the Hamiltonian given by a nonlocal expression in $u$ and $w$. By noting that $u_{t}=v_{t x}=w_{x}$ and by applying the variational derivative identity $\delta H / \delta v=-D_{x}(\delta H / \delta u)$, the Hamiltonian formulation is then given by:

$$
\binom{u}{w}_{t}=\mathcal{D}\binom{\delta H / \delta u}{\delta H / \delta w}, \quad \mathcal{D}=\left(\begin{array}{cc}
0 & D_{x}  \tag{21}\\
D_{x} & 0
\end{array}\right)
$$

where $\mathcal{D}$ is the Hamiltonian operator [15].
Note that when $a=0$ and $f\left(v_{x}\right)=v_{x}^{p+1}$, the generalized $(2+1)$-dimensional Boussinesq with $p$-power nonlinearity is obtained. The Hamiltonian structure for this equation was obtained in [11]. In addition, if $\beta=0$ and $p=1$, this Hamiltonian formulation is one of the Hamiltonian structures [15] of the ordinary Boussinesq Equation (1). In this section, these Hamiltonian structures have been extended for a more general $(2+1)$-dimensional double dispersion equation depending on an arbitrary function.

## 3. Lie Symmetries

For nonlinear evolution equations, symmetries are important since they can be used to determine groups of transformations, which leave the solution space of the equation invariant, and also because they lead to reductions and exact invariant solutions. The Hamiltonian structure derived in the previous section motivates studying the symmetries of the 2 D gDD equation in potential form (10). The Lie symmetries of Equation (10) consist of point symmetries and contact symmetries, since the equation involves only a single dependent variable $v$ [16].

### 3.1. Point Symmetries

An infinitesimal point symmetry of the potential 2D gDD Equation (10) is a vector field of the form:

$$
\begin{equation*}
\mathbf{X}=\tau(t, x, y, v) \partial_{t}+\xi^{x}(t, x, y, v) \partial_{x}+\xi^{y}(t, x, y, v) \partial_{y}+\eta(t, x, y, v) \partial_{v} \tag{22}
\end{equation*}
$$

whose prolongation leaves invariant the whole solution space of the equation,

$$
\begin{equation*}
\left.\operatorname{pr} \mathbf{X}\left(v_{t t}-v_{x x}-a v_{t t x x}-b v_{x x x x}-d v_{t x x}-f^{\prime}\left(v_{x}\right) v_{x x}-\beta v_{y y}\right)\right|_{G=0}=0 . \tag{23}
\end{equation*}
$$

A point symmetry (22) of the potential 2D gDD Equation (10) generates a one-parameter Lie group of point transformations acting on dependent and independent variables that carries solutions of the equation into other solutions. This point symmetry transformation is then given by:

$$
\begin{align*}
& \tilde{t}=t+\epsilon \tau(t, x, y, v)+O\left(\epsilon^{2}\right) \\
& \tilde{x}=x+\epsilon \zeta^{x}(t, x, y, v)+O\left(\epsilon^{2}\right) \\
& \tilde{y}=y+\epsilon \zeta^{y}(t, x, y, v)+O\left(\epsilon^{2}\right)  \tag{24}\\
& \tilde{v}=v+\epsilon \eta(t, x, y, v)+O\left(\epsilon^{2}\right)
\end{align*}
$$

with $\epsilon$ being the group parameter. The action of a point symmetry on solutions of the potential 2D gDD Equation (10) yields:

$$
\begin{align*}
v(t, x, y) \rightarrow \tilde{v}(t, x, y)= & v(t, x, y)+\epsilon\left(\eta \left(t, x, y, v(t, x, y)-\tau(t, x, y, v(t, x, y)) v_{t}(t, x, y)\right.\right.  \tag{25}\\
& \left.-\eta^{x}(t, x, y, v(t, x, y)) v_{x}(t, x, y)-\eta^{y}(t, x, y, v(t, x, y)) v_{y}(t, x, y)\right)+O\left(\epsilon^{2}\right)
\end{align*}
$$

corresponding to the characteristic form of the generator, given by:

$$
\begin{equation*}
\hat{\mathbf{x}}=P \partial_{v}, \quad P=\eta-\tau v_{t}-\xi^{x} v_{x}-\xi^{y} v_{y} \tag{26}
\end{equation*}
$$

where $P$ is the symmetry characteristic. The invariance condition is then equivalently expressed in terms of the Fréchet derivative (13) of the potential 2D gDD Equation (10) acting on the symmetry characteristic $P$ as:

$$
\begin{equation*}
0=\left.\operatorname{pr} \hat{\mathbf{X}}(G)\right|_{G=0}=\left.\delta_{P} G\right|_{G=0} \tag{27}
\end{equation*}
$$

yielding:

$$
\begin{equation*}
D_{t}^{2} P-f^{\prime \prime}\left(v_{x}\right) v_{x x} D_{x} P-\left(1+f^{\prime}\left(v_{x}\right)\right) D_{x}^{2} P-\beta D_{y}^{2} P-d D_{t} D_{x}^{2} P-a D_{t}^{2} D_{x}^{2} P-b D_{x}^{4} P=0 \tag{28}
\end{equation*}
$$

which holds for all solutions of the 2D gDD equation in potential form (10), and is called the symmetry-determining equation of PDE (10). The determining Equation (28) splits with respect to the differential consequences of $v$ and leads to an overdetermined system of equations for $P, f\left(v_{x}\right)$, $a, b, d$, and $\beta$. Furthermore, we will also impose the classification conditions $f^{\prime \prime}\left(v_{x}\right) \neq 0$, which implies that the equation is nonlinear; $a^{2}+b^{2} \neq 0$ and $\beta \neq 0$, which respectively imply that the equation is a fourth-order PDE, and generalizes the 1D gDD Equation (4) to two spatial dimensions. We set up and solve the resulting determining system by using Maple, in particular the "rifsimp" and "pdsolve" commands. A summary of the steps followed for this computation is included in Appendix A. Therefore, we have the following classification result.

Theorem 1. (i) The point symmetries admitted by the 2D generalized double dispersion potential Equation (10) for arbitrary $a, b, d, \beta$, and $f\left(v_{x}\right)$ with the conditions $a^{2}+b^{2} \neq 0, \beta \neq 0$, and $f^{\prime \prime}\left(v_{x}\right) \neq 0$ are generated by the transformations:

$$
\begin{align*}
& \mathbf{X}_{1}=\partial_{t}  \tag{29a}\\
& (\tilde{t}, \tilde{x}, \tilde{y}, \tilde{v})_{1}=(t+\epsilon, x, y, v), \quad \text { time-translation. }  \tag{29b}\\
& \mathbf{X}_{2}=\partial_{x}  \tag{30a}\\
& (\tilde{t}, \tilde{x}, \tilde{y}, \tilde{v})_{2}=(t, x+\epsilon, y, v), \quad \text { space-translation. }  \tag{30b}\\
& \mathbf{X}_{3}=\partial_{y}  \tag{31a}\\
& (\tilde{t}, \tilde{x}, \tilde{y}, \tilde{v})_{3}=(t, x, y+\epsilon, v), \quad \text { space-translation. }  \tag{31b}\\
& \mathbf{X}_{4, g, h}=(g(y+\sqrt{\beta} t)+h(y-\sqrt{\beta} t)) \partial_{v},  \tag{32a}\\
& (\tilde{t}, \tilde{x}, \tilde{y}, \tilde{v})_{4}=(t, x, y, v+(g(y+\sqrt{\beta} t)+h(y-\sqrt{\beta} t)) \epsilon) \tag{32b}
\end{align*}
$$

The last symmetry is a linear combination of two infinite-dimensional families, with $g(y+\sqrt{\beta} t)+h(y-$ $\sqrt{\beta} t$ ) being the general solution of the linear equation $P_{t t}-\beta P_{y y}=0$ for $P=P(t, y)$.
(ii) The 2D generalized double dispersion potential Equation (10) admits additional point symmetries for special $f\left(v_{x}\right), a, b$, or $d$, in the following cases:
(a) $a=0, d=0$, arbitrary $f\left(v_{x}\right), b$, and $\beta$,

$$
\begin{align*}
& \mathbf{X}_{5}=y \partial_{t}+\beta t \partial_{y}  \tag{33a}\\
& (\tilde{t}, \tilde{x}, \tilde{y}, \tilde{v})_{5}=\left(\cosh (\epsilon \sqrt{\beta}) t+\frac{1}{\sqrt{\beta}} \sinh (\epsilon \sqrt{\beta}) y, x, \cosh (\epsilon \sqrt{\beta}) y+\sqrt{\beta} \sinh (\epsilon \sqrt{\beta}) t, v\right),  \tag{33b}\\
& \quad \text { boost in the plane }(y, t) .
\end{align*}
$$

(b) $f\left(v_{x}\right)=\alpha\left(v_{x}+c\right)^{p+1}-v_{x}, a=0$, arbitrary $b, d$, and $\beta$,

$$
\begin{align*}
& \mathbf{x}_{6}=2 p t \partial_{t}+p x \partial_{x}+2 p y \partial_{y}+((p-2) v-2 c x) \partial_{v},  \tag{34a}\\
& (\tilde{t}, \tilde{x}, \tilde{y}, \tilde{v})_{6}=\left(e^{2 p \epsilon} t, e^{p \epsilon} x, e^{2 p \epsilon} y, e^{(p-2) \epsilon} v-2 c x \epsilon\right), \quad \text { scaling and shift. } \tag{34b}
\end{align*}
$$

(c) $f\left(v_{x}\right)=\frac{1}{\alpha} \ln \left(\alpha\left(v_{x}+c\right)\right)-v_{x}, a=0$, arbitrary $b, d$, and $\beta$,

$$
\begin{align*}
& \mathbf{X}_{7}=2 t \partial_{t}+x \partial_{x}+2 y \partial_{y}+(3 v+2 c x) \partial_{v}  \tag{35a}\\
& (\tilde{t}, \tilde{x}, \tilde{y}, \tilde{v})_{7}=\left(e^{2 \epsilon} t, e^{\epsilon} x, e^{2 \epsilon} y, e^{3 \epsilon} v+2 c x \epsilon\right), \quad \text { scaling and shift. } \tag{35b}
\end{align*}
$$

(d) $f\left(v_{x}\right)=\alpha\left(v_{x}+c\right)^{p+1}-v_{x}, b=0, d=0$, arbitrary $a$ and $\beta$,

$$
\begin{align*}
& \mathbf{X}_{8}=p t \partial_{t}+p y \partial_{y}-2(v+c x) \partial_{v}  \tag{36a}\\
& (\tilde{t}, \tilde{x}, \tilde{y}, \tilde{v})_{8}=\left(e^{p \epsilon} t, x, e^{p \epsilon} y, e^{-2 \epsilon} v-2 c x \epsilon\right), \quad \text { scaling and shift. } \tag{36b}
\end{align*}
$$

(e) $f\left(v_{x}\right)=\alpha e^{p v_{x}}-v_{x}, b=0, d=0$, arbitrary $a$ and $\beta$,

$$
\begin{align*}
& \mathbf{x}_{9}=p t \partial_{t}+p y \partial_{y}-2 x \partial_{v}  \tag{37a}\\
& (\tilde{t}, \tilde{x}, \tilde{y}, \tilde{v})_{9}=\left(e^{p \epsilon} t, x, e^{p \epsilon} y, v-2 x \epsilon\right), \quad \text { scaling and shift. } \tag{37b}
\end{align*}
$$

The classification of the maximal point symmetry Lie algebras for the 2D gDD potential Equation (10) is shown in the following theorem. For each case, the basis of generators and its non-zero Lie brackets are included.

Theorem 2. The 2D generalized double dispersion potential Equation (10) admits the maximal symmetry algebras (with corresponding non-zero commutator structure) given by:
(i) arbitrary $f\left(v_{x}\right), a, b, d$, and $\beta$,

$$
\begin{gathered}
\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}, \mathbf{X}_{4, g, h} ; \\
{\left[\mathbf{X}_{1}, \mathbf{X}_{4, g, h}\right]=\mathbf{X}_{4, \sqrt{\beta} g^{\prime},-\sqrt{\beta} h^{\prime}} ; \quad\left[\mathbf{X}_{3}, \mathbf{X}_{4, g, h}\right]=\mathbf{X}_{4, g^{\prime}, h^{\prime}}}
\end{gathered}
$$

(ii) $a=0, d=0$, arbitrary $f\left(v_{x}\right), b$, and $\beta$,

$$
\begin{gathered}
\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}, \mathbf{X}_{4, g, h}, \mathbf{X}_{5} ; \\
{\left[\mathbf{X}_{1}, \mathbf{X}_{5}\right]=\beta \mathbf{X}_{3} ; \quad\left[\mathbf{X}_{3}, \mathbf{X}_{5}\right]=\mathbf{X}_{1} ; \quad\left[\mathbf{X}_{4, g, h}, \mathbf{X}_{5}\right]=\mathbf{X}_{4, g_{1}, h_{1}}}
\end{gathered}
$$

where $g_{1}=\sqrt{\beta}(y+\sqrt{\beta} t) g^{\prime}$ and $h_{1}=-\sqrt{\bar{\beta}}(y-\sqrt{\bar{\beta}} t) h^{\prime}$.
(iii) $f\left(v_{x}\right)=\alpha\left(v_{x}+c\right)^{p+1}-v_{x}, a=0$, arbitrary $b, d$, and $\beta$,

$$
\begin{gathered}
\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}, \mathbf{X}_{4, g, h}, \mathbf{X}_{6} ; \\
{\left[\mathbf{X}_{1}, \mathbf{X}_{6}\right]=2 p \mathbf{X}_{1} ; \quad\left[\mathbf{X}_{2}, \mathbf{X}_{6}\right]=p \mathbf{X}_{2}+\mathbf{X}_{4,-2 c, 0} ; \quad\left[\mathbf{X}_{3}, \mathbf{X}_{6}\right]=2 p \mathbf{X}_{3} ; \quad\left[\mathbf{X}_{4, g, h}, \mathbf{X}_{6}\right]=\mathbf{X}_{4, g_{2}, h_{2}},}
\end{gathered}
$$

where $g_{2}=(p-2) g-2 p(y+\sqrt{\bar{\beta}} t) g^{\prime}$ and $h_{2}=(p-2) h-2 p(y-\sqrt{\beta} t) h^{\prime}$.
(iv) $\quad f\left(v_{x}\right)=\frac{1}{\alpha} \ln \left(\alpha\left(v_{x}+c\right)\right)-v_{x}, a=0$, arbitrary $b, d$, and $\beta$,

$$
\begin{gathered}
\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}, \mathbf{X}_{4, g, h}, \mathbf{X}_{7} ; \\
{\left[\mathbf{X}_{1}, \mathbf{X}_{7}\right]=2 \mathbf{X}_{1} ; \quad\left[\mathbf{X}_{2}, \mathbf{X}_{7}\right]=\mathbf{X}_{2}+\mathbf{X}_{4,2 c, 0} ; \quad\left[\mathbf{X}_{3}, \mathbf{X}_{7}\right]=2 \mathbf{X}_{3} ; \quad\left[\mathbf{X}_{4, g, h}, \mathbf{X}_{7}\right]=\mathbf{X}_{4, g_{3}, h_{3}},}
\end{gathered}
$$

$$
\text { where } g_{3}=3 g-2(y+\sqrt{\beta} t) g^{\prime} \text { and } h_{3}=3 h-2(y-\sqrt{\beta} t) h^{\prime} .
$$

(v) $f\left(v_{x}\right)=\alpha\left(v_{x}+c\right)^{p+1}-v_{x}, b=0, d=0$, arbitrary $a$ and $\beta$,

$$
\begin{gathered}
\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}, \mathbf{X}_{4, g, h}, \mathbf{X}_{8} ; \\
{\left[\mathbf{X}_{1}, \mathbf{X}_{8}\right]=p \mathbf{X}_{1} ; \quad\left[\mathbf{X}_{2}, \mathbf{X}_{8}\right]=\mathbf{X}_{4,-2 c, 0} ; \quad\left[\mathbf{X}_{3}, \mathbf{X}_{8}\right]=p \mathbf{X}_{3} ; \quad\left[\mathbf{X}_{4, g, h}, \mathbf{X}_{8}\right]=\mathbf{X}_{4, g_{4}, h_{4}},}
\end{gathered}
$$

where $g_{4}=-2 g-p(y+\sqrt{\beta} t) g^{\prime}$ and $h_{4}=-2 h-p(y-\sqrt{\beta} t) h^{\prime}$.
(vi) $f\left(v_{x}\right)=\alpha e^{p v_{x}}-v_{x}, b=0, d=0$, arbitrary $a$ and $\beta$,

$$
\begin{gathered}
\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}, \mathbf{X}_{4, g, h}, \mathbf{X}_{9} ; \\
{\left[\mathbf{X}_{1}, \mathbf{X}_{9}\right]=p \mathbf{X}_{1} ; \quad\left[\mathbf{X}_{2}, \mathbf{X}_{9}\right]=\mathbf{X}_{4,-2,0} ; \quad\left[\mathbf{X}_{3}, \mathbf{X}_{9}\right]=p \mathbf{X}_{3} ; \quad\left[\mathbf{X}_{4, g, h}, \mathbf{X}_{9}\right]=\mathbf{X}_{4, g_{5}, h_{5}},}
\end{gathered}
$$

where $g_{5}=-p(y+\sqrt{\beta} t) g^{\prime}$ and $h_{5}=-p(y-\sqrt{\beta} t) h^{\prime}$.
(vii) $f\left(v_{x}\right)=\alpha\left(v_{x}+c\right)^{p+1}-v_{x}, a=0, d=0$, arbitrary $b$ and $\beta$,

$$
\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}, \mathbf{X}_{4, g, h}, \mathbf{X}_{5}, \mathbf{X}_{6}
$$

(viii) $f\left(v_{x}\right)=\frac{1}{\alpha} \ln \left(\alpha\left(v_{x}+c\right)\right)-v_{x}, a=0, d=0$, arbitrary $b$ and $\beta$,

$$
\mathbf{X}_{1}, \mathbf{X}_{2}, \mathbf{X}_{3}, \mathbf{X}_{4, g, h}, \mathbf{X}_{5}, \mathbf{X}_{7}
$$

For arbitrary $f\left(v_{x}\right), a, b, d$, and $\beta$, the 2D gDD potential Equation (10) admits a four-dimensional Lie algebra consisting of time-translation symmetry (29), space-translation symmetries (29) and (30), and infinite-dimensional symmetry families (32). When $a=0$ and $d=0$, Equation (10) becomes a 2D generalized Boussinesq equation in potential form and admits a five-dimensional algebra that includes the previous symmetries and also a boost in the plane $(y, t)(33)$. The classification of point symmetries was already known for the 2D Boussinesq Equation (7) in potential form when $f\left(v_{x}\right)=v_{x}^{p+1}$ [11]. However, we remark that this maximal algebra is also admitted by Equation (10) with $a=0$ and $d=0$ for any $f\left(v_{x}\right)$.

We also note that for each of the cases (iii)-(viii) of Theorem 2, the specific forms of the function $f\left(v_{x}\right)$ will result in the dropping of the second-order term $v_{x x}$ in the 2D gDD potential Equation (10). Therefore, the resulting equations are not properly Boussinesq-type equations, but some other fourth-order nonlinear dispersive PDEs in $2+1$ dimensions that admit five-dimensional algebras consisting of time and space-translation symmetries, infinite symmetry families, plus a scaling and shift symmetry. In particular, when $a=0$ and $d=0$ and for the specific forms of $f\left(v_{x}\right)$ in Cases (vii) and (viii), the equations are respectively given by:

$$
\begin{equation*}
v_{t t}-b v_{x x x x}-\alpha(p+1)\left(v_{x}+c\right)^{p} v_{x x}-\beta v_{y y}=0 \tag{38}
\end{equation*}
$$

and:

$$
\begin{equation*}
v_{t t}-b v_{x x x x}-\frac{1}{\alpha\left(v_{x}+c\right)} v_{x x}-\beta v_{y y}=0 \tag{39}
\end{equation*}
$$

Both equations admit six-dimensional algebras consisting of time and space-translation symmetries, infinite symmetry families, boost symmetry, and scaling-shift symmetry.

### 3.2. Contact Symmetries

A contact symmetry of the potential 2D gDD Equation (10) is a one-parameter Lie group of transformations that leaves invariant the solution space of the equation and in which the transformation of $(t, x, y, v)$ essentially depends on $v_{t}, v_{x}$, or $v_{y}$. The corresponding symmetry generator is given by:

$$
\begin{equation*}
\mathbf{X}=\tau \partial_{t}+\xi^{x} \partial_{x}+\xi^{y} \partial_{y}+\eta \partial_{v}+\eta^{t} \partial_{v_{t}}+\eta^{x} \partial_{v_{x}}+\eta^{y} \partial_{v_{y}}, \tag{40}
\end{equation*}
$$

and the characteristic form of this generator is then given by:

$$
\begin{equation*}
\hat{\mathbf{X}}=P\left(t, x, y, v, v_{t}, v_{x}, v_{y}\right) \partial_{v} \tag{41}
\end{equation*}
$$

with:

$$
\begin{align*}
& \tau=-P_{v_{t}}, \quad \xi^{x}=-P_{v_{x}}, \quad \xi^{y}=-P_{v_{y}}, \quad \eta=P-v_{t} P_{v_{t}}-v_{x} P_{v_{x}}-v_{y} P_{v_{y}}, \\
& \eta^{t}=P_{t}+v_{t} P_{v}, \quad \eta^{x}=P_{x}+v_{x} P_{v}, \quad \eta^{y}=P_{y}+v_{y} P_{v} . \tag{42}
\end{align*}
$$

A contact symmetry yields a prolonged point symmetry iff the symmetry characteristic $P$ is at most linear in $v_{t}, v_{x}$, and $v_{y}$.

The invariance of the potential 2D gDD Equation (10) under the contact symmetry transformation is expressed by the determining Equation (28) holding for all solutions $v(t, x, y)$ of Equation (10). Then, the determining equation splits into an overdetermined system of equations for $P\left(t, x, y, v, v_{t}, v_{x}, v_{y}\right)$ together with the function $f\left(v_{x}\right)$ and the parameters of the equation $a, b, d$, and $\beta$. We impose again the classification conditions $f^{\prime \prime}\left(v_{x}\right) \neq 0, a^{2}+b^{2} \neq 0$ and $\beta \neq 0$. We set up and solve this system by using the Maple "rifsimp" and "pdsolve" commands. This computation is analogously done by using the steps outlined in Appendix A for the Lie point symmetries, but considering in this case the contact symmetry in characteristic form (41). Therefore, we obtain the following result.

Theorem 3. The 2D generalized double dispersion potential Equation (10) does not admit any contact symmetry except for those that reduce to prolongations of point symmetries.

## 4. Variational Symmetries

When $d=0$, the 2D generalized double dispersion potential Equation (10) admits a local Lagrangian structure (11) in terms of a Lagrangian functional (17), which will be used in this section to determine which of the Lie symmetries of Equation (10) with $d=0$ are variational symmetries.

A variational symmetry is an infinitesimal symmetry $\hat{\mathbf{X}}=P \partial_{v}$ that leaves invariant a Lagrangian functional $L$ up to a total divergence,

$$
\begin{equation*}
\hat{\mathbf{X}} L=D_{t} \Psi^{t}+D_{x} \Psi^{x}+D_{y} \Psi^{y} \tag{43}
\end{equation*}
$$

where $\Psi^{t}, \Psi^{x}, \Psi^{y}$ depend on $t, x, y, v$, and derivatives of $v$. The invariance condition is usually verified by computing the left-hand side of (43) and integrating by parts the resulting expression to obtain a total divergence expression. This invariance condition is equivalent to:

$$
\begin{equation*}
E_{v}\left(P E_{v}(L)\right)=0 \tag{44}
\end{equation*}
$$

in terms of the Euler operator (12) (i.e., the variational derivative), involving only the symmetry characteristic $P$ and the Lagrangian $L[14,15]$.

Therefore, for each of the Lie point symmetries admitted by the 2D gDD potential Equation (10) with $d=0$, it is only necessary to check that the variational symmetry condition (44) is satisfied, where $L$ is the Lagrangian (17). We next summarize the results.

Theorem 4. The 2D generalized double dispersion equation in potential form (10) with $d=0$ admits the variational point symmetries spanned by the time-translation symmetry (29), the space-translation symmetries
(30) and (31), the infinite symmetry families (32), the boost symmetry (33), and the scaling-shift symmetry (37). The scaling-shift symmetry (34) is only variational for $p=\frac{4}{3}$, and the scaling-shift symmetries (35) and (36) are not variational.

## 5. Conservation Laws

A local conservation laws of the potential 2D gDD Equation (10) is a space-time divergence expression:

$$
\begin{equation*}
D_{t} T+D_{x} X+\left.D_{y} Y\right|_{G=0}=0 \tag{45}
\end{equation*}
$$

holding on the solution space of Equation (10), with $T$ and $(X, Y)$ being respectively the density and the spatial flux, which are functions of $t, x, y, v$, and derivatives of $v$. The expression $(T, X, Y)$ is called the conserved current. For any given nonlinear evolution equation, local conservation laws are important since they describe physical quantities that do not change over time within an isolated physical process.

For the potential 2D gDD Equation (10), every non-trivial conservation law (45) is equivalent to the characteristic equation [14,15,17], given by:

$$
\begin{equation*}
D_{t} \tilde{T}+D_{x} \tilde{X}+D_{y} \tilde{Y}=\left(v_{t t}-v_{x x}-a v_{t t x x}-b v_{x x x x x}-d v_{t x x}-\left(f\left(v_{x}\right)\right)_{x}-\beta v_{y y}\right) Q, \tag{46}
\end{equation*}
$$

holding off of the solution space of Equation (10), where $Q, \tilde{T}, \tilde{X}$, and $\tilde{Y}$ are functions of $t, x, y, v$, and derivatives of $v$. When restricted to the solution space of Equation (10), the conserved density $\tilde{T}$ and the spatial flux $(\tilde{X}, \tilde{Y})$ respectively yield $T$ and $(X, Y)$. The function $Q$ in (46) is called the conservation law multiplier.

For a given equation admitting a Lagrangian structure (11), Noether's theorem states a one-to-one correspondence between variational symmetries and locally non-trivial conservation laws [15,17]. In terms of the variational symmetry characteristic $P$ and the conservation law multiplier $Q$, the correspondence in Noether's theorem is equivalent to the condition:

$$
\begin{equation*}
P=Q . \tag{47}
\end{equation*}
$$

Given a variational symmetry characteristic $P$, it is straightforward to derive the corresponding conserved current ( $\tilde{T}, \tilde{X}, \tilde{Y}$ ) from the characteristic Equation (46) by using several methods. One method consists of first splitting the characteristic equation $D_{t} \tilde{T}+D_{x} \tilde{X}+D_{y} \tilde{Y}=P E_{v}(L)$ with respect to $v$ and its derivatives and then integrating the resulting linear system [17]. A second method consists of applying a repeated integration process [18] to the terms in the expression $P E_{v}(L)$ to obtain $\tilde{T}, \tilde{X}, \tilde{Y}$. A third method consists of inverting the Euler operator in the variational symmetry equation $E_{v}\left(P E_{v}(L)\right)=0$ by means of a homotopy integral formula [14,15,17].

Since the 2D gDD equation in potential form (10) with $d=0$ possesses a Lagrangian formulation, we now derive the conservation laws associated with the variational symmetries obtained in Theorem 4.

Theorem 5. (i) The conservation laws admitted by the 2D generalized double dispersion equation in potential form (10) with $d=0$, for arbitrary $f\left(v_{x}\right), a, b, \beta$, arising from variational symmetries, are given by:

$$
\begin{align*}
& T_{1}=\frac{1}{2} a v_{t x}^{2}-\frac{1}{2} b v_{x x}^{2}+\frac{1}{2} v_{t}^{2}+\frac{1}{2} v_{x}^{2}+\frac{1}{2} \beta v_{y}^{2}+F\left(v_{x}\right), \\
& X_{1}=-a v_{t t x} v_{t}-b v_{x x x} v_{t}+b v_{t x} v_{x x}-v_{x} f\left(v_{x}\right)-v_{t} v_{x},  \tag{48}\\
& Y_{1}=-\beta v_{t} v_{y}, \\
& T_{2}=a v_{t x} v_{x x}+v_{t} v_{x}, \\
& X_{2}=-a v_{x} v_{t t x}-b v_{x} v_{x x x}-\frac{1}{2} a v_{t x}^{2}+\frac{1}{2} b v_{x x}^{2}+F\left(v_{x}\right)-v_{x} f\left(v_{x}\right)-\frac{1}{2} v_{t}^{2}-\frac{1}{2} v_{x}^{2}+\frac{1}{2} \beta v_{y}^{2},  \tag{49}\\
& Y_{2}=-\beta v_{x} v_{y}, \\
& T_{3}=a v_{t x} v_{x y}+v_{t} v_{y}, \\
& X_{3}=-a v_{t t x} v_{y}-b v_{x x x} v_{y}+b v_{x x} v_{x y}-v_{y} f\left(v_{x}\right)-v_{x} v_{y},  \tag{50}\\
& Y_{3}=-\frac{1}{2} a v_{t x}^{2}-\frac{1}{2} b v_{x x}^{2}-\frac{1}{2} v_{t}^{2}+\frac{1}{2} v_{x}^{2}-\frac{1}{2} \beta v_{y}^{2}+F\left(v_{x}\right), \\
& T_{4}=(g(y+\sqrt{\beta} t)+h(y-\sqrt{\beta} t)) v_{t}-\sqrt{\beta}\left(g^{\prime}(y+\sqrt{\beta} t)-h^{\prime}(y-\sqrt{\beta} t)\right) v_{1}, \\
& X_{4}=-(g(y+\sqrt{\beta} t)+h(y-\sqrt{\beta} t))\left(a v_{t t x}+b v_{x x x}+f\left(v_{x}\right)+v_{x}\right),  \tag{51}\\
& Y_{4}=\sqrt{\beta}\left(\left(g^{\prime}(y+\sqrt{\beta} t)+h^{\prime}(y-\sqrt{\beta} t)\right) v-(g(y+\sqrt{\beta} t)+h(y-\sqrt{\beta} t)) v_{y}\right),
\end{align*}
$$

where $F^{\prime}\left(v_{x}\right)=f\left(v_{x}\right)$.
(ii) The 2D generalized double dispersion equation in potential form (10) with $d=0$ admits additional conservation laws corresponding to variational symmetries arising for the following special $f\left(v_{x}\right), a$, or $b$ :
(a) $a=0$, arbitrary $f\left(v_{x}\right), b$ and $\beta$,

$$
\begin{align*}
T_{5} & =-\frac{1}{2} b y v_{x x}^{2}+\frac{1}{2} y v_{t}^{2}+\frac{1}{2} y v_{x}^{2}+\beta \frac{1}{2} y v_{y}^{2}+\beta t v_{t} v_{y}+y F\left(v_{x}\right) \\
X_{5} & =-b \beta t v_{x x x} v_{y}-b y v_{x x x} v_{t}+b y v_{t x} v_{x x}+b \beta t v_{x x} v_{x y}-\beta t v_{y} f\left(v_{x}\right)-y v_{t} f\left(v_{x}\right)-\beta t v_{x} v_{y}-y v_{t} v_{x} \\
Y_{5} & =-\frac{1}{2} b \beta t v_{x x}^{2}-\beta y v_{t} v_{y}-\frac{1}{2} \beta t v_{t}^{2}-\frac{1}{2} \beta t v_{x}^{2}-\frac{1}{2} \beta^{2} t v_{y}^{2}+\beta t F\left(v_{x}\right) \tag{52}
\end{align*}
$$

where $F^{\prime}\left(v_{x}\right)=f\left(v_{x}\right)$.
(b) $f\left(v_{x}\right)=\alpha e^{p v_{x}}-v_{x}, b=0$, arbitrary $a$ and $\beta$,

$$
\begin{align*}
T_{6} & =\frac{1}{4} a p t v_{t x}^{2}+\frac{1}{2} a p y v_{x x} v_{t y}+\frac{1}{2} a p v_{x x} v_{t}+\frac{1}{4} p t v_{t}^{2}+\frac{1}{4} \beta p t v_{y}^{2}+\frac{1}{2} p y v_{y} v_{t}+x v_{t}+\alpha t \frac{1}{2} e^{p v_{x}}, \\
X_{6} & =-\frac{1}{2} a\left(p t v_{t}+p y v_{y}+2 x\right)\left(v_{t t x}+\alpha e^{p v_{x}}\right)+\frac{1}{2} a\left(p y v_{x y}+2 a\right) v_{t t}-\frac{1}{2} a\left(p v_{t}+p y v_{t y}\right) v_{t x},  \tag{53}\\
Y_{6} & =-\frac{1}{2} a p y v_{t t} v_{x x}+\frac{1}{4} a p y v_{t x}^{2}-\frac{1}{2} \beta p t v_{t} v_{y}-\frac{1}{4} \beta p y v_{y}^{2}-\beta x v_{y}-\frac{1}{4} p y v_{t}^{2}+\frac{1}{2} \alpha y e^{p v_{x}} .
\end{align*}
$$

(c) $f\left(v_{x}\right)=\alpha\left(v_{x}+c\right)^{7 / 3}-v_{x}, a=0$, arbitrary $b$ and $\beta$,

$$
\begin{align*}
& T_{7}=-2 b t v_{x x}^{2}+2 t v_{t}^{2}+2 \beta t v_{y}^{2}+2 x v_{t} v_{x}+4 y v_{t} v_{y}+v v_{t}+3 x c v_{t}+\frac{6}{5} \alpha t\left(v_{x}+c\right)^{10 / 3}, \\
& X_{7}=-b\left(3 c x+4 t v_{t}+2 x v_{x}+4 y v_{y}+b v\right) v_{x x x}+b\left(4 t v_{t x}+x v_{x x}+4 y v_{x y}+3 c+4 v_{x}\right) v_{x x} \\
& -\alpha\left(\frac{12}{5} c x+4 t v_{t}+\frac{7}{5} x v_{x}+4 y v_{y}+v\right)\left(v_{x}+c\right)^{7 / 3}+\beta x v_{y}^{2}-x v_{t}^{2},  \tag{54}\\
& Y_{7}=-2 b y v_{x x}^{2}-3 x c \beta v_{y}-4 \beta t v_{t} v_{y}-2 \beta x v_{x} v_{y}-2 \beta y v_{y}^{2}-\beta v v_{y}-2 y v_{t}^{2}+\frac{6}{5} \alpha y\left(v_{x}+c\right)^{10 / 3} .
\end{align*}
$$

Next, we look at the meaning of these conservation laws.

When we consider solutions $v(t, x, y)$ of the given equation in a spatial domain $\Omega \subseteq \mathbb{R}^{2}$, for every conservation law (45), there is an associated conserved integral, given by:

$$
\begin{equation*}
\mathcal{C}[v]=\int_{\Omega} T d x d y \tag{55}
\end{equation*}
$$

satisfying:

$$
\begin{equation*}
\frac{d}{d t} \mathcal{C}[v]=-\int_{\partial \Omega}(X, Y) \cdot \hat{\mathbf{n}} d s \tag{56}
\end{equation*}
$$

where $\hat{\mathbf{n}}$ represents the unit normal vector, which points outward to $\partial \Omega$, the boundary curve of $\Omega$, whereas $d s$ represents the arc length along this curve. The global Equation (56) physically means that there is a balance between the rate of change of the quantity (55) on $\Omega$ and the net outward flux through $\partial \Omega$.

For the 2D generalized double dispersion potential Equation (10), the conservation law (48) leads to the conserved quantity:

$$
\begin{equation*}
\mathcal{E}[v]=\int_{\Omega}\left(\frac{1}{2} a v_{t x}^{2}-\frac{1}{2} b v_{x x}^{2}+\frac{1}{2} v_{t}^{2}+\frac{1}{2} v_{x}^{2}+\frac{1}{2} \beta v_{y}^{2}+F\left(v_{x}\right)\right) d x d y \tag{57}
\end{equation*}
$$

where $F^{\prime}\left(v_{x}\right)=f\left(v_{x}\right)$, which is an energy arising from the time-translation symmetry (29). The conservation laws (49) and (50) yield, respectively, the conserved quantities:

$$
\begin{align*}
& \mathcal{P}^{x}[v]=\int_{\Omega}\left(a v_{t x} v_{x x}+v_{t} v_{x}\right) d x d y  \tag{58}\\
& \mathcal{P}^{y}[v]=\int_{\Omega}\left(a v_{t x} v_{x y}+v_{t} v_{y}\right) d x d y \tag{59}
\end{align*}
$$

which are momentum quantities arising from the space-translation symmetries (30) and (31). The infinite family of conservation laws (51) leads to an infinite family of conserved quantities:

$$
\begin{equation*}
\mathcal{T}[v]=\int_{\Omega} \sqrt{\beta}\left(\left(g^{\prime}(y+\sqrt{\beta} t)+h^{\prime}(y-\sqrt{\beta} t)\right) v-(g(y+\sqrt{\beta} t)+h(y-\sqrt{\beta} t)) v_{y}\right) d x d y \tag{60}
\end{equation*}
$$

arising from the infinite symmetry families (32) and corresponding to the conserved quantities of transverse momenta of the linear wave equation $v_{t t}-\beta v_{y y}=0$. The conservation law (52) yields the conserved quantity:

$$
\begin{equation*}
\mathcal{Q}[v]=\int_{\Omega}\left(-\frac{1}{2} b y v_{x x}^{2}+\frac{1}{2} y v_{t}^{2}+\frac{1}{2} y v_{x}^{2}+\beta \frac{1}{2} y v_{y}^{2}+\beta t v_{t} v_{y}+y F\left(v_{x}\right)\right) d x d y \tag{61}
\end{equation*}
$$

which is a boost-momentum arising from the boost symmetry (33). The conservation laws (53) and (54) yield, respectively, the conserved quantities:

$$
\begin{align*}
& \tilde{\mathcal{E}}_{1}[v]=\int_{\Omega}\left(\frac{1}{4} a p t v_{t x}^{2}+\frac{1}{2} a p y v_{x x} v_{t y}+\frac{1}{2} a p v_{x x} v_{t}+\frac{1}{4} p t v_{t}^{2}+\frac{1}{4} \beta p t v_{y}^{2}+\frac{1}{2} p y v_{y} v_{t}+x v_{t}+\alpha t \frac{1}{2} p v_{x}\right) d x d y,  \tag{62}\\
& \tilde{\mathcal{E}}_{2}[v]=\int_{\Omega}\left(-2 b t v_{x x}^{2}+2 t v_{t}^{2}+2 \beta t v_{y}^{2}+2 x v_{t} v_{x}+4 y v_{t} v_{y}+v v_{t}+3 x c v_{t}+\frac{6}{5} \alpha t\left(v_{x}+c\right)^{10 / 3}\right) d x d y, \tag{63}
\end{align*}
$$

which are dilational energy quantities arising from the scaling and shift symmetries (37) and (34).

## 6. Conclusions

For the 2D generalized double dispersion Equation (8), we first expressed this equation in potential form, and then, we obtained a condition for this equation to admit a Lagrangian formulation. We also gave the corresponding Hamiltonian structure. Next, we classified all Lie symmetries (point and contact) of the 2D gDD potential Equation (10). Finally, we constructed all conservation laws that
arise from variational point symmetries of (10) with $d=0$. We remark that all of the conservation laws (48)-(54) of the potential Equation (10) depended essentially on the potential $v$; therefore, for the 2D gDD Equation (8), the corresponding conservation laws are nonlocal. Furthermore, we gave the physical meaning of the corresponding conserved quantities.

In future work, we will look for exact group-invariant solutions of Equation (8) by using systematically all symmetries and conservation laws of the equation. Specifically, particular cases of the generalized Equation (8) have line solitons and lump solutions, so we plan to study the line solitons and lump solution and other kinds of solitary waves of the generalized Equation (8).
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## Appendix A

We provide the computational steps followed to solve the determining Equation (28) for point symmetries (26) by using the software Maple.

Firstly, we set up the determining Equation (28), and we used the command "coeffs" to split this equation with respect to the variables $\partial^{2} v, \partial^{3} v$, and $\partial^{4} v$. Note that a leading derivative of Equation (8) and its differential consequences can be previously substituted to simplify the determining Equation (28). From the leading derivatives $v_{t t}, v_{x x x x}$ or $v_{t t x x}$ of Equation (8), it is convenient to choose any of the fourth-order derivatives $v_{x x x x}$ or $v_{t t x x}$. This procedure gives an overdetermined system of 207 equations for the symmetry characteristic $P, f\left(v_{x}\right), a, b, d$, and $\beta$. We also consider the classification conditions $f^{\prime \prime}\left(v_{x}\right) \neq 0, a^{2}+b^{2} \neq 0$, and $\beta \neq 0$.

Secondly, we use the command "rifsimp" to obtain a tree containing all solution cases.
Thirdly, every solution case consists of a system of PDEs for $P$ and, possibly, an ODE for the function $f\left(v_{x}\right)$ and conditions for the parameters of the equation $a, b, d$, and $\beta$. We solve the ODE for $f\left(v_{x}\right)$ by using the command "dsolve" and the system of PDEs for $P$ by using the command "pdsolve". We check the solutions by substituting in the overdetermined system.

Finally, by applying the method detailed in the Appendix of [19], the overlapping cases are combined, giving a classification of all point symmetries admitted by the 2D generalized double dispersion Equation (8).
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#### Abstract

In this paper, we study a generalization of the well-known Kelvin-Voigt viscoelasticity equation describing the mechanical behaviour of viscoelasticity. We perform a Lie symmetry analysis. Hence, we obtain the Lie point symmetries of the equation, allowing us to transform the partial differential equation into an ordinary differential equation by using the symmetry reductions. Furthermore, we determine the conservation laws of this equation by applying the multiplier method.
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## 1. Introduction

The continuous development of mechanics and its engineering applications have increased remarkably the interest in non-linear phenomena, such as viscoelasticity. Viscoelastic materials are of interest in a wide variety of applications, from passive damping to aircraft tire construction. A good modelling of the material's behaviour is essential for the accurate design incorporating this material.

Viscoelastic behaviour appears in materials showing some sort of liquid-like elastic behaviour. However, a simple Hooke's law linear elastic constitutive relationship is not an accurate representation of viscoelastic material's behaviour. Viscoelastic materials are commonly said to have "memory" because of their rheological properties.

The rheological models, such as the Kelvin-Voigt model or the Maxwell model, are usually used to describe the viscoelastic behaviour. The Kelvin-Voigt model consists of a lumped parameter model similar to a spring and dashpot in parallel, while the Maxwell model describes a serially connected spring and dashpot. In addition, many papers have been published studying these models [1-4].

Many physical phenomena, as viscoelasticity, are described by non-linear partial differential equations (PDEs). In particular, the Kelvin-Voigt viscoelasticity equation is given by

$$
u_{t t}-\left(C(x) u_{x}\right)_{x}-\left(B(x) u_{t x}\right)_{x}=0
$$

Nevertheless, in this paper we focus on a generalization of the Kelvin-Voigt viscoelasticity equation described by

$$
\begin{equation*}
u_{t t}-\left(C(x) f(u)_{x}\right)_{x}-\left(B(x) u_{t x}\right)_{x}=0, \quad(t, x) \in \mathbb{R} \times \Omega \tag{1}
\end{equation*}
$$

where $\Omega$ is an open subset of $\mathbb{R}$ and $u$ a scalar real-valued function. Also, $f(u)$ is a smooth enough non-linear function, and $C(x) \neq 0, B(x) \neq 0$ are smooth enough functions too, depending on the variable $x \in \Omega$. Throughout the paper the subscripts denote partial derivatives.

There is no general theory for solving non-linear PDEs. Therefore, in this work, we use Lie theory to analyse Equation (1). Lie group analysis is a powerful tool to find general solutions for PDEs. This theory, originally defined by Sophus Lie at the end of the nineteenth century, develops solutions for PDEs by the transformation groups of Lie [5-8]. The fundamental basis of the Lie group method is that if a differential equation is invariant under a Lie group of transformations, then a reduction transformation exists. For instance, for PDEs with two independent variables like Equation (1), a single group reduction can transform the PDE into an ordinary differential equation (ODE), easier to solve.

Furthermore, a very important concept in the analysis of PDEs is the notion of conservation law. Conservation laws determine conserved quantities and constants of motion. They also detect integrability and check accuracy of numerical solutions method. Recently, Anco and Bluman [9,10] developed a method that does not need the existence of Lagrangians because it is based on adjoint equations for non-linear equations and avoids the integrals of functions. This method called the multiplier method allows finding all local conservation laws admitted by any evolution equation. Many papers have been published in the last few years using this method [11-19].

The paper is organized as follows: In Section 2 we determine the Lie point symmetries of Equation (1). Then, in Section 3 we use the Lie point symmetries admitted by Equation (1) to obtain an optimal system of one-dimensional subalgebras. Afterwards, in Section 4 we find symmetry reductions for the one-dimensional subalgebras calculated previously. These reductions allow us to transform Equation (1) into an ODE. In Section 5 we derive the conservation laws of Equation (1) by applying the multiplier method. Finally, in Section 6 some conclusions are presented.

## 2. Lie Point Symmetries

A one-parameter group of infinitesimal transformations in $(x, t, u)$ is given by

$$
\begin{aligned}
x^{*} & =x+\varepsilon \xi(x, t, u)+\mathcal{O}\left(\varepsilon^{2}\right) \\
t^{*} & =t+\varepsilon \tau(x, t, u)+\mathcal{O}\left(\varepsilon^{2}\right) \\
u^{*} & =u+\varepsilon \phi(x, t, u)+\mathcal{O}\left(\varepsilon^{2}\right),
\end{aligned}
$$

where $\varepsilon$ is the group parameter and $\xi(x, t, u), \tau(x, t, u)$, and $\phi(x, t, u)$ are the infinitesimals.
Definition 1. A vector field

$$
\begin{equation*}
X=\xi(x, t, u) \frac{\partial}{\partial x}+\tau(x, t, u) \frac{\partial}{\partial t}+\phi(x, t, u) \frac{\partial}{\partial u}, \tag{2}
\end{equation*}
$$

where $\xi(x, t, u), \tau(x, t, u)$, and $\phi(x, t, u)$ are the infinitesimals, is a generator of a Lie point symmetry of Equation (1) if

$$
\begin{equation*}
X^{(3)}\left(u_{t t}-\left(C(x) f(u)_{x}\right)_{x}-\left(B(x) u_{t x}\right)_{x}\right)=0 \tag{3}
\end{equation*}
$$

where $X^{(3)}$ is the third prolongation of the vector field (2) defined by

$$
X^{(3)}=X+\zeta_{x} \frac{\partial}{\partial u_{x}}+\zeta_{t} \frac{\partial}{\partial u_{t}}+\zeta_{x x} \frac{\partial}{\partial u_{x x}}+\zeta_{x t} \frac{\partial}{\partial u_{x t}}+\zeta_{t t} \frac{\partial}{\partial u_{t t}}+\zeta_{x x t} \frac{\partial}{\partial u_{x x t}}
$$

where the coefficients $\zeta_{x}, \zeta_{t}, \zeta_{x x}, \zeta_{x t}, \zeta_{t t}, \zeta_{x x t}$ are given by

$$
\begin{aligned}
\zeta_{x} & =D_{x} \phi-u_{t} D_{x} \tau-u_{x} D_{x} \xi \\
\zeta_{t} & =D_{t} \phi-u_{t} D_{t} \tau-u_{x} D_{t} \xi \\
\zeta_{x x} & =D_{x}\left(\zeta_{x}\right)-u_{x t} D_{x} \tau-u_{x x} D_{x} \xi \\
\zeta_{x t} & =D_{t}\left(\zeta_{x}\right)-u_{x t} D_{x} \tau-u_{x x} D_{t} \xi \\
\zeta_{t t} & =D_{t}\left(\zeta_{t}\right)-u_{t t} D_{t} \tau-u_{x t} D_{t} \xi^{\prime} \\
\zeta_{x x t} & =D_{x}\left(\zeta_{x t}\right)-u_{t t x} D_{x} \tau-u_{x x t} D_{x} \xi .
\end{aligned}
$$

Here $D_{i}$ stands for the total derivative operator.
Theorem 1. The Lie point symmetries of the generalization of the Kelvin-Voigt Equation (1), with $f(u)$ non-linear function, and $C(x) \neq 0, B(x) \neq 0$ arbitrary functions, are generated by the operator

$$
X_{1}=\partial_{t}
$$

For some particular functions of $f(u), C(x), B(x)$, there are additional generators given below.

1. If $f(u)$ is an arbitrary function, $C(x)=c_{1}$ and $B(x)=b_{1}$, with $c_{1}, b_{1}$ arbitrary constants,

$$
X_{2}^{1}=\partial_{x}
$$

2. If $f(u)$ is an arbitrary function, $C(x)=c_{1}$ and $B(x)=b_{1} x+b_{2}$, with $c_{1}, b_{1} \neq 0, b_{2}$ arbitrary constants,

$$
X_{2}^{2}=\left(b_{1} x+b_{2}\right) \partial_{x}+b_{1} t \partial_{t} .
$$

3. If $f(u)$ is an arbitrary function, $C(x)=\frac{4}{\left(n x+c_{1}\right)^{2}}$ and $B(x)=b_{1}$, with $c_{1}, b_{1}$ arbitrary constants, and $n$ a positive integer,

$$
X_{2}^{3}=\left(n x+c_{1}\right) \partial_{x}+2 n t \partial_{t} .
$$

4. If $f(u)$ is an arbitrary function, $C(x)=c_{2}\left(c_{1}-x\right)^{n}$ and $B(x)=\frac{\left(-c_{1}+x\right) c_{1} \sqrt{\left(c_{1}-x\right)^{n} c_{2}}}{n}$, with $c_{1}, c_{2}$ arbitrary constants, and $n$ a positive integer,

$$
X_{2}^{4}=\left(c_{1}-x\right) \partial_{x}+\frac{1}{2}(n-2) t \partial_{t}
$$

5. If $f(u)=\frac{f_{0}^{2} e^{\frac{-e^{k}}{k-1}}\left(\frac{\left(e^{k}-1\right) u}{f_{0}}+\frac{f_{1} e^{k}-f_{1}}{f_{0}}\right)^{\frac{e^{k}}{e^{k}-1}+1}+2 f_{2} e^{k}-f_{2}}{2 e^{k}-1}, C(x)=c_{1}$ and $B(x)=b_{1}$, with $k$ a positive integer, $f_{0}, f_{1}, f_{2}$ positive constants, and $c_{1}, b_{1}$ arbitrary constants, besides $X_{2}^{5}=X_{2}^{1}$,

$$
X_{3}^{5}=x \partial_{x}+2 t \partial_{t}+2\left(-1+e^{-k}\right)\left(u+f_{1}\right) \partial_{u}
$$

6. If $f(u)=\frac{f_{1}^{2} e^{\frac{-f_{0} f_{0}}{e_{0}-1}}\left(\frac{\left(f_{0}-1\right) u}{f_{1}}+\frac{f_{2} f_{0}-f_{2}}{f_{1}}\right)^{\frac{e^{f_{0}}}{f_{0}-1}+1}}{\left(e^{f_{0}}-1\right)\left(\frac{f^{0}}{e f_{0}-1}+1\right)}+f_{3}, C(x)=c_{2}\left(c_{1}-x\right)^{n}$ and $B(x)=b_{1}$, with $f_{0}, f_{1}, f_{2}$, $f_{3}$ positive constants, $c_{1}, c_{2}, b_{1}$ arbitrary constants, and $n$ a positive integer,

$$
X_{2}^{6}=\left(c_{1}-x\right) \partial_{x}-2 t \partial_{t}-\left(1+e^{-f_{0}}\right)\left(u+f_{2}\right)(n+2) \partial_{u}
$$

7. If $f(u)=\frac{f_{0} e^{\frac{-k e^{k}}{k}-1}\left(\frac{\left(e^{k}-1\right)\left(u+f_{1}\right)}{f_{0}}\right)^{\frac{2 e^{k}-1}{e^{k}-1}}+2 f_{2} e^{k}-f_{2}}{2 e^{k}-1}, C(x)=c_{2}\left(b_{2}-x\right)^{-m}$ and $B(x)=b_{3}\left(b_{2}-x\right)^{n}$, with $k$ a positive integer, $f_{0}, f_{1}, f_{2}$ positive constants, $b_{2}, b_{3}$ arbitrary constants, and $n, m$ positive integers,

$$
X_{2}^{7}=\left(b_{2}-x\right) \partial_{x}+t(n-2) \partial_{t}+\left(-1+e^{-k}\right)\left(u+f_{1}\right)(m+2 n-2) \partial_{u} .
$$

Proof of Theorem 1. Expanding (3), we obtain an overdetermined system satisfying the determining equations for the symmetry group. From $B^{2}\left(\tau_{u}\right)=0$ and $B^{2}\left(\tau_{x}\right)=0$, we find that $\tau$ depends only on $t$. The equations $B^{2}\left(\xi_{t}\right)=0$ and $B^{2}\left(\xi_{u}\right)=0$ reveal that $\xi$ is a function of $x$ alone. The remaining determining equations are

$$
\begin{aligned}
& B^{2}\left(\xi_{u u}\right)=0, B^{2}\left(\xi_{t u}\right)=0, B^{2}\left(\tau_{u u}\right)=0, B\left(\tau_{u u}\right)=0, B^{2}\left(\tau_{u u u}\right)=0, B^{2}\left(\xi_{u u u}\right)=0, \quad=0, \\
& B\left(2\left(\tau_{u x}\right) B-\xi_{u}\right)=0, \\
& B\left(2\left(\tau_{u u x}\right) B-\xi_{u u}\right)=0 \text {, } \\
& B\left(\left(\tau_{u x}\right) B+\xi_{u}\right)=0, \\
& B\left(\left(\tau_{u x x}\right) B+\phi_{u u}-2\left(\tau_{t u}\right)\right)=0, \\
& B\left(\left(\xi_{u}\right)\left(f_{u u}\right) C-\left(\xi_{u u}\right)\left(f_{u}\right) C-\left(\xi_{t u u}\right) B\right)=0 \text {, } \\
& B\left(f_{u}\left(\phi_{x x}\right) C+\left(\phi_{t x x}\right) B-\phi_{t t}\right)=0, \\
& B\left(\left(\tau_{u}\right)\left(f_{u}\right) C+\left(\phi_{u u}\right) B-\left(\tau_{t u}\right) B-2\left(\xi_{u x}\right) B\right)=0, \\
& B\left(\left(\tau_{u}\right)\left(f_{u}\right) C-\left(\phi_{u u}\right) B+\left(\tau_{t u}\right) B+2\left(\xi_{u x}\right) B\right)=0, \\
& B\left(\left(\tau_{\text {uи }}\right)\left(f_{u}\right) C-\left(\phi_{\text {uиu }}\right) B+\left(\tau_{\text {tuu }}\right) B+2\left(\xi_{\text {uux }}\right) B\right)=0 \text {, } \\
& \xi\left(B^{\prime}\right)-\left(\tau_{x x}\right) B^{2}+\left(\tau_{t}\right) B-2\left(\xi_{x} B\right)=0, \\
& B\left(2\left(\tau_{x}\right)\left(f_{u}\right) C-2\left(\phi_{u x}\right) B+2\left(\tau_{t x}\right) B+\left(\xi_{x x}\right) B-2\left(\xi_{t}\right)\right)=0, \\
& B\left(\left(\tau_{x x}\right)\left(f_{u}\right) C-\left(\phi_{u x x}\right) B+\left(\tau_{t x x}\right) B+2\left(\phi_{t u}\right)-\tau_{t t}\right)=0, \\
& \xi\left(f_{u}\right) B\left(C^{\prime}\right)-\xi f_{u}\left(B^{\prime}\right) C+\left(\left(f_{u u}\right)\right) \phi B C+\left(\tau_{t}\right)\left(f_{u}\right) B C+\left(\phi_{t u}\right) B^{2}-2\left(\xi_{t x}\right) B^{2}=0, \\
& B\left(2\left(\tau_{x}\right)\left(f_{u u}\right) C+2\left(\tau_{u x}\right)\left(f_{u}\right) C-2\left(\phi_{u u x}\right) B+2\left(\tau_{t u x}\right) B+\left(\xi_{u x x}\right) B-2\left(\xi_{t u}\right)\right)=0, \\
& B\left(2\left(f_{u u}\right)\left(\phi_{x}\right) C+2 f_{u}\left(\phi_{u x}\right) C-\left(\xi_{x x}\right)\left(f_{u}\right) C+2\left(\phi_{t u x}\right) B-\left(\xi_{t x x}\right) B+\xi_{t t}\right)=0, \\
& \xi\left(f_{u u}\right) B\left(C^{\prime}\right)-\xi\left(f_{u u}\right)\left(B^{\prime}\right) C+f_{u}\left(\phi_{u u}\right) B C+\left(f_{u u}\right)\left(\phi_{u}\right) B C+\left(\left(f_{u u u}\right)\right) \phi B C+\left(\tau_{t}\right)\left(f_{u u}\right) B C \\
& -2\left(\xi_{u x}\right)\left(f_{u}\right) B C+\left(\phi_{\text {tuu }}\right) B^{2}-2\left(\xi_{\text {tux }}\right) B^{2}=0 .
\end{aligned}
$$

Solving this system of equations we find the infinitesimals $\xi, \tau$ and $\phi$ of (2).

## 3. Optimal Systems

It is important to classify invariant solutions according to the classification of the associated symmetry generators. Then, one generator from each class is used to determine the desired set of invariant solutions. An optimal system of generators is defined as a set consisting of exactly one generator from each class [20].

The problem of obtaining an optimal system of subgroups is equivalent to that of obtaining an optimal system of subalgebras, and so we concentrate on the latter. For one-dimensional subalgebras, this classification problem is essentially equal to classifying the orbits of the adjoint representation [5].

The most important operator on vector fields is their Lie bracket or commutator. If $X_{i}$ and $X_{j}$ are vector fields, then their Lie bracket $\left[X_{i}, X_{j}\right]$ is the unique vector field satisfying

$$
\left[X_{i}, X_{j}\right]=X_{i}\left(X_{j}\right)-X_{j}\left(X_{i}\right)
$$

The commutator table for the Lie algebra of Case 5 of Theorem (1) is shown in Table 1. The $(i, j)$-th entry of the table expresses the Lie bracket $\left[X_{i}, X_{j}\right]$, for $i, j=1,2,3$.

Table 1. The commutator table for Case 5 of Theorem (1).

| $\left[X_{i}, X_{j}\right]$ | $X_{1}$ | $X_{2}^{\mathbf{5}}$ | $\boldsymbol{X}_{3}^{\mathbf{5}}$ |
| :---: | :---: | :---: | :---: |
| $X_{1}$ | 0 | 0 | $2 X_{1}$ |
| $X_{2}^{5}$ | 0 | 0 | $X_{2}^{5}$ |
| $X_{3}^{5}$ | $-2 X_{1}$ | $-X_{2}^{5}$ | 0 |

The adjoint representation can be constructed by summing the Lie series

$$
\begin{align*}
\operatorname{Ad}\left(\exp \left(\epsilon X_{i}\right)\right) X_{j} & =\sum_{n=0}^{\infty} \frac{\epsilon^{n}}{n!}\left(\operatorname{ad} X_{i}\right)^{n}\left(X_{j}\right) \\
& =X_{j}-\epsilon\left[X_{i}, X_{j}\right]+\frac{\epsilon^{2}}{2}\left[X_{i},\left[X_{i}, X_{j}\right]\right]-\cdots \tag{4}
\end{align*}
$$

To compute the adjoint representation, we use the Lie series (4) in conjunction with the commutator table in Table 1. The adjoint table of this Lie algebra is shown in Table 2, with the $(i, j)$-th entry indicating $\operatorname{Ad}\left(\exp \left(\epsilon X_{i}\right)\right) X_{j}$.

Table 2. The adjoint table for Case 5 of Theorem (1).

| $\operatorname{Ad}\left(\exp \left(\epsilon X_{i}\right)\right) X_{j}$ | $X_{1}$ | $X_{2}^{5}$ | $X_{3}^{5}$ |
| :---: | :---: | :---: | :---: |
| $X_{1}$ | $X_{1}$ | $X_{2}^{5}$ | $X_{3}^{5}-2 \epsilon X_{1}$ |
| $X_{2}^{5}$ | $X_{1}$ | $X_{2}^{5}$ | $X_{3}^{5}-\epsilon X_{2}^{5}$ |
| $X_{3}^{5}$ | $e^{2 \epsilon} X_{1}$ | $e^{\epsilon} X_{2}^{5}$ | $X_{3}^{5}$ |

Theorem 2. A one-dimensional optimal system for the generalization of the Kelvin-Voigt Equation (1) is given by

$$
\lambda X_{1}+\mu X_{2}^{1}, \quad X_{2}^{2}, \quad X_{2}^{3}, \quad X_{2}^{4}, \quad X_{3}^{5}, \quad X_{2}^{6}, \quad X_{2}^{7}
$$

where $\lambda$ and $\mu$ are arbitrary constants.
Proof of Theorem 2. Let $\mathcal{G}$ be the symmetry algebra of Equation (1), with the adjoint representation for Case 5 in Theorem (1) determined in Table 2. Let $\mathrm{v}=a_{1} \mathrm{v}_{1}+a_{2} \mathrm{v}_{2}+a_{3} \mathrm{v}_{3}$ be a non-zero vector field of $\mathcal{G}$. For each case, we simplify the coefficients $a_{i}, i=1,2,3$, as much as possible through proper adjoints applications on v .

## 4. Symmetry Reductions

In this section, we use the optimal system of one-dimensional subalgebras of Theorem (2) to determine the symmetry reductions of Equation (1).

The symmetry variables are found by solving the invariant surface condition

$$
\Phi \equiv \xi \partial_{x}+\tau \partial_{t}-\phi=0
$$

Reduction 1. From $\lambda X_{1}+\mu X_{2}^{1}$, we obtain the travelling wave reduction

$$
z=\mu x-\lambda t, \quad u=h(z)
$$

where $h(z)$ satisfies

$$
\lambda \mu^{2} b_{1} h^{\prime \prime \prime}-\mu^{2} c_{1} f^{\prime} h^{\prime \prime}+\lambda^{2} h^{\prime \prime}-\mu^{2} c_{1} f^{\prime \prime}\left(h^{\prime}\right)^{2}=0
$$

Reduction 2. From $X_{2}^{2}$, we obtain the invariant solution

$$
z=\frac{b_{1} x+b_{2}}{t}, \quad u=h(z)
$$

where $h(z)$ satisfies

$$
b_{1}^{2} h^{\prime \prime \prime} z^{2}+h^{\prime \prime} z^{2}+3 b_{1}^{2} h^{\prime \prime} z+2 h^{\prime} z+b_{1}^{2} h^{\prime}=0
$$

Reduction 3. From $X_{2}^{3}$, we obtain the invariant solution

$$
z=\frac{n x+c_{1}}{\sqrt{t}}, \quad u=h(z)
$$

where $h(z)$ satisfies

$$
2 b_{1} h^{\prime \prime \prime} n^{2} z+h^{\prime \prime} z^{2}+4 b_{1} h^{\prime \prime} n^{2}+3 h^{\prime} z=0
$$

Reduction 4. From $X_{2}^{4}$, we obtain the invariant solution

$$
z=-t^{\frac{2}{n-2}}\left(c_{1}-x\right), \quad u=h(z)
$$

where $h(z)$ satisfies

$$
\begin{aligned}
& 2 c_{1} \sqrt{c_{2}} h^{\prime \prime \prime} n(-z)^{\frac{n}{2}} z^{2}-4 c_{1} \sqrt{c_{2}} h^{\prime \prime \prime}(-z)^{\frac{n}{2}} z^{2}-4 h^{\prime \prime} n z^{2}+c_{1} \sqrt{c_{2}} h^{\prime \prime} n^{2}(-z)^{\frac{n}{2}} z \\
+ & 4 c_{1} \sqrt{c_{2}} h^{\prime \prime} n(-z)^{\frac{n}{2}} z-12 c_{1} \sqrt{c_{2}} h^{\prime \prime}(-z)^{\frac{n}{2}} z+2 h^{\prime} n^{2} z-8 h^{\prime} n z+c_{1} \sqrt{c_{2}} h^{\prime} n^{2}(-z)^{\frac{n}{2}} \\
- & 4 c_{1} \sqrt{c_{2}} h^{\prime}(-z)^{\frac{n}{2}}=0 .
\end{aligned}
$$

Reduction 5. From $X_{3}^{5}$, we obtain the invariant solution

$$
z=\frac{x}{\sqrt{t}}, \quad u=\frac{t^{-1+e^{-k}}}{h(z)}-f_{1}
$$

where $h(z)$ must satisfy a non-autonomous equation.
Reduction 6. From $X_{2}^{6}$, we obtain the invariant solution

$$
z=-\left(c_{1}-x\right) \sqrt{t}, \quad u=\frac{t^{\frac{\left(-1+e^{\left.-f_{0}\right)(n+2)}\right.}{2}}}{h(z)}-f_{2}
$$

where $h(z)$ must satisfy a non-autonomous equation.
Reduction 7. From $X_{2}^{7}$, we obtain the invariant solution

$$
z=-\frac{\left(b_{2}-x\right)}{t^{\frac{1}{n-2}}}, \quad u=\frac{t^{\frac{-\left(-1+e^{-k}\right)(m+2 n-2)}{n-2}}}{h(z)}-f_{1}
$$

where $h(z)$ must satisfy a non-autonomous equation.
The expressions of the reduced equations for $X_{3}^{5}, X_{2}^{6}$, and $X_{2}^{7}$ are omitted here to save space.

## 5. Conservation Laws

A local conservation law for the generalization of the Kelvin-Voigt viscoelasticity Equation (1) is a continuity equation

$$
D_{t} T+D_{x} X=0
$$

holding for all solutions of Equation (1), where the conserved density $T$ and the spatial flux $X$ are functions of $x, t, u$, and derivatives of $u$. Here $D_{t}$ and $D_{x}$ denote total derivatives with respect to $t$ and $x$, respectively. The pair $(T, X)$ is called a conserved current.

Two local conservation laws are considered to be locally equivalent [5,21] if they differ by a locally trivial conservation law $T=D_{x} \Theta, X=-D_{t} \Theta$, where $T$ and $X$ are evaluated on the set of solutions of Equation (1) and $\Theta$ is a function of $x, t, u$, and derivatives of $u$.

A non-trivial conservation law can be written in a general form as

$$
\frac{d}{d t} \int_{\Omega} T d x=-\left.X\right|_{\partial \Omega^{\prime}}
$$

where $\Omega \subseteq \mathbb{R}$ is any fixed spatial domain.
Any local conservation law can be stated by using the characteristic form arising from a divergence identity

$$
\begin{equation*}
D_{t} \tilde{T}+D_{x} \tilde{X}=\left(u_{t t}-\left(C(x) f(u)_{x}\right)_{x}-\left(B(x) u_{t x}\right)_{x}\right) Q, \tag{5}
\end{equation*}
$$

where $\tilde{T}=T+D_{x} \Theta$ and $\tilde{X}=X-D_{t} \Theta$ are locally equivalent to $T$ and $X$. The function $Q$ is called a multiplier. It satisfies

$$
Q=E_{u}(\tilde{T}),
$$

where $E_{u}$ represents the Euler operator with respect to $u$ [5], that is

$$
E_{u}=\partial_{u}-D_{x} \partial_{u_{x}}-D_{t} \partial_{u_{t}}+D_{x} D_{t} \partial_{u_{x t}}+D_{x}^{2} \partial_{u_{x x}}+\cdots .
$$

For evolution equations, there is a one-to-one relationship between non-zero multipliers and non-trivial conserved current vectors up to local equivalence [5,9]. In general, a function $Q\left(x, t, u, u_{t}, u_{x}, \ldots\right)$ is a multiplier if it verifies that $\left(u_{t t}-\left(C(x) f(u)_{x}\right)_{x}-\left(B(x) u_{t x}\right)_{x}\right) Q$ is a divergence expression for all function $u(x, t)$. Given a multiplier $Q$, the conserved density can be determined by

$$
T=\int_{0}^{1} u Q\left(x, t, \lambda u, \lambda u_{x}, \lambda u_{x x}, \ldots\right) d \lambda
$$

The divergence condition yields to the determining equation

$$
\begin{equation*}
E_{u}\left(\left(u_{t t}-\left(C(x) f(u)_{x}\right)_{x}-\left(B(x) u_{t x}\right)_{x}\right) Q\right)=0 \tag{6}
\end{equation*}
$$

In order to give a complete classification of multipliers, we write and split the determining Equation (6) with respect to the variables $u_{t t}, u_{t t t}, u_{t t x}, u_{t x x}, u_{x x x}, u_{t t t x}, u_{t t x x}, u_{t x x x}, u_{x x x x x}$. Thus, we get a linear determining system for $Q\left(x, t, u, u_{t}, u_{x}, \ldots\right)$. The multipliers are found by solving the system with the same algorithmic method used for the determining equations for infinitesimal symmetries. Then, integrating the characteristic Equation (5) for each multiplier, we find the conserved current.

Theorem 3. The multipliers admitted by the generalization of the Kelvin-Voigt Equation (1), with $f(u) a$ smooth enough non-linear function, and $C(x) \neq 0, B(x) \neq 0$ smooth enough arbitrary functions, are given by

$$
Q_{1}=1, \quad Q_{2}=t, \quad Q_{3}=\int \frac{1}{C(x)} d x
$$

Theorem 4. All non-trivial local conservation laws admitted by the generalization of the Kelvin-Voigt Equation (1), with $f(u)$ a smooth enough non-linear function, and $C(x) \neq 0, B(x) \neq 0$ smooth enough arbitrary functions, are given by

1. For the multiplier $Q_{1}=1$, the conserved density and the spatial flux are

$$
\begin{aligned}
T_{1} & =u_{t} \\
X_{1} & =-B(x) u_{t x}-C(x) f(u)_{x}
\end{aligned}
$$

2. For the multiplier $Q_{2}=t$, the conserved density and the spatial flux are

$$
\begin{aligned}
T_{2} & =t u_{t}-u \\
X_{2} & =-t B(x) u_{t x}-t C(x) f(u)_{x}
\end{aligned}
$$

3. For the multiplier $Q_{3}=\int \frac{1}{C(x)} d x$, the conserved density and the spatial flux are

$$
\begin{aligned}
T_{3} & =\left(\int \frac{1}{C(x)} d x\right) u_{t}+\left(\frac{B(x) C^{\prime}(x)}{C(x)^{2}}-\frac{B^{\prime}(x)}{C(x)}\right) u \\
X_{3} & =-\left(\int \frac{1}{C(x)} d x\right) B(x) u_{t x}-\left(\int \frac{1}{C(x)} d x\right) C(x) f(u)_{x}+\frac{B(x) u_{t}}{C(x)}+f(u)
\end{aligned}
$$

## 6. Conclusions

In this paper, we studied a generalization of the Kelvin-Voigt viscoelasticity equation given by the partial differential Equation (1). Firstly, we determined a complete Lie group classification. Then, we constructed the optimal system of one-dimensional subalgebras. These one-dimensional subalgebras have been used to find the symmetry reductions, allowing us to transform the partial differential equation into an ordinary differential equation. Moreover, we analysed all conservation laws for this equation by applying the multiplier method.
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#### Abstract

Algorithms to construct the optimal systems of dimension of at most three of Lie algebras are given. These algorithms are applied to determine the Lie algebra structure and optimal systems of the symmetries of the wave equation on static spherically symmetric spacetimes admitting $G_{7}$ as an isometry algebra. Joint invariants and invariant solutions corresponding to three-dimensional optimal systems are also determined.
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## 1. Introduction

It was shown in [1-3] that spherically symmetric spacetimes belong to one of the following four classes according to their isometries and metrics:

- $G_{10}$ corresponding to the static spacetimes Minkowski, de Sitter and anti de Sitter.
- $G_{7}$ corresponding to the static spacetimes Einstein and the anti Einstein universe, and one non-static spacetime.
- $G_{6}$ corresponding to the static spacetimes Bertotti-Robinson and two other metrics of Petrov type D , and six non-static spacetimes.
- $\quad G_{4}$ is a class of metrics involving one or two arbitrary functions of one variable.

Azad et al. [4] applied Lie group analysis to study the wave equation on the classes of static spherically symmetric spacetimes admitting the isometry groups $G_{10}$ or $G_{7}$ or $G_{6}$. The Iwasawa decomposition for the symmetry algebras was obtained to partially classify non-conjugate solvable algebras. The optimal system of subalgebras was not given in this previous study.

The $G_{7}$ spacetimes admit either $s o(4) \oplus \mathbb{R}$ or $s o(1,3) \oplus \mathbb{R}$ as isometry algebras as shown in [3]. In this paper, we continue the investigation started in [4] by finding the optimal system of subalgebras of dimension of at most three and the corresponding invariant solutions for spacetimes admitting $G_{7}$ as isometry algebras. We expect these solutions to be of interest to mathematical physicists.

As regards optimal systems, we can always construct a family of group invariant solutions obtained by using a subgroup of a symmetry group admitted by a given differential equation, as explained in [5]. Since there are infinitely many subgroups of a symmetry group admitted by a given differential equation, listing of all the group invariant solutions is impossible. However, obtaining optimal systems-meaning conjugacy classes- of s-dimensional subgroups of the symmetry group and
applying the optimal systems leads to an effective and systematic mechanism of classifying the group invariant solutions. This leads to non-similar invariant solutions under symmetry transformations.

Classifying the group invariant solutions by utilizing optimal systems is a significant application of Lie group and Lie symmetry methods to differential equations. The method was first introduced by Ovsiannikov [6]. He applied this method in classifying the invariant solutions of the one-dimensional gasdynamic equation [7]. Ibragimov extended this work to the two-dimensional adiabatic gas motions in his master thesis [8] by applying the expansion method for solvable Lie algebra. The main idea behind the method is discussed in detail in Ibragimov [5,9], Olver [10] and Hydon [11].

The symmetry Lie algebra of the equations under study is non-solvable, but finding the optimal systems for non-solvable Lie algebras is more challenging. In this paper, improved algorithms are introduced and applied to construct the optimal systems of dimension of at most three of Lie algebras. The reason is that a PDE with four independent variables can be reduced to an ordinary differential equation (ODE) using three-dimensional subalgebras satisfying the transversality condition with rank three [10]. This provides the non-trivial invariant solutions under a maximum number of symmetries.

The paper is organized as follows: in Section 2, algorithms to construct the optimal systems of dimension of at most three of Lie algebras are introduced. In Section 3, Lie point symmetry transformations of the wave equation on the metrics considered in this paper are found. In Section 4, the algorithms are applied to determine the Lie algebra structure and optimal systems of the symmetries. In Section 5, joint invariants and invariant solutions corresponding to three-dimensional optimal systems are determined.

## 2. Algorithms to Construct the Optimal Systems of Dimension of at Most Three of Non-Solvable Lie Algebras

In this paper, we are interested only in finding an optimal system of subalgebras of dimension of at most three as explained in the introduction. This is achieved by using the algorithms explained below. These algorithms are based on a combination of the expansion method and algorithms for determining maximal solvable subalgebras of semi-simple Lie algebras.

If $X$ is a solvable, then either $X$ is abelian or it can be obtained from its commutator $X^{\prime}$ by a sequence of one-dimensional ideals. Thus, in any case, by using normalizers or centralizers, one can reach $X$ from lower dimensional subalgebras. In more detail, the expansion method is revised and improved to a systematic method by using the normalizers and their associated quotient algebras as follows:

Let $\Theta_{r}$ be the optimal systems of $r$-dimensional solvable subalgebras of the solvable algebra $\mathcal{L}$. For every $X \in \Theta_{t-1}$, find the normalizer $\mathcal{N}(X)$. In case the quotient algebra $\mathcal{N}(X) / X$ is non-zero, we find a one-dimensional optimal system in $\mathcal{N}(X) / X$ for every $X \in \Theta_{t-1}$ by considering the invariants of the adjoint representation of $\mathcal{N}(X) / X$.

Among the constructed optimal systems of $\mathcal{N}(X) / X$ for every $X \in \Theta_{t-1}$, we may still have repetitions in their preimages in $\mathcal{L}$. Removing the repetitions provides an optimal system $\Theta_{t}$. Enumeration of all non-conjugate solvable subalgebras of $\mathcal{L}$ can finally be done through consecutive choice of the values of $t$ from 1 till $\operatorname{dim}(\mathcal{L})$.

The Expansion method can be used to find optimal systems of solvable subalgebras in solvable or non-solvable Lie algebras. However, dealing with the general adjoint action of the group once the Lie algebra is non-solvable is very difficult. Therefore, in order to find the optimal systems of solvable subalgebras in a non-solvable Lie algebra, we proceed as follows:

For a general Lie algebra with Levi decomposition $\mathcal{L}=\mathcal{S} \oplus_{s} \mathscr{R}(\mathcal{L})$, where $\mathcal{S}$ is a semisimple subalgebra of $\mathcal{L}$ and $\mathscr{R}(\mathcal{L})$ is the radical of $\mathcal{L}$, every maximal solvable subalgebra is of the form $\mathcal{M} \oplus_{S} \mathscr{R}(\mathcal{L})$, where $\mathcal{M}$ is maximal solvable in $\mathcal{S}$. The maximal solvable subalgebras can be determined using the algorithms given in [12] or more efficiently using the method detailed in Section 2.1. For a semisimple algebra $\mathcal{S}$, there is a subalgebra $\mathcal{N}$ in which all elements are ad-nilpotent and which contains-up to conjugacy-all the commutators of solvable subalgebras of $\mathcal{S}$. All the maximal
solvable subalgebras that are not compact tori can be constructed from the normalizers of conjugacy classes in $\mathcal{N}$-as detailed in Section 2.1. Then, the task of finding the optimal systems of solvable subalgebras of the Lie algebra $\mathcal{L}$ is reduced to finding the optimal systems of solvable subalgebras in each of these maximal solvable subalgebras using the expansion method. Finally, the repetitions in the obtained rough classification of subalgebras are removed using the adjoint representation of $\mathcal{L}$.

As a special case, if the radical is the center, then the calculations are greatly simplified. The reason is that it is enough to find the optimal systems of solvable subalgebras in each conjugacy class of maximal solvable subalgebras in the semisimple part of $\mathcal{L}$. Then, the repetitions in the obtained rough classification of subalgebras are removed using the adjoint representation of the semisimple part of $\mathcal{L}$. Finally, adjoining the subalgebras of the radical gives the optimal systems of solvable subalgebras in $\mathcal{L}$.

In order to find the general adjoint action of the semisimple part of $\mathcal{L}$, we need to make a suitable change of basis depending on the root space decomposition or the Iwasawa decomposition of the semisimple part $\mathscr{L}$ based on the signature of the Killing form.

### 2.1. Algorithm for Finding the Conjugacy Classes of Maximal Solvable Subalgebras

For the convenience of the reader who is not a specialist in Lie theory, we first recall how to construct Cartan algebras and roots algorithmically from a knowledge of the commutator table of a given Lie algebra.

The structure of a semisimple Lie algebra is determined by its roots. For more details, the reader is referred to [13]; see also [14-16].

Definition 1. A Lie subalgebra $H$ of a Lie algebra $\mathcal{L}$ is said to be a Cartan subalgebra if $H$ is abelian and every element $h \in H$ is semisimple: by a semisimple element, we mean an element that is diagonalizable in the adjoint representation. Moreover, $H$ is maximal with these properties.

Definition 2. Let $C$ be a Cartan subalgebra of a semisimple Lie algebra $\mathcal{L}$. A non-zero vector $v \in \mathcal{L}^{\mathbb{C}}:=\mathcal{L}+i \mathcal{L}$ such that $[h, v]=\lambda(h) v$ for all $h \in C$ is called a root vector and the corresponding linear function $\lambda$ is called a root of the Cartan algebra $C$.

In general, the roots will be complex-valued. In the following argument, we will use the notion of positive roots, so one needs to define what it means for a complex valued root to be positive.

Definition 3. A complex number $z=a+i b, a, b \in \mathbb{R}$ is positive if either its real part $a$ is positive or $a=0$, but its imaginary part $b$ is positive.

Fix a basis $h_{1}, \ldots, h_{r}$ of a Cartan algebra $C$. A non-zero root $\lambda$ is positive if the first non-zero number $\lambda\left(h_{i}\right)$ is a complex positive number. Otherwise, it is called a negative root. Positive roots which are not a sum of two positive roots are called simple roots.

The well known software Maple is able to find the root space decompositions of Lie algebras of fairly high dimensions by using the command "RootSpaceDecomposition(C)", where C is a list of vectors in a Lie algebra, defining a Cartan subalgebra.

The Cartan algebra is picked up using an algorithm due to de Graaf [15]. However, one gets better coordinates for computation if one chooses a Cartan algebra by enlarging a given diagonalizable subalgebra to a Cartan subalgebra following the algorithms given in [13]. We need in this paper only a special case of these algorithms to compute the Cartan subalgebras. We first compute the Killing form of the Lie algebra. If it is negative definite, pick any non-zero element $X$ and compute its centralizer. By a negative definite matrix, we mean a matrix which is equal to its conjugate transpose and its eigenvalues are strictly negative. If the centralizer of $X, \mathcal{C}(X)$, is self centralizing, i.e., $\mathcal{C}(\mathcal{C}(X))=\mathcal{C}(X)$, then $\mathcal{C}(X)$ is the Cartan subalgebra. Otherwise, we can find a linearly independent element $Y$ in the centralizer of $X$. Continue this procedure with the abelian algebra $\langle X, Y\rangle$ until a self centralizing
subalgebra is reached. The obtained algebra is the Cartan algebra because it is abelian and every element is diagonalizable.

On the other hand, if the Killing form is not negative definite and a maximal compact subalgebra is known, say $K$, then computing a Cartan subalgebra $C$ of $K$ using the procedure explained in the previous paragraph for compact algebras and the centralizer of $C$ in the full Lie algebra gives us the required Cartan algebra.

The main use of Cartan algebras is to find all the maximal solvable subalgebras [17]. In case the Lie algebra $\mathcal{L}$ is compact, a Cartan algebra is, up to conjugacy, the only maximal solvable subalgebra. This follows from Lie's theorem on solvable algebras [14].

There is a solvable subalgebra $B$ with real eigenvalues in the adjoint representation of $\mathcal{L}$ with the property that any other solvable algebra with real eignvalues in the adjoint representation is conjugate to a subalgebra of $B$.

In [12], it is found that the algebra $B$ can be constructed algorithmically by using positive roots of a given maximally real Cartan subalgebra; by maximally real Cartan subalgebra, we mean a Cartan algebra whose real part has maximal possible dimension. In case the Killing form is not negative definite, any Cartan algebra is a sum of two subalgebras such that one of them has all real eigenvalues in the adjoint representation in $\mathcal{L}$ and the other has all purely imaginary eigenvalues in the adjoint representation in $\mathcal{L}$. We call the first subalgebra the real part of the Cartan subalgebra and the second subalgebra the compact part of the Cartan subalgebra. Let $N$ be the algebra consisting of the real and imaginary parts of the positive root vectors for the given maximally real Cartan subalgebra. Then, the algebra $B=A+N$ where $A$ is the real part of the maximally real Cartan subalgebra has the property that every solvable algebra with real eigenvalues in the adjoint representation is conjugate to subalgebra of $B$. Moreover, all maximal solvable algebras which are non-abelian can be obtained by computing normalizers of subalgebras of $N$. In more detail, we consider conjugacy classes of subalgebras of $N$. If $X$ is a representative of such a class, we compute the normalizer of $X$ and its Levi decomposition. We keep only those $X$ in which the normalizer of $X$ has Levi decomposition $\mathcal{N}(X)=S+\mathcal{R}(\mathcal{N}(X)), \mathcal{R}(\mathcal{N}(X)) / X$ a torus and where the semisimple part has a compact Cartan subalgebra. If $T$ is this compact Cartan subalgebra, then $T+\mathcal{R}(\mathcal{N}(X))$ is a maximal solvable subalgebra and all such, apart from compact maximal tori-if any- are obtained in this way.

### 2.2. Algorithm for Finding Three-Dimensional Optimal System of Non-Solvable Subalgebras of a Lie Algebra

- It is a classical fact that any non-solvable three-dimensional subalgebra is isomorphic to either $\operatorname{sl}(2, \mathbb{R})$ or so(3) copies in $\mathscr{L}$ up to conjugacy where $\mathscr{L}$ is a semisimple subalgebra of the given Lie algebra $\mathcal{L}$. Therefore, one can construct the three-dimensional optimal system of non-solvable subalgebras by finding copies of so(3) and $\operatorname{sl}(2, \mathbb{R})$ in $\mathscr{L}$.
- In order to find such copies in the semisimple Lie algebra $S$, we have developed the following algorithms which are based on the canonical relations for so(3):

$$
\begin{equation*}
[X, A]=Y, \quad[A, Y]=X, \quad[Y, X]=A \tag{1}
\end{equation*}
$$

and $s l(2, \mathbb{R})$

$$
\begin{equation*}
[A, B]=2 B, \quad[A, Y]=-2 Y, \quad[B, Y]=A \tag{2}
\end{equation*}
$$

To find the non-conjugate copies of so(3):

- We start with an element $A$ of the one-dimensional optimal system of $S$ whose non-zero eigenvalues in the adjoint representation are purely imaginary.
- By scaling, we may assume that this eigenvalue is $i$. Let $X+i Y$ be the eigenvector of $A$ corresponding to the eigenvalue $i$. If $[X, Y]=\lambda A$ for some negative constant $\lambda$, then the algebra $\langle A, X, Y\rangle$ forms a copy of so(3).
- Applying this algorithm for all elements in the one-dimensional optimal system gives us the copies of so(3).
- Removing the repetitions using invariant tools gives the non-conjugate copies of so(3).

$$
\text { To find the copies of sl}(2, \mathbb{R}) \text { : }
$$

- We start with an element of the two-dimensional optimal system of non-abelian subalgebras.
- If $\langle A, B\rangle$ is such algebra with $[A, B]=c B$ for some non-zero constant $c$, find the eigenvectors of $\operatorname{ad} A$, if any corresponding to the eigenvalue $-c$. We reject $\langle A, B\rangle$ if there is no such eigenvalue. Otherwise, let $Y$ be an eigenvector of $\operatorname{ad}(A)$ with eigenvalue $-c$. If the commutator $[B, Y]$ is a nonzero multiple of $A$, then $\langle A, B, Y\rangle$ is a copy of $s l(2, \mathbb{R})$.
- Removing the repetitions using invariant tools gives the non-conjugate copies of $\operatorname{sl}(2, \mathbb{R})$.


## 3. Lie Point Symmetry Transformations of the Wave Equation

The wave equation on a spacetime is given by $\square_{g} u=0$, where $\square_{g}=\frac{\partial}{\partial x_{i}}\left(\sqrt{|g|} g^{i k} \frac{\partial}{\partial x_{k}}\right)$ is called the Laplace-Beltrami operator for the metric given by

$$
\begin{equation*}
d s^{2}=e^{\nu(r, t)} d t^{2}-e^{\lambda(r, t)} d r^{2}-e^{\mu(r, t)} d \theta^{2}-e^{\mu(r, t)} \sin ^{2} \theta d \varphi^{2} \tag{3}
\end{equation*}
$$

Hence, the wave equation $\square_{g} u=0$ on the metric (3) can be written as

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(e^{\left(\mu-\frac{v}{2}+\frac{\lambda}{2}\right)} \sin \theta \frac{\partial u}{\partial t}\right)-\frac{\partial}{\partial r}\left(e^{\left(\mu+\frac{v}{2}-\frac{\lambda}{2}\right)} \sin \theta \frac{\partial u}{\partial r}\right)-\frac{\partial}{\partial \theta}\left(e^{\left(\frac{v}{2}+\frac{\lambda}{2}\right)} \sin \theta \frac{\partial u}{\partial \theta}\right)-\frac{\partial}{\partial \varphi}\left(\frac{e^{\left(\frac{v}{2}+\frac{\lambda}{2}\right)}}{\sin \theta} \frac{\partial u}{\partial \varphi}\right)=0 . \tag{4}
\end{equation*}
$$

The approach to find the symmetries of the wave equation using the conformal Killing vector field of the underlying spacetimes metric is due to Yuri Bozhkov and Igor Leite Freire [18].

Theorem 1 ([18]). Let $M^{n}$ be a Lorentzian manifold of dimension $n \geq 3$ with the metric $g$ given in local coordinates $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$. The Lie symmetries of wave equation $\square_{g} u=0$ on $M^{n}$ have the form

$$
\begin{equation*}
X=\xi^{i}(x) \frac{\partial}{\partial x_{i}}+\left(\left(\frac{2-n}{4} \mu(x)+c\right) u+b(x)\right) \frac{\partial}{\partial u}, \tag{5}
\end{equation*}
$$

where $c$ is an arbitrary constant,

$$
\begin{equation*}
\square_{g} b(x)=0, \quad \square_{g} \mu(x)=0 \tag{6}
\end{equation*}
$$

$Y=\xi^{i}(x) \frac{\partial}{\partial x_{i}}$ is a conformal Killing vector field of the metric $g$ such that

$$
\begin{equation*}
\left(£_{Y} g\right)_{a b}=\xi^{c} \partial_{c} g_{a b}+g_{c b} \partial_{a} \xi^{c}+g_{c a} \partial_{b} \xi^{c}=\mu(x) g_{a b} \tag{7}
\end{equation*}
$$

and $£_{Y}$ denotes the Lie derivative with respect to vector field $Y$, where $b(x)$ and $\mu(x)$ satisfy (6).

### 3.1. Lie Point Symmetry Transformations of the Wave Equation on Einstein Spacetime

The wave equation $\square_{g} u=0$ on the spherically symmetric space admitting so $(4) \oplus \mathbb{R}$ as isometry algebra can be obtained from Equation (4) by substituting $v=0, \lambda=-\ln \left(\alpha r^{2}+1\right)$ and $\mu=\ln r^{2}$, $\alpha=-c^{2}<0$ as shown in [3].

From now on, we will work with Cartesian coordinates as their introduction simplifies many comutations. The wave equation under study can be written in Cartesian coordinates $x=r \cos \varphi \sin \theta, y=r \sin \varphi \sin \theta, z=r \cos \theta$ as:

$$
\begin{align*}
& u_{t t}+\left(c^{2} x^{2}-1\right) u_{x x}+\left(c^{2} y^{2}-1\right) u_{y y}+\left(c^{2} z^{2}-1\right) u_{z z}+3 c^{2} z u_{z}+2 c^{2} x z u_{z x}  \tag{8}\\
& +3 c^{2} x u_{x}+2 c^{2} x y u_{x y}+2 c^{2} y z u_{y z}+3 c^{2} y u_{y}=0
\end{align*}
$$

By using Theorem 1 and the isometries of the metric given in [3], the Lie symmetry algebra of the wave Equation (8) consists of the eight-dimensional subalgebra spanned by

$$
\begin{array}{lll}
X_{1}=B \frac{\partial}{\partial y}, & X_{2}=B \frac{\partial}{\partial x}, & X_{3}=B \frac{\partial}{\partial z},  \tag{9}\\
X_{4}=x \frac{\partial}{\partial z}-z \frac{\partial}{\partial x} \\
X_{5}=z \frac{\partial}{\partial y}-y \frac{\partial}{\partial z}, & X_{6}=x \frac{\partial}{\partial y}-y \frac{\partial}{\partial x}, & X_{7}=\frac{\partial}{\partial t},
\end{array} \quad X_{8}=u \frac{\partial}{\partial u}, ~ l
$$

and the infinite-dimensional ideal consisting of the operators

$$
\begin{equation*}
X_{\tau}=\tau(t, x, y, z) \frac{\partial}{\partial u}, \tag{10}
\end{equation*}
$$

where $\tau(t, x, y, z)$ is an arbitrary solution of the wave Equation (8) and $B=\sqrt{1-c^{2}\left(x^{2}+y^{2}+z^{2}\right)}$.

Moreover, the one-parameter groups $G_{i}(\varepsilon)=\left\{e^{\varepsilon X_{i}}, \varepsilon \in \mathbb{R}\right\}$ generated by (9) are given as follows:

$$
\begin{align*}
& G_{1}\left(\varepsilon_{1}\right):(t, x, y, z, u) \mapsto\left(t, x, \frac{1}{c} \sqrt{1-c^{2}\left(x^{2}+z^{2}\right)} \sin \left(\arctan \left(\frac{c y}{B}\right)+c \varepsilon_{1}\right), z, u\right), \\
& G_{2}\left(\varepsilon_{2}\right):(t, x, y, z, u) \mapsto\left(t, \frac{1}{c} \sqrt{1-c^{2}\left(y^{2}+z^{2}\right)} \sin \left(\arctan \left(\frac{c x}{B}\right)+c \varepsilon_{2}\right), y, z, u\right), \\
& G_{3}\left(\varepsilon_{3}\right):(t, x, y, z, u) \mapsto\left(t, x, y, \frac{1}{c} \sqrt{1-c^{2}\left(x^{2}+y^{2}\right)} \sin \left(\arctan \left(\frac{c z}{B}\right)+c \varepsilon_{3}\right), u\right), \\
& G_{4}\left(\varepsilon_{4}\right):(t, x, y, z, u) \mapsto\left(t, x \sin \varepsilon_{4}-z \cos \varepsilon_{4}, y, x \sin \varepsilon_{4}+z \cos \varepsilon_{4}, u\right), \\
& G_{5}\left(\varepsilon_{5}\right):(t, x, y, z, u) \mapsto\left(t, x,-z \sin \varepsilon_{5}-y \cos \varepsilon_{5}, y \sin \varepsilon_{5}-z \cos \varepsilon_{5}, u\right),  \tag{11}\\
& G_{6}\left(\varepsilon_{6}\right):(t, x, y, z, u) \mapsto\left(t,-y \sin \varepsilon_{6}+x \cos \varepsilon_{5}, x \sin \varepsilon_{6}+y \cos \varepsilon_{6}, z, u\right), \\
& G_{7}\left(\varepsilon_{7}\right):(t, x, y, z, u) \mapsto\left(t+\varepsilon_{7}, y, z, u\right), \\
& G_{8}\left(\varepsilon_{8}\right):(t, x, y, z, u) \mapsto\left(t, x, y, z, u+\varepsilon_{8}\right) .
\end{align*}
$$

### 3.2. Lie Point Symmetry Transformations of the Wave Equation on Anti-Einstein Spacetime

The wave Equation $\square_{g} u=0$ on the spherically symmetric space admitting so $(1,3) \oplus \mathbb{R}$ as isometry algebra can be obtained from Equation (4) by substituting $v=0, \lambda=-\ln \left(\alpha r^{2}+1\right)$ and $\mu=\ln r^{2}, \alpha=c^{2}>0$ as shown in [3].

As before, we will work with Cartesian coordinates as their introduction simplifies many comutations. The wave equation under study can be written in Cartesian coordinates $x=r \cos \varphi \sin \theta$, $y=r \sin \varphi \sin \theta, z=r \cos \theta$ as:

$$
\begin{align*}
& \left(c^{2} x^{2}+1\right) u_{x x}+\left(c^{2} y^{2}+1\right) u_{y y}+\left(c^{2} z^{2}+1\right) u_{z z}+2 c^{2} y z u_{y z} \\
& +3 x c^{2} u_{x}+2 c^{2} x y u_{x y}+2 c^{2} x z u_{x z}+3 c^{2} z u_{z}+3 c^{2} y u_{y}-u_{t t}=0 . \tag{12}
\end{align*}
$$

By using Theorem 1 and the isometries of the metric given in [3], the Lie symmetry algebra of the wave Equation (12) consists of the eight-dimensional subalgebra spanned by

$$
\begin{array}{lll}
X_{1}=B \frac{\partial}{\partial y}, & X_{2}=B \frac{\partial}{\partial x}, & X_{3}=B \frac{\partial}{\partial z},  \tag{13}\\
X_{5}=z \frac{\partial}{\partial y}-y \frac{\partial}{\partial z}, & X_{6}=x \frac{\partial}{\partial z}-z \frac{\partial}{\partial x}-y \frac{\partial}{\partial x}, & X_{7}=\frac{\partial}{\partial t},
\end{array} \quad X_{8}=u \frac{\partial}{\partial u}, ~ l
$$

and the infinite-dimensional ideal consisting of the operators

$$
\begin{equation*}
X_{\tau}=\tau(t, x, y, z) \frac{\partial}{\partial u}, \tag{14}
\end{equation*}
$$

where $\tau(t, x, y, z)$ is an arbitrary solution of the wave Equation (12) and $B=\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}$.

Moreover, the one-parameter groups $G_{i}(\varepsilon)=\left\{e^{\varepsilon X_{i}}, \varepsilon \in \mathbb{R}\right\}$ generated by (13) are given as follows:

$$
\begin{align*}
& G_{1}\left(\varepsilon_{1}\right):(t, x, y, z, u) \mapsto\left(t, x, \frac{e^{-c \varepsilon_{1}}\left(2 c B e^{2 c \varepsilon_{1}} y+\left(B^{2}+c^{2} y^{2}\right) e^{2 c \varepsilon_{1}}-1-c^{2}\left(x^{2}+z^{2}\right)\right)}{2 c^{2} y+2 c B}, z, u\right) \\
& G_{2}\left(\varepsilon_{2}\right):(t, x, y, z, u) \mapsto\left(t, \frac{\left(2 \mathrm{e}^{2 c \varepsilon_{2}}\left(B^{2}-1\right)+2 c B \mathrm{e}^{2 c \varepsilon_{2}} x-c^{2}\left(y^{2}+z^{2}\right)+\mathrm{e}^{2 c \varepsilon_{2}}-1\right) \mathrm{e}^{-c \varepsilon_{2}}}{2 c^{2} x+2 c B}, y, z, u\right), \\
& G_{3}\left(\varepsilon_{3}\right):(t, x, y, z, u) \mapsto\left(t, x, y, \frac{\mathrm{e}^{-c \varepsilon_{3}}\left(2 c B \mathrm{e}^{2 c \varepsilon_{3}} z+B^{2} \mathrm{e}^{2 c \varepsilon_{3}}-1-c^{2}\left(x^{2}+y^{2}\right)\right)}{2 c^{2} z+2 c B}, u\right), \\
& G_{4}\left(\varepsilon_{4}\right):(t, x, y, z, u) \mapsto\left(t, x \sin \varepsilon_{4}-z \cos \varepsilon_{4}, y, x \sin \varepsilon_{4}+z \cos \varepsilon_{4}, u\right),  \tag{15}\\
& G_{5}\left(\varepsilon_{5}\right):(t, x, y, z, u) \mapsto\left(t, x,-z \sin \varepsilon_{5}-y \cos \varepsilon_{5}, y \sin \varepsilon_{5}-z \cos \varepsilon_{5}, u\right), \\
& G_{6}\left(\varepsilon_{6}\right):(t, x, y, z, u) \mapsto\left(t,-y \sin \varepsilon_{6}+x \cos \varepsilon_{5}, x \sin \varepsilon_{6}+y \cos \varepsilon_{6}, z, u\right) \\
& G_{7}\left(\varepsilon_{7}\right):(t, x, y, z, u) \mapsto\left(t+\varepsilon_{7}, x, y, z, u\right) \\
& G_{8}\left(\varepsilon_{8}\right):(t, x, y, z, u) \mapsto\left(t, x, y, z, u+\varepsilon_{8}\right)
\end{align*}
$$

## 4. Lie Algebra Structure and Optimal Systems

4.1. Lie Point Symmetry Algebra of the Wave Equation on Einstein Spacetime

The non-zero Lie brackets of (9) are:

$$
\begin{array}{llll}
{\left[X_{1}, X_{2}\right]=c^{2} X_{6},} & {\left[X_{1}, X_{3}\right]=c^{2} X_{5},} & {\left[X_{1}, X_{5}\right]=-X_{3},} & {\left[X_{1}, X_{6}\right]=-X_{2}} \\
{\left[X_{2}, X_{3}\right]=-c^{2} X_{4},} & {\left[X_{2}, X_{4}\right]=X_{3},} & {\left[X_{2}, X_{6}\right]=X_{1},} & {\left[X_{3}, X_{4}\right]=-X_{2}}  \tag{16}\\
{\left[X_{3}, X_{5}\right]=X_{1},} & {\left[X_{4}, X_{5}\right]=X_{6},} & {\left[X_{4}, X_{6}\right]=-X_{5},} & {\left[X_{5}, X_{6}\right]=X_{4}}
\end{array}
$$

The Levi-Decomposition of this algebra is $\mathcal{L}=\left\{X_{1}, X_{2}, X_{3}, X_{4}, X_{5}, X_{6}\right\} \oplus\left\{X_{7}, X_{8}\right\}$. Let $S$ be the semisimple part. To identify the semisimple part, we need to find a Cartan algebra and the corresponding root space decomposition.

First of all, after computing the Killing form, we see that it is negative definite. Thus, to determine a Cartan algebra, choose any non-zero element in the semisimple part $S$. We choose, for example, the element $X_{3}$ and compute its centralizer. The centralizer turns out to be $\left\{X_{3}, X_{6}\right\}$ and the subalgebra $\left\{X_{3}, X_{6}\right\}$ is self centralizing. Thus, $C=\left\{X_{3}, X_{6}\right\}$ is a Cartan subalgebra which is itself the only maximal solvable subalgebra up to the conjugacy as mentioned in Section 2.1. The roots for this Cartan subalgebra are $\{(c i, i),(-c i, i),(-c i,-i),(c i,-i)\}, i=\sqrt{-1}$. Therefore, the positive roots are $\{(c i, i),(c i,-i)\}$. The root vectors for the positive roots are $\left\{X_{1}+c X_{4}+i\left(X_{2}+c X_{5}\right), X_{1}-c X_{4}+i\left(X_{2}-\right.\right.$ $\left.\left.c X_{5}\right)\right\}$. Since the negative roots are conjugates of the positive roots, the real and the imaginary parts of the positive root vectors must generate, as a Lie algebra, the full Lie algebra.

This gives us the change of basis which gives the general adjoint action of the group of symmetry transformations:

$$
\begin{array}{lll}
V_{1}=X_{1}+c X_{4}, & V_{2}=X_{2}+c X_{5}, & V_{3}=X_{3}-c X_{6}, \\
V_{5}=X_{2}-c X_{5}, & V_{6}=X_{3}+c X_{4},  \tag{17}\\
V_{6}, & V_{7}=X_{7}, & V_{8}=X_{8}
\end{array}
$$

The corresponding non-zero Lie brackets of this subalgebra are:

$$
\begin{array}{lll}
{\left[V_{1}, V_{2}\right]=-2 c V_{3}} & {\left[V_{1}, V_{3}\right]=2 c V_{2,}} & {\left[V_{2}, V_{3}\right]=-2 c V_{1}, \quad\left[V_{4}, V_{5}\right]=2 c V_{6}}  \tag{18}\\
& {\left[V_{4}, V_{6}\right]=-2 c V_{5},} & {\left[V_{5}, V_{6}\right]=2 c V_{4} .}
\end{array}
$$

It is obvious from (18) that the subalgebra $\left\langle V_{1}, V_{4}\right\rangle$ is Cartan since it is abelian and it is self centralizing. Since our Lie algebra is compact, therefore, $\left\langle V_{1}, V_{4}\right\rangle$ is the only maximal solvable algebra up to the conjugacy. The subalgebra $\left\langle V_{1}, V_{4}\right\rangle$ is conjugate to $\left\langle V_{3}, V_{6}\right\rangle$.

As we will see later, $\left\langle V_{1}, V_{2}, V_{3}\right\rangle$ and $\left\langle V_{4}, V_{5}, V_{6}\right\rangle$ form two copies of so(3) which commute with each other. Since so(4), which is the set of all skew symmetric $4 \times 4$ matrices, is also isomorphic to $s o(3) \oplus s o(3)$ [19], we see that the semisimple part is isomorphic to so(4). This decomposition can be
obtained by working with a Cartan subalgebra of so(4) and determining its root space decomposition as was done above.

### 4.1.1. Optimal Systems of Solvable Subalgebras of so(4)

To find the optimal systems of so(4), we first find the one-dimensional optimal system and a rough classification of higher order subalgebras inside the maximal solvable subalgebra $\left\langle V_{1}, V_{4}\right\rangle$ which is abelian. Secondly, we obtain the higher-dimensional optimal system by removing the repetitions from the obtained rough classification of subalgebras using the adjoint representation of so(4).

Theorem 2. The optimal systems $\Theta_{i}$ up to order three of solvable subalgebras of so(4) with the non-zero Lie brackets (18) are the following:

- The one-dimensional optimal system $\Theta_{1}$ is $\left\{\left\langle V_{1}+\alpha V_{4}\right\rangle,\left\langle V_{1}\right\rangle,\left\langle V_{4}\right\rangle, \alpha \neq 0\right\}$,
- The two-dimensional optimal system $\Theta_{2}$ is $\left\{\left\langle V_{1}, V_{4}\right\rangle\right\}$.

There is no three-dimensional optimal system.
Proof. Clearly, it is enough to deal with the one-dimensional optimal system only. The one-dimensional optimal system of the maximal solvable subalgebra of so(4) is itself the one-dimensional optimal system of so(4). This is because the representative elements are non-conjugate under the adjoint representation of so(4) given by

$$
\begin{equation*}
A\left(\varepsilon_{1}, \ldots, \varepsilon_{6}\right)=e^{\varepsilon_{1} C(1)} \ldots e^{\varepsilon_{6} C(6)} \tag{19}
\end{equation*}
$$

where $C(j)$ is the matrix whose $(i, k)^{t h}$ entries are given as $c_{i j}^{k}$ : here, the constants $c_{i j}^{k}$ are the structure constants relative to the basis $V_{1}, \ldots, V_{6}$.

### 4.1.2. Optimal Systems of Solvable Subalgebras of $\mathcal{L}=s o(4) \oplus \mathbb{R}^{2}$

First, note the general fact that if $\mathcal{L}=S \oplus R$ where $S$ is the semisimple part and the radical $R$ is the center, then the conjugacy classes of $S$ can be joined with elements of the center to obtain conjugacy classes of $\mathcal{L}$, as follows:

Let $\pi: S \oplus R \rightarrow S$ be the projection defined by $\pi(x, y)=x$. This is a homomorphism because $R$ is an ideal. Therefore, it will map conjugate classes to conjugate classes.

Every $k$-dimensional subalgebra of $\mathcal{L}$ is of the form $\left\langle x_{1}+y_{1}, x_{2}+y_{2}, \ldots, x_{k}+y_{k}\right\rangle$, where $x_{i} \in S$, $y_{i} \in R$. Its projection is $\left\langle x_{1}, \ldots, x_{k}\right\rangle$ of dimension less than or equal to $k$. Moreover, if $\left\langle x_{1}+y_{1}, x_{2}+\right.$ $\left.y_{2}, \ldots, x_{k}+y_{k}\right\rangle$ is conjugate to $\left\langle\tilde{x_{1}}+\tilde{y_{1}}, \tilde{x_{2}}+\tilde{y_{2}}, \ldots, \tilde{x_{k}}+\tilde{y_{k}}\right\rangle$, then as the radical $R$ is the center, $y_{i}=\tilde{y_{i}}$ and $\left\langle x_{1}, x_{2}, \ldots, x_{k}\right\rangle$ is conjugate to $\left\langle\tilde{x_{1}}, \tilde{x_{2}}, \ldots, \tilde{x_{k}}\right\rangle$. However, the dimension of the image algebra of $\left\langle\tilde{x_{1}}+\tilde{y_{1}}, \tilde{x_{2}}+\tilde{y_{2}}, \ldots, \tilde{x_{k}}+\tilde{y_{k}}\right\rangle$ can go down. Thus, to get all conjugacy classes of the full algebra, we start with the elements of the optimal systems of $S$ and add to each one of them arbitrary elements of the center and keep those that form a subalgebra. The classes of the center correspond to the zero subspace of $S$. This will give all the conjugacy classes of the full algebra. Applying this to $\mathcal{L}=s o(4) \oplus \mathbb{R}^{2}$, we obtain the following classes.

Clearly, the one-dimensional optimal system $\tilde{\Theta}_{1}$ of $\mathbb{R}^{2}$ is $\left\{\left\langle V_{7}\right\rangle,\left\langle V_{8}\right\rangle,\left\langle V_{7}+\alpha V_{8}\right\rangle, \alpha \neq 0\right\}$ and the only two-dimensional optimal system $\tilde{\Theta}_{2}$ of $\mathbb{R}^{2}$ is $\left\{\left\langle V_{7}, V_{8}\right\rangle\right\}$.

In order to get the optimal systems of the full Lie algebra up to order three, we use the optimal systems of so(4) constructed in Theorem 2. We join it with the optimal system of the abelian algebra $\mathbb{R}^{2}$ as explained above.

- To get the one-dimensional optimal system of $\mathcal{L}$, we have the cases:

1. We add an arbitrary element from $\mathbb{R}^{2}$ to every element in $\Theta_{1}$; in this case, we get $\left\{\left\langle V_{1}+\alpha V_{4}+Z_{1}\right\rangle,\left\langle V_{1}+Z_{1}\right\rangle,\left\langle V_{4}+Z_{1}\right\rangle, \alpha \neq 0\right\}$.
2. We take $\tilde{\Theta}_{1}$ itself; in this case, we get $\left\{\left\langle V_{7}\right\rangle,\left\langle V_{8}\right\rangle,\left\langle V_{7}+\beta V_{8}\right\rangle, \beta \neq 0\right\}$.

- To get the two-dimensional optimal system of $\mathcal{L}$, we have the cases:

1. We add an arbitrary element from $\mathbb{R}^{2}$ to every element in $\Theta_{2}$; in this case, we get $\left\{\left\langle V_{1}+Z_{1}, V_{4}+Z_{2}\right\rangle\right\}$.
2. We add an arbitrary element from $\mathbb{R}^{2}$ to every element in $\Theta_{1}$ and combine the result with an element from $\tilde{\Theta}_{1}$; in this case, we get $\left\{\left\langle V_{1}+\alpha V_{4}+Z_{1}, Z_{3}\right\rangle,\left\langle V_{1}+Z_{1}, Z_{3}\right\rangle,\left\langle V_{4}+Z_{1}, Z_{3}\right\rangle, \alpha \neq 0\right\}$.
3. Take $\tilde{\Theta}_{2}$ itself; in this case, we get $\left\{\left\langle V_{7}, V_{8}\right\rangle\right\}$.

- To get the three-dimensional optimal system of $\mathcal{L}$,

1. Either we add an arbitrary element from $\mathbb{R}^{2}$ to every element in $\Theta_{2}$ and combine the result with an element from $\tilde{\Theta}_{1}$; in this case, we get $\left\{\left\langle V_{1}+Z_{1}, V_{4}+Z_{2}, Z_{3}\right\rangle\right\}$;
2. or we add an arbitrary element from $\mathbb{R}^{2}$ to every element in $\Theta_{1}$ and combine the result with an element from $\tilde{\Theta}_{2}$; in this case, we get $\left\{\left\langle V_{1}+\alpha V_{4}+Z_{1}, V_{7}, V_{8}\right\rangle,\left\langle V_{1}+Z_{1}, V_{7}, V_{8}\right\rangle\right.$, $\left.\left\langle V_{4}+Z_{1}, V_{7}, V_{8}\right\rangle, \alpha \neq 0\right\}$.

Finally, we check that the obtained class is a subalgebra by taking the wedge product of it with its commutator and equate by zero and see if we can kill some constants. This leads to the following theorem:

Theorem 3. The optimal systems of solvable subalgebra of $\mathcal{L}$ with the non-zero Lie brackets (18) are as follows:

- The one-dimensional optimal system is $\left\{\left\langle V_{1}+\alpha V_{4}+Z_{1}\right\rangle,\left\langle V_{1}+Z_{1}\right\rangle,\left\langle V_{4}+Z_{1}\right\rangle,\left\langle V_{7}\right\rangle,\left\langle V_{8}\right\rangle,\left\langle V_{7}+\beta V_{8}\right\rangle\right.$, $\alpha, \beta \neq 0\}$.
- The two-dimensional optimal system is $\left\{\left\langle V_{1}+Z_{1}, V_{4}+Z_{2}\right\rangle,\left\langle V_{1}+\alpha V_{4}+Z_{1}, Z_{3}\right\rangle,\left\langle V_{1}+Z_{1}, Z_{3}\right\rangle,\left\langle V_{4}+Z_{1}\right.\right.$, $\left.\left.Z_{3}\right\rangle,\left\langle V_{7}, V_{8}\right\rangle, \alpha \neq 0\right\}$.
- The three-dimensional optimal system is $\left\{\left\langle V_{1}+Z_{1}, V_{4}+Z_{2}, Z_{3}\right\rangle,\left\langle V_{1}+\alpha V_{4}+Z_{1}, V_{7}, V_{8}\right\rangle,\left\langle V_{1}+Z_{1}\right.\right.$, $\left.\left.V_{7}, V_{8}\right\rangle,\left\langle V_{4}+Z_{1}, V_{7}, V_{8}\right\rangle, \alpha \neq 0\right\}$.
Here, $Z_{1}=\alpha_{1} V_{7}+\beta_{1} V_{8}, Z_{2}=\alpha_{2} V_{7}+\beta_{2} V_{8}$ are arbitrary elements of $\mathbb{R}^{2}$ and $Z_{3}=V_{7}+\alpha_{3} V_{8}$ or $Z_{3}=V_{8}$ represent a one-dimensional optimal system of $\mathbb{R}^{2}$.


### 4.1.3. Three-dimesional Optimal System of Non-solvable Subalgebras of $\mathcal{L}=s o(4) \oplus \mathbb{R}^{2}$

If $H$ is a three-dimensional non-solvable algebra, then $H$ equals its commutator. As the commutator of $\mathcal{L}$ is so(4), all such subalgebras of $\mathcal{L}$ are subalgebras of so(4). We need to construct the copies of $s o(3)$ and $s l(2, \mathbb{R})$, if any, by following the algorithm given in Section 2.2:

- First, construct the copies of so(3):

1. The element $V_{1}$ has the eigenvector $V_{2}+i V_{3}$ corresponding to the eigenvalue $2 c i$. Therefore, $\tilde{V}_{1}=\frac{V_{1}}{2 c}$ has the same eigenvector with the eigenvalue $i$. Moreover, $\left[V_{2}, V_{3}\right]=-(2 c)^{2} \tilde{V}_{1}$. Hence, $\left\langle V_{1}, V_{2}, V_{3}\right\rangle$ forms a copy of so(3).
2. The element $V_{4}$ has the eigenvector $V_{5}+i V_{6}$ corresponding to the eigenvalue $-2 c i$. Therefore, $\tilde{V}_{4}=\frac{V_{4}}{-2 c}$ has the same eigenvector with the eigenvalue $i$. Moreover, $\left[V_{5}, V_{6}\right]=-(2 c)^{2} \tilde{V}_{4}$. Hence, $\left\langle V_{4}, V_{5}, V_{6}\right\rangle$ forms a copy of so(3).
3. The element $V_{1}+\alpha V_{4}$ has the eigenvector $V_{2}+V_{5}+i\left(V_{3}-V_{6}\right)$ corresponding to the eigenvalue 2 ci . Therefore, $\tilde{V}=\frac{V_{1}+\alpha V_{4}}{2 c}$ has the same eigenvector with the eigenvalue $i$. Moreover, and $\left[V_{2}+V_{5}, V_{3}-V_{6}\right]=-2 c \tilde{V}$. Hence, $\left\langle V_{1}+V_{4}, V_{2}+V_{5}, V_{3}-V_{6}\right\rangle$ forms a copy of so(3). Note that here $\alpha$ must be equal to one to ensure that $\left\langle V_{1}+\alpha V_{4}, V_{2}+V_{5}, V_{3}-V_{6}\right\rangle$ is a subalgebra.

- The Lie algebra so(4) does not contain any copy of $\operatorname{sl}(2, \mathbb{R})$, since it does not contain any non-abelian two-dimensional subalgebra.

This proves the following theorem:
Theorem 4. The three-dimensional optimal system of non-solvable subalgebras of $\mathcal{L}$ is
$\left\{\left\langle V_{1}, V_{2}, V_{3}\right\rangle,\left\langle V_{4}, V_{5}, V_{6}\right\rangle,\left\langle V_{1}+V_{4}, V_{2}+V_{5}, V_{3}-V_{6}\right\rangle\right\}$, where the $V_{i}, i=1, \ldots, 6$ form a basis of so (4) given in (17).

### 4.2. Lie Point Symmetry Algebra of the Wave Equation on Anti-Einstein Spacetime

The non-zero Lie brackets of (13) are:

$$
\begin{array}{llll}
{\left[X_{1}, X_{2}\right]=-c^{2} X_{6},} & {\left[X_{1}, X_{3}\right]=-c^{2} X_{5},} & {\left[X_{1}, X_{5}\right]=-X_{3},} & {\left[X_{1}, X_{6}\right]=-X_{2},} \\
{\left[X_{2}, X_{3}\right]=c^{2} X_{4},} & {\left[X_{2}, X_{4}\right]=X_{3},} & {\left[X_{2}, X_{6}\right]=X_{1},} & {\left[X_{3}, X_{4}\right]=-X_{2},}  \tag{20}\\
{\left[X_{3}, X_{5}\right]=X_{1},} & {\left[X_{4}, X_{5}\right]=X_{6},} & {\left[X_{4}, X_{6}\right]=-X_{5},} & {\left[X_{5}, X_{6}\right]=X_{4} .}
\end{array}
$$

The Levi-Decomposition of this algebra is $\mathcal{L}=\left\{X_{1}, X_{2}, X_{3}, X_{4}, X_{5}, X_{6}\right\} \oplus\left\{X_{7}, X_{8}\right\}$. Let $S$ be the semisimple part.

To determine the structure of the semisimple part, we need to find a Cartan algebra and the root space decomposition with respect to the Cartan algebra. In this case, the Killing form is not negative definite and it has exactly three negative eigenvalues. This means that the maximal compact algebra is three-dimensional.

The reason is that, if $K$ is a maximal compact subalgebra of the Lie algebra $\mathcal{L}$, then any compact subalgebra of $\mathcal{L}$ is conjugate to a subalgebra of $K$. Moreover, every one-dimensional subalgebra of $K$ is conjugate to a subalgebra of a fixed Cartan subalgebra of $K$ [14-16].

As we will explain later, the subalgebra $\left\langle X_{4}, X_{5}, X_{6}\right\rangle$ is a copy of so(3) in the given Lie algebra. Thus, $K=\left\langle X_{4}, X_{5}, X_{6}\right\rangle$ is a maximal compact subalgebra of the algebra $S$. A Cartan subalgebra of $S$ can be obtained by choosing any element of $K$ and computing its centralizer. We choose, for example, $X_{6}$ as a representative of a Cartan algebra of $K$. Computing the centralizer of $X_{6}$, we find that it is $\left\langle X_{3}, X_{6}\right\rangle$. In addition, as the centralizer of $\left\langle X_{3}, X_{6}\right\rangle$ is itself, $C=\left\langle X_{3}, X_{6}\right\rangle$ is a Cartan subalgebra of $S$. Moreover, computing the eigenvalues of $X_{3}$, we find that all eigenvalues of ad $X_{3}$ are real and $X_{3}$ is diagonalizable. Moreover, the centralizer of $X_{3}$ is $C$ and the centralizer of $X_{6}$ is also $C$; this means that $C$ is the maximally real Cartan subalgebra.

We find roots of $C$ in $S$. The roots are $(c, i),(c,-i),(-c, i),(-c,-i)$, the positive roots are $(c, i),(c,-i)$ and clearly the sum of these positive roots is not a root. The root spaces for the positive roots $(c, i)$ and $(c,-i)$ are $\left\langle X_{1}+c X_{5}+i\left(c X_{4}-X_{2}\right)\right\rangle$. Let $N=\left\langle X_{1}+c X_{5}, X_{2}-c X_{4}\right\rangle$. The algebra $B=A \oplus N$, where $A=\left\langle X_{3}\right\rangle$ is the real part of $C$, has the property that every solvable algebra with real eigenvalues in the adjoint representation is conjugate to a subalgebra of $B$. We compute the normalizers of each conjugacy class of $N$. The normalizer of each representative element of the one-dimensional optimal system of $N$ does not contain a Cartan algebra. Therefore, we keep only $N$ because its normalizer $\mathcal{N}(N)$ is solvable and contains a Cartan algebra. Thus, there is only one maximal solvable subalgebra, namely $\mathcal{N}(N)=\left\langle X_{6}, X_{3}\right\rangle \oplus\left\langle X_{1}+c X_{5}, X_{2}-c X_{4}\right\rangle$. Therfore, the Iwasawa decomposition of $S$ is $K \oplus A \oplus N=\left\langle X_{4}, X_{5}, X_{6}\right\rangle \oplus\left\langle X_{3}\right\rangle \oplus\left\langle X_{1}+c X_{5}, X_{2}-c X_{4}\right\rangle[14,16]$.

This gives us the following change of basis which makes the computations easier:

$$
\begin{array}{llll}
V_{1}=X_{4}, & V_{2}=X_{5}, & V_{3}=X_{6}, & V_{4}=X_{3} \\
V_{5}=X_{1}+c X_{5}, & V_{6}=X_{2}-c X_{4}, & V_{7}=X_{7}, & V_{8}=X_{8} \tag{21}
\end{array}
$$

The non-zero Lie brackets of (21) are

$$
\begin{array}{llll}
{\left[V_{1}, V_{2}\right]=V_{3},} & {\left[V_{1}, V_{3}\right]=-V_{2},} & {\left[V_{1}, V_{4}\right]=c V_{1}+V_{6},} & {\left[V_{1}, V_{5}\right]=c V_{3},} \\
{\left[V_{1}, V_{6}\right]=-V_{4},} & {\left[V_{2}, V_{3}\right]=V_{1},} & {\left[V_{2}, V_{4}\right]=c V_{2}-V_{5},} & {\left[V_{2}, V_{5}\right]=V_{4},} \\
{\left[V_{2}, V_{6}\right]=c V_{3}} & {\left[V_{3}, V_{5}\right]=V_{6},} & {\left[V_{3}, V_{6}\right]=-V_{5},} & {\left[V_{4}, V_{5}\right]=c V_{5},} \\
{\left[V_{4}, V_{6}\right]=c V_{6} .} & & &
\end{array}
$$

In fact, the semisimple part $S$ is isomorphic to $s o(1,3)$ as can be seen by working with its Cartan algebra and the associated root space decompositions. The algebra $\left\langle V_{7}, V_{8}\right\rangle$ is the center of the Lie algebra $\mathcal{L}$.

### 4.2.1. Optimal Systems of Solvable Subalgebras of so $(1,3)$

To find the optimal system of so(1,3), we first find the one-dimensional optimal system and a rough classification of higher order subalgebras inside the maximal solvable subalgebra spanned by $E_{1}:=V_{3}, E_{2}:=V_{4}, E_{3}:=V_{5}, E_{4}:=V_{6}$. The corresponding non-zero Lie brackets of this subalgebra are:

$$
\begin{equation*}
\left[E_{1}, E_{3}\right]=E_{4}, \quad\left[E_{1}, E_{4}\right]=-E_{3}, \quad\left[E_{2}, E_{3}\right]=c E_{3}, \quad\left[E_{2}, E_{4}\right]=c E_{4} \tag{23}
\end{equation*}
$$

Secondly, we obtain the higher-dimensional optimal system by removing the repetitions from the obtained rough classification of subalgebras using the adjoint action of so $(1,3)$.

Theorem 5. The optimal systems $\Theta_{i}$ up to order three of the solvable subalgebras of so $(1,3)$ with the non-zero Lie brackets (22) are the following:

- The one-dimensional solvable optimal system $\Theta_{1}$ is
$\left\{\left\langle V_{4}\right\rangle,\left\langle V_{5}\right\rangle,\left\langle V_{3}+\alpha V_{4}\right\rangle: \alpha \in \mathbb{R}\right\}$.
- The two-dimensional solvable optimal system $\Theta_{2}$ is $\left\{\left\langle V_{3}, V_{4}\right\rangle,\left\langle V_{4}, V_{5}\right\rangle,\left\langle V_{5}, V_{6}\right\rangle\right\}$.
- The three-dimensional solvable optimal system $\Theta_{3}$ is
$\left\{\left\langle V_{4}, V_{5}, V_{6}\right\rangle,\left\langle V_{3}+\alpha V_{4}, V_{5}, V_{6}\right\rangle: \alpha \in \mathbb{R}\right\}$.
Proof. To remove the repetitions in the obtained one-dimensional optimal system and the higher-dimensional rough classification of the maximal solvable subalgebra of $\mathcal{L}$, we use their normalizers in so $(1,3)$ as follows:
- The one-dimensional optimal system of the maximal solvable subalgebra of so $(1,3)$ is itself the one-dimensional optimal system of $s o(1,3)$. This is because the representative elements are non-conjugate under the adjoint action of so $(1,3)$, as can be seen using the action of corresponding adjoint group given as in (19).
- The two-dimensional abelian subalgebras are $\left\langle V_{3}, V_{4}\right\rangle,\left\langle V_{5}, V_{6}\right\rangle$. The non-abelian subalgebra $\left\langle V_{4}, V_{5}\right\rangle$ is clearly non-conjugate with both of them. Moreover, since the normalizers of the two-dimensional abelian subalgebras are $\mathcal{N}\left(\left\langle V_{3}, V_{4}\right\rangle\right) /\left\langle V_{3}, V_{4}\right\rangle=0, \mathcal{N}\left(\left\langle V_{5}, V_{6}\right\rangle\right) /\left\langle V_{5}, V_{6}\right\rangle=$ $\left\langle\bar{V}_{3}, \bar{V}_{4}\right\rangle$. As their dimensions are different, they are non-conjugate.
- All the three-dimensional subalgebras given in the rough classification have the same normalizers, centralizers and commutators, namely the abelian subalgebra $\left\langle V_{5}, V_{6}\right\rangle$.

Let $X$ be one of these algebras. We find that the eigenvalues of $X / X^{\prime}$ are repeated real in one case, purely imaginary in one case and complex conjugates but not purely imaginary in the third case. Therefore, they are non-conjugate.
4.2.2. Optimal Systems of Solvable Subalgebras of $\mathcal{L}=s o(1,3) \oplus \mathbb{R}^{2}$

Clearly, the one-dimensional optimal system $\tilde{\Theta}_{1}$ of $\mathbb{R}^{2}$ is $\left\{\left\langle V_{8}\right\rangle,\left\langle V_{7}+\alpha V_{8}\right\rangle: \alpha \in \mathbb{R}\right\}$ and the only two-dimensional optimal system $\tilde{\Theta}_{2}$ of $\mathbb{R}^{2}$ is $\left\{\left\langle V_{7}, V_{8}\right\rangle\right\}$.

In order to get the optimal systems of the full Lie algebra up to order three, we use the optimal systems of so(1,3) constructed in Theorem 5 and join each one of them with the optimal systems of the abelian algebra $\mathbb{R}^{2}$.

- To get the one-dimensional optimal system of $\mathcal{L}$,

1. either we take $\tilde{\Theta}_{1}$ itself; in this case, we get $\left\{\left\langle V_{8}\right\rangle,\left\langle V_{7}+\beta V_{8}\right\rangle: \beta \in \mathbb{R}\right\}$;
2. or we add an arbitrary element from $\mathbb{R}^{2}$ to every representative element in $\Theta_{1}$; in this case, we get $\left\{\left\langle V_{4}+Z_{1}\right\rangle,\left\langle V_{5}+Z_{1}\right\rangle,\left\langle V_{3}+\alpha V_{4}+Z_{1}\right\rangle: \alpha \in \mathbb{R}\right\}$.

- To get the two-dimensional optimal system of $\mathcal{L}$,

1. either we add an arbitrary element from $\mathbb{R}^{2}$ to every element in $\Theta_{2}$; in this case, we get $\left\{\left\langle V_{3}+\mathrm{Z}_{1}, V_{4}+\mathrm{Z}_{2}\right\rangle,\left\langle V_{4}+\mathrm{Z}_{1}, V_{5}+\mathrm{Z}_{2}\right\rangle,\left\langle V_{5}+\mathrm{Z}_{1}, V_{6}+\mathrm{Z}_{2}\right\rangle\right\}$,
2. or we add an arbitrary element from $\mathbb{R}^{2}$ to every element in $\Theta_{1}$ and combine the result with an element from $\tilde{\Theta}_{1}$; in this case, we get $\left\{\left\langle V_{4}+Z_{1}, Z_{3}\right\rangle,\left\langle V_{5}+Z_{1}, Z_{3}\right\rangle,\left\langle V_{3}+\alpha V_{4}+Z_{1}, Z_{3}\right\rangle\right.$ : $\alpha \in \mathbb{R}\}$.
3. or take $\tilde{\Theta}_{2}$ itself; in this case, we get $\left\{\left\langle V_{7}, V_{8}\right\rangle\right\}$.

- To get the three-dimensional optimal system of $\mathcal{L}$,

1. either we add an arbitrary element from $\mathbb{R}^{2}$ to every element in $\Theta_{3}$; in this case, we get $\left\{\left\langle V_{4}+Z_{1}, V_{5}+Z_{2}, V_{6}+Z_{3}\right\rangle,\left\langle V_{3}+\alpha V_{4}+Z_{1}, V_{5}+Z_{2}, V_{6}+Z_{3}\right\rangle: \alpha \in \mathbb{R}\right\}$,
2. or we add an arbitrary element from $\mathbb{R}^{2}$ to every element in $\Theta_{2}$ and combine the result with an element from $\tilde{\Theta}_{1}$; in this case, we get $\left\{\left\langle V_{3}+Z_{1}, V_{4}+Z_{2}, Z_{3}\right\rangle,\left\langle V_{4}+Z_{1}, V_{5}+Z_{2}, Z_{3}\right\rangle\right.$, $\left.\left\langle V_{5}+Z_{1}, V_{6}+Z_{2}, Z_{3}\right\rangle\right\}$,
3. or we add an arbitrary element from $\mathbb{R}^{2}$ to every element in $\Theta_{1}$ and combine the result with an element from $\tilde{\Theta}_{2}$; in this case, we get $\left\{\left\langle V_{4}+Z_{1}, V_{7}, V_{8}\right\rangle,\left\langle V_{5}+Z_{1}, V_{7}, V_{8}\right\rangle,\left\langle V_{3}+\alpha V_{4}+\right.\right.$ $\left.\left.Z_{1}, V_{7}, V_{8}\right\rangle: \alpha \in \mathbb{R}\right\}$,
where $Z_{1}=\alpha_{1} V_{7}+\beta_{1} V_{8}, Z_{2}=\alpha_{2} V_{7}+\beta_{2} V_{8}$ are arbitrary elements of $\mathbb{R}^{2}$ and $Z_{3}=V_{7}+\alpha_{3} V_{8}$ or $Z_{3}=V_{8}$ represents a one-dimensional optimal system of $\mathbb{R}^{2}$ and $\alpha_{1}, \alpha_{2}, \alpha_{3}, \beta_{1}, \beta_{2} \in \mathbb{R}$.

Finally, we check that the obtained class is a subalgebra by taking the wedge product of its commutator with each element in the class and make these wedges equal to zero. Therefore, we have the following theorem.

Theorem 6. The optimal systems of solvable subalgebras of $\mathcal{L}$ with the non-zero Lie brackets (22) are as follows:

- The one-dimensional solvable optimal system is $\left\{\left\langle V_{4}+Z_{1}\right\rangle,\left\langle V_{5}+Z_{1}\right\rangle,\left\langle V_{8}\right\rangle,\left\langle V_{3}+\alpha V_{4}+Z_{1}\right\rangle,\left\langle V_{7}+\right.\right.$ $\left.\left.\beta V_{8}\right\rangle: \alpha, \beta \in \mathbb{R}\right\}$.
- The two-dimensional solvable optimal system is
$\left\{\left\langle V_{3}+Z_{1}, V_{4}+Z_{2}\right\rangle,\left\langle V_{4}+Z_{1}, V_{5}\right\rangle,\left\langle V_{5}+Z_{1}, V_{6}+Z_{2}\right\rangle,\left\langle V_{4}+Z_{1}, Z_{3}\right\rangle,\left\langle V_{5}+Z_{1}, Z_{3}\right\rangle,\left\langle V_{7}, V_{8}\right\rangle,\left\langle V_{3}+\right.\right.$ $\left.\left.\alpha V_{4}+Z_{1}, Z_{3}\right\rangle: \alpha \in \mathbb{R}\right\}$.
- The three-dimensional solvable optimal system is $\left\{\left\langle V_{4}+Z_{1}, V_{5}, V_{6}\right\rangle,\left\langle V_{3}+Z_{1}, V_{4}+Z_{2}, Z_{3}\right\rangle\right.$, $\left\langle V_{4}+Z_{1}, V_{5}, Z_{3}\right\rangle,\left\langle V_{5}+Z_{1}, V_{6}+Z_{2}, Z_{3}\right\rangle,\left\langle V_{4}+Z_{1}, V_{7}, V_{8}\right\rangle,\left\langle V_{5}+Z_{1}, V_{7}, V_{8}\right\rangle,\left\langle V_{3}+\alpha V_{4}+Z_{1}\right.$, $\left.\left.V_{5}, V_{6}\right\rangle,\left\langle V_{3}+\alpha V_{4}+Z_{1}, V_{7}, V_{8}\right\rangle: \alpha \in \mathbb{R}\right\}$.

Here, $Z_{1}=\alpha_{1} V_{7}+\beta_{1} V_{8}, Z_{2}=\alpha_{2} V_{7}+\beta_{2} V_{8}$ are arbitrary elements of $\mathbb{R}^{2}$ and $Z_{3}=V_{7}+\alpha_{3} V_{8}$ or $Z_{3}=V_{8}$ represents a one-dimensional optimal system of $\mathbb{R}^{2}$.

### 4.2.3. Three-Dimensional Optimal System of Non-Solvable Subalgebras of $\mathcal{L}=s o(1,3) \oplus \mathbb{R}^{2}$

If $H$ is a three-dimensional non-solvable algebra, then $H$ equals its commutator. As the commutator of $\mathcal{L}$ is so $(1,3)$, all such subalgebras of $\mathcal{L}$ are subalgebras of so $(1,3)$. To find such subalgebras, we follow the algorithm given in Section 2.2.

We need to construct the copies of $s o(3)$ and $s l(2, \mathbb{R})$, if any, by following the algorithm that is given in Section 2.2:

- First, construct the copies of so(3): the element $V_{3}$ has the eigenvector $V_{1}+i V_{2}$ corresponding to the eigenvalue $-i$. Therefore, $\tilde{V}_{3}=-V_{3}$ has the same eigenvector with the eigenvalue $i$. Moreover, $\left[V_{1}, V_{2}\right]=-\tilde{V}_{3}$. Therefore, $\left\langle V_{1}, V_{2}, V_{3}\right\rangle$ forms a copy of so(3).
- The only non-abelian two-dimensional subalgebra in so $(1,3)$ is $\left\langle V_{4}, V_{5}\right\rangle$ with $\left[V_{4}, V_{5}\right]=c V_{5}$. Moreover, the eigenvector of ad $V_{4}$ corresponding to the eigenvalue $-c$ is $V_{5}-2 c V_{2}$ and $\left[V_{5}-2 c V_{2}, V_{5}\right]=-2 c V_{4}$. Hence, the subalgebra $\left\langle V_{4}, V_{5}, V_{5}-2 c V_{2}\right\rangle$ forms a copy of $\operatorname{sl}(2, \mathbb{R})$.

This proves the theorem.
Theorem 7. The three-dimensional non-solvable optimal system is $\left\{\left\langle V_{1}, V_{2}, V_{3}\right\rangle,\left\langle V_{4}, V_{5}, V_{5}-2 c V_{2}\right\rangle\right\}$, where the $V_{i}(i=1, \ldots, 6)$ forms a basis of so $(1,3)$ given in (21).

## 5. Joint Invariants and Invariant Solutions Corresponding to Three-Dimensional Optimal Systems of $\mathcal{L}$

The invariant solutions can be obtained through symmetry reductions carried out by implementing the well-known procedure of utilizing the joint invariants of the subalgebras obtained by three-dimensional optimal system, see, e.g., $[6,11,20]$ for details.

Remark 1 ([10]). Let $\left\langle X_{1}, \ldots, X_{n}\right\rangle$ be a Lie algebra with basis

$$
X_{i}=\xi_{i}^{1} \frac{\partial}{\partial t}+\xi_{i}^{2} \frac{\partial}{\partial r}+\xi_{i}^{3} \frac{\partial}{\partial \theta}+\xi_{i}^{4} \frac{\partial}{\partial \varphi}+\eta_{i} \frac{\partial}{\partial u}, i=1, \ldots, n
$$

A necessary condition for the existence of an invariant solution under the Lie algebra $\left\langle X_{1}, \ldots, X_{n}\right\rangle$ is the following transversality condition:

$$
\begin{equation*}
\operatorname{rank}\left\{E_{1}\right\}=\operatorname{rank}\left\{E_{2}\right\} \tag{24}
\end{equation*}
$$

where

$$
E_{1}=\left(\begin{array}{cccc}
\xi_{1}^{1} & \xi_{1}^{2} & \xi_{1}^{3} & \xi_{1}^{4} \\
\vdots & \vdots & \vdots & \vdots \\
\xi_{n}^{1} & \xi_{n}^{2} & \xi_{n}^{3} & \xi_{n}^{4}
\end{array}\right), E_{2}=\left(\begin{array}{ccccc}
\xi_{1}^{1} & \xi_{1}^{2} & \xi_{1}^{3} & \xi_{1}^{4} & \eta_{1} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
\xi_{n}^{1} & \xi_{n}^{2} & \xi_{n}^{3} & \xi_{n}^{4} & \eta_{n}
\end{array}\right)
$$

Before giving the formal definition of equivalent invariant solutions, let us note the following general fact:

Whenever a transformation group $G$ operates on a set $S$ and $U$ is a subset of $S$ and $H$ is the stabilizer of $U$, then the stabilizer of $a . U, a \in G$ is $a H a^{-1}$. We will apply this where the set $S$ is the set of solutions of a differential equation, $U$ is the set of invariant solutions and the group $G$ is the local group whose Lie algebra is the symmetry algebra of the differential equation.

Definition 4. Consider the differential equation admitting the group of transformations $G$. Let $\mathcal{L}$ be the Lie algebra corresponding the group $G$. If $u=\Theta_{1}(x)$ and $u=\Theta_{2}(x)$ are two invariant solutions of the given differential equation under the subalgebras $H_{1}$ and $H_{2}$ of $\mathcal{L}$, respectively, then we call $u=\Theta_{1}(x)$ and $u=\Theta_{2}(x)$ equivalent invariant solutions with respect to the group $G$ if one can find some transformation in $G$ that transforms $u=\Theta_{1}(x)$ to $u=\Theta_{2}(x)$.

Let $H_{1}$ be conjugate to $H_{2}$ with respect to the group of transformations $G$. Define $U$ to be the set of invariant surfaces under $H_{1}$. Then, $H_{1}$ belongs to the stabilizer of $U$ and $H_{2}$ belongs to the stabilizer of $a . U$ for some $a \in G$. The set of invariant surfaces under $H_{2}$ should be of the form $a . U$.

Therefore, the problem of classifying the invariant solutions is reduced to classifying the corresponding conjugacy classes of subalgebras of the symmetry algebra $\mathcal{L}$ [6].

In this section, we compute the invariant solutions corresponding to three-dimensional subalgebras of $\mathcal{L}$.

### 5.1. Invariant Solutions of the Wave Equation on Einstein Spacetime

### 5.1.1. Solvable Subalgebras of of $\mathcal{L}$

Example 1. In the case of $\mathcal{L}_{1}=\left\langle V_{1}+Z_{1}, V_{4}+Z_{2}, Z_{3}\right\rangle, Z_{3}=V_{7}+\alpha_{3} V_{8}$. The generators of $\mathcal{L}_{1}$ in Cartesian coordinates are as follows:

$$
\begin{gather*}
V_{1}+Z_{1}=\alpha_{1} \frac{\partial}{\partial t}-c z \frac{\partial}{\partial x}+\sqrt{1-c^{2}\left(x^{2}+y^{2}+z^{2}\right)} \frac{\partial}{\partial y}+c x \frac{\partial}{\partial z}+\beta_{1} u \frac{\partial}{\partial u}, \\
V_{4}+Z_{2}=\alpha_{2} \frac{\partial}{\partial t}+c z \frac{\partial}{\partial x}+\sqrt{1-c^{2}\left(x^{2}+y^{2}+z^{2}\right)} \frac{\partial}{\partial y}-c x \frac{\partial}{\partial z}+\beta_{2} u \frac{\partial}{\partial u},  \tag{25}\\
Z_{3}=\frac{\partial}{\partial t}+\alpha_{3} u \frac{\partial}{\partial u} .
\end{gather*}
$$

The transversality condition (24) of (25) with rank three is always satisfied. Since the Lie algebra $\mathcal{L}_{1}$ is abelian, one can find the invariant functions, we call them also invariants, of $\mathcal{L}_{1}$ in any order. The invariants of $Z_{3}$ are:

$$
\begin{equation*}
m_{1}=x, m_{2}=y, m_{3}=z, m_{4}=u \mathrm{e}^{-\alpha_{3} t} . \tag{26}
\end{equation*}
$$

The remaining operators can be given in terms of the variables $m_{i}, i=1, \ldots, 4$ as

$$
\begin{align*}
& V_{1}+Z_{1}=-c m_{3} \frac{\partial}{\partial m_{1}}+\sqrt{1-c^{2}\left(m_{1}^{2}+m_{2}^{2}+m_{3}^{2}\right)} \frac{\partial}{\partial m_{2}}+c m_{1} \frac{\partial}{\partial m_{3}}-m_{4}\left(\alpha_{3} \alpha_{1}-\beta_{1}\right) \frac{\partial}{\partial m_{4}},  \tag{27}\\
& V_{4}+Z_{2}=c m_{3} \frac{\partial}{\partial m_{1}}+\sqrt{1-c^{2}\left(m_{1}^{2}+m_{2}^{2}+m_{3}^{2}\right)} \frac{\partial}{\partial m_{2}}-c m_{1} \frac{\partial}{\partial m_{3}}-m_{4}\left(\alpha_{3} \alpha_{2}-\beta_{2}\right) \frac{\partial}{\partial m_{4}} .
\end{align*}
$$

Next, the invariants of $V_{1}+Z_{1}$ are

$$
\begin{align*}
& n_{1}=m_{1}^{2}+m_{3}^{2}, n_{2}=\arctan \left(\frac{c m_{2}}{\sqrt{1-c^{2}\left(m_{1}^{2}+m_{2}^{2}+m_{3}^{2}\right)}}\right)-\arctan \left(\frac{m_{3}}{m_{1}}\right),  \tag{28}\\
& n_{3}=m_{4} e^{\frac{\left(a_{3} \alpha_{1}-\beta_{1}\right)}{c} \arctan \left(\frac{m_{3}}{m_{1}}\right) .}
\end{align*}
$$

In terms of the variables $n_{i}, i=1, \ldots, 3$, the remaining operator is

$$
\begin{equation*}
V_{4}+Z_{2}=-2 c \frac{\partial}{\partial n_{2}}-n_{3}\left(\left(\alpha_{1}+\alpha_{2}\right) \alpha_{3}-\beta_{2}-\beta_{1}\right) \frac{\partial}{\partial n_{3}} . \tag{29}
\end{equation*}
$$

Finally, the invariants of $V_{4}+Z_{2}$ are

$$
\begin{equation*}
n_{1}, n_{3} e^{\frac{\left(\beta_{1}+\beta_{2}-\alpha_{3} \alpha_{1}-a_{3} \alpha_{2}\right)}{2 c} n_{2}} . \tag{30}
\end{equation*}
$$

Writing the invariants (30) in terms of the original variables gives the joint invariants of $\mathcal{L}_{1}$ as

$$
\begin{equation*}
x^{2}+z^{2}, u e^{\left(A_{1} \arctan \left(\frac{c y}{\sqrt{1-c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}\right)+A_{2} \arctan \left(\frac{z}{x}\right)-\alpha_{3} t\right)}, \tag{31}
\end{equation*}
$$

where $A_{1}=\frac{\left(\alpha_{1}+\alpha_{2}\right) \alpha_{3}-\beta_{1}-\beta_{2}}{2 c}, A_{2}=\frac{\left(3 \alpha_{1}+\alpha_{2}\right) \alpha_{3}-3 \beta_{1}-\beta_{2}}{2 c}$.
Note that $A_{1}=A_{2}=0$ when $Z_{1}=Z_{2}=0$. Therefore, for simplicity, let us discuss the invariant solution for this case.

The invariant transformations in this case are:

$$
\begin{equation*}
w=x^{2}+z^{2}, Z(w)=u e^{-\alpha_{3} t} . \tag{32}
\end{equation*}
$$

Thus, using (32), Equation (8) can be reduced to the ODE:

$$
\begin{equation*}
4 w\left(c^{2} w-1\right) Z^{\prime \prime}+4\left(2 c^{2} w-1\right) Z^{\prime}+\alpha_{3}^{2} Z=0 . \tag{33}
\end{equation*}
$$

It was found that the transformation

$$
\begin{equation*}
w=\frac{r}{c^{2}}, \mathrm{Z}(w)=R(r) \tag{34}
\end{equation*}
$$

reduces Equation (33) to the hypergeometric differential equation

$$
\begin{equation*}
r(r-1) R^{\prime \prime}+((v+\mu+1) r-\gamma) R^{\prime}+v \mu R=0 \tag{35}
\end{equation*}
$$

with $v=\frac{c-\sqrt{c^{2}-\alpha_{3}{ }^{2}}}{2 c}, \mu=\frac{c+\sqrt{c^{2}-\alpha_{3}{ }^{2}}}{2 c}, \gamma=1$. The solution of (35) is given in terms of the hypergeometric function $F(\nu, \mu ; \gamma ; r)$ as

$$
\begin{equation*}
R(r)=c_{1} F(\mu, v ; v+\mu ; 1-r)+c_{2}(r-1)^{1-v-\mu} F(1-v, 1-\mu ; 2-v-\mu ; 1-r) . \tag{36}
\end{equation*}
$$

Therefore, the solution of (33) is

$$
\begin{equation*}
Z(w)=R\left(c^{2} w\right) \tag{37}
\end{equation*}
$$

Thus, the invariant solution of (8) is

$$
\begin{equation*}
u(t, x, z)=e^{\alpha_{3} t}\left(c_{1} F\left(\mu, v ; v+\mu ; 1-c^{2}\left(x^{2}+z^{2}\right)\right)+c_{2}\left(c^{2}\left(x^{2}+z^{2}\right)-1\right)^{1-v-\mu} F\left(1-v, 1-\mu ; 2-v-\mu ; 1-c^{2}\left(x^{2}+z^{2}\right)\right)\right) . \tag{38}
\end{equation*}
$$

Another interesting special case when $\alpha_{3}=c$, the solution of Equation (35) becomes

$$
\begin{equation*}
R(r)=c_{1} \text { Elliptic } K(\sqrt{r})+c_{2} \text { Elliptic CK }(\sqrt{r}) \tag{39}
\end{equation*}
$$

where EllipticK and EllipticCK are respectively the complete and the complementary Elliptic integrals of the first kind.

Thus, the invariant solution of (8) is

$$
\begin{equation*}
u(t, x, z)=e^{c t}\left(c_{1} \text { EllipticK }\left(\sqrt{c^{2}\left(x^{2}+z^{2}\right)}\right)+c_{2} \text { EllipticCK }\left(\sqrt{c^{2}\left(x^{2}+z^{2}\right)}\right)\right) \tag{40}
\end{equation*}
$$

### 5.1.2. Non-Solvable Subalgebras of of $\mathcal{L}$

As is well known, all three-dimensional non-solvable subalgebras are simple. As they have no non-trivial ideal, we use the method of reduced row echelon form of operators in any convenient basis. As shown in [21], the operators of the three-dimensional non-solvable subalgebra in the reduced row echelon form always form an abelian algebra. Clearly, the joint invariants of the three-dimensional non-solvable subalgebra are the same as those of this abelian algebra. Using this, we find that the joint invariants for $\mathcal{L}$ as follows:

Example 2. In the case of $\mathcal{L}_{1}=\left\langle V_{1}, V_{2}, V_{3}\right\rangle$, by writing $\mathcal{L}_{1}$ in the reduced row echelon form, the fundamental set of the invariants can be obtained by solving the following system:

$$
\left(\begin{array}{lllll}
0 & 1 & 0 & 0 & 0  \tag{41}\\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0
\end{array}\right)\left(\begin{array}{c}
I_{t} \\
I_{x} \\
I_{y} \\
I_{z} \\
I_{u}
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right)
$$

Clearly, the joint invariants are $t, u$. Therefore, the invariant transformations are:

$$
\begin{equation*}
w=t, \mathrm{Z}(w)=u \tag{42}
\end{equation*}
$$

Thus, using (125), Equation (8) can be reduced to the ODE:

$$
\begin{equation*}
Z^{\prime \prime}=0 \tag{43}
\end{equation*}
$$

which has the solution

$$
\begin{equation*}
\mathrm{Z}(w)=c_{1}+c_{2} w \tag{44}
\end{equation*}
$$

Thus, the invariant solution of (8) is

$$
\begin{equation*}
u(t)=c_{1}+c_{2} t \tag{45}
\end{equation*}
$$

Example 3. In the case of $\mathcal{L}_{2}=\left\langle V_{4}, V_{5}, V_{6}\right\rangle$, since the reduced row echelon form of the operators of $\mathcal{L}_{2}$ coincides with that in (124), it follows that they have the same solution.

### 5.2. Invariant Solutions of the Wave Equation on Anti-Einstein Spacetime

5.2.1. Solvable Subalgebras of $\mathcal{L}$

Example 4. Case $\mathcal{L}_{1}=\left\langle V_{3}+\alpha V_{4}+Z_{1}, V_{5}, V_{6}\right\rangle, \alpha \neq 0$. The generators of $\mathcal{L}_{1}$ in Cartesian coordinates are as follows:

$$
\begin{gather*}
V_{3}+\alpha V_{4}+Z_{1}=\alpha_{1} \frac{\partial}{\partial t}-y \frac{\partial}{\partial x}+x \frac{\partial}{\partial y}+\alpha \sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)} \frac{\partial}{\partial z}, \beta_{1} u \frac{\partial}{\partial u} \\
V_{5}=\left(\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}+c z\right) \frac{\partial}{\partial y}-c y \frac{\partial}{\partial z}  \tag{46}\\
V_{6}=\left(\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}+c z\right) \frac{\partial}{\partial x}-c x \frac{\partial}{\partial z} .
\end{gather*}
$$

The transversality condition (24) of (46) with rank three is always satisfied. Since the derived Lie algebra generated by $\mathcal{L}_{1}$ is $\left\langle V_{5}, V_{6}\right\rangle$ which is abelian, one can find the invariants of $\mathcal{L}_{1}$ by starting with $V_{5}$ or $V_{6}$. The invariants of $V_{5}$ are:

$$
\begin{equation*}
m_{1}=t, m_{2}=x, m_{3}=\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)}, m_{4}=u . \tag{47}
\end{equation*}
$$

The operator $V_{6}$ can be given in terms of the variables $m_{i}, i=1, \ldots, 4$ as

$$
\begin{equation*}
V_{6}=\frac{1}{m_{3}} \frac{\partial}{\partial m_{2}} . \tag{48}
\end{equation*}
$$

Next, the invariants of $V_{6}$ are

$$
\begin{equation*}
n_{1}=m_{1}, n_{2}=m_{3}, n_{3}=m_{4} \tag{49}
\end{equation*}
$$

In terms of the variables $n_{i}, i=1,2,3$, the remaining operator is

$$
\begin{equation*}
V_{3}+\alpha V_{4}+Z_{1}=\alpha_{1} \frac{\partial}{\partial m_{1}}-\alpha c n_{2} \frac{\partial}{\partial n_{2}}+\beta_{1} n_{3} \frac{\partial}{\partial n_{3}} . \tag{50}
\end{equation*}
$$

We have to study the following two cases:

- Case 1: If $\alpha_{1} \neq 0$, the invariants of $V_{3}+\alpha V_{4}+Z_{1}$ are

$$
\begin{equation*}
n_{2} \mathrm{e}^{\frac{c \alpha}{\alpha_{1}} n_{1}}, n_{3} \mathrm{e}^{-\frac{\beta_{1}}{\alpha_{1}} n_{1}} \tag{51}
\end{equation*}
$$

Writing the invariants (51) in terms of the original variables gives the joint invariants of $\mathcal{L}_{1}$ as

$$
\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)} \mathrm{e}^{\frac{\alpha c}{\alpha_{1}} t}, u \mathrm{e}^{-\frac{\beta_{1}}{\alpha_{1}} t} .
$$

Therefore, the invariant transformations are:

$$
\begin{equation*}
w=\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)} \mathrm{e}^{\frac{\alpha c}{\alpha_{1}} t}, \mathrm{Z}(w)=u e^{-\frac{\beta_{1}}{\alpha_{1}} t} \tag{52}
\end{equation*}
$$

Thus, using (52), Equation (12) can be reduced to the ODE:

$$
\begin{equation*}
c\left(\left(\alpha^{2}+\alpha_{1}^{2}\right) c+2 \alpha \beta_{1}\right) w Z^{\prime}+c^{2}\left(\alpha^{2}-\alpha_{1}^{2}\right) w^{2} Z^{\prime \prime}+\beta_{1}^{2} Z=0 \tag{53}
\end{equation*}
$$

which has the non-trivial solution for the following cases:

1. $\alpha^{2}-\alpha_{1}^{2} \neq 0$ :

$$
\begin{equation*}
Z(w)=c_{1} w^{\frac{-c \alpha_{1}^{2}-\alpha \beta_{1}+\alpha_{1} \sqrt{c^{2} \alpha_{1}^{2}+2 c \alpha \beta_{1}+\beta_{1}^{2}}}{\left(\alpha^{2}-\alpha_{1}^{2}\right) c}}+c_{2} w^{\frac{-c \alpha_{1}^{2}-\alpha \beta_{1}-\alpha_{1} \sqrt{c^{2} \alpha_{1}^{2}+2 c \alpha \beta_{1}+\beta_{1}^{2}}}{\left(\alpha^{2}-\alpha_{1}^{2}\right) c}} . \tag{54}
\end{equation*}
$$

2. $\alpha^{2}-\alpha_{1}^{2}=0, c \alpha_{1}+\beta_{1} \neq 0$ :

$$
\begin{equation*}
Z(w)=c_{1} w^{-\frac{\beta_{1}^{2}}{2 c \alpha_{1}\left(\alpha_{1} c+\beta_{1}\right)}} . \tag{55}
\end{equation*}
$$

Thus, the invariant solution of (12) is

$$
\begin{equation*}
u(t, x, y, z)=Z\left(\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)} \mathrm{e}^{\frac{\alpha c}{\alpha_{1}} t}\right) e^{\frac{\beta_{1}}{\alpha_{1}} t} \tag{56}
\end{equation*}
$$

- Case 2: If $\alpha_{1}=0$, the invariants of $V_{3}+\alpha V_{4}+Z_{1}$ are

$$
\begin{equation*}
n_{1}, n_{3} n_{2}^{\frac{\beta_{1}}{\alpha_{c}}} \tag{57}
\end{equation*}
$$

Writing the invariants (57) in terms of the original variables gives the joint invariants of $\mathcal{L}_{1}$ as

$$
t, u\left(\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)}\right)^{\frac{\beta_{1}}{x_{c}}}
$$

Therefore, the invariant transformations are:

$$
\begin{equation*}
w=t, Z(w)=u\left(\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)}\right)^{\frac{\beta_{1}}{\alpha c}} . \tag{58}
\end{equation*}
$$

Thus, using (58), Equation (12) can be reduced to the ODE:

$$
\begin{equation*}
\alpha^{2} Z^{\prime \prime}-\beta_{1}\left(\beta_{1}+2 \alpha c\right) Z=0 \tag{59}
\end{equation*}
$$

which has the solution

$$
\begin{equation*}
Z(w)=c_{1} \mathrm{e}^{\frac{\sqrt{\beta_{1}^{2}+2 \beta_{1} \alpha c}}{\alpha} w}+c_{2} \mathrm{e}^{-\frac{\sqrt{\beta_{1}^{2}+2 \beta_{1} \alpha c}}{\alpha} w} . \tag{60}
\end{equation*}
$$

Thus, the invariant solution of (12) is

$$
\begin{equation*}
u(t, x, y, z)=Z(t)\left(\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)}\right)^{-\frac{\beta_{1}}{\alpha c}} \tag{61}
\end{equation*}
$$

Example 5. Case $\mathcal{L}_{2}=\left\langle V_{3}+Z_{1}, V_{5}, V_{6}\right\rangle$. The generators of $\mathcal{L}_{2}$ in Cartesian coordinates are as follows:

$$
\begin{gather*}
V_{3}+Z_{1}=\alpha_{1} \frac{\partial}{\partial t}-y \frac{\partial}{\partial x}+x \frac{\partial}{\partial y}+\beta_{1} u \frac{\partial}{\partial u}, \\
V_{5}=\left(\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}+c z\right) \frac{\partial}{\partial y}-c y \frac{\partial}{\partial z},  \tag{62}\\
V_{6}=\left(\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}+c z\right) \frac{\partial}{\partial x}-c x \frac{\partial}{\partial z} .
\end{gather*}
$$

The transversality condition (24) of (62) with rank three is satisfied for $\alpha_{1} \neq 0$. Since the derived Lie algebra generated by $\mathcal{L}_{2}$ is $\left\langle V_{5}, V_{6}\right\rangle$ which is abelian, one can find the invariants of $\mathcal{L}_{2}$ by starting with the invariants of $\left\langle V_{5}, V_{6}\right\rangle$ which are given by (49) as

$$
\begin{equation*}
n_{1}=t, n_{2}=\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)}, n_{3}=u \tag{63}
\end{equation*}
$$

In terms of the variables $n_{i}, i=1,2,3$, the remaining operator is

$$
\begin{equation*}
V_{3}+Z_{1}=\alpha_{1} \frac{\partial}{\partial n_{1}}+\beta_{1} n_{3} \frac{\partial}{\partial n_{3}} \tag{64}
\end{equation*}
$$

Finally, the invariants of $V_{3}+Z_{1}$ are

$$
\begin{equation*}
n_{2}, n_{3} \mathrm{e}^{-\frac{\beta_{1}}{\alpha_{1}} n_{1}} \tag{65}
\end{equation*}
$$

Writing the invariants (65) in terms of the original variables gives the joint invariants of $\mathcal{L}_{2}$ as

$$
\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)}, u \mathrm{e}^{-\frac{\beta_{1}}{\alpha_{1}} t}
$$

Therefore, the invariant transformations are:

$$
\begin{equation*}
w=\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)}, Z(w)=u \mathrm{e}^{-\frac{\beta_{1}}{\alpha_{1}} t} \tag{66}
\end{equation*}
$$

Thus, using (66), Equation (12) can be reduced to the Cauchy-Euler ODE:

$$
\begin{equation*}
w^{2} Z^{\prime \prime}-w Z^{\prime}-\left(\frac{\beta_{1}}{c \alpha_{1}}\right)^{2} Z=0 \tag{67}
\end{equation*}
$$

which has the solution

$$
\begin{equation*}
Z(w)=c_{1} w^{\frac{c \alpha_{1}+\sqrt{c^{2} \alpha_{1}^{2}+\beta_{1}^{2}}}{c \alpha_{1}}}+c_{2} w^{\frac{c \alpha_{1}-\sqrt{c^{2} \alpha_{1}^{2}+\beta_{1}^{2}}}{c \alpha_{1}}} . \tag{68}
\end{equation*}
$$

Thus, the invariant solution of (12) is

$$
\begin{equation*}
u(t, x, y, z)=Z\left(\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)}\right) \mathrm{e}^{\frac{\beta_{1}}{\alpha_{1}} t} \tag{69}
\end{equation*}
$$

Example 6. Case $\mathcal{L}_{3}=\left\langle V_{4}+Z_{1}, V_{5}, V_{6}\right\rangle$. The generators of $\mathcal{L}_{3}$ in Cartesian coordinates are as follows:

$$
\begin{gather*}
V_{4}+Z_{1}=\alpha_{1} \frac{\partial}{\partial t}+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)} \frac{\partial}{\partial z}+\beta_{1} u \frac{\partial}{\partial u} \\
V_{5}=\left(\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}+c z\right) \frac{\partial}{\partial y}-c y \frac{\partial}{\partial z}  \tag{70}\\
V_{6}=\left(\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}+c z\right) \frac{\partial}{\partial x}-c x \frac{\partial}{\partial z} .
\end{gather*}
$$

The transversality condition (24) of (70) with rank three is always satisfied. Since the derived Lie algebra generated by $\mathcal{L}_{3}$ is $\left\langle V_{5}, V_{6}\right\rangle$ which is abelian, one can find the invariants of $\mathcal{L}_{3}$ by starting with the invariants of $\left\langle V_{5}, V_{6}\right\rangle$ which are given by (49) as

$$
\begin{equation*}
n_{1}=t, n_{2}=\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)}, n_{3}=u . \tag{71}
\end{equation*}
$$

In terms of the variables $n_{i}, i=1,2,3$, the remaining operator is

$$
\begin{equation*}
V_{4}+Z_{1}=\alpha_{1} \frac{\partial}{\partial n_{1}}-c n_{2} \frac{\partial}{\partial n_{2}}+\beta_{1} n_{3} \frac{\partial}{\partial n_{3}} . \tag{72}
\end{equation*}
$$

We have to consider the following two cases:

- Case 1: If $\alpha_{1} \neq 0$, the invariants of $V_{4}+Z_{1}$ are

$$
\begin{equation*}
n_{2} \mathrm{e}^{\frac{c}{1_{1}} n_{1}}, n_{3} \mathrm{e}^{-\frac{\beta_{1}}{\alpha_{1}} n_{1}} \tag{73}
\end{equation*}
$$

Writing the invariants (73) in terms of the original variables gives the joint invariants of $\mathcal{L}_{3}$ as

$$
\begin{equation*}
\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)} \mathrm{e}^{\frac{c t}{x_{1}}}, u \mathrm{e}^{-\frac{\beta_{1}}{\alpha_{1}} t} \tag{74}
\end{equation*}
$$

Therefore, the invariant transformations are:

$$
\begin{equation*}
w=\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)} \mathrm{e}^{\frac{c t}{\alpha_{1}}}, Z(w)=u e^{-\frac{\beta_{1}}{\alpha_{1}} t} \tag{75}
\end{equation*}
$$

Thus, using (75), Equation (12) can be reduced to the ODE:

$$
\begin{equation*}
c^{2}\left(\alpha_{1}^{2}-1\right) w^{2} Z^{\prime \prime}-\left(\left(1+\alpha_{1}^{2}\right) c+2 \beta_{1}\right) c w Z^{\prime}-\beta_{1}^{2} Z=0 \tag{76}
\end{equation*}
$$

which has the non-trivial solution for the following cases:

1. $\alpha_{1}^{2}-1 \neq 0$ :

$$
\begin{equation*}
Z(w)=c_{1} w^{\frac{c \alpha_{1}^{2}+\beta_{1}+\alpha_{1} \sqrt{c^{2} \alpha_{1}^{2}+2 c \beta_{1}+\beta_{1}^{2}}}{c\left(\alpha_{1}^{2}-1\right)}}+c_{2} w^{\frac{c \alpha_{1}^{2}+\beta_{1}-\alpha_{1} \sqrt{c^{2} \alpha_{1}^{2}+2 c \beta_{1}+\beta_{1}^{2}}}{c\left(\alpha_{1}^{2}-1\right)}} \tag{77}
\end{equation*}
$$

2. $\alpha_{1}^{2}-1=0, c+\beta_{1} \neq 0$ :

$$
\begin{equation*}
Z(w)=c_{1} w^{-\frac{\beta_{1}^{2}}{2 c\left(c+\beta_{1}\right)}} . \tag{78}
\end{equation*}
$$

Thus, the invariant solution of (12) is

$$
\begin{equation*}
u(t, x, y, z)=Z\left(\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)} \mathrm{e}^{\frac{c t}{\alpha_{1}}}\right) e^{\frac{\beta_{1}}{\alpha_{1}} t} \tag{79}
\end{equation*}
$$

- Case 2: If $\alpha_{1}=0$, the invariants of $V_{4}+Z_{1}$ are

$$
\begin{equation*}
n_{1}, n_{3} n_{2}^{\frac{\beta_{1}}{c}} \tag{80}
\end{equation*}
$$

Writing the invariants (80) in terms of the original variables gives the joint invariants of $\mathcal{L}_{3}$ as

$$
\begin{equation*}
t, u\left(\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)}\right)^{\frac{\beta_{1}}{c}} \tag{81}
\end{equation*}
$$

Therefore, the invariant transformations are:

$$
\begin{equation*}
w=t, Z(w)=u\left(\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)}\right)^{\frac{\beta_{1}}{c}} . \tag{82}
\end{equation*}
$$

Thus, using (82), Equation (12) can be reduced to the Cauchy-Euler ODE:

$$
\begin{equation*}
Z^{\prime \prime}-\left(2 \beta_{1} c+\beta_{1}^{2}\right) Z=0 \tag{83}
\end{equation*}
$$

which has the solution

$$
\begin{equation*}
\mathrm{Z}(w)=c_{1} \mathrm{e}^{\sqrt{\beta_{1}^{2}+2 c \beta_{1}} w}+c_{2} \mathrm{e}^{-\sqrt{\beta_{1}^{2}+2 c \beta_{1}} w} \tag{84}
\end{equation*}
$$

Thus, the invariant solution of (12) is

$$
\begin{equation*}
u(t, x, y, z)=Z(t)\left(\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)}\right)^{-\frac{\beta_{1}}{c}} \tag{85}
\end{equation*}
$$

Example 7. Case $\mathcal{L}_{4}=\left\langle V_{3}+Z_{1}, V_{4}+Z_{2}, Z_{3}\right\rangle, Z_{3}=V_{7}+\alpha_{3} V_{8}$. The generators of $\mathcal{L}_{4}$ in Cartesian coordinates are as follows:

$$
\begin{gather*}
V_{3}+Z_{1}=\alpha_{1} \frac{\partial}{\partial t}-y \frac{\partial}{\partial x}+x \frac{\partial}{\partial y}+\beta_{1} u \frac{\partial}{\partial u}, \\
V_{4}+\mathrm{Z}_{2}=\alpha_{2} \frac{\partial}{\partial t}+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right) \frac{\partial}{\partial z}+\beta_{2} u \frac{\partial}{\partial u},}  \tag{86}\\
Z_{3}=\frac{\partial}{\partial t}+\alpha_{3} u \frac{\partial}{\partial u} .
\end{gather*}
$$

The transversality condition (24) of (86) with rank three is always satisfied. Since the Lie algebra generated by $\mathcal{L}_{4}$ is abelian, one can find the invariants of $\mathcal{L}_{4}$ in any order. The invariants of $Z_{3}$ are:

$$
\begin{equation*}
m_{1}=x, m_{2}=y, m_{3}=z, m_{4}=u \mathrm{e}^{-\alpha_{3} t} . \tag{87}
\end{equation*}
$$

The operators can be given in terms of the variables $m_{i}, i=1, \ldots, 4$ as

$$
\begin{gather*}
V_{3}+Z_{1}=-m_{2} \frac{\partial}{\partial m_{1}}+m_{1} \frac{\partial}{\partial m_{2}}+\left(\beta_{1}-\alpha_{3} \alpha_{1}\right) m_{4} \frac{\partial}{\partial m_{4}}, \\
V_{4}+Z_{2}=\sqrt{1+c^{2}\left(m_{1}^{2}+m_{2}^{2}+m_{3}^{2}\right)} \frac{\partial}{\partial m_{3}}+\left(\beta_{2}-\alpha_{2} \alpha_{3}\right) m_{4} \frac{\partial}{\partial m_{4}} . \tag{88}
\end{gather*}
$$

Next, the invariants of $V_{3}+Z_{1}$ are

$$
\begin{equation*}
n_{1}=m_{1}^{2}+m_{2}^{2}, n_{2}=m_{3}, n_{3}=m_{4} \mathrm{e}^{\left(\beta_{1}-\alpha_{3} \alpha_{1}\right) \arctan \left(\frac{m_{1}}{m_{2}}\right)} \tag{89}
\end{equation*}
$$

In terms of the variables $n_{i}, i=1,2,3$, the remaining operator is

$$
\begin{equation*}
V_{4}+Z_{2}=\sqrt{1+c^{2}\left(n_{1}+n_{2}^{2}\right)} \frac{\partial}{\partial n_{1}}+\left(\beta_{2}-\alpha_{2} \alpha_{3}\right) n_{3} \frac{\partial}{\partial n_{3}} . \tag{90}
\end{equation*}
$$

Finally, the invariants of $V_{4}+Z_{2}$ are

$$
\begin{equation*}
n_{1}, n_{3}\left(c n_{2}+\sqrt{1+c^{2}\left(n_{1}+n_{2}^{2}\right)}\right)^{\frac{\alpha_{2} \alpha_{3}-\beta_{2}}{c}} \tag{91}
\end{equation*}
$$

Writing the invariants (91) in terms of the original variables gives the joint invariants of $\mathcal{L}_{4}$ as

$$
\begin{equation*}
x^{2}+y^{2}, u \mathrm{e}^{-\alpha_{3} t} \mathrm{e}^{A_{1} \arctan \left(\frac{x}{y}\right)}\left(c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}\right)^{A_{2}} \tag{92}
\end{equation*}
$$

where $A_{1}=\left(\beta_{1}-\alpha_{3} \alpha_{1}\right), A_{2}=\frac{\alpha_{2} \alpha_{3}-\beta_{2}}{c}$.
Therefore, the invariant transformations are:

$$
\begin{equation*}
w=x^{2}+y^{2}, Z(w)=u \mathrm{e}^{-\alpha_{3} t} \mathrm{e}^{A_{1} \arctan \left(\frac{x}{y}\right)}\left(c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}\right)^{A_{2}} \tag{93}
\end{equation*}
$$

Thus, using (93), Equation (12) can be reduced to the ODE:

$$
\begin{equation*}
4\left(w^{2}+c^{2} w^{3}\right) Z^{\prime \prime}+4\left(w-c^{2}\left(A_{2}-2\right) w^{2}\right) Z^{\prime}+\left(\left(\left(A_{2}^{2}-2 A_{2}\right) c^{2}-\alpha^{2}\right) w+A_{1}^{2}\right) Z=0 \tag{94}
\end{equation*}
$$

which can be transformed using the transformation $w=-\frac{r}{c^{2}}$.
$Z(w)=r^{\frac{1}{2} i A_{1}} R(r)$ to the hypergeometric differential equation

$$
\begin{equation*}
r(r-1) R^{\prime \prime}+((v+\mu+1) r-\gamma) R^{\prime}+v \mu R=0 \tag{95}
\end{equation*}
$$

with $v=\frac{\left(1+i A_{1}-A_{2}\right) c+\sqrt{c^{2}+\alpha_{3}^{2}}}{2 c}, \mu=\frac{\left(1+i A_{1}-A_{2}\right) c-\sqrt{c^{2}+\alpha_{3}}}{2 c}, \gamma=1+i A_{1}$. The solution of (95) is given in terms of the hypergeometric function $F(\nu, \mu ; \gamma ; r)$ as

$$
\begin{equation*}
R(r)=c_{1} F(\nu, \mu ; \gamma ; r)+c_{2} r^{1-\gamma} F(v-\gamma+1, \mu-\gamma+1 ; 2-\gamma ; r) . \tag{96}
\end{equation*}
$$

Therefore, the solution of (94) is

$$
\begin{equation*}
Z(w)=\left(-c^{2} w\right)^{\frac{1}{2}(\gamma-1)} R\left(-c^{2} w\right) \tag{97}
\end{equation*}
$$

Thus, the invariant solution of (12) is

$$
\begin{equation*}
u(t, x, y, z)=Z\left(x^{2}+y^{2}\right) \mathrm{e}^{\alpha_{3}} t \mathrm{e}^{i(\gamma-1) \arctan \left(\frac{x}{y}\right)}\left(c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}\right)^{3 v-\gamma-\mu} \tag{98}
\end{equation*}
$$

where $\alpha_{3}^{2}=c^{2}(v-\mu)^{2}-c^{2}$.

Example 8. Case $\mathcal{L}_{5}=\left\langle V_{4}+Z_{1}, V_{5}, Z_{3}\right\rangle, Z_{3}=V_{7}+\alpha_{3} V_{8}$. The generators of $\mathcal{L}_{5}$ in Cartesian coordinates are as follows:

$$
\begin{gather*}
V_{4}+Z_{1}=\alpha_{1} \frac{\partial}{\partial t}+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)} \frac{\partial}{\partial z}+\beta_{1} u \frac{\partial}{\partial u^{\prime}} \\
V_{5}=\left(\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}+c z\right) \frac{\partial}{\partial y}-c y \frac{\partial}{\partial z^{\prime}}  \tag{99}\\
Z_{3}=\frac{\partial}{\partial t}+\alpha_{3} u \frac{\partial}{\partial u} .
\end{gather*}
$$

The transversality condition (24) of (99) with rank three is always satisfied. Since the derived Lie algebra generated by $\mathcal{L}_{5}$ is $\left\langle V_{5}\right\rangle$, one can find the invariants of $\mathcal{L}_{5}$ by starting with $V_{5}$. The invariants of $V_{5}$ are:

$$
\begin{equation*}
m_{1}=t, m_{2}=x, m_{3}=u, m_{4}=\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)} . \tag{100}
\end{equation*}
$$

The operators can be given in terms of the variables $m_{i}, i=1, \ldots, 4$ as

$$
\begin{gather*}
V_{4}+Z_{1}=\alpha_{1} \frac{\partial}{\partial m_{3}}+\beta_{1} m_{3} \frac{\partial}{\partial m_{3}}-c m_{4} \frac{\partial}{\partial m_{4}},  \tag{101}\\
Z_{3}=\frac{\partial}{\partial t}+\alpha_{3} m_{3} \frac{\partial}{\partial m_{3}} .
\end{gather*}
$$

Next, the invariants of $V_{4}+Z_{1}$ are

$$
\begin{equation*}
n_{1}=m_{2}, n_{2}=m_{3} \mathrm{e}^{-\frac{\beta_{1}}{a_{1}} m_{1}}, n_{3}=m_{4} \mathrm{e}^{\frac{c}{1_{1}} m_{1}} . \tag{102}
\end{equation*}
$$

In terms of the variables $n_{i}, i=1,2,3$, the remaining operator is

$$
\begin{equation*}
Z_{3}=\frac{\left(\alpha_{3} \alpha_{1}-\beta_{1}\right)}{\alpha_{1}} n_{2} \frac{\partial}{\partial n_{2}}+\frac{c}{\alpha_{1}} n_{3} \frac{\partial}{\partial n_{3}} . \tag{103}
\end{equation*}
$$

Finally, the invariants of $Z_{3}$ are

$$
\begin{equation*}
n_{1}, n_{2} n_{3} \frac{\beta_{1}-a_{3} \alpha_{1}}{c} . \tag{104}
\end{equation*}
$$

Writing the invariants (104) in terms of the original variables gives the joint invariants of $\mathcal{L}_{5}$ as

$$
\begin{equation*}
x, u e^{-\alpha_{3} t}\left(\frac{1+c^{2}\left(x^{2}+y^{2}\right)}{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}\right)^{A_{1}} \tag{105}
\end{equation*}
$$

where $A_{1}=\frac{\beta_{1}-\alpha_{1} \alpha_{3}}{c}$.
Therefore, the invariant transformations are:

$$
\begin{equation*}
w=x, Z(w)=u e^{-\alpha_{3} t}\left(\frac{1+c^{2}\left(x^{2}+y^{2}\right)}{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}\right)^{A_{1}} . \tag{106}
\end{equation*}
$$

Thus, using (106), Equation (12) can be reduced to the ODE:

$$
\begin{equation*}
\left(c^{2} w^{2}+1\right) Z^{\prime \prime}-c^{2}\left(2 A_{1}-3\right) w Z^{\prime}+\left(c^{2}\left(A_{1}^{2}-2 A_{1}\right)-\alpha_{3}^{2}\right) Z=0 . \tag{107}
\end{equation*}
$$

It was found using Maple software (Maple 13.0, Waterloo Maple Inc., Waterloo, ON, Canada) that the transformation

$$
\begin{equation*}
w=\frac{r}{i c}, \mathrm{Z}(w)=\left(r^{2}-1\right)^{\frac{1}{2} A_{1}-\frac{1}{4}} R(r) \tag{108}
\end{equation*}
$$

reduces Equation (107) to the associated Legendre equation

$$
\begin{equation*}
\left(1-r^{2}\right) R^{\prime \prime}-2 r R^{\prime}+\left(v(v+1)-\frac{\mu^{2}}{1-r^{2}}\right) R=0 \tag{109}
\end{equation*}
$$

with $v=\frac{2 \sqrt{c^{2}+\alpha_{3}^{2}}-c}{2 c}, \mu=A_{1}-\frac{1}{2}$. Therefore, the solution of (107) is

$$
\begin{equation*}
\mathrm{Z}(w)=\left(-c^{2} w^{2}-1\right)^{\frac{\mu}{2}}\left(c_{1} \mathrm{P}_{v}^{\mu}(i c w)+c_{2} \mathrm{Q}_{v}^{\mu}(i c w)\right) \tag{110}
\end{equation*}
$$

where $\mathrm{P}_{v}^{\mu}$ and $\mathrm{Q}_{v}^{\mu}$ are the associated Legendre functions of the first and second kinds respectively. Thus, the invariant solution of (12) is

$$
\begin{equation*}
u(t, x, y, z)=Z(x) e^{\alpha_{3} t}\left(\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)}\right)^{\mu+\frac{1}{2}} \tag{111}
\end{equation*}
$$

where $\alpha_{3}^{2}=c^{2}\left(v+\frac{1}{2}\right)^{2}-c^{2}$.
Example 9. Case $\mathcal{L}_{6}=\left\langle V_{5}+Z_{1}, V_{6}+Z_{2}, Z_{3}\right\rangle, Z_{3}=V_{7}+\alpha_{3} V_{8}$. The generators of $\mathcal{L}_{6}$ in Cartesian coordinates are as follows:

$$
\begin{gather*}
V_{5}+Z_{1}=\alpha_{1} \frac{\partial}{\partial t}+\left(\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}+c z\right) \frac{\partial}{\partial y}-c y \frac{\partial}{\partial z}+\beta_{1} u \frac{\partial}{\partial u} \\
V_{6}+Z_{2}=\alpha_{2} \frac{\partial}{\partial t}+\left(\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}+c z\right) \frac{\partial}{\partial x}-c x \frac{\partial}{\partial z}+\beta_{2} u \frac{\partial}{\partial u}  \tag{112}\\
Z_{3}=\frac{\partial}{\partial t}+\alpha_{3} u \frac{\partial}{\partial u} .
\end{gather*}
$$

The transversality condition (24) of (112) with rank three is always satisfied. Since the Lie algebra generated by $\mathcal{L}_{6}$ is abelian, one can find the invariants of $\mathcal{L}_{6}$ in any order. The invariants of $Z_{3}$ are:

$$
\begin{equation*}
m_{1}=x, m_{2}=y, m_{3}=z, m_{4}=u \mathrm{e}^{-\alpha_{3} t} \tag{113}
\end{equation*}
$$

The operators can be given in terms of the variables $m_{i}, i=1, \ldots, 4$ as

$$
\begin{align*}
& V_{5}+\mathrm{Z}_{1}=\left(\sqrt{1+c^{2}\left(m_{1}^{2}+m_{2}^{2}+m_{3}^{2}\right)}+c m_{3}\right) \frac{\partial}{\partial m_{2}}-c m_{2} \frac{\partial}{\partial m_{3}}+\left(\beta_{1}-\alpha_{3} \alpha_{1}\right) m_{4} \frac{\partial}{\partial m_{4}} \\
& V_{6}+\mathrm{Z}_{2}=\left(\sqrt{1+c^{2}\left(m_{1}^{2}+m_{2}^{2}+m_{3}^{2}\right)}+c m_{3}\right) \frac{\partial}{\partial m_{1}}-c m_{1} \frac{\partial}{\partial m_{3}}+\left(\beta_{2}-\alpha_{2} \alpha_{3}\right) m_{4} \frac{\partial}{\partial m_{4}} \tag{114}
\end{align*}
$$

Next, the invariants of $V_{5}+Z_{1}$ are

$$
\begin{align*}
& n_{1}=m_{1} \\
& n_{2}=\frac{-c m_{3}+\sqrt{1+c^{2}\left(m_{1}^{2}+m_{2}^{2}+m_{3}^{2}\right)}}{1+c^{2}\left(m_{1}^{2}+m_{2}^{2}\right)}  \tag{115}\\
& n_{3}=m_{4} \mathrm{e}^{\frac{\left(\alpha_{3} \alpha_{1}-\beta_{1}\right) m_{2}\left(-c m_{3}+\sqrt{1+c^{2}\left(m_{1}^{2}+m_{2}^{2}+m_{3}^{2}\right)}\right)}{1+c^{2}\left(m_{1}^{2}+m_{2}^{2}\right)}}
\end{align*}
$$

In terms of the variables $n_{i}, i=1,2,3$, the remaining operator is

$$
\begin{equation*}
V_{6}+Z_{2}=\frac{1}{n_{2}} \frac{\partial}{\partial n_{1}}+\left(\beta_{2}-\alpha_{2} \alpha_{3}\right) n_{3} \frac{\partial}{\partial n_{3}} . \tag{116}
\end{equation*}
$$

Finally, the invariants of $V_{6}+Z_{2}$ are

$$
\begin{equation*}
n_{2}, n_{3} \mathrm{e}^{\left(\alpha_{2} \alpha_{3}-\beta_{2}\right) n_{1} n_{2}} \tag{117}
\end{equation*}
$$

Writing the invariants (117) in terms of the original variables gives the joint invariants of $\mathcal{L}_{6}$ as

$$
\begin{equation*}
\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)}, u e^{-\alpha t} e^{\left(A_{1} x+A_{2} y\right)\left(\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)}\right)} \tag{118}
\end{equation*}
$$

where $A_{1}=\alpha_{2} \alpha_{3}-\beta_{2}, A_{2}=\alpha_{1} \alpha_{3}-\beta_{1}$.

Therefore, the invariant transformations are:

$$
\begin{equation*}
w=\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)}, Z(w)=u e^{-\alpha t} e^{\left(A_{1} x+A_{2} y\right)\left(\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)}\right)} . \tag{119}
\end{equation*}
$$

Thus, using (119), Equation (12) can be reduced to the ODE:

$$
\begin{equation*}
c^{2} w^{2} Z^{\prime \prime}-c^{2} w Z^{\prime}+\left(\left(A_{1}^{2}+A_{2}^{2}\right) w^{2}-\alpha_{3}^{2}\right) Z=0 \tag{120}
\end{equation*}
$$

which can be transformed using the transformation $w=r, Z(w)=r R(r)$ to the parametric Bessel equation:

$$
\begin{equation*}
r^{2} R^{\prime \prime}+r R^{\prime}+\left(\alpha^{2} r^{2}-v^{2}\right) R=0 \tag{121}
\end{equation*}
$$

with $\alpha=\frac{\sqrt{A_{1}{ }^{2}+A_{2}{ }^{2}}}{c}, v=\frac{\sqrt{c^{2}+\alpha^{2}}}{c}$.
Therefore, the solution of (120) is

$$
\begin{equation*}
\mathrm{Z}(w)=c_{1} w \mathrm{~J}_{v}(\alpha w)+c_{2} w \mathrm{Y}_{v}(\alpha w) \tag{122}
\end{equation*}
$$

where $\mathrm{J}_{v}$ and $\mathrm{Y}_{v}$ are the Bessel functions of the first and second kind, respectively. Thus, the invariant solution of (12) is

$$
\begin{equation*}
u(t, x, y, z)=Z\left(\frac{-c z+\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)}\right) e^{\alpha_{3} t} e^{\left(A_{1} x+A_{2} y\right)\left(\frac{c z-\sqrt{1+c^{2}\left(x^{2}+y^{2}+z^{2}\right)}}{1+c^{2}\left(x^{2}+y^{2}\right)}\right)} \tag{123}
\end{equation*}
$$

5.2.2. Non-Solvable Subalgebras of $\mathcal{L}$

Example 10. Case $\mathcal{L}_{1}=\left\langle V_{4}, V_{5}, V_{5}-2 c V_{2}\right\rangle$. By writing $\mathcal{L}_{1}$ in the reduced row echelon form, the fundamental set of the invariants can be obtained by solving the following system:

$$
\left(\begin{array}{lllll}
0 & 1 & 0 & 0 & 0  \tag{124}\\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0
\end{array}\right)\left(\begin{array}{c}
I_{t} \\
I_{x} \\
I_{y} \\
I_{z} \\
I_{u}
\end{array}\right)=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right)
$$

Clearly, the joint invariants are $t, u$. Therefore, the invariant transformations are:

$$
\begin{equation*}
w=t, \mathrm{Z}(w)=u \tag{125}
\end{equation*}
$$

Thus, using (125), Equation (12) can be reduced to the ODE:

$$
\begin{equation*}
Z^{\prime \prime}=0 \tag{126}
\end{equation*}
$$

which has the solution

$$
\begin{equation*}
Z(w)=c_{1}+c_{2} w \tag{127}
\end{equation*}
$$

Thus, the invariant solution of (12) is

$$
\begin{equation*}
u(t)=c_{1}+c_{2} t . \tag{128}
\end{equation*}
$$

## 6. Concluding Remarks and Future Research

Improved algorithms of the expansion method introduced by Ovsiannikov [6] are introduced to construct the optimal systems of dimension of at most three of non-solvable Lie algebra. The algorithms are then applied to determine the Lie algebra structure and optimal systems of the symmetries of the wave equation on static spherically symmetric spacetimes admitting $G_{7}$ as an isometry algebra, while joint invariants and invariant solutions corresponding to three-dimensional optimal systems are also found. The energy density $e(u)=\frac{1}{2} g^{i j} u_{i} u_{j}$ and the corresponding energy of the solutions can be investigated for physical significance of the wave functions obtained in the examples.

It would be of interest to complete and extend this study by applying the algorithms in this paper to equations of physical interest on all static and non-static spherically symmetric spacetimes and to find the corresponding invariant solutions.
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#### Abstract

In this paper, we have investigated Noether symmetries of the Lagrangian of Kantowski-Sachs spacetime. The associated Lagrangian of the Kantowski-Sachs metric is used to derive the set of determining equations. Solving the determining equations for several values of the metric functions, it is observed that the Kantowski-Sachs spacetime admits the Noether algebra of dimensions 5, 6, $7,8,9$, and 11. A comparison of the obtained Noether symmetries with Killing and homothetic vectors is also presented. With the help of Noether's theorem, we have presented the expressions for conservation laws corresponding to all Noether symmetries. It is observed that the positive energy condition is satisfied for most of the obtained metrics.
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## 1. Introduction

Einstein's field equations (EFEs), $G_{a b}=k T_{a b}$, are ten-tensor equations, which describe the gravitational effects produced by a given mass in a spacetime. In these equations, the stress-energy tensor $T_{a b}$ gives the distribution of energy and momentum, $k$ represents the gravitational constant, while $G_{a b}$ expresses the spacetime curvature and is known as the Einstein tensor. Moreover, the Einstein tensor $G_{a b}$ can be expressed as $G_{a b}=R_{a b}-\frac{R}{2} g_{a b}$, where $R_{a b}=$ the Ricci tensor, $g_{a b}=$ the metric tensor, and $R=$ the Ricci scalar.

The quantities $R_{a b}$ and $R$ appearing in the EFEs are built up from $g_{a b}$ and its partial derivatives. In this way, the EFEs form a system of partial differential equations. A Lorentz metric $g_{a b}$ is regarded as an exact solution of EFEs if it is obtained by solving the EFEs exactly in closed form and is conformable to a physically realistic $T_{a b}$. Finding the exact solutions of EFEs is not an easy task unless some simplifying assumptions are employed. Therefore, only a few physically meaningful solutions of these equations are found in the literature [1]. Among the approaches followed for obtaining the exact solutions of EFEs, the most popular is to use some symmetry restrictions on the tensor $g_{a b}$. These restrictions are mathematically expressed as $\mathcal{L}_{X} g_{a b}=0$, where $X$ is called a Killing vector (KV) and $\mathcal{L}$ denotes the Lie derivative operator. It is well known that every KV corresponds to a conservation law. A large body of the literature is devoted to the investigation of KVs and corresponding conservation laws in spacetimes [1-3].

The symmetries of tensors other than the metric tensor are usually referred to as collineations. Some examples of collineations include curvature collineations ( $\mathcal{L}_{X} R_{b c d}^{a}=0$ ), Ricci collineations $\left(\mathcal{L}_{X} R_{a b}=0\right)$, and matter collineations $\left(\mathcal{L}_{X} T_{a b}=0\right)$. These collineations have also been thoroughly discussed [4-9].

Apart from the conventional symmetries defined above, the idea of another type of symmetry, known as Noether symmetry (NS), was given by Emmy Noether [10]. According to Noether's theorem, if the Lagrangian of a system admits a continuous symmetry, then this symmetry corresponds to a conservation law. Consequently, if a system remains unchanged under time translation and spacial translations and rotations, this theorem yields the conservation of energy and linear and angular momenta.

The study of NS is important due to the fact that it usually provides the additional conservation laws, not given by KVs. If the Killing and Noether algebras are denoted by $K(M)$ and $N(M)$, respectively, then $K(M) \subseteq N(M)$. The NS have also a close link with homothetic vectors (HVs). In fact, if $X$ is an HV, that is $\mathcal{L}_{X} g_{a b}=2 \psi g_{a b} ; \psi$ being a constant, then $X+2 \psi u \partial_{u}$ is a Noether symmetry associated with $X$. Here, $u$ is the geodesics parameter of the world line of a point particle moving in a spacetime. Conversely, if $X+2 \psi u \partial_{u}$ is an NS, then $X$ is an HV, provided that $X$ is independent of $u$ [11]. A Noether symmetry that is neither a KV, nor associated with an HV is known as a proper Noether symmetry.

NS and their comparison with Killing and homothetic vectors have been studied for some well-known spacetimes. A comparative study of KVs and NS for the conformally-flat Friedmann metric was provided in [12], and it was concluded that this metric admits proper NS. Considering some specific spherically-symmetric metrics, Bokhari et al. [13] conjectured that the NS of the Lagrangian provide additional conservation laws. The NS of some other physically-important spacetimes were examined by different authors. Camci [14] studied the NS of geodesic motion for the geodesic Lagrangian of the metric of Gödel spacetimes. Camci and Yildirim [15] worked on the NS of the geodesic Lagrangian for some classes of pp-wave spacetimes. Hickman and Yazdan [11] studied NS in Bianchi type II spacetimes. They have shown that the Noether algebra of Bianchi type II spacetimes contain Killing, as well as homothetic vectors. Ali et al. [16-18] worked on the classification of different spacetimes via NS including static plane, static spherical, and static cylindrically-symmetric spacetimes. Jamil et al. [19,20] worked on the complete classification of non-static plane and non-static spherically-symmetric spacetimes via NS. Paliathanasis et al. [21] established a relation between the Lie symmetries of the Klein-Gordon equation and conformal Killing vectors of the underlying geometry, where they also stated that the resulting Lie symmetries of the conformal algebra are also NS. Tsamparlis et al. [22] stated that for dynamical system whose equations of motion are of the form $\ddot{x}^{a}+\Gamma_{b c}^{a} \dot{x}^{b} \dot{x}^{c}+f\left(x^{a}\right)$; $f\left(x^{a}\right)$ being an arbitrary function of its argument, the computation of Lie and Noether symmetries reduces to the problem of finding the special projective collineations. Recently, the Bianchi type V and non-static plane symmetric spacetimes were completely classified via their NS [23,24].

It is important to mention here that the formulation of conservation laws may not require the Lagrangian of the system. As an example, one can see the work of Ma et al. [25], who have recently established a result giving the direct formulation of conservation laws for differential equations including the heat equation, Burgers' equation, and the Korteweg-de Vries (KdV) equation, regardless of the existence of a Lagrangian. The same authors also discussed the existence of lump solutions involving free parameters for some nonlinear partial differential equations that present Lie symmetries and that may generate associated conservation laws [26].

The Kantowski-Sachs spacetime describes a spatially-homogeneous and anisotropic universe model that admits an isometry group $G_{4}$ acting on homogeneous spacelike hypersurfaces. As the Kantowski-Sachs metric is of great interest and there is a great deal of information about this metric scattered throughout the literature, it would be useful to investigate the NS possessed by the Lagrangian of this metric and their relation with Killing and homothetic vectors.

For a physically-realistic spacetime, its energy density, represented by $T_{00}$, must be non-negative. This condition is usually referred to as the positive energy condition. The positive energy condition is important because if one allows both positive and negative energy regions, the empty vacuum may become unstable. In this paper, we classify the Lagrangian of the Kantowski-Sachs metric according to its NS and check the positive energy condition for the obtained models admitting different algebras of NS.

## 2. Determining Equations

The Kantowski-Sachs metric is given by [27]:

$$
\begin{equation*}
d s^{2}=d t^{2}-\lambda^{2}(t) d r^{2}-v^{2}(t)\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{1}
\end{equation*}
$$

where the functions $\lambda(t) \neq 0$ and $v(t) \neq 0$ depend on $t$ only. The minimum KVs admitted by the above metric are:

$$
\begin{align*}
& X_{1}=\partial_{r}, \quad X_{2}=\partial_{\phi} \\
& X_{3}=\sin \phi \partial_{\theta}+\cot \theta \cos \phi \partial_{\phi} \\
& X_{4}=-\cos \phi \partial_{\theta}+\cot \theta \sin \phi \partial_{\phi} . \tag{2}
\end{align*}
$$

One may use the EFEs with $k=1$ to get the following non-zero components of $T_{a b}$.

$$
\begin{align*}
& T_{00}=\frac{1}{\lambda^{3} v^{2}}\left(v^{\prime 2} \lambda^{3}+2 \lambda^{2} v \lambda^{\prime} v^{\prime}+\lambda^{3}\right) \\
& T_{11}=-\frac{1}{v^{2}}\left(2 v \lambda^{2} v^{\prime \prime}+\lambda^{2} v^{\prime 2}+\lambda^{2}\right) \\
& T_{22}=-\frac{v}{\lambda^{3}}\left(\lambda^{3} v^{\prime \prime}+\lambda^{2} v^{\prime} \lambda^{\prime}+v \lambda^{2} \lambda^{\prime \prime}\right) \\
& T_{33}=\sin ^{2} \theta T_{22} \tag{3}
\end{align*}
$$

where the primes on metric functions denote their derivatives with respect to $t$. The usual Lagrangian $L$ corresponding to the Kantowski-Sachs metric (1) is given by:

$$
\begin{equation*}
L=\dot{t}^{2}-\lambda^{2}(t) \dot{r}^{2}-v^{2}(t)\left(\dot{\theta}^{2}+\sin ^{2} \theta \dot{\phi}^{2}\right) \tag{4}
\end{equation*}
$$

where the dot represents the derivative with respect to the parameter $u$ of the world line of a point particle moving in Kantowski-Sachs spacetime. The Lagrangian for this point particle, given in (4), represents the square of the Lagrangian for the action principle that leads to geodesics by minimizing the spacetime metric $\int d s=\sqrt{g_{a b} \frac{d x^{a}}{d u} \frac{d x^{b}}{d u}} d u$ [28]. It may be noted that the coefficients of the quadratic terms in $\frac{d x^{u}}{d u} \frac{d x^{v}}{d u}$ represent the components of the metric.

A vector field $X=\eta \frac{\partial}{\partial u}+X^{i} \frac{\partial}{\partial x_{i}}$ is called an NS if the Lagrangian of a physical system remains invariant under the action of $X$ such that the following condition holds:

$$
\begin{equation*}
X^{(1)} L+L(D \eta)=D F \tag{5}
\end{equation*}
$$

where:

$$
\begin{equation*}
X^{(1)}=X+X_{u}^{i} \frac{\partial}{\partial \dot{x}_{i}} \tag{6}
\end{equation*}
$$

is the first prolongation of $X$ such that $X_{u}^{i}=D X^{i}-\dot{x}_{i} D \eta$. Here, $D$ denotes the total differential operator, given by:

$$
\begin{equation*}
D=\frac{\partial}{\partial u}+\dot{x}_{i} \frac{\partial}{\partial x_{i}} \tag{7}
\end{equation*}
$$

Moreover, $\eta, X^{i}$, and $F$ all depend on the variables $\left(u, x_{i}\right)$, where $x_{i}=(t(u), r(u), \theta(u), \phi(u))$. The function $F$ is known as the gauge function. Once we find the NS and corresponding gauge function, we can use Noether's theorem to find the corresponding conservation laws in the following way:

$$
\begin{equation*}
I=\eta L+\left(X^{i}-\dot{x}_{i} \eta\right) \frac{\partial L}{\partial \dot{x}_{i}}-F \tag{8}
\end{equation*}
$$

We use the Lagrangian given in Equation (4) in the equation defining the NS, that is Equation (5), to get the following set of 19 equations.

$$
\begin{align*}
& F_{, u}=\eta_{, \phi}=\eta_{, \theta}=\eta_{, r}=\eta_{, t}=0,  \tag{9}\\
& 2 X_{, t}^{0}=\eta, u,  \tag{10}\\
& 2 \lambda^{\prime} X^{0}+2 \lambda X_{, r}^{1}=\lambda \eta, u,  \tag{11}\\
& 2 v^{\prime} X^{0}+2 v X_{, \theta}^{2}=v \eta_{, u}  \tag{12}\\
& X_{, r}^{0}-\lambda^{2} X_{, t}^{1}=0,  \tag{13}\\
& X_{, \theta}^{0}-v^{2} X_{, t}^{2}=0,  \tag{14}\\
& X_{, \phi}^{0}-v^{2} \sin ^{2} \theta X_{, t}^{3}=0,  \tag{15}\\
& \lambda^{2} X_{, \theta}^{1}+v^{2} X_{, r}^{2}=0,  \tag{16}\\
& \lambda^{2} X_{, \phi}^{1}+v^{2} \sin ^{2} \theta X_{, r}^{3}=0,  \tag{17}\\
& X_{, \phi}^{2}+\sin ^{2} \theta X_{, \theta}^{3}=0,  \tag{18}\\
& 2 v^{\prime} X^{0}+2 v \cot \theta X^{2}+2 v X_{, \phi}^{3}=v \eta_{, u}  \tag{19}\\
& 2 X_{, u}^{0}=F_{, t},  \tag{20}\\
& 2 \lambda^{2} X_{, u}^{1}=-F_{, r,}  \tag{21}\\
& 2 v^{2} X_{, u}^{2}=-F_{, \theta,}  \tag{22}\\
& 2 v^{2} \sin ^{2} \theta X_{, u}^{3}=-F_{, \phi}^{3} \tag{23}
\end{align*}
$$

The solution of the above system of equations would give the values of the components of the vector field generating NS and the metric functions $\lambda$ and $v$. Consequently, the corresponding Kantowski-Sachs metrics may represent the exact solutions of EFEs. We omit writing the basic calculations and present the list of metrics, their NS, Lie algebras, and the corresponding conservation laws of all symmetries in the forthcoming sections. The bounds for the positive energy condition and the singularity of the Ricci scalar are also discussed for all the obtained metrics.

## 3. Five Noether Symmetries

The minimal set of NS admitted by the Lagrangian of the Kantowski-Sachs metric is:

$$
\begin{align*}
& X_{0}=\partial_{u}, X_{1}=\partial_{r}, \quad X_{2}=\partial_{\phi} \\
& X_{3}=\sin \phi \partial_{\theta}+\cot \theta \cos \phi \partial_{\phi} \\
& X_{4}=-\cos \phi \partial_{\theta}+\cot \theta \sin \phi \partial_{\phi} \tag{24}
\end{align*}
$$

Out of these five NS, four are the basic KVs of the Kantowski-Sachs metric and $X_{0}$ is the symmetry corresponding to the Lagrangian. Here, $X_{0}$ represents the translation of geodesics parameter $u$ and $X_{1}$ is the translation of spatial coordinate $r$. The generators $X_{2}, X_{3}$ and $X_{4}$ form a Lie subalgebra for the rotation group $S O(3)$. The values of the Kantowski-Sachs metric functions for which the corresponding Lagrangian admit the above minimal NS are given in the following Table 1:

Table 1. Exact form of metrics admitting five Noether symmetries (NS).

| No. | $\lambda(t)$ | $v(t)$ |
| :---: | :---: | :---: |
| 3a | $\lambda^{\prime} \neq 0$ | $v^{\prime \prime} \neq 0$ and $v \neq \cosh t$ |
| 3b | $\lambda \neq \sinh t$ | $v=\cosh t$ |
| 3c | $\left(\lambda \lambda^{\prime}\right)^{\prime \prime} \neq 0$ | $v=$ const. $=\xi$ |
| 3d | $\lambda=\sqrt{a t^{2}+2 b t+c} ; a \neq 0$, | $v=$ const. $=\xi$ |
| 3e | $\lambda=\sqrt{2 b t+c}$ | $v=$ const. $=\xi$ |

The corresponding Lie algebra for generators given in Equation (24) is:

$$
\left[X_{3}, X_{2}\right]=X_{4},\left[X_{2}, X_{4}\right]=X_{3},\left[X_{4}, X_{3}\right]=X_{2},\left[X_{i}, X_{j}\right]=0, \text { otherwise. }
$$

Using Equation (8), the conserved forms of these NS become:

$$
\begin{align*}
I_{0} & =-\dot{t}^{2}+\lambda^{2}(t) \dot{r}^{2}+v^{2}(t) \dot{\theta}^{2}+v^{2}(t) \sin ^{2} \theta \dot{\phi}^{2} \\
I_{1} & =-2 \lambda^{2}(t) \dot{r}^{2}, \\
I_{2} & =-2 v^{2}(t) \sin ^{2} \theta \dot{\phi}, \\
I_{3} & =-2 v^{2}(t)(\sin \phi \dot{\theta}+\cos \theta \cos \phi \sin \theta \dot{\phi}), \\
I_{4} & =-\frac{\partial I_{3}}{\partial \phi} . \tag{25}
\end{align*}
$$

The energy density and the Ricci scalar for Models 3 a and 3 b are obtained as $T_{00}=\frac{1+v^{\prime 2}}{v^{2}}+\frac{2 \lambda^{\prime} v^{\prime}}{v \lambda}$ and $R=-\frac{2}{v^{2} \lambda}\left(2 v \lambda v^{\prime \prime}+v^{2} \lambda^{\prime \prime}+2 v v^{\prime} \lambda^{\prime}+\lambda v^{\prime 2}+\lambda\right)$. One can observe that the positive energy condition is satisfied if $\frac{\lambda^{\prime}}{\lambda}$ and $\frac{v^{\prime}}{v}$ have the same signs. Moreover, the Ricci scalar remains non-singular for $t \rightarrow 0$.

For the remaining three models, the energy density and the Ricci scalar are given by:

$$
\begin{equation*}
T_{00}=\frac{1}{\xi^{2}}, \quad R=-2\left(\frac{\lambda^{\prime \prime}}{\lambda}+\frac{1}{\xi^{2}}\right) \tag{26}
\end{equation*}
$$

such that the energy remains positive for any arbitrary non-zero $\xi$ and the Ricci scalar is regular for any function $\lambda$.

## 4. Six Noether Symmetries

The Lagrangian of the following Kantowski-Sachs metric admits six NS:

$$
\begin{equation*}
d s^{2}=d t^{2}-\gamma^{2} d r^{2}-v^{2}(t)\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{27}
\end{equation*}
$$

where $\gamma$ is a non-zero constant, $v^{\prime \prime} \neq 0$ and $v \neq \cosh t$. Out of these six NS, five are the same as given in Equation (24) and one extra Noether symmetry is given by:

$$
X_{5}=\frac{u}{\gamma^{2}} \partial_{r}, \quad F=-2 r
$$

The conserved form for this symmetry is $I_{5}=-2(u \dot{r}-r)$. The corresponding non-zero commutator is $\left[X_{0}, X_{5}\right]=\frac{1}{\gamma^{2}} X_{1}$.

The metric (27) is non-conformally flat, and its energy density is obtained as $T_{00}=\frac{1+v^{\prime 2}}{v^{2}}$, which is always positive. The Ricci scalar is given by $R=-\frac{2}{v^{2}}\left(1+v^{\prime 2}+2 v v^{\prime \prime}\right)$, which has no singularity at the origin.

## 5. Seven Noether Symmetries

There are seven metrics whose Lagrangian admit a seven-dimensional algebra of NS. Table 2 contains all these metrics along with the two extra NS, other than the minimal NS given in (24), their Lie algebra, and the corresponding conserved quantities.
Table 2. Metrics admitting seven Noether symmetries.

| No. | $\lambda(t)$ | $v(t)$ | Noether Symmetries | Invariants | Lie Algebra |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 7(i) | $\sin (\beta t) ; \beta \neq 0$ | $\gamma \neq 0$ | $\begin{aligned} & X_{5}=\cosh (\beta r) \partial_{t}-\cot (\beta t) \sinh (\beta r) \partial_{r} \\ & X_{6}=\sinh (\beta r) \partial_{t}-\cot (\beta t) \cosh (\beta r) \partial_{r} \end{aligned}$ | $\begin{gathered} I_{5}=2 \cosh (\beta r) \dot{t}+2 \cos (\beta t) \sin (\beta t) \sinh (\beta r) \dot{r} \\ I_{6}=\frac{1}{\beta} \frac{\partial I_{5}}{\partial r} \end{gathered}$ | $\begin{gathered} {\left[X_{1}, X_{5}\right]=\beta X_{6},\left[X_{1}, X_{6}\right]=\beta X_{5},} \\ {\left[X_{6}, X_{5}\right]=\beta X_{1} .} \end{gathered}$ |
| 7(ii) | $\cos (\beta t)$ | $\gamma \neq 0$ | $\begin{aligned} & X_{5}=\cosh (\beta r) \partial_{t}+\tan (\beta t) \sinh (\beta r) \partial_{r} \\ & X_{6}=\sinh (\beta r) \partial_{t}+\tan (\beta t) \cosh (\beta r) \partial_{r} \end{aligned}$ | $\begin{gathered} \hline I_{5}=2 \cosh (\beta r) \dot{t}-2 \cos (\beta t) \sin (\beta t) \sinh (\beta r) \dot{r} \\ I_{6}=\frac{1}{\beta} \frac{\partial I_{5}}{\partial r} \end{gathered}$ | Same as in case 7(i) |
| 7(iii) | $\sinh (\beta t) ; \beta \neq 0$ | $\gamma \neq 0$ | $\begin{aligned} & X_{5}=\cosh (\beta r) \partial_{t}-\operatorname{coth}(\beta t) \sinh (\beta r) \partial_{r} \\ & X_{6}=\sinh (\beta r) \partial_{t}-\operatorname{coth}(\beta t) \cosh (\beta r) \partial_{r} \end{aligned}$ | $\begin{gathered} I_{5}=2 \cosh (\beta r) \dot{t}+2 \cosh (\beta t) \sinh (\beta t) \sinh (\beta r) \dot{r} \\ I_{6}=\frac{1}{k} \frac{\partial I_{5}}{\partial r} \end{gathered}$ | Same as in case 7(i) |
| 7(iv) | $\cosh (\beta t)$ | $\gamma \neq 0$ | $\begin{aligned} & X_{5}=\cos (\beta r) \partial_{t}-\tanh (\beta t) \sin (\beta r) \partial_{r} \\ & X_{6}=\sin (\beta r) \partial_{t}+\tanh (\beta t) \cos (\beta r) \partial_{r} \end{aligned}$ | $\begin{gathered} I_{5}=2 \cos (\beta r) \dot{t}+2 \cosh (\beta t) \sinh (\beta t) \sin (\beta r) \dot{r} \\ I_{6}=\frac{1}{\beta} \frac{\partial I_{5}}{\partial r} \end{gathered}$ | Same as in case 7(i) |
| 7(v) | $e^{\beta t}$ | $\gamma \neq 0$ | $\begin{gathered} X_{5}=\partial_{t}-\beta r \partial_{r} \\ X_{6}=r \partial_{t}-\frac{e^{-2 \beta t}}{2 \beta} \partial_{r}-\frac{\beta r^{2}}{2} \partial_{r} \end{gathered}$ | $\begin{gathered} I_{5}=2 \dot{t}+2 \beta r e^{2 \beta t} \dot{r} \\ I_{6}=2 r \dot{t}+\frac{\dot{r}}{\beta}+\beta r^{2} e^{2 \beta t} \dot{r} \end{gathered}$ | $\begin{gathered} {\left[X_{5}, X_{1}\right]=\beta X_{1},\left[X_{1}, X_{6}\right]=X_{5},} \\ {\left[X_{6}, X_{5}\right]=\beta X_{6}} \end{gathered}$ |
| 7(vi) | $c_{1} t+c_{2}$ | $v=\lambda$ | $\begin{gathered} X_{5}=\frac{u^{2}}{2} \partial_{s}+\frac{u\left(c_{1} t+c_{2}\right)}{2 c_{1}} \partial_{t} ; F=\frac{t\left(c_{1} t+2 c_{2}\right)}{2 c_{1}} \\ V_{6}=u \partial_{u}+\frac{c_{1} t+c_{2}}{2 c_{1}} \partial_{t} \end{gathered}$ | $\begin{gathered} I_{5}=\frac{u^{2}}{2} L+\frac{u\left(c_{1} t+c_{2}\right) \dot{t}}{c_{1}}-\frac{t^{2}}{2}-\frac{c_{2} t}{c_{1}} \\ I_{6}=u L+\frac{\left(c_{1} t+c_{2}\right) \dot{t}}{c_{1}} \end{gathered}$ | $\begin{gathered} {\left[X_{0}, X_{5}\right]=X_{6},\left[X_{0}, X_{6}\right]=X_{0}} \\ {\left[X_{6}, X_{5}\right]=X_{5} .} \end{gathered}$ |
| 7(vii) | $\begin{gathered} \left(c_{1} t+c_{2}\right)^{\frac{\alpha-2 \beta}{\alpha}} ; \\ \alpha \neq 0 \end{gathered}$ | $c_{1} t+c_{2}$ | $\begin{gathered} X_{5}=u \partial_{u}+\frac{c_{1} t+c_{2}}{2 c_{1}} \partial_{t} \\ X_{6}=r \partial_{r} \end{gathered}$ | $\begin{gathered} I_{5}=u L+\frac{\left(c_{1} t+c_{2}\right) \dot{t}}{c_{1}} \\ I_{6}=-2 r\left(c_{1} t+c_{2}\right)^{\frac{2(\alpha-2 \beta)}{\alpha}} \dot{r} \end{gathered}$ | $\begin{gathered} {\left[X_{0}, X_{5}\right]=X_{0},\left[X_{1}, X_{6}\right]=X_{1}} \\ {\left[X_{6}, X_{1}\right]=X_{5}} \end{gathered}$ |

The metric 7(i) is non-conformally flat, whose NS other than the minimal set of NS are KVs. Here, the generators $X_{1}, X_{5}$ and $X_{6}$ form a Lie algebra for the rotation group $S O(3)$.

Similarly, the metric 7(ii) is non-conformally flat, and it admits seven NS, five of which are the same as given in (24), and the remaining two are KVs, represented by $X_{5}$ and $X_{6}$.

The energy density and the Ricci scalar for the models 7(i) and 7(ii) are obtained as $T_{00}=\frac{1}{\gamma^{2}}$ and $R=2\left(\beta^{2}-\frac{1}{\gamma^{2}}\right)$. The positive energy condition clearly holds, and the spacetimes remain regular at the origin, as the Ricci scalar is constant.

The non-conformally-flat metric 7(iii) admits five NS as given in (24) along with two extra KVs, which are represented by $X_{5}$ and $X_{6}$.

The Weyl tensor for the metric 7(iv) has non-zero components, and hence, it is non-conformally flat. This metric possesses seven NS, out of which five are the same as given in (24) and the extra two are KVs.

The metric $7(\mathrm{v})$ is non-conformally flat, which admits two extra NS $X_{5}$ and $X_{6}$, which are KVs.
The energy density $T_{00}$ and the Ricci scalar $R$ for the models 7(iii), 7(iv), and 7(v) are:

$$
\begin{equation*}
T_{00}=\frac{1}{\gamma^{2}}, \quad R=-2\left(\beta^{2}+\frac{1}{\gamma^{2}}\right) \tag{28}
\end{equation*}
$$

such that the positive energy condition is satisfied and the Ricci scalar is non-singular at the origin.
There exist two extra NS other than the minimal set of five NS for the non-conformally-flat metric 7 (vi). The Noether symmetry $X_{6}$ corresponds to a homothetic vector $\frac{c_{1} t+c_{2}}{2 c_{1}} \partial_{t}$, with the homothetic constant $\psi=\frac{1}{2}$. For this model, the energy density and the Ricci scalar become:

$$
\begin{equation*}
T_{00}=\frac{1+3 c_{1}^{2}}{\left(c_{1} t+c_{2}\right)^{2}}, \quad R=-\frac{2\left(3 c_{1}^{2}+1\right)}{\left(c_{1} t+c_{2}\right)^{2}} . \tag{29}
\end{equation*}
$$

For any non-zero values of $c_{1}$ and $c_{2}$, the energy density is positive and the Ricci scalar remains non-singular at $t \rightarrow 0$.

Finally, the metric 7(vii) is non-conformally flat, which admits the minimal set of five NS along with two extra NS $X_{5}$ and $X_{6}$. Here, $X_{6}$ is a KV, and $X_{5}$ corresponds to a homothetic vector $\frac{c_{1} t+c_{2}}{2 c_{1}} \partial_{t}$, with the homothetic constant $\psi=\frac{1}{2}$. The energy density and Ricci scalar for this metric are given as:

$$
\begin{equation*}
T_{00}=\frac{\alpha+3 c_{1}^{2} \alpha-4 c_{1}^{2} \beta}{\alpha\left(c_{1} t+c_{2}\right)^{2}}, \quad R=-\frac{2\left(3 c_{1}^{2} \alpha^{2}-6 c_{1}^{2} \alpha \beta+4 c_{1}^{2} \beta^{2}+\alpha^{2}\right)}{\alpha^{2}\left(c_{1} t+c_{2}\right)^{2}} . \tag{30}
\end{equation*}
$$

For $c_{2} \neq 0$, the Ricci scalar has no singularity when $t \rightarrow 0$. The energy density may vary for different values of the constants involved in $T_{00}$. The following two graphs in Figure 1 show positive and negative energy density for some particular choices of the values of these constants.

As far as the case in which the positive energy condition is not met, it could represent an accelerated phase of expansion that may possibly be attributed to the dark energy.


Figure 1. Graphs of $T_{00}$.

## 6. Eight Noether Symmetries

The following is only one Kantowski-Sachs metric whose Lagrangian admits eight NS:

$$
\begin{equation*}
d s^{2}=d t^{2}-\gamma^{2} d r^{2}-(\alpha t+\beta)^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{31}
\end{equation*}
$$

where $\alpha \neq 0$ and $\gamma \neq 0$. The Weyl tensor for the above metric has non-vanishing components, and it is non-conformally flat. The set of eight NS for this metric contains the set of minimal five NS, given in (24), and the remaining three symmetries are:

$$
\begin{align*}
& X_{5}=\frac{u^{2}}{2} \partial_{u}+\frac{u(\alpha t+\beta)}{2 \alpha} \partial_{t}+\frac{u r}{2} \partial_{r} ; \quad F=\frac{t^{2}}{2}+\frac{\beta t}{\alpha}-\frac{r^{2} \gamma^{2}}{2}, \\
& X_{6}=\frac{u}{\gamma^{2}} \partial_{r} ; F=-2 r, \\
& X_{7}=u \partial_{u}+\frac{\alpha t+\beta}{2 \alpha} \partial_{t}+\frac{r}{2} \partial_{r} . \tag{32}
\end{align*}
$$

Out of the above three NS, $X_{7}$ corresponds to a homothetic vector, given by $\frac{\alpha t+\beta}{2 \alpha} \partial_{t}+\frac{r}{2} \partial_{r}$. The conserved form for these symmetries and Lie algebra are listed below:

$$
\begin{gather*}
I_{5}=\frac{u^{2}}{2}\left(-\dot{t}^{2}+\gamma^{2} \dot{r}^{2}+(\alpha t+\beta)^{2}\left(\dot{\theta}^{2}+\sin ^{2} \theta \dot{\phi}^{2}\right)\right)+\frac{u(\alpha t+\beta) \dot{t}}{\alpha}-u r \gamma^{2} \dot{r}-\frac{t^{2}}{2}-\frac{\beta t}{\alpha}+\frac{r^{2} \gamma^{2}}{2}, \\
I_{6}=-2 u \dot{r}+2 r, \\
I_{7}=u\left(-\dot{t}^{2}+\gamma^{2} \dot{r}^{2}+(\alpha t+\beta)^{2}\left(\dot{\theta}^{2}+\sin ^{2} \theta \dot{\phi}^{2}\right)\right)+\frac{(\alpha t+\beta) \dot{t}}{\alpha}-r \gamma^{2} \dot{r} .  \tag{33}\\
{\left[X_{0}, X_{5}\right]=X_{7},\left[X_{0}, X_{7}\right]=X_{0},\left[X_{0}, X_{6}\right]=\frac{1}{\gamma^{2}} X_{1},\left[X_{1}, X_{5}\right]=\frac{\gamma^{2}}{2} X_{6},} \\
{\left[X_{1}, X_{7}\right]=\frac{1}{2} X_{1},\left[X_{7}, X_{5}\right]=X_{7},\left[X_{7}, X_{6}\right]=\frac{1}{2} X_{6} .}
\end{gather*}
$$

The energy density and the Ricci scalar for Model (31) are respectively given by $T_{00}=\frac{1+\alpha^{2}}{(\alpha t+\beta)^{2}}$ and $R=-\frac{2}{(\alpha t+\beta)^{2}}$. Here, the positive energy condition holds, and for $t \rightarrow 0$, the scalar $R$ remains regular if $\beta \neq 0$.

## 7. Nine Noether Symmetries

Here, we present some Kantowski-Sachs metrics, whose Lagrangian admits nine NS.

$$
\begin{equation*}
\text { (1). } \quad d s^{2}=d t^{2}-\beta^{2} d r^{2}-\cosh ^{2} t\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{34}
\end{equation*}
$$

where $\beta \neq 0$. The Weyl tensor for the above metric vanishes, and hence, it is conformally flat. The set of NS for this metric contains the minimal set of five symmetries given in (24), and four extra NS are admitted, which are listed below:

$$
\begin{align*}
& X_{5}=u \partial_{r} ; \quad F=-2 r, \\
& X_{6}=\sin \theta \sin \phi \partial_{t}+\tanh t \cos \theta \sin \phi \partial_{\theta}+\csc \theta \tanh t \cos \phi \partial_{\phi}, \\
& X_{7}=-\sin \theta \cos \phi \partial_{t}-\tanh t \cos \theta \cos \phi \partial_{\theta}+\csc \theta \tanh t \sin \phi \partial_{\phi}, \\
& X_{8}=-\cos \theta \partial_{t}+\tanh t \sin \theta \partial_{\theta} . \tag{35}
\end{align*}
$$

Here, $X_{6}, X_{7}$, and $X_{8}$ are KVs, while $X_{5}$ is a non-trivial Noether symmetry. The Lie algebra in this case gives:

$$
\begin{gathered}
{\left[X_{0}, X_{5}\right]=X_{1}, \quad\left[X_{6}, X_{2}\right]=\left[X_{4}, X_{8}\right]=X_{7},\left[X_{2}, X_{7}\right]=\left[X_{3}, X_{8}\right]=X_{6}} \\
{\left[X_{6}, X_{3}\right]=\left[X_{7}, X_{4}\right]=X_{8},\left[X_{6}, X_{7}\right]=X_{2},\left[X_{6}, X_{8}\right]=X_{3},\left[X_{7}, X_{8}\right]=X_{4}}
\end{gathered}
$$

and the conservation laws are:

$$
\begin{align*}
I_{5} & =-2\left(u \beta^{2} \dot{r}-r\right) \\
I_{6} & =2 \sin \theta \sin \phi \dot{t}-2 \sinh t \cosh t(\cos \theta \sin \phi \dot{\theta}+\sin \theta \cos \phi \dot{\phi}) \\
I_{7} & =-2 \sin \theta \cos \phi \dot{t}+2 \sinh t \cosh t(\cos \theta \cos \phi \dot{\theta}-\sin \theta \sin \phi \dot{\phi}) \\
I_{8} & =-2 \cos \theta \dot{t}-2 \sinh t \cosh t \sin \theta \dot{\theta} . \tag{36}
\end{align*}
$$

The energy density and Ricci scalar for the metric (34) are respectively given by $T_{00}=1$ and $R=-6$, such that the positive energy condition is satisfied and $R$ is regular at the origin.

$$
\begin{equation*}
\text { (2). } \quad d s^{2}=d t^{2}-\alpha^{2} d r^{2}-\beta^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{37}
\end{equation*}
$$

where $\alpha \neq 0$ and $\beta \neq 0$. For the above metric, the Weyl tensor has non-zero components. The extra four NS other than the minimal set of NS, given in (24), for this metric are:

$$
\begin{align*}
& X_{5}=\partial_{t}, \\
& X_{6}=-u \partial_{t} ; F=-2 t, \\
& X_{7}=\frac{u}{\alpha^{2}} \partial_{r} ; F=-2 r, \\
& X_{8}=r \partial_{t}+\frac{t}{\alpha^{2}} \partial_{r} . \tag{38}
\end{align*}
$$

Here, $X_{5}$ and $X_{8}$ are KVs, while $X_{6}$ and $X_{7}$ are non-trivial NS. The Lie algebra and the conserved quantities are given as:

$$
\begin{align*}
{\left[X_{6}, X_{0}\right]=} & {\left[X_{8}, X_{1}\right]=X_{5}, \quad\left[X_{0}, X_{7}\right]=\left[X_{5}, X_{8}\right]=\frac{1}{\alpha^{2}} X_{1} } \\
& {\left[X_{8}, X_{6}\right]=X_{7}, \quad\left[X_{8}, X_{7}\right]=\frac{1}{\alpha^{2}} X_{6} . } \\
I_{5}= & 2 \dot{t}, \quad I_{6}=-2 u \dot{t}+2 t, \quad I_{7}=-2 u \dot{r}+2 r, \\
I_{8}= & 2 r \dot{t}-2 t \dot{r} . \tag{39}
\end{align*}
$$

The corresponding $T_{00}$ and $R$ for the above metric are given by $T_{00}=\frac{1}{\beta^{2}}$ and $R=-\frac{2}{\beta^{2}}$. Clearly, the energy density is positive for any value of $\beta$, and the Ricci scalar is regular at the origin.

$$
\begin{equation*}
\text { (3). } \quad d s^{2}=d t^{2}-(\alpha t+\beta)^{2} d r^{2}-\xi^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{40}
\end{equation*}
$$

where $\xi \neq 0$. The above metric is non-conformally flat, and it admits the following four NS along with five minimal symmetries, given in Equation (24).

$$
\begin{align*}
& X_{5}=-u \cosh (\alpha r) \partial_{t}+\frac{u}{\alpha t+\beta} \sinh (\alpha r) \partial_{r} ; \quad F=-\frac{2 \beta}{\alpha} \cosh (\alpha r) \\
& X_{6}=-u \sinh (\alpha r) \partial_{t}+\frac{u}{\alpha t+\beta} \cosh (\alpha r) \partial_{r} ; \quad F=-\frac{2 \beta}{\alpha} \sinh (\alpha r) \\
& X_{7}=\cosh (\alpha r) \partial_{t}-\frac{\sinh (\alpha r)}{\alpha t+\beta} \partial_{r} \\
& X_{8}=\sinh (\alpha r) \partial_{t}-\frac{\cosh (\alpha r)}{\alpha t+\beta} \partial_{r} . \tag{41}
\end{align*}
$$

From the above, one can see that $X_{5}$ and $X_{6}$ are non-trivial NS, while $X_{7}$ and $X_{8}$ are KVs. In this case, the Lie algebra becomes:

$$
\begin{array}{cl}
{\left[X_{5}, X_{0}\right]=X_{7},} & {\left[X_{6}, X_{0}\right]=X_{8}, \quad\left[X_{1}, X_{5}\right]=\alpha X_{6}} \\
{\left[X_{1}, X_{6}\right]=\alpha X_{5},} & {\left[X_{1}, X_{7}\right]=\alpha X_{8}, \quad\left[X_{1}, X_{8}\right]=\alpha X_{7}}
\end{array}
$$

The conserved forms of the symmetries are given as follows:

$$
\begin{align*}
I_{5} & =-2 u(\cosh (\alpha r) \dot{t}+(\alpha t+\beta) \sinh (\alpha r) \dot{r})+\frac{2 \beta}{\alpha} \cosh (\alpha r) \\
I_{6} & =\frac{1}{\alpha} \frac{\partial I_{5}}{\partial r} \\
I_{7} & =2(\cosh (\alpha r) \dot{t}+(\alpha t+\beta) \sinh (\alpha r) \dot{r}) \\
I_{8} & =\frac{1}{\alpha} \frac{\partial I_{7}}{\partial r} \tag{42}
\end{align*}
$$

For the above model, we have $T_{00}=\frac{1}{\xi^{2}}$ and $R=-\frac{2}{\xi^{2}}$ such that the energy density is positive and the Ricci scalar has no singularity at the origin.

## 8. Eleven Noether Symmetries

For $\lambda=\sinh t$ and $v=\cosh t$, we have the following Kantowski-Sachs metric, whose Lagrangian admits eleven NS:

$$
\begin{equation*}
d s^{2}=d t^{2}-\sinh ^{2} t d r^{2}-\cosh ^{2} t\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{43}
\end{equation*}
$$

This metric has a zero Weyl tensor, and hence, it is conformally flat. The energy density and the Ricci scalar for the above model are obtained as $T_{00}=3$ and $R=-12$. Here, the positive energy condition is clearly satisfied, and $R$ is non-singular at the origin. The extra six NS (KVs) for the above metric are as follows:

$$
\begin{align*}
X_{5} & =\sin \theta \sin \phi\left(\sinh r \partial_{t}-\operatorname{coth} t \cosh r \partial_{r}\right)+\tanh t \sinh r\left(\cos \theta \sin \phi \partial_{\theta}+\csc \theta \cos \phi \partial_{\phi}\right), \\
X_{6} & =\text { same as } X_{5} \text { with } \sinh r \leftrightarrow \cosh r \\
X_{7} & =-\sin \theta \cos \phi\left(\sinh r \partial_{t}-\operatorname{coth} t \cosh r \partial_{r}\right)-\tanh t \sinh r\left(\cos \theta \cos \phi \partial_{\theta}-\csc \theta \sin \phi \partial_{\phi}\right), \\
X_{8} & =\text { same as } X_{7} \text { with } \sinh r \leftrightarrow \cosh r \\
X_{9} & =-\cos \theta\left(\sinh r \partial_{t}-\operatorname{coth} t \cosh r \partial_{r}\right)+\tanh t \sinh r \sin \theta \partial_{\theta}, \\
X_{10} & =\text { same as } X_{9} \text { with } \sinh r \leftrightarrow \cosh r \tag{44}
\end{align*}
$$

One may easily simplify Equation (8) to find the expressions for the corresponding conservation laws for the above generators. The Lie algebra in this case is obtained as:

| $\left[X_{1}, X_{5}\right]=X_{6}$, | $\left[X_{1}, X_{6}\right]=X_{5}$, | $\left[X_{1}, X_{7}\right]=X_{8}$, | $\left[X_{1}, X_{8}\right]=X_{7}$, | $\left[X_{1}, X_{9}\right]=X_{10}$, |
| :--- | :--- | :--- | :--- | :--- |
| $\left[X_{1}, X_{10}\right]=X_{9}$, | $\left[X_{5}, X_{2}\right]=X_{7}$, | $\left[X_{6}, X_{2}\right]=X_{8}$, | $\left[X_{2}, X_{7}\right]=X_{5}$, | $\left[X_{2}, X_{8}\right]=X_{6}$, |
| $\left[X_{5}, X_{3}\right]=X_{9}$, | $\left[X_{6}, X_{3}\right]=X_{10}$, | $\left[X_{3}, X_{9}\right]=X_{5}$, | $\left[X_{3}, X_{10}\right]=X_{6}$, | $\left[X_{7}, X_{4}\right]=X_{9}$, |
| $\left[X_{8}, X_{4}\right]=X_{10}$, | $\left[X_{4}, X_{9}\right]=X_{7}$, | $\left[X_{4}, X_{10}\right]=X_{8}$, | $\left[X_{5}, X_{6}\right]=X_{1}$, | $\left[X_{7}, X_{5}\right]=X_{2}$, |
| $\left[X_{9}, X_{5}\right]=X_{3,}$ | $\left[X_{6}, X_{8}\right]=X_{2}$, | $\left[X_{6}, X_{10}\right]=X_{3}$, | $\left[X_{7}, X_{8}\right]=X_{1}$, | $\left[X_{9}, X_{7}\right]=X_{4}$, |
| $\left[X_{8}, X_{10}\right]=X_{4}$, | $\left[X_{9}, X_{10}\right]=X_{1}$, |  |  |  |

## 9. Summary and Discussion

In this paper, we have classified the Lagrangian of the Kantowski-Sachs metric via its NS. The set of determining equations is obtained and then integrated in several cases. It is observed that the Kantowski-Sachs metric admits a 5-, 6-, 7-, 8-, 9-, or 11-dimensional Lie algebra of NS for different values of the metric functions. The number of non-trivial NS for this metric is shown to be one, two, or three, while the number of KVs is found to be $4,5,6,7$, or 10 .

We have found five different metrics, each admitting the minimal set of five NS, out of which four are the minimum KVs of the Kantowski-Sachs metric and one is a non-trivial Noether symmetry, which is $\partial_{u}$. The gauge function is trivial here.

There is only one metric (27) that admits six NS. This set of six NS contains the minimal set of five NS along with one extra Noether symmetry with the gauge function $F=-2 r$.

In the case of seven-dimensional Noether algebra, we have obtained seven different metrics. For the first five metrics, $\mathbf{7 ( i ) - 7 ( v )}$, we have six KVs and one Noether symmetry $\partial_{u}$, with a trivial gauge function. For metric $7(\mathbf{v i})$, we have the minimal set of NS along with two extra NS, given by $X_{5}$ and $X_{6}$. The gauge function corresponding to $X_{5}$ is found to be $F=\frac{t\left(c_{1} t+2 c_{2}\right)}{2 c_{1}}$. It can bee seen that the Noether symmetry $X_{6}$ for this metric corresponds to an $\mathrm{HV} \frac{c_{1} t+c_{2}}{2 c_{1}} \partial_{t}$, with homothetic constant $\psi=\frac{1}{2}$. Similar results are obtained for the metric $\mathbf{7 ( v i i )}$. Here, the number of KVs is five.

There exists only one metric (31) possessing eight NS, of which five are the minimal NS for the Kantowski-Sachs metric, and three extra NS are obtained, which are presented in (32). One of these three NS, denoted as $X_{7}$, corresponds to an HV $\frac{\alpha t+\beta}{2 \alpha} \partial_{t}+\frac{r}{2} \partial_{r}$. The number of KVs for this metric is only four.

In the case of the nine-dimensional Lie algebra of NS, we have found three metrics (34), (37), and (40). For the metric (34), we have the minimal set of five NS along with four extra symmetries, of which three are KVs and one is a non-trivial Noether symmetry $u \partial_{r}$ with the gauge function $F=-2 r$. The number of KVs in this case is seven. For the remaining two metrics (37) and (40), we have six KVs along with three non-trivial NS.

Finally, we have only one metric (43) where the dimension of the algebra of NS is 11 . Out of eleven NS, ten are the KVs, and there is only one non-trivial Noether symmetry, given by $\partial_{u}$.

For almost all the obtained metrics, it is observed that the positive energy condition is satisfied, and the corresponding Ricci scalar has no singularity at the origin.
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#### Abstract

The $F(R, G)$ theory of gravity, where $R$ is the Ricci scalar and $G$ is the Gauss-Bonnet invariant, is studied in the context of existence the Noether symmetries. The Noether symmetries of the point-like Lagrangian of $F(R, G)$ gravity for the spatially flat Friedmann-Lemaitre-Robertson-Walker cosmological model is investigated. With the help of several explicit forms of the $F(R, G)$ function it is shown how the construction of a cosmological solution is carried out via the classical Noether symmetry approach that includes a functional boundary term. After choosing the form of the $F(R, G)$ function such as the case $(i): F(R, G)=f_{0} R^{n}+g_{0} G^{m}$ and the case $(i i): F(R, G)=f_{0} R^{n} G^{m}$, where $n$ and $m$ are real numbers, we explicitly compute the Noether symmetries in the vacuum and the non-vacuum cases if symmetries exist. The first integrals for the obtained Noether symmetries allow to find out exact solutions for the cosmological scale factor in the cases (i) and (ii). We find several new specific cosmological scale factors in the presence of the first integrals. It is shown that the existence of the Noether symmetries with a functional boundary term is a criterion to select some suitable forms of $F(R, G)$. In the non-vacuum case, we also obtain some extra Noether symmetries admitting the equation of state parameters $w \equiv p / \rho$ such as $w=-1,-2 / 3,0,1$ etc.


Keywords: Noether symmetry approach; FLRW spacetime; action integral; variational principle; first integral; modified theories of gravity; Gauss-Bonnet cosmology

## 1. Introduction

Recent observational data indicate that the current expansion of the universe is accelerating [1-8], not only expanding. Then this acceleration is explained by the existence of a dark energy, which could result from a cosmological constant $\Lambda$ as the simplest candidate with the equation of state parameter $w_{\Lambda}=-1$, or may also be explained in the context of modified gravity models. The nature and origin of the dark energy has not been persuasively explained yet. In addition to the cosmological constant, there are different kinds of candidates for dark energy such as quintessence or phantom in the literature, and it is not even clear what type of candidates to the dark energy occur in the present universe. Therefore, there have been a number of attempts [9-15] to modify gravity to explain the origin of dark energy.

A possible modification of the standard general relativistic gravitational Lagrangian includes a wider number of curvature invariants $R, R_{i j} R^{i j}$ and $R_{i j k l} R^{i j k l}$ among others. In the so-called Gauss-Bonnet (GB) gravity theories the gravitational Lagrangian consists of a $F(R, G)$ function, where the GB invariant $G$ is defined as $G=R^{2}-4 R_{i j} R^{i j}+R_{i j k l} R^{i j k l}$. Considering the GB invariant $G$ in dynamical equations one can recover all the curvature budget coming from the Riemann tensor. Due to of the fact that the GB invariant comes out from defining quantum fields in curved spacetimes, it should be important to take it in the context of the extended theories of gravity. It is shown in [13] that the quintessence paradigm can be recovered in the framework of $F(R, G)$ theories of gravity. The $F(R, G)$ gravity theories are generalizations $f(R)$ and $f(G)$ theory of gravities which are offered
by higher order gravities, and use combinations of higher order curvature invariants constructed from the Ricci and Gauss-Bonnet scalars. In [14], some classes of $F(R, G)$ gravity have been studied with respect to the successful realization of the dark energy and of the inflationary era. We refer to readers the latest review [15] on developments of modified gravity in cosmology, emphasizing on inflation, bouncing cosmology and late-time acceleration era.

If a Lagrangian $\mathcal{L}$ for a given dynamical system admits any symmetry, this property should strongly be related with Noether symmetries that describe physical features of differential equations possessing a Lagrangian $\mathcal{L}$ in terms of first integrals admitted by them [16,17]. This can actually be seen in two ways. Firstly, one can consider a strict Noether symmetry approach [18-21] which yields $£_{\mathbf{X}} \mathcal{L}=0$, where $£_{\mathbf{X}}$ is the Lie derivative operator along $\mathbf{X}$. On the other side, one could use the classical Noether symmetry approach with a functional term [22-25] which is a generalization of the strict Noether symmetry approach in the sense that the Noether symmetry equation includes a divergence of a functional boundary term. The classical Noether symmetry approach was originally established by Emmy Noether [26] and it gives a connection between a Noether symmetry and the existence of a first integral expressed in a simple form. Not only the classical Noether symmetries but also the strict ones are useful in a variety of problems arising from physics and applied mathematics. Both types of symmetries lead to the first integrals. Which type of symmetry works, i.e., gives any conserved quantity, in the first instance this is what is important. The classical Noether symmetries are directly related with the conserved quantities (first integrals) or conservation laws [17]. The strict Noether symmetry approach represents how Noether's theorem and cyclic variables are related. It is known that the conserved quantities are also related to the existence of cyclic variables into the dynamics by the strict Noether symmetry. However, it is usually required a clever choice of cyclic variables because of that the equations for the change of coordinates have not a unique solution which is also not well defined on the whole space, and thus it is not unique to find those of the cyclic variables (see References [27] for details). Furthermore, we refer to the interested readers the recent review on symmetries in differential equations [28].

The cosmological principle assume that the universe is homogeneous and isotropic in large scale structure and the geometrical model that satisfies these properties is Friedmann-Lemaitre-Robertson-Walker (FLRW) spacetime. In [19], it has been discussed the strict Noether symmetry approach for spatially flat FLRW spacetime in GB cosmology, where it was pointed out that the existence of Noether symmetries is capable of selecting suitable $F(R, G)$ models to integrate dynamics by the identification of suitable cyclic variables. After this work, the classical Noether symmetries of flat FLRW spacetime have been computed by [25], where the authors were used Noether symmetries as a geometric criterion to select the form of $F(R, G)$ function. Due to the richness of the classical Noether symmetry approach, we deduced throughout this study that it is better to use the classical Noether symmetry approach to find Noether symmetries in $F(R, G)$ gravity as in [25], rather that the approach used in [19]. If there exists any Noether symmetry with a selection of physically interesting forms of $F(R, G)$ function, then this allows us to write out the constants of motion which reduce dynamics. Furthermore, the reduced dynamics results exactly solvable cosmological model by a straightforward way. In fact, choosing an appropriate $F(R, G)$ Lagrangian, it is possible to find out conserved Noether currents which will be useful to solve dynamics. This approach is very powerful due to the fact that it allows us to find a closed system of equations, where we do not need to impose the particular form of $F(R, G)$ which is selected by the classical Noether symmetry itself. To this aim, it is possible to consider flat FLRW background metric and demonstrate that it is possible to find exact solutions via the Noether Symmetry Approach. In this study we again underline the generality of Noether's Theorem in its original form by considering the standard cosmological model.

This paper is organized as follows. In the following section, we will present an analysis of the classical Noether symmetry approach including a boundary function for the point-like $F(R, G)$ Lagrangian according to the spatially flat FLRW background. In Section 3, we will apply the classical Noether theorem to the $F(R, G)$ Lagrangian obtained in Section 2 for the flat FLRW model. In Section 4,
we classify the Noether symmetries with respect to some specific forms of $F(R, G)$, and search the cosmological solutions of $F(R, G)$ gravity by considering both the vacuum and the non-vacuum cases. Finally, in Section 5, we will provide a summary of the main results obtained in the paper.

## 2. $F(R, G)$ Gravity

In this section we briefly present the general formalism of $F(R, G)$ gravity. The action for $F(R, G)$ gravity is given by

$$
\begin{equation*}
S=\int d^{4} x \sqrt{-g}\left[\frac{1}{2 \kappa^{2}} F(R, G)+\mathcal{L}_{m}\right], \tag{1}
\end{equation*}
$$

where $\kappa^{2}=8 \pi G_{N}, G_{N}$ is the Newton constant and $\mathcal{L}_{m}$ represents the matter Lagrangian. Variation of the action (1) with respect to the metric tensor $g_{i j}$ we obtain the modified field equations

$$
\begin{align*}
F_{R} G_{i j} & =\kappa^{2} T_{i j}^{m}+\frac{1}{2} g_{i j}\left(F-R F_{R}\right)+\nabla_{i} \nabla_{j} F_{R}-g_{i j} \square F_{R} \\
& +F_{G}\left(-2 R R_{i j}+4 R_{i k} R_{j}^{k}-2 R_{i}^{k l m} R_{j k l m}+4 g^{k l} g^{m n} R_{i k j m} R_{l n}\right)  \tag{2}\\
& +2\left(\nabla_{i} \nabla_{j} F_{G}\right) R-2 g_{i j}\left(\square F_{G}\right) R+4\left(\square F_{G}\right) R_{i j}-4\left(\nabla_{k} \nabla_{i} F_{G}\right) R_{j}^{k}-4\left(\nabla_{k} \nabla_{j} F_{G}\right) R_{i}^{k} \\
& +4 g_{i j}\left(\nabla_{k} \nabla_{l} F_{G}\right) R^{k l}-4\left(\nabla_{l} \nabla_{n} F_{G}\right) g^{k l} g^{m n} R_{i k j m}
\end{align*}
$$

where we have defined the following expressions

$$
\begin{equation*}
F_{R} \equiv \frac{\partial F(R, G)}{\partial R}, \quad F_{G} \equiv \frac{\partial F(R, G)}{\partial G} . \tag{3}
\end{equation*}
$$

In the above field equations, $\nabla_{i}$ is the covariant derivative operator associate with $g_{i j}, \square \equiv g^{i j} \nabla_{i} \nabla_{j}$ is the covariant d'Alembertian operator, and $T_{i j}^{m}$ describes the ordinary matter. It is clear from the field Equation (2) that the form of $F(R, G)$ determine the dynamical behaviour of the theory.

In this study, we consider the spatially flat FLRW metric

$$
\begin{equation*}
d s^{2}=-d t^{2}+a(t)^{2}\left(d x^{2}+d y^{2}+d z^{2}\right) \tag{4}
\end{equation*}
$$

where $a(t)$ is the scale factor of the Universe. Then, the Hubble parameter $H$ is usually defined by $H \equiv \dot{a} / a$, and $R$ and $G$ become

$$
\begin{equation*}
R=6\left(\frac{\ddot{a}}{a}+\frac{\dot{a}^{2}}{a^{2}}\right)=6\left(\dot{H}+2 H^{2}\right), \quad G=24 \frac{\dot{a}^{2} \ddot{a}}{a^{3}}=24 H^{2}\left(\dot{H}+H^{2}\right), \tag{5}
\end{equation*}
$$

where the overdot denotes a derivative with respect to the time coordinate, $t$. For a perfect fluid matter with comoving observer $u_{i}=\delta_{i}^{0}$, the energy momentum tensor is $T_{i j}=(\rho+p) u_{i} u_{j}+p g_{i j}$, where $\rho$ is the energy density and $p$ is the isotropic pressure measured by the observer $u_{i}$. Let us assume that the matter fluid will be given under the form of a perfect fluid with the equation of state $p=w \rho$ satisfying the standard continuity equation $\dot{\rho}+3(1+w) \rho \dot{a} / a=0$ which yields a solution $\rho=\rho_{m 0} a^{-3(1+w)}$, where $\rho_{m 0}$ is the energy density of the present universe, and $w$ is a constant parameter. Thus, in the flat FLRW background with a perfect fluid matter, the field Equation (2) for the $F(R, G)$ gravity are given by

$$
\begin{align*}
& 3 F_{R} \frac{\dot{a}^{2}}{a^{2}}=\kappa^{2} \rho+\frac{1}{2}\left(R F_{R}+G F_{G}-F\right)-3 \dot{F}_{R} \frac{\dot{a}}{a}-12 \dot{F}_{G} \frac{\dot{a}^{3}}{a^{3}}  \tag{6}\\
& F_{R}\left(\frac{2 \ddot{a}}{a}+\frac{\dot{a}^{2}}{a^{2}}\right)=-\kappa^{2} p+\frac{1}{2}\left(R F_{R}+G F_{G}-F\right)-2 \dot{F}_{R} \frac{\dot{a}}{a}-\ddot{F}_{R}-4 \frac{\dot{a}}{a}\left(\frac{\dot{a}}{a} \ddot{F}_{G}+\frac{2 \ddot{a}}{a} \dot{F}_{G}\right) . \tag{7}
\end{align*}
$$

In terms of the Hubble parameter $H$, the gravitational field Equations (6) and (7) for $F(R, G)$ gravity have the following form

$$
\begin{equation*}
H^{2}=\frac{\kappa^{2}}{3} \rho_{e f f}, \quad 2 \dot{H}+3 H^{2}=-\kappa^{2} p_{e f f} \tag{8}
\end{equation*}
$$

where $\rho_{\text {eff }}$ and $p_{\text {eff }}$ are respectively the effective energy density and pressure of the universe, which are defined as

$$
\begin{align*}
\rho_{e f f} & \equiv \frac{1}{F_{R}}\left\{\rho+\frac{1}{2 \kappa^{2}}\left[R F_{R}+G F_{G}-F-6 H \dot{F}_{R}-24 H^{3} \dot{F}_{G}\right]\right\}  \tag{9}\\
p_{e f f} & \equiv \frac{1}{F_{R}}\left\{p+\frac{1}{2 \kappa^{2}}\left[F-R F_{R}-G F_{G}+4 H \dot{F}_{R}+2 \ddot{F}_{R}+16 H\left(\dot{H}+H^{2}\right) \dot{F}_{G}+8 H^{2} \ddot{F}_{G}\right]\right\} \tag{10}
\end{align*}
$$

Here we observe from (8) that $\rho_{e f f}+p_{e f f}=-\frac{2}{\kappa^{2}} \dot{H}$.

## 3. Noether Symmetry Approach

Recently the strict Noether symmetries of GB cosmology for the flat FLRW spacetime have been calculated, and choosing some functional form of the $F(R, G)$, the Noether symmetries related to these functional forms have been achieved [19]. Afterwards, the classical Noether symmetries have also been calculated by [25]. Both of these studies were performed in the vacuum case. In this work, after reviewing the vacuum case, we aim to generalize these studies to the non-vacuum case using the classical Noether symmetry approach described below.

The Noether symmetry generator for any point-like Lagrangian $\mathcal{L}$ is

$$
\begin{equation*}
\mathbf{X}=\xi(t, a, R, G) \frac{\partial}{\partial t}+\eta^{1}(t, a, R, G) \frac{\partial}{\partial a}+\eta^{2}(t, a, R, G) \frac{\partial}{\partial R}+\eta^{3}(t, a, R, G) \frac{\partial}{\partial G} \tag{11}
\end{equation*}
$$

if there exists a function $K(t, a, R, G)$ and the Noether symmetry condition

$$
\begin{equation*}
\mathbf{X}^{[1]} \mathcal{L}+\mathcal{L}\left(D_{t} \xi\right)=D_{t} K \tag{12}
\end{equation*}
$$

is satisfied, where $D_{t}=\frac{\partial}{\partial t}+\dot{q}^{i} \frac{\partial}{\partial q^{i}}$ is the total derivative operator and $\mathbf{X}^{[1]}$ is the first prolongation of Noether symmetry generator $\mathbf{X}$, i.e.

$$
\begin{equation*}
\mathbf{X}^{[1]}=\mathbf{X}+\dot{\eta}^{i}\left(t, q^{i}, \dot{q}^{i}\right) \frac{\partial}{\partial q^{i}} \tag{13}
\end{equation*}
$$

where $\dot{\eta}^{i}\left(t, q^{k}, \dot{q}^{k}\right)=D_{t} \eta^{i}-\dot{q}^{i} D_{t} \xi, q^{i}=\{a, R, G\}$ are the generalized coordinates in the three-dimensional configuration space $Q \equiv\left\{q^{i}, i=1,2,3\right\}$ of the Lagrangian, whose tangent space is $T Q \equiv\left\{q^{i}, \dot{q}^{i}\right\}$. The energy functional $E_{\mathcal{L}}$ or the Hamiltonian of the Lagrangian $\mathcal{L}$ is defined by

$$
\begin{equation*}
E_{\mathcal{L}}=\dot{q}^{i} \frac{\partial \mathcal{L}}{\partial \dot{q}^{i}}-\mathcal{L} \tag{14}
\end{equation*}
$$

Using above definition of energy functional, the corresponding Noether flow $I$, which is a constant called the first integral of motion, has the expression

$$
\begin{equation*}
I=-\xi E_{\mathcal{L}}+\eta^{i} \frac{\partial \mathcal{L}}{\partial \dot{q}^{i}}-K, \tag{15}
\end{equation*}
$$

which is a conserved quantity. The Noether flow (15) satisfies the conservation relation $D_{t} I=0$.
It is obviously seen from a general point of view that $R$ and $G$ are functions of $a, \dot{a}$ and $\ddot{a}$, which yields non-canonical dynamics. The Lagrange multipliers plays a main role so as to get a canonical
point-like Lagrangian [29]. Using this key future in [19], it has been accomplished that the point-like Lagrangian for $F(R, G)$ gravity becomes canonical with suitable Lagrange multipliers, where both $R$ and $G$ behave like effective scalar fields. We left the details for finding a canonical point-like Lagrangian by Lagrange multipliers method to the Reference [19]. For the spatially flat FLRW spacetime (4), the Lagrangian for the action of $F(R, G)$ gravity (1) has the form

$$
\begin{equation*}
\mathcal{L}=-6 F_{R} a \dot{a}^{2}-6 a^{2} \dot{a} \dot{F}_{R}-8 \dot{F}_{G} \dot{a}^{3}+a^{3}\left(F-R F_{R}-G F_{G}\right)-2 \kappa^{2} \rho_{m 0} a^{-3 w} \tag{16}
\end{equation*}
$$

where $\dot{F}_{R}=F_{R R} \dot{R}+F_{R G} \dot{G}$ and $\dot{F}_{G}=F_{G R} \dot{R}+F_{G G} \dot{G}$. By variation of the above Lagrangian with respect to the configuration space variables $a, R$ and $G$, we find respectively that

$$
\begin{align*}
& F_{R}\left(\frac{2 \ddot{a}}{a}+\frac{\dot{a}^{2}}{a^{2}}\right)+\frac{2 \dot{a}}{a} \dot{F}_{R}+\ddot{F}_{R}-\frac{4 \dot{a}}{a}\left(\frac{2 \ddot{a}}{a} \dot{F}_{G}+\frac{\dot{a}}{a} \ddot{F}_{G}\right)+\frac{1}{2}\left(R F_{R}+G F_{G}-F\right)=\kappa^{2} p,  \tag{17}\\
& 6 F_{R R}\left(\frac{\ddot{a}}{a}+\frac{\dot{a}^{2}}{a^{2}}-\frac{R}{6}\right)-F_{G R}\left(24 \frac{\dot{a}^{2} \ddot{a}}{a^{3}}-G\right)=0,  \tag{18}\\
& 6 F_{G R}\left(\frac{\ddot{a}}{a}+\frac{\dot{a}^{2}}{a^{2}}-\frac{R}{6}\right)-F_{G G}\left(24 \frac{\dot{a}^{2} \ddot{a}}{a^{3}}-G\right)=0, \tag{19}
\end{align*}
$$

in which the Equation (17) is equivalent to the field Equation (7). Then we note that $R$ and $G$ coincides with the definitions of the Ricci scalar and Gauss-Bonnet invariant given by (5), respectively. Now, we calculate the energy functional $E_{\mathcal{L}}$ for the Lagrangian density (16) which has the form

$$
\begin{equation*}
E_{\mathcal{L}}=2 a^{3}\left[3 F_{R} \frac{\dot{a}^{2}}{a^{2}}+3 \frac{\dot{a}}{a} \dot{F}_{R}+12 \frac{\dot{a}^{3}}{a^{3}} \dot{F}_{G}-\frac{1}{2}\left(R F_{R}+G F_{G}-F\right)-\kappa^{2} \rho\right] . \tag{20}
\end{equation*}
$$

It is explicitly seen that the energy function $E_{\mathcal{L}}$ vanishes due to the ( 0,0 )-field Equation (6)
Let us consider the Noether symmetry conditions (12) for the point-like Lagrangian (16) to seek the dependent variables $\xi, \eta^{1}, \eta^{2}, \eta^{3}$ which will be solved in order that the Lagrangian (16) would admit any Noether symmetry (11). For the flat FLRW spacetime (4), the Noether symmetry conditions (12) yield 27 partial differential equations as the following

$$
\begin{align*}
& F_{G R} \xi_{, a}=0, \quad F_{G G} \xi_{, a}=0, \quad F_{G R} \xi, R=0, \quad F_{R R} \xi_{, R}=0, \quad F_{G R} \xi, G=0, \quad F_{G G} \xi_{, G}=0, \\
& F_{R R} \eta_{, R}^{1}=0, \quad F_{G R} \eta_{, R}^{1}=0, \quad F_{G R} \eta_{, G}^{1}=0, \quad F_{G G} \eta_{, G}^{1}=0, \quad F_{G G} \xi, R+F_{G R} \xi, G=0, \\
& F_{G R} \xi_{, R}+F_{R R} \xi, G=0, \quad F_{G R} \eta_{, R}^{1}+F_{R R} \eta_{, G}^{1}=0, \quad F_{G G} \eta_{, R}^{1}+F_{G R} \eta_{, G}^{1}=0, \quad F_{G R} \eta_{, a}^{2}+F_{G G} \eta_{, a}^{3}=0, \\
& 6 a\left(2 F_{R} \eta_{, t}^{1}+a F_{R R} \eta_{, t}^{2}+a F_{G R} \eta_{, t}^{3}\right)+V \xi_{, a}+K_{, a}=0,6 a^{2} F_{R R} \eta_{, t}^{1}+V \xi_{, R}+K_{, R}=0, \\
& 6 a^{2} F_{G R} \eta_{, t}^{1}+V \xi, G+K_{, G}=0, \quad 4\left(F_{G R} \eta_{, t}^{2}+F_{G G} \eta_{, t}^{3}\right)-3 a F_{R} \xi, a=0, \\
& 4 F_{G R} \eta_{, t}^{1}-a\left(F_{R} \xi_{, R}+a F_{R R} \xi, a\right)=0, \quad 4 F_{G G} \eta_{, t}^{1}-a\left(F_{R} \xi, G+a F_{G R} \xi_{, a}\right)=0, \\
& F_{G R R} \eta^{2}+F_{G G R} \eta^{3}+F_{G G} \eta_{, R}^{3}+F_{G R}\left(3 \eta_{, a}^{1}+\eta_{, R}^{2}-3 \xi_{, t}\right)=0,  \tag{21}\\
& F_{G G R} \eta^{2}+F_{G G G} \eta^{3}+F_{G R} \eta_{, G}^{2}+F_{G G}\left(3 \eta_{, a}^{1}+\eta_{, G}^{3}-3 \xi_{, t}\right)=0, \\
& F_{R}\left(\frac{\eta^{1}}{a}+2 \eta_{, a}^{1}-\xi, t\right)+F_{R R} \eta^{2}+F_{G R} \eta^{3}+a\left(F_{R R} \eta_{, a}^{2}+F_{G R} \eta_{, a}^{3}\right)=0, \\
& F_{R R}\left(2 \frac{\eta^{1}}{a}+\eta_{, a}^{1}+\eta_{, R}^{2}-\xi, t\right)+\frac{2}{a} F_{R} \eta_{, R}^{1}+F_{R R R} \eta^{2}+F_{R R G} \eta^{3}+F_{G R} \eta_{, R}^{3}=0, \\
& F_{G R}\left(2 \frac{\eta^{1}}{a}+\eta_{, a}^{1}+\eta_{, G}^{3}-\xi, t\right)+\frac{2}{a} F_{R} \eta_{, G}^{1}+F_{R R G} \eta^{2}+F_{G G R} \eta^{3}+F_{R R} \eta_{, G}^{2}=0, \\
& V_{, a} \eta^{1}+V, R \eta^{2}+V, G \eta^{3}+V \xi, t+K_{, t}=0,
\end{align*}
$$

where $V$ is defined as $V(a, R, G)=a^{3}\left(R F_{R}+G F_{G}-F\right)+2 \kappa^{2} \rho_{m 0} a^{-3 w}$, which can be considered as an effective potential for the $F(R, G)$ gravity. Here , $R$ and $G$ act as two different scalar fields whose regimes can lead different phases of the cosmological evolution.

We note here that $\eta^{1}=0, \eta^{2}=0, \eta^{3}=0, K=$ const. and $\xi=$ const. are trivial solutions for the Noether symmetry Equation (21). This result implies that any form of $F(R, G)$ function admits the trivial Noether symmetry $\mathbf{X}_{1}=\partial / \partial_{t}$, i.e., energy conservation, whose Noether first integral or the Hamiltonian of the system vanishes, $I=-E_{\mathcal{L}}=0$. In the following section, we consider the form of $F(R, G)$ to find the corresponding Noether symmetries and solutions to the corresponding first integrals for each of the vacuum an the non-vacuum cases.

## 4. Noether Symmetries and Cosmological Solutions

Using the symmetry condition (12) to the point-like Lagrangian (16), which will fix the form of $F(R, G)$, several different cases were classified in [25] according to whether the derivative $F_{R G}$ vanishes or not. If $F_{R G}=0$, it means $F(R, G)=f(R)+g(G)$, which is considered as the case (i) below, taking $f(R)=f_{0} R^{n}$ and $g(G)=g_{0} G^{m}$. Otherwise, if $F_{R G} \neq 0$, we will take the form of $F(R, G)$ function as the case (ii), i.e., $F(R, G)=f_{0} R^{n} G^{m}$, where $n$ and $m$ are real numbers.

### 4.1. Vacuum Case

In this case, we assume the vacuum where $L_{m}=0$, i.e., $\rho_{m 0}=0$.
Case (i): $F(R, G)=f(R)+g(G)$. For this case, we choose the functional forms $f(R)=f_{0} R^{n}$ and $g(G)=g_{0} G^{m}$. Then we examine the following subcases where the powers $n$ and $m$ are fixed to some values, which are compatible with the Noether symmetries.

- $n=m=1$ : Then, the Noether symmetry Equation (21) imply that

$$
\begin{align*}
& \xi=c_{1}+c_{2} t+c_{3} \frac{t^{2}}{2}, \eta^{1}=\frac{a}{3}\left(c_{2}+c_{3} t\right)+\frac{c_{4} t+c_{5}}{\sqrt{a}}, \eta^{2}, \eta^{3} \text { arbitrary }  \tag{22}\\
& K=-\frac{4}{3} f_{0} c_{3} a^{3}-8 f_{0} c_{4} a^{\frac{3}{2}} \tag{23}
\end{align*}
$$

This solution to Equation (21) was given in [25] by (55) together with non-trivial function (23). Thus, the Noether symmetry generators from the solution (22) together with (23) take the following forms:

$$
\begin{align*}
& \mathbf{X}_{1}=\frac{\partial}{\partial t}, \quad \mathbf{X}_{2}=\frac{1}{\sqrt{a}} \frac{\partial}{\partial a}, \quad \mathbf{x}_{3}=3 t \frac{\partial}{\partial t}+a \frac{\partial}{\partial a} \quad \text { with } K=0,  \tag{24}\\
& \mathbf{X}_{4}=\frac{3 t^{2}}{2} \frac{\partial}{\partial t}+t a \frac{\partial}{\partial a} \text { with } K=-4 f_{0} a^{3} ; \quad \mathbf{X}_{5}=\frac{t}{\sqrt{a}} \frac{\partial}{\partial a} \text { with } K=-8 f_{0} a^{\frac{3}{2}}, \tag{25}
\end{align*}
$$

which give the non-vanishing commutators

$$
\begin{array}{ll}
{\left[\mathbf{X}_{1}, \mathbf{X}_{3}\right]=3 \mathbf{X}_{1},} & {\left[\mathbf{X}_{1}, \mathbf{X}_{4}\right]=\mathbf{X}_{3},}
\end{array}\left[\mathbf{X}_{1}, \mathbf{X}_{5}\right]=\mathbf{X}_{2}, ~ 子 \mathbf{X}_{2}, \quad\left[\mathbf{X}_{3}\right]=\frac{3}{2} \mathbf{X}_{2}, \quad\left[\mathbf{X}_{2}, \mathbf{X}_{4}\right]=\mathbf{X}_{5}, \quad\left[\mathbf{X}_{3}\right]=3 \mathbf{X}_{4}, \quad\left[\mathbf{X}_{3}\right]=\frac{3}{2} \mathbf{X}_{5} .
$$

The first integrals of the above vector fields are the Hamiltonian, $I_{1}=-E_{\mathcal{L}}=0$, and the quantities

$$
\begin{equation*}
I_{2}=-12 f_{0} \sqrt{a} \dot{a}, \quad I_{3}=-12 a^{2} \dot{a}, \quad I_{4}=-4 f_{0} a^{2}(3 t \dot{a}-a), \quad I_{5}=-4 f_{0} \sqrt{a}(3 t \dot{a}-2 a) . \tag{28}
\end{equation*}
$$

Here we note that it is only found one Noether symmetry in Reference [19] which is $\mathbf{X}_{2}$ given in (24), and the remaining ones are not appeared in this reference. It follows from $E_{\mathcal{L}}=0$ that
$\dot{a}=0$, that is, $a(t)=a_{0}=$ constant, which is the Minkowski spacetime recovered in vacuum and so $I_{2}=I_{3}=0, I_{4}=4 f_{0} a_{0}^{3}$ and $I_{5}=8 f_{0} a_{0}^{3 / 2}$ by (28).

- $n$ arbitrary (with $n \neq 0,1, \frac{3}{2}, \frac{7}{8}$ ), $m=1$ : For this case, it follows from (21) that there are two Noether symmetries,

$$
\begin{equation*}
\mathbf{X}_{1}=\frac{\partial}{\partial t^{\prime}} \quad \mathbf{X}_{2}=3 t \frac{\partial}{\partial t}+(2 n-1) a \frac{\partial}{\partial a}-6 R \frac{\partial}{\partial R}, \tag{29}
\end{equation*}
$$

which gives the non-vanishing Lie algebra $\left[\mathbf{X}_{1}, \mathbf{X}_{2}\right]=3 \mathbf{X}_{1}$. The first integrals are $I_{1}=-E_{\mathcal{L}}=0$, that means

$$
\begin{equation*}
\frac{\dot{a}^{2}}{a^{2}}+(n-1) \frac{\dot{a} \dot{R}}{a R}-\frac{(n-1)}{6 n} R=0 \tag{30}
\end{equation*}
$$

by using (20), and

$$
\begin{equation*}
I_{2}=6 f_{0} n a^{3} R^{n-1}\left[2(n-2) \frac{\dot{a}}{a}-(n-1)(2 n-1) \frac{\dot{R}}{R}\right] \tag{31}
\end{equation*}
$$

for $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$, respectively. Then, solving the first integral (31) in terms of $a$, one gets

$$
\begin{equation*}
a(t)=R^{\frac{(n-1)(2 n-1)}{2(n-2)}}\left[a_{0}+\frac{I_{2}}{4 f_{0} n(n-2)} \int R^{\frac{(n-1)(8 n-7)}{2(2-n)}} d t\right]^{\frac{1}{3}} \tag{32}
\end{equation*}
$$

where $a_{0}$ is an integration constant, and $n \neq 2$. Substituting $R$ given in (5) to the Equation (30), it follows from the integration of resulting equation with respect to $t$ that

$$
\begin{equation*}
a^{-\frac{1}{n-1}} \dot{a}=a_{1} R^{n} \tag{33}
\end{equation*}
$$

which is a constraint equation for $a$, and it gives

$$
\begin{equation*}
\frac{\dot{a}}{a}=a_{1} R^{2} \tag{34}
\end{equation*}
$$

for $n=2$, where $a_{1}$ is a constant of integration. Thus, the curvature scalar $R$ given by (5) together with the relation (34) becomes

$$
\begin{equation*}
\dot{R}+a_{1} R^{3}=\frac{1}{12 a_{1}} \tag{35}
\end{equation*}
$$

which is Abel's differential equation of first kind, and has the following solution

$$
\begin{equation*}
R(t)=4 a_{1}^{2}\left(a_{1} t-a_{2}\right)\left[1+\frac{4 a_{1}^{2}\left(a_{1} t-a_{2}\right)}{\Delta(t)}\right]+\Delta(t) \tag{36}
\end{equation*}
$$

where $a_{2}$ is an integration constant, and $\Delta(t)$ is defined as

$$
\Delta(t)=a_{1}^{2 / 3}\left[64 a_{1}^{4}\left(a_{1} t-a_{2}\right)^{3}-3+3 \sqrt{2} \sqrt{3-64 a_{1}^{2}\left(a_{1} t-a_{2}\right)^{3}}\right]^{\frac{1}{3}}
$$

The first integral (31) for $n=2$ yields $I_{2}=-36 f_{0} a^{3} \dot{R}$, and then the Equation (35) gives rise to the scale factor as

$$
\begin{equation*}
a(t)=\left[\frac{a_{1} I_{2}}{3 f_{0}\left(12 a_{1}^{2} R(t)^{3}-1\right)}\right]^{\frac{1}{3}} \tag{37}
\end{equation*}
$$

- $n=\frac{3}{2}, m=1$ : This case admits extra Noether symmetries as pointed out in Reference [30]. The existence of the extra Noether symmetries put even further first integrals which raise the possibility to find an exact solution. The Noether symmetries obtained from (21) are $\mathbf{X}_{1}$ and

$$
\begin{equation*}
\mathbf{X}_{2}=\frac{1}{a} \frac{\partial}{\partial a}-\frac{2 R}{a^{2}} \frac{\partial}{\partial R}, \quad \mathbf{X}_{3}=3 t \frac{\partial}{\partial t}+2 a \frac{\partial}{\partial a}-6 R \frac{\partial}{\partial R}, \quad \mathbf{X}_{4}=t \mathbf{X}_{2} \quad \text { with } K=-9 f_{0} a \sqrt{R}, \tag{38}
\end{equation*}
$$

with the non-vanishing Lie brackets

$$
\begin{equation*}
\left[\mathbf{X}_{1}, \mathbf{X}_{3}\right]=3 \mathbf{X}_{1}, \quad\left[\mathbf{X}_{1}, \mathbf{X}_{4}\right]=\mathbf{X}_{2}, \quad\left[\mathbf{X}_{2}, \mathbf{X}_{3}\right]=4 \mathbf{X}_{2}, \quad\left[\mathbf{X}_{3}, \mathbf{X}_{4}\right]=-\mathbf{X}_{4} \tag{39}
\end{equation*}
$$

The corresponding Noether constants are $I_{1}=-E_{\mathcal{L}}=0$, which give

$$
\begin{equation*}
\frac{\dot{a}^{2}}{a^{2}}+\frac{\dot{a} \dot{R}}{2 a R}-\frac{R}{18}=0, \tag{40}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{2}=-9 f_{0} a \sqrt{R}\left(\frac{\dot{a}}{a}+\frac{\dot{R}}{2 R}\right), \quad I_{3}=-9 f_{0} a^{3} \sqrt{R}\left(\frac{\dot{a}}{a}+\frac{\dot{R}}{R}\right), \quad I_{4}=I_{2} t+9 f_{0} a \sqrt{R} . \tag{41}
\end{equation*}
$$

Using above first integrals, we find the scale factor and the Ricci scalar as follows:

$$
\begin{equation*}
a(t)=\frac{1}{6 \bar{I}_{2}} \sqrt{\left(\bar{I}_{2} t-\bar{I}_{4}\right)^{4}+18 \bar{I}_{2} \bar{I}_{3}}, \quad R(t)=\frac{36 \bar{I}_{2}^{2}\left(\bar{I}_{2} t-\bar{I}_{4}\right)^{2}}{\left(\bar{I}_{2} t-\bar{I}_{4}\right)^{4}+18 \bar{I}_{2} \bar{I}_{3}}, \tag{42}
\end{equation*}
$$

where it is defined $\bar{I}_{2}=-9 f_{0} I_{2}, \bar{I}_{3}=-9 f_{0} I_{3}$ and $\bar{I}_{4}=-9 f_{0} I_{4}$.

- $n=\frac{7}{8}, m=1$ : In addition to $\mathbf{X}_{1}$, this case includes extra two Noether symmetries [30]

$$
\begin{equation*}
\mathbf{X}_{2}=4 t \frac{\partial}{\partial t}+a \frac{\partial}{\partial a}-8 R \frac{\partial}{\partial R}, \quad \mathbf{X}_{3}=2 t^{2} \frac{\partial}{\partial t}+t a \frac{\partial}{\partial a}-8 t R \frac{\partial}{\partial R} \quad \text { with } K=-\frac{21}{4} f_{0} a^{3} R^{-\frac{1}{8}} \tag{43}
\end{equation*}
$$

Then the non-zero Lie brackets are

$$
\begin{equation*}
\left[\mathbf{X}_{1}, \mathbf{X}_{2}\right]=4 \mathbf{X}_{1}, \quad\left[\mathbf{X}_{1}, \mathbf{X}_{3}\right]=\mathbf{X}_{2}, \quad\left[\mathbf{X}_{2}, \mathbf{X}_{3}\right]=4 \mathbf{X}_{3} . \tag{44}
\end{equation*}
$$

Thus the first integrals of this case are $I_{1}=-E_{\mathcal{L}}=0$, which yield

$$
\begin{equation*}
\frac{\dot{a}^{2}}{a^{2}}-\frac{\dot{a} \dot{R}}{8 a R}+\frac{R}{42}=0, \tag{45}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{2}=\frac{21}{4} f_{0} R^{-\frac{1}{8}}\left(-3 a^{2} \dot{a}+a^{3} \frac{\dot{R}}{8 R}\right), \quad I_{3}=I_{2} t+\frac{21}{4} f_{0} a^{3} R^{-\frac{1}{8}} . \tag{46}
\end{equation*}
$$

Substituting the Ricci scalar $R$ given in (5) to the Equation (45), and integrating the resulting equation, one gets

$$
\begin{equation*}
a^{8} \dot{a}=a_{0} R^{\frac{7}{8}}, \tag{47}
\end{equation*}
$$

where $a_{0}$ is a constant of integration. Defining $\bar{I}_{2}=-4 I_{2} /\left(21 f_{0}\right)$ and $\bar{I}_{3}=-4 I_{3} /\left(21 f_{0}\right)$, the first integrals (46) become

$$
\begin{equation*}
\bar{I}_{2}=\left(a^{3} R^{-\frac{1}{8}}\right)^{\prime}, \quad \bar{I}_{3}=\bar{I}_{2} t-a^{3} R^{-\frac{1}{8}}, \tag{48}
\end{equation*}
$$

which give

$$
\begin{equation*}
a(t)=\left[R^{\frac{1}{8}}\left(\bar{I}_{2} t-\bar{I}_{3}\right)\right]^{\frac{1}{3}} . \tag{49}
\end{equation*}
$$

Putting the latter form of scale factor into (47), after integration for $R$, one finds

$$
\begin{equation*}
R(t)=\frac{\left(\bar{I}_{2} t-\bar{I}_{3}\right)^{4}}{\left[\frac{2 a_{0}}{I_{2}}+R_{0}\left(\bar{I}_{2} t-\bar{I}_{3}\right)^{6}\right]^{2}}, \tag{50}
\end{equation*}
$$

then the scale factor becomes

$$
\begin{equation*}
a(t)=\sqrt{\bar{I}_{2} t-\bar{I}_{3}}\left[\frac{2 a_{0}}{\bar{I}_{2}}+R_{0}\left(\bar{I}_{2} t-\bar{I}_{3}\right)^{6}\right]^{-\frac{1}{12}} \tag{51}
\end{equation*}
$$

where $R_{0}$ is an integration constant.

- $n=\frac{1}{2}, m=\frac{1}{4}$ : Here there exist two Noether symmetries,

$$
\begin{equation*}
\mathbf{x}_{1}=\frac{\partial}{\partial t}, \quad \mathbf{x}_{2}=t \frac{\partial}{\partial t}-2 R \frac{\partial}{\partial R}-4 G \frac{\partial}{\partial G}, \tag{52}
\end{equation*}
$$

with the non-vanishing Lie algebra $\left[\mathbf{X}_{1}, \mathbf{X}_{2}\right]=\mathbf{X}_{1}$. Then the first integrals related with these Noether symmetries are $I_{1}=-E_{\mathcal{L}}=0$, which yield

$$
\begin{equation*}
\frac{\dot{a}^{2}}{a^{2}}-\frac{\dot{a} \dot{R}}{2 a R}+\frac{R}{6}+\frac{g_{0}}{4 f_{0}} \sqrt{R} G^{\frac{1}{4}}\left(1-\frac{6 \dot{a}^{3} \dot{G}}{a^{3} G^{2}}\right)=0 \tag{53}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{2}=-6\left(\frac{f_{0}}{2} R^{-\frac{1}{2}} a^{2} \dot{a}+g_{0} G^{-\frac{3}{4}} \dot{a}^{3}\right) \tag{54}
\end{equation*}
$$

The Noether symmetries (52) have also been obtained in [25] with the symmetry vector (41). In order to determine the invariant functions of the Noether symmetry $\mathbf{X}_{2}$ given in (52), after solving the Lagrange system [28]

$$
\begin{equation*}
\frac{d t}{t}=\frac{d R}{-2 R}=\frac{d G}{-4 G} \tag{55}
\end{equation*}
$$

one find the solutions for $R(t)$ and $G(t)$ as

$$
\begin{equation*}
R(t)=\frac{R_{0}}{t^{2}}, \quad G(t)=\frac{G_{0}}{t^{4}} \tag{56}
\end{equation*}
$$

Here we get a power-law solution $a(t)=a_{0} t^{2}$, where the Equations (53) and (54) yield

$$
\begin{equation*}
g_{0}=-\frac{4 f_{0} G^{\frac{3}{4}}}{6 \sqrt{R_{0}}} \frac{\left(R_{0}+36\right)}{\left(G_{0}+192\right)}, \quad I_{2}=\frac{6 f_{0} a_{0}^{3}}{\sqrt{R_{0}}}\left[\frac{16\left(R_{0}+36\right)}{3\left(G_{0}+192\right)}-1\right] \tag{57}
\end{equation*}
$$

For the obtained $R$ and $G$ in (56), if we take into account the definitions of $R$ and $G$ given by (5), then we get the values of constants as $R_{0}=36$ and $G_{0}=192$. Thus, the relation (57) becomes $g_{0}=-(4 / 3)^{1 / 4} f_{0}$ and $I_{2}=0$.

- $n=1, m=\frac{1}{2}$ : In this case, there are also two Noether symmetries

$$
\begin{equation*}
\mathbf{x}_{1}=\frac{\partial}{\partial t^{\prime}}, \quad \mathbf{x}_{2}=3 t \frac{\partial}{\partial t}+a \frac{\partial}{\partial a}-12 G \frac{\partial}{\partial G}, \tag{58}
\end{equation*}
$$

which give rise to the first integrals $I_{1}=-E_{\mathcal{L}}=0$, which can be written by using (20) as follows

$$
\begin{equation*}
\frac{\dot{a}^{2}}{a^{2}}+\frac{g_{0}}{f_{0}} \sqrt{G}\left(\frac{1}{12}-\frac{\dot{a}^{3} \dot{G}}{a^{3} G^{2}}\right)=0 \tag{59}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{2}=6\left[-2 f_{0} a^{2} \dot{a}+\frac{g_{0}}{\sqrt{G}} a \dot{a}^{2}\left(\frac{\dot{G}}{G}-4 \frac{\dot{a}}{a}\right)\right] . \tag{60}
\end{equation*}
$$

Here we have to point out that the Noether symmetries (58) are of the form (41) in [25]. By solving the Lagrange system for $\mathbf{X}_{2}$

$$
\begin{equation*}
\frac{d t}{3 t}=\frac{d a}{a}=\frac{d G}{-12 G} \tag{61}
\end{equation*}
$$

the invariant functions can be obtained as

$$
\begin{equation*}
a(t)=a_{0} t^{\frac{1}{3}}, \quad G(t)=\frac{G_{0}}{t^{4}} \tag{62}
\end{equation*}
$$

Then, substituting these into the Equations (59) and (60), we can find the constraint relations

$$
\begin{equation*}
g_{0}=-\frac{12 f_{0} \sqrt{\left|G_{0}\right|}}{9 G_{0}+16}, \quad I_{2}=4 f_{0} a_{0}^{3}\left[\frac{32}{3\left(9 G_{0}+16\right)}-1\right] . \tag{63}
\end{equation*}
$$

Here the definition of $G$ in terms of $a(t)$ by (5) gives rise to the value $G_{0}=-16 / 27$, which means $g_{0}=-\sqrt{3} f_{0} / 2$ and $I_{2}=0$ after substituting $G_{0}$ into (63).

Case (ii): $F(R, G)=f_{0} f(R) g(G)$. Here we will consider the functional forms $f(R)=R^{n}$ and $g(G)=G^{m}$. These types of functional forms are appeared in some references such as $[9,19,25,31,32]$.

- $n, m$ arbitrary: This theory admits the following Noether symmetries

$$
\begin{equation*}
\mathbf{X}_{1}=\frac{\partial}{\partial t^{\prime}}, \quad \mathbf{X}_{2}=3 t \frac{\partial}{\partial t}+(4 m+2 n-1) a \frac{\partial}{\partial a}-6 R \frac{\partial}{\partial R}-12 G \frac{\partial}{\partial G}, \tag{64}
\end{equation*}
$$

and the corresponding first integrals are

$$
\begin{align*}
& \frac{\dot{a}^{2}}{a^{2}}+\frac{\dot{a}}{a}\left[(n-1) \frac{\dot{R}}{R}+m \frac{\dot{G}}{G}\right]+\frac{12 m R}{G} \frac{\dot{a}^{3}}{a^{3}}\left[\frac{\dot{R}}{R}+\frac{(m-1)}{n} \frac{\dot{G}}{G}\right]-(n+m-1) \frac{R}{6 n}=0,  \tag{65}\\
& I_{2}=6 f_{0} R^{n} G^{m} a^{3}\left\{2(2 m+n-2) \frac{\dot{a}}{a}\left(\frac{n}{R}+\frac{4 m \dot{a}^{2}}{G a^{2}}\right)\right. \\
&\left.-(4 m+2 n-1)\left(\frac{n}{R}\left[(n-1) \frac{\dot{R}}{R}+m \frac{\dot{G}}{G}\right]+\frac{4 m \dot{a}^{2}}{G a^{2}}\left[n \frac{\dot{R}}{R}+(m-1) \frac{\dot{G}}{G}\right]\right)\right\} . \tag{66}
\end{align*}
$$

These are very general statements and one can find any solution choosing the arbitrary powers $n$ and $m$. The invariant functions for the vector field $\mathbf{X}_{2}$ can be determined by solving the associated Lagrange system

$$
\begin{equation*}
\frac{d t}{3 t}=\frac{d a}{(4 m+2 n-1) a}=\frac{d R}{-6 R}=\frac{d G}{-12 G^{\prime}} \tag{67}
\end{equation*}
$$

which yields

$$
\begin{equation*}
a(t)=a_{0} t^{\frac{4 m+2 n-1}{3}}, \quad R(t)=\frac{R_{0}}{t^{2}}, \quad G(t)=\frac{G_{0}}{t^{4}} \tag{68}
\end{equation*}
$$

Now one can find the constants $R_{0}$ and $G_{0}$ in terms of powers of $a(t)$ as $R_{0}=2(4 m+2 n-1)(8 m+$ $4 n-5) / 3$ and $G_{0}=16(4 m+2 n-1)^{3}(2 m+n-2) / 27$ by considering (5). Thus, using the obtained quantities by (68) in (65) and (66), we find the constraints

$$
\begin{equation*}
(10 m+2 n-1)(4 m+2 n-1)(8 m+4 n-5)=0, \quad I_{2}=6(2 m+n) f_{0} a_{0}^{3} R_{0}^{n} G_{0}^{m} \tag{69}
\end{equation*}
$$

- $m=1-n$ : This case is considered in the reference [19] as a simplest non-trivial case with the selection of $n=2$. In general, the solution of Noether symmetry equations (21) becomes

$$
\begin{equation*}
\xi=c_{1}+c_{2} t, \quad \eta^{1}=c_{2}(3-2 n) \frac{a}{3}, \quad \eta^{2}=\eta^{2}(t, a, R, G), \quad \eta^{3}=\frac{G}{R}\left(-2 c_{2} R+\eta^{2}\right), \quad K=c_{3} \tag{70}
\end{equation*}
$$

where $c_{i}$ 's $(i=1,2,3)$ are constant parameters, and $\eta^{2}$ is an arbitrary function of $t, a, R$ and $G$. This arbitrariness means that there are infinitely many Noether symmetries and it gives us to decide a selection of consistent solution for the scale factor $a$. Therefore, we choose $\eta^{2}=-2 c_{2} R$ to get a consistent power-law solution for the scale factor $a$, using the associated Lagrange system. It has
to be mentioned here that this type of selection is not necessary for non power-law solutions. We proceed considering $\eta^{2}=-2 c_{2} R$ at (70), which yields that there are two Noether symmetries

$$
\begin{equation*}
\mathbf{X}_{1}=\frac{\partial}{\partial t}, \quad \mathbf{X}_{2}=3 t \frac{\partial}{\partial t}+(3-2 n) a \frac{\partial}{\partial a}-6 R \frac{\partial}{\partial R}-12 G \frac{\partial}{\partial G} . \tag{71}
\end{equation*}
$$

The first integrals of the above vector fields are

$$
\begin{equation*}
\frac{\dot{a}}{a}+(n-1)\left(1-\frac{4 R \dot{a}^{2}}{G a^{2}}\right)\left(\frac{\dot{R}}{R}-\frac{\dot{G}}{G}\right)=0 \tag{72}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{2}=-6 f_{0} n\left(\frac{R}{G}\right)^{n-1} a^{2} \dot{a}\left\{4 n-3+24(n-1) \frac{R \dot{a}^{2}}{G a^{2}}\right\} . \tag{73}
\end{equation*}
$$

By choosing the variable $\zeta=\frac{R}{G}$, the first integrals (72) and (73) take the form

$$
\begin{equation*}
\frac{\dot{a}}{a}+(n-1)\left(\frac{1}{\zeta}-4 \frac{\dot{a}^{2}}{a^{2}}\right) \dot{\zeta}=0, \quad 6 f_{0} n \zeta^{n-1} a^{2} \dot{a}\left(4 n-3+24(n-1) \zeta \frac{\dot{a}^{2}}{a^{2}}\right)+I_{2}=0 \tag{74}
\end{equation*}
$$

For the selection of $n=2$, it is seen that the first equation of (74) is similar to the Equation (38) of the Reference [19]. After solving the associated Lagrange system for the vector field $\mathbf{X}_{2}$ given in (71), we have

$$
\begin{equation*}
a(t)=a_{0} t^{\frac{3-2 n}{3}}, \quad R(t)=\frac{R_{0}}{t^{2}}, \quad G(t)=\frac{G_{0}}{t^{4}} \tag{75}
\end{equation*}
$$

Using the definitions of $R$ and $G$ in (5), the constants $R_{0}$ and $G_{0}$ are found as $R_{0}=\left(16 n^{2}-\right.$ $36 n+18) / 3$ and $G_{0}=16 n(2 n-3)^{3} / 27$.
As a simple selection for the component $\eta^{2}$, we choose $\eta^{2}=0$ in (70). Then there are again two Noether symmetries

$$
\begin{equation*}
\mathbf{X}_{1}=\frac{\partial}{\partial t^{\prime}}, \quad \mathbf{X}_{2}=3 t \frac{\partial}{\partial t}+(3-2 n) a \frac{\partial}{\partial a}-6 G \frac{\partial}{\partial G} . \tag{76}
\end{equation*}
$$

The Noether constants for these vector fields are $I_{1}=-E_{\mathcal{L}}=0$, which yield the same relation with (72), and

$$
\begin{align*}
I_{2}=6 f_{0} n a^{3}\left(\frac{R}{G}\right)^{n-1} & \left\{(2 n-3)\left[\frac{2 \dot{a}}{a}+(n-1)\left(1-\frac{4 R \dot{a}^{2}}{G a^{2}}\right)\left(\frac{\dot{R}}{R}-\frac{\dot{G}}{G}\right)\right]\right. \\
& \left.+2(1-n) \frac{\dot{a}}{a}\left(3-\frac{4 R \dot{a}^{2}}{G a^{2}}\right)\right\}, \tag{77}
\end{align*}
$$

which becomes

$$
\begin{equation*}
I_{2}=6 f_{0} n\left(\frac{R}{G}\right)^{n-1} a^{2} \dot{a}\left\{2 n-3+2(1-n)\left(3-\frac{4 R \dot{a}^{2}}{G a^{2}}\right)\right\} \tag{78}
\end{equation*}
$$

by using (72). It is easily seen that the Noether symmetry $\mathbf{X}_{2}$ in (76) does not have a consistent solution for a power-law form of the scale factor $a$. The reason of this inconsistency is follows from analysing of the associated Lagrange system for $\mathbf{X}_{2}$ in such a way that it gives the scale factor $a(t)$ as in (75), but $G(t)=G_{0} t^{-2}$ which contradicts the form of $G(t) \sim t^{-4}$ from the definition (5).

### 4.2. Non-Vacuum Case

In this section, we assume that the matter has a constant equation of state (EoS) parameter $w \equiv p / \rho$ with the perfect fluid matter. We mention that Equations (9) and (10) imply that the contribution
of the $F(R, G)$ gravity can formally be included in the effective energy density and pressure of the universe. For the GR with $F(R, G)=R, \rho_{e f f}=\rho$ and $p_{e f f}=p$, and so the Equations (9) and (10) are the FLRW equations.

Case (i): $F(R, G)=f(R)+g(G)$.
For this case, we again choose $f(R)=f_{0} R^{n}, g(G)=g_{0} G^{m}$, and determine the Noether symmetries in the presence of matter.

- $n=m=1$ : This gives the usual GR theory. For some value of the constant EoS parameter, we would like to give the Noether symmetries in the following. First of all, for $w=-1$ (the cosmological constant), the present value of the energy density becomes $\rho_{m 0}=4 f_{0} /\left(3 \kappa^{2} \alpha^{2}\right)$, and there exist five Noether symmetries

$$
\begin{align*}
& \mathbf{x}_{1}=\frac{\partial}{\partial t}, \quad \mathbf{X}_{2}=\frac{e^{\frac{t}{\alpha}}}{\sqrt{a}} \frac{\partial}{\partial a} \quad \text { with } K=-\frac{8 f_{0}}{\alpha} a^{\frac{3}{2}} e^{\frac{t}{\alpha}}, \quad \mathbf{X}_{3}=\frac{e^{-\frac{t}{\alpha}}}{\sqrt{a}} \frac{\partial}{\partial a} \quad \text { with } K=\frac{8 f_{0}}{\alpha} a^{\frac{3}{2}} e^{-\frac{t}{\alpha}} \\
& \mathbf{X}_{4}=e^{\frac{2 t}{\alpha}} \frac{\partial}{\partial t}+\frac{2}{3 \alpha} e^{\frac{2 t}{\alpha}} a \frac{\partial}{\partial a} \quad \text { with } K=-\frac{16 f_{0}}{3 \alpha^{2}} a^{3} e^{\frac{2 t}{\alpha}}  \tag{79}\\
& \mathbf{X}_{5}=e^{-\frac{2 t}{\alpha}} \frac{\partial}{\partial t}-\frac{2}{3 \alpha} e^{-\frac{2 t}{\alpha}} a \frac{\partial}{\partial a} \quad \text { with } \quad K=-\frac{16 f_{0}}{3 \alpha^{2}} a^{3} e^{-\frac{2 t}{\alpha}}
\end{align*}
$$

with the non-vanishing commutators

$$
\begin{align*}
& {\left[\mathbf{X}_{1}, \mathbf{X}_{2}\right]=\frac{1}{\alpha} \mathbf{X}_{2}, \quad\left[\mathbf{X}_{1}, \mathbf{X}_{3}\right]=-\frac{1}{\alpha} \mathbf{X}_{3}, \quad\left[\mathbf{X}_{1}, \mathbf{X}_{4}\right]=\frac{2}{\alpha} \mathbf{X}_{4},} \\
& {\left[\mathbf{X}_{1}, \mathbf{X}_{5}\right]=-\frac{2}{\alpha} \mathbf{X}_{5}, \quad\left[\mathbf{X}_{2}, \mathbf{X}_{5}\right]=-\frac{2}{\alpha} \mathbf{X}_{3}, \quad\left[\mathbf{X}_{3}, \mathbf{X}_{4}\right]=\frac{2}{\alpha} \mathbf{X}_{2}, \quad\left[\mathbf{X}_{4}, \mathbf{X}_{5}\right]=-\frac{4}{\alpha} \mathbf{X}_{1},} \tag{80}
\end{align*}
$$

where $\alpha$ is a constant. Then the first integrals are $I_{1}=-E_{\mathcal{L}}=0$, that gives $\kappa^{2} \rho_{m 0}=3 f_{0} \dot{a}^{2} / a^{2}$, and the quantities

$$
\begin{align*}
& \bar{I}_{2}=e^{\frac{t}{\alpha}} \sqrt{a}\left(-3 \dot{a}+\frac{2}{\alpha} a\right), \quad \bar{I}_{3}=-e^{-\frac{t}{\alpha}} \sqrt{a}\left(3 \dot{a}+\frac{2}{\alpha} a\right), \\
& \bar{I}_{4}=\frac{2}{3 \alpha} e^{\frac{2 t}{\alpha}}\left(-3 a^{2} \dot{a}+\frac{2}{\alpha} a^{3}\right), \quad \bar{I}_{5}=-\frac{2}{3 \alpha} e^{-\frac{2 t}{\alpha}}\left(3 a^{2} \dot{a}+\frac{2}{\alpha} a^{3}\right), \tag{81}
\end{align*}
$$

where we have defined $I_{2}=4 f_{0} \bar{I}_{2}, I_{3}=4 f_{0} \bar{I}_{3}, I_{4}=4 f_{0} \bar{I}_{4}$ and $I_{5}=4 f_{0} \bar{I}_{5}$. After solving these first integrals for $a$, we find that the Noether constants become $\bar{I}_{3}=0, \bar{I}_{5}=0, \bar{I}_{4}=\bar{I}_{2}^{2} / 6$, and the scale factor is

$$
\begin{equation*}
a(t)=a_{0} \exp \left(-\frac{2 t}{3 \alpha}\right) \tag{82}
\end{equation*}
$$

where $a_{0}=(\alpha / 4)^{2 / 3}$. This is the well-known de Sitter solution.
In the case of $w=-1 / 2$, we also find five Noether symmetries

$$
\begin{align*}
& \mathbf{x}_{1}=\frac{\partial}{\partial t}, \quad \mathbf{X}_{2}=\frac{1}{\sqrt{a}} \frac{\partial}{\partial a} \quad \text { with } K=-48 f_{0} t, \quad \mathbf{X}_{3}=\frac{t}{\sqrt{a}} \frac{\partial}{\partial a} \quad \text { with } K=-8 f_{0} a^{\frac{3}{2}}-24 f_{0} t^{2} \\
& \mathbf{x}_{4}=t \frac{\partial}{\partial t}+\left(\frac{a}{3}+\frac{3 t^{2}}{\sqrt{a}}\right) \frac{\partial}{\partial a} \quad \text { with } \quad K=-48 f_{0} t a^{\frac{3}{2}}-48 f_{0} t^{3}  \tag{83}\\
& \mathbf{x}_{5}=\frac{t^{2}}{2} \frac{\partial}{\partial t}+t\left(\frac{a}{3}+\frac{t^{2}}{\sqrt{a}}\right) \frac{\partial}{\partial a} \quad \text { with } \quad K=-24 f_{0} t^{2} a^{\frac{3}{2}}-4 f_{0} a^{3}-12 f_{0} t^{4} .
\end{align*}
$$

Thus the non-vanishing Lie brackets of the above vector fields are

$$
\begin{array}{ll}
{\left[\mathbf{X}_{1}, \mathbf{X}_{3}\right]=\mathbf{X}_{2},} & {\left[\mathbf{X}_{1}, \mathbf{X}_{4}\right]=\mathbf{X}_{1}+6 \mathbf{X}_{3}, \quad\left[\mathbf{X}_{1}, \mathbf{X}_{5}\right]=\mathbf{X}_{4},} \\
{\left[\mathbf{X}_{2}, \mathbf{X}_{4}\right]=\frac{1}{2} \mathbf{X}_{2},} & {\left[\mathbf{X}_{2}, \mathbf{X}_{5}\right]=\frac{1}{2} \mathbf{X}_{3}, \quad\left[\mathbf{X}_{3}, \mathbf{X}_{4}\right]=-\frac{1}{2} \mathbf{X}_{3}, \quad\left[\mathbf{X}_{4}, \mathbf{X}_{5}\right]=\mathbf{X}_{5} .} \tag{84}
\end{array}
$$

Under the change of the Noether constants $I_{2} \rightarrow 12 f_{0} I_{2}, I_{3} \rightarrow 12 f_{0} I_{3}, I_{4} \rightarrow 12 f_{0} I_{4}, I_{5} \rightarrow 12 f_{0} I_{5}$ for the Noether symmetries (83), the first integrals for $\mathbf{X}_{1}, \ldots, \mathbf{X}_{5}$ become

$$
\begin{align*}
& 3 f_{0} \frac{\dot{a}^{2}}{\sqrt{a}}=\kappa^{2} \rho_{m 0} \\
& I_{2}=-\sqrt{a} \dot{a}+4 t, \quad I_{3}=-t \sqrt{a} \dot{a}+\frac{2}{3} a^{\frac{3}{2}}+2 t^{2} \\
& I_{4}=\frac{a^{2}}{3} \dot{a}-3 t^{2} \sqrt{a} \dot{a}+4 t a^{\frac{3}{2}}+4 t^{3}, \quad I_{5}=-\frac{t}{3} a^{2} \dot{a}-t^{3} \sqrt{a} \dot{a}+2 t^{2} a^{\frac{3}{2}}+\frac{a^{3}}{9}+t^{4} \tag{85}
\end{align*}
$$

Taking into account these first integrals, we find that

$$
\begin{align*}
& a(t)=a_{0}\left(4 t-I_{2}\right)^{\frac{4}{3}}  \tag{86}\\
& \rho_{m 0}=\frac{16 f_{0}}{\kappa^{2}}, \quad I_{3}=\frac{I_{2}^{2}}{8}, \quad I_{4}=\frac{I_{2}^{3}}{16}, \quad I_{5}=\frac{I_{3}^{2}}{4}, \tag{87}
\end{align*}
$$

where $a_{0}=(3 / 16)^{2 / 3}$.
For $w=0$ (the dust), the dynamical system admits the following five Noether symmetries

$$
\begin{align*}
& \mathbf{X}_{1}=\frac{\partial}{\partial t}, \quad \mathbf{x}_{2}=\frac{1}{\sqrt{ } a} \frac{\partial}{\partial a}, \quad \mathbf{X}_{3}=\frac{t}{\sqrt{a}} \frac{\partial}{\partial a} \quad \text { with } K=-8 f_{0} a^{\frac{3}{2}}, \\
& \mathbf{X}_{4}=t \frac{\partial}{\partial t}+\frac{a}{3} \frac{\partial}{\partial a} \quad \text { with } K=-\kappa^{2} \rho_{m 0} t,  \tag{88}\\
& \mathbf{X}_{5}=\frac{t^{2}}{2} \frac{\partial}{\partial t}+\frac{t a}{3} \frac{\partial}{\partial a} \quad \text { with } \quad K=-\frac{4 f_{0}}{3} a^{3}-\kappa^{2} \rho_{m 0} t^{2},
\end{align*}
$$

and then the non-vanishing commutators are

$$
\begin{align*}
& {\left[\mathbf{X}_{1}, \mathbf{X}_{3}\right]=\mathbf{X}_{2}, \quad\left[\mathbf{X}_{1}, \mathbf{X}_{4}\right]=\mathbf{X}_{1}, \quad\left[\mathbf{X}_{1}, \mathbf{X}_{5}\right]=\mathbf{X}_{4},} \\
& {\left[\mathbf{X}_{2}, \mathbf{X}_{4}\right]=\frac{1}{2} \mathbf{X}_{2}, \quad\left[\mathbf{X}_{2}, \mathbf{X}_{5}\right]=\frac{1}{2} \mathbf{X}_{3}, \quad\left[\mathbf{X}_{3}, \mathbf{X}_{4}\right]=-\frac{1}{2} \mathbf{X}_{3}, \quad\left[\mathbf{X}_{4}, \mathbf{X}_{5}\right]=\mathbf{X}_{5}} \tag{89}
\end{align*}
$$

The corresponding first integrals of the Noether symmetries (88) are

$$
\begin{align*}
& I_{1}=-E_{\mathcal{L}}=0, \quad I_{2}=-12 f_{0} \sqrt{a} \dot{a}, \quad I_{3}=I_{2} t+8 f_{0} a^{\frac{3}{2}}  \tag{90}\\
& I_{4}=-4 f_{0} a^{2} \dot{a}+2 \kappa^{2} \rho_{m 0} t, \quad I_{5}=4 f_{0}\left(-t a^{2} \dot{a}+\frac{1}{3} a^{3}\right)+\kappa^{2} \rho_{m 0} t^{2} \tag{91}
\end{align*}
$$

Using the above first integrals one can find the scale factor and the constraints on Noether constants as follows

$$
\begin{align*}
& a(t)=a_{0}\left(I_{3}-I_{2} t\right)^{\frac{2}{3}}  \tag{92}\\
& \rho_{m 0}=\frac{I_{2}^{2}}{48 f_{0} \kappa^{2}}, \quad I_{4}=\frac{I_{2} I_{3}}{24 f_{0}}, \quad I_{5}=\frac{I_{3}^{2}}{48 f_{0}} \tag{93}
\end{align*}
$$

where $a_{0}=\left(8 f_{0}\right)^{-2 / 3}$.

Finally, for $w=1$ (stiff matter), we find three Noether symmetries

$$
\begin{equation*}
\mathbf{X}_{1}=\frac{\partial}{\partial t^{\prime}}, \quad \mathbf{X}_{2}=3 t \frac{\partial}{\partial t}+a \frac{\partial}{\partial a}, \quad \mathbf{X}_{3}=\frac{3}{2} t^{2} \frac{\partial}{\partial t}+t a \frac{\partial}{\partial a} \quad \text { with } K=-4 f_{0} a^{3} \tag{94}
\end{equation*}
$$

which yields the non-vanishing Lie algebra: $\left[\mathbf{X}_{1}, \mathbf{X}_{2}\right]=3 \mathbf{X}_{1},\left[\mathbf{X}_{1}, \mathbf{X}_{3}\right]=\mathbf{X}_{2},\left[\mathbf{X}_{2}, \mathbf{X}_{3}\right]=3 \mathbf{X}_{3}$. The Noether constants for $\mathbf{X}_{1}, \mathbf{X}_{2}$ and $\mathbf{X}_{3}$ are

$$
\begin{equation*}
I_{1}=0 \Rightarrow 3 f_{0} a^{4} \dot{a}^{2}=\kappa^{2} \rho_{m 0}, \quad I_{2}=-12 f_{0} a^{2} \dot{a}, \quad I_{3}=I_{2} t+4 f_{0} a^{3} \tag{95}
\end{equation*}
$$

having the solution

$$
\begin{equation*}
a(t)=a_{0}\left(I_{3}-I_{2} t\right)^{\frac{1}{3}}, \quad \rho_{m 0}=\frac{I_{2}^{2}}{48 f_{0} \kappa^{2}} \tag{96}
\end{equation*}
$$

where $a_{0}=\left(4 f_{0}\right)^{-1 / 3}$.

- $n$ arbitrary (with $n \neq 0, \frac{3}{2}, \frac{7}{8}$ ), $m=1$ : In this case we have the same Noether symmetries $\mathbf{X}_{1}, \mathbf{X}_{2}$ given by (29) in the vacuum case. For this case we are led to the constant EoS parameter $w$ as

$$
\begin{equation*}
w=\frac{1}{2 n-1} \tag{97}
\end{equation*}
$$

Using this EoS parameter, the first integral for $\mathbf{X}_{1}$ gives

$$
\begin{equation*}
\frac{\dot{a}^{2}}{a^{2}}+(n-1) \frac{\dot{a} \dot{R}}{a R}-\frac{(n-1)}{6 n} R=\frac{\kappa^{2} \rho_{m 0}}{3 f_{0} n} a^{-\frac{6 n}{2 n-1}} R^{1-n} \tag{98}
\end{equation*}
$$

The scale factor for this case has the same form with (32), which is not a power-law form, and the Equations (31) and (98) are the constraint equations to be considered. It is interesting to see from (97) that $n=0$ if $w=-1$ (the cosmological constant) which is excluded in this case, $n=1$ if $w=1$ (the stiff matter), and $n=2$ if $w=1 / 3$ (the relativistic matter), etc. Therefore, this case includes some important values of the EoS parameter.
This model admits power-law solution of the form $a(t)=a_{0} t^{(2 n-1) / 3}$, and the Ricci scalar and the GB invariant become $R(t)=R_{0} t^{-2}$ and $G(t)=G_{0} t^{-4}$, where the constants $R_{0}$ and $G_{0}$ follow from (5) as $R_{0}=2(2 n-1)(4 n-5) / 3$ and $G_{0}=16(n-2)(2 n-1)^{3} / 27$. Meanwhile, the constraint relations (31) and (98) for this power-law scale factor give

$$
\begin{equation*}
\rho_{m 0}=\frac{f_{0}}{3 \kappa^{2}}(5-4 n)(2 n-1)^{2} R_{0}^{n-1} a_{0}^{\frac{6 n}{2 n-1}}, \quad I_{2}=4 n(4 n-5)(2 n-1) f_{0} a_{0}^{3} R_{0}^{n-1} \tag{99}
\end{equation*}
$$

where $n \neq \frac{1}{2}, \frac{5}{4}$ due to $\rho_{m 0} \neq 0$. The power-law solution of this case works for $n=2$, i.e., $w=1 / 3$, and it gives negative energy density as $\rho_{m 0}=-54 f_{0} a_{0}^{4} / \kappa^{2}$.

- $n=\frac{3}{2}, m=1$ : We will firstly consider the case $w=-2 / 3$ which requires that $\rho_{m 0}=\alpha / 2 \kappa^{2}, \alpha$ is a constant. For this case, there are three Noether symmetries $\mathbf{X}_{1}, \mathbf{X}_{2}$ with $K=-2 \alpha t$, and $\mathbf{X}_{3}=t \mathbf{X}_{2}$ with $K=-9 f_{0} a \sqrt{R}-\alpha t^{2}$, where $\mathbf{X}_{2}$ is the same as given in (38). Thus the constants of motion for the vector fields $\mathbf{X}_{1}, \mathbf{X}_{2}$ and $\mathbf{X}_{3}$ are, respectively,

$$
\begin{equation*}
\frac{\dot{a}^{2}}{a^{2}}+\frac{\dot{a} \dot{R}}{2 a R}-\frac{R}{18}=\frac{\alpha}{9 f_{0} a \sqrt{R}}, \tag{100}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{2}=-9 f_{0} a \sqrt{R}\left(\frac{\dot{a}}{a}+\frac{\dot{R}}{2 R}\right)+2 \alpha t, \quad I_{3}=I_{2} t-\alpha t^{2}+9 f_{0} a \sqrt{R} \tag{101}
\end{equation*}
$$

Using above Noether constants, the scale factor for the case $w=-2 / 3$ yields

$$
\begin{equation*}
a(t)=\frac{1}{9 f_{0} \sqrt{R}}\left(I_{3}-I_{2} t+\alpha t^{2}\right) \tag{102}
\end{equation*}
$$

For $w=0$, the Noether symmetries are identical to vector fields given in (38), but $\boldsymbol{X}_{3}$ has a non-zero function $K=-6 \kappa^{2} \rho_{m 0}$. Redefining the Noether constants such as $I_{2}=-9 f_{0} \bar{I}_{2}, I_{3}=-9 f_{0} \bar{I}_{3}$ and $I_{4}=-9 f_{0} \bar{I}_{4}$, after some algebra, we find the scale factor

$$
\begin{equation*}
a(t)=\frac{1}{6 \bar{I}_{2}} \sqrt{\left(\bar{I}_{2} t-\bar{I}_{4}\right)^{4}+\frac{16}{f_{0}} \kappa^{2} \rho_{m 0}\left(\bar{I}_{2} t-\bar{I}_{4}\right)+18 \bar{I}_{2} \bar{I}_{3}+\frac{12}{f_{0}} \kappa^{2} \rho_{m 0} \bar{I}_{4}} \tag{103}
\end{equation*}
$$

and the Ricci scalar

$$
\begin{equation*}
R(t)=\frac{36 \bar{I}_{2}^{2}\left(\bar{I}_{2} t-\bar{I}_{4}\right)^{2}}{a(t)^{2}} \tag{104}
\end{equation*}
$$

- $n=\frac{7}{8}, m=1$ : If $w=4 / 3$, there are three Noether symmetries, in which $\mathbf{X}_{2}$ and $\mathbf{X}_{3}$ are the same as (43). The first integral $I_{1}=-E_{\mathcal{L}}=0$ due to $\boldsymbol{X}_{1}$ becomes

$$
\begin{equation*}
\frac{\dot{a}^{2}}{a^{2}}-\frac{\dot{a} \dot{R}}{8 a R}+\frac{R}{42}=\frac{8}{21 f_{0}} \kappa^{2} \rho_{m 0} a^{-7} R^{\frac{1}{8}} . \tag{105}
\end{equation*}
$$

The scale factor for this case has the same form as (49), but now it is difficult to gain the explicit form of $a(t)$ using (105).
For the dust matter $(w=0)$, there are three Noether symmetries which are the same form as (43), but the function $K$ is non-trivial such that $K=-8 \kappa^{2} \rho_{m 0}$ t for $\mathbf{X}_{2}$ and $K=-\frac{21}{4} f_{0} a^{3} R^{-1 / 8}-4 \kappa^{2} \rho_{m 0} t^{2}$ for $\mathbf{X}_{3}$. Thus the first integrals for $\mathbf{X}_{1}, \mathbf{X}_{2}$ and $\mathbf{X}_{3}$ are given by, respectively,

$$
\begin{equation*}
I_{1}=-E_{\mathcal{L}}=0 \quad \Leftrightarrow \quad \frac{\dot{a}^{2}}{a^{2}}-\frac{\dot{a} \dot{R}}{8 a R}+\frac{R}{42}=\frac{8 \kappa^{2} \rho_{m 0} R^{\frac{1}{8}}}{21 f_{0} a^{3}} \tag{106}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{2}=\frac{21}{4} f_{0} R^{-\frac{1}{8}}\left(-3 a^{2} \dot{a}+a^{3} \frac{\dot{R}}{8 R}\right)+8 \kappa^{2} \rho_{m 0} t, \quad I_{3}=I_{2} t+\frac{21}{4} f_{0} a^{3} R^{-\frac{1}{8}}+4 \kappa^{2} \rho_{m 0} t^{2} . \tag{107}
\end{equation*}
$$

After redefining $I_{2}=-\frac{21}{4} f_{0} \bar{I}_{2}$ and $I_{3}=-\frac{21}{4} f_{0} \bar{I}_{3}$, the second relation in (107) implies the scale factor

$$
\begin{equation*}
a(t)=R^{\frac{1}{24}}\left(\alpha t^{2}+\bar{I}_{2} t-\bar{I}_{3}\right)^{\frac{1}{3}} \tag{108}
\end{equation*}
$$

where $\alpha \equiv \frac{16 \kappa^{2} \rho_{m 0}}{21 f_{0}}$.

- $n=\frac{1}{2}, m=\frac{1}{4}$ : In addition to $\mathbf{X}_{1}=\partial / \partial t$, the condition for existing extra Noether symmetry is that the EoS parameter should be $w=0$. Thus, an additional Noether symmetry is obtained as follows

$$
\begin{equation*}
\mathbf{x}_{2}=t \frac{\partial}{\partial t}-2 R \frac{\partial}{\partial R}-4 G \frac{\partial}{\partial G} \quad \text { with } \quad K=-2 \kappa^{2} \rho_{m 0} t \tag{109}
\end{equation*}
$$

Then the Noether constants for these vector fields yield

$$
\begin{equation*}
H^{2}-\frac{\dot{R}}{2 R} H+\frac{R}{6}+\frac{g_{0}}{4 f_{0}} \sqrt{R} G^{\frac{1}{4}}\left(1-6 H^{3} \frac{\dot{G}}{G^{2}}\right)=\frac{2 \kappa^{2} \rho_{m 0} \sqrt{R}}{3 f_{0} a^{3}} \tag{110}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{2}=-3 a^{3}\left(f_{0} R^{-\frac{1}{2}} H+2 g_{0} G^{-\frac{3}{4}} H^{3}\right)+2 \kappa^{2} \rho_{m 0} t \tag{111}
\end{equation*}
$$

which can be written as

$$
\begin{equation*}
H^{3}+\frac{f_{0}}{2 g_{0}}\left(\frac{G^{3}}{R^{2}}\right)^{\frac{1}{4}} H-\frac{\left(2 \kappa^{2} \rho_{m 0} t-I_{2}\right)}{6 g_{0} a^{3}} G^{\frac{3}{4}}=0 \tag{112}
\end{equation*}
$$

This is a cubic equation for $H$.

- $n=1, m=\frac{1}{2}$ : For $w=0$, it is found the Noether symmetries $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ which are the same as (58), but $\mathbf{X}_{2}$ has the non-trivial function $K=-6 \kappa^{2} \rho_{m 0} t$. Then the Noether constants for $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ take the following forms

$$
\begin{equation*}
H^{2}+\frac{g_{0}}{f_{0}} \sqrt{G}\left(\frac{1}{12}-H^{3} \frac{\dot{G}}{G^{2}}\right)=\frac{\kappa^{2} \rho_{m 0}}{3 a^{3}} \tag{113}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{2}=6 a^{3}\left[-2 f_{0} H+\frac{g_{0} H^{2}}{\sqrt{G}}\left(\frac{\dot{G}}{G}-4 H\right)+\frac{\kappa^{2} \rho_{m 0} t}{a^{3}}\right] . \tag{114}
\end{equation*}
$$

For $w=1$, there are two Noether symmetries that are the same as (58), where $K=0$ for both of symmetries. Therefore, the first integral for $\boldsymbol{X}_{2}$ is the same as (60), and the first integral for $X_{1}$ becomes

$$
\begin{equation*}
H^{2}+\frac{g_{0}}{f_{0}} \sqrt{G}\left(\frac{1}{12}-H^{3} \frac{\dot{G}}{G^{2}}\right)=\frac{\kappa^{2} \rho_{m 0}}{3 a^{6}} . \tag{115}
\end{equation*}
$$

Case (ii): $F(R, G)=f_{0} f(R) g(G)$. The functional forms $f(R)=R^{n}$ and $g(G)=G^{m}$ are also assumed in this section.

- $n, m$ arbitrary: For this case, there exist two Noether symmetries which are the same as (64), and the EoS parameter becomes

$$
\begin{equation*}
w=\frac{1}{4 m+2 n-1} \tag{116}
\end{equation*}
$$

The first integral for $\mathbf{X}_{2}$ is the same as (66), and it has the following form

$$
\begin{equation*}
H^{2}+\left[(n-1) \frac{\dot{R}}{R}+m \frac{\dot{C}}{G}\right] H+\frac{12 m R}{G}\left[\frac{\dot{R}}{R}+\frac{(m-1)}{n} \frac{\dot{G}}{G}\right] H^{3}-(n+m-1) \frac{R}{6 n}=\frac{\kappa^{2} \rho_{m 0} \frac{6(2 n+m)}{} \frac{a^{n+2 n-1}}{3 f_{0} n R^{n-1} G^{m}},}{,} \tag{117}
\end{equation*}
$$

for $\mathbf{X}_{1}$. Note that the Equation (116) includes important EoS parameters, for example $w=-1$ if $n=-2 m ; w=-1 / 3$ if $n=-(2 m+1) ; w=1 / 3$ if $n=2(1-m)$ and $w=1$ if $n=2, m=-1 / 2$. In the case of dust matter $(w=0)$, we have two Noether symmetries given by (64), but where the function $K$ for $\mathbf{X}_{2}$ is $K=-6 \kappa^{2} \rho_{m 0}$ t. Therefore, the first integrals for $\mathbf{X}_{1}$ and $\mathbf{X}_{2}$ are, respectively,

$$
\begin{align*}
& H^{2}+\left[(n-1) \frac{\dot{R}}{R}+m \frac{\dot{G}}{G}\right] H+\frac{12 m R}{G}\left[\frac{\dot{R}}{R}+\frac{(m-1)}{n} \frac{\dot{G}}{G}\right] H^{3}-(n+m-1) \frac{R}{6 n}=\frac{\kappa^{2} \rho_{m 0} R^{1-n}}{3 f_{0} n a^{3} G^{m}},  \tag{118}\\
I_{2}= & 6 f_{0} R^{n} G^{m} a^{3}\left\{2(n+2 m-2) H\left(\frac{n}{R}+\frac{4 m H^{2}}{G}\right)\right. \\
& \left.-(4 m+2 n-1)\left(\frac{n}{R}\left[(n-1) \frac{\dot{R}}{R}+m \frac{\dot{G}}{G}\right]+\frac{4 m H^{2}}{G}\left[n \frac{\dot{R}}{R}+(m-1) \frac{\dot{G}}{G}\right]\right)\right\}+6 \kappa^{2} \rho_{m 0} t . \tag{119}
\end{align*}
$$

- $m=1-n$ : In this case, the EoS parameter takes the form $w=\frac{1}{3-2 n}$, and this model admits two Noether symmetries, which are the same as (71). The first integral due to $\mathbf{X}_{1}$ yields

$$
\begin{equation*}
H^{2}+(n-1) H\left(1-\frac{4 R}{G} H^{2}\right)\left(\frac{\dot{R}}{R}-\frac{\dot{G}}{G}\right)=\frac{\kappa^{2} \rho_{m 0}}{3 f_{0} n}\left(\frac{R}{G}\right)^{n-1} a^{\frac{6(n-1)}{3-2 n}} \tag{120}
\end{equation*}
$$

and the first integral for $\mathbf{X}_{2}$ becomes

$$
\begin{equation*}
I_{2}=6 f_{0} n\left(\frac{R}{G}\right)^{n-1} a^{3} H\left\{2 n-3+2(1-n)\left(3-\frac{4 R}{G} H^{2}\right)+\frac{\kappa^{2} \rho_{m 0}}{3 f_{0} n}\left(\frac{R}{G}\right)^{1-n} \frac{a^{\frac{6(n-1)}{3-2 n}}}{H^{2}}\right\} \tag{121}
\end{equation*}
$$

using (120).

## 5. Conclusions

In this work, we have considered both the vacuum and the non-vacuum theories of $F(R, G)$ gravity admitting Noether symmetries. First of all, we have obtained the dynamical field equations for those of gravity theories, which also come from the Lagrangian of $F(R, G)$ gravity in the background of spatially flat FLRW spacetime such that it gives rise to the dynamical field equations varying with respect to the configuration space variables. Afterwards we have used the point-like $F(R, G)$ Lagrangian (16) to write out the Noether symmetry equations, and solve them to get the Noether symmetries in both the vacuum and the non-vacuum cases. It has been appeared very rich cosmological structures from the Noether symmetries for the several functional form of the $F(R, G)$ functions in each of the cases.

The main results of this study can be summarized in the following. First of all, we can verify that all the $F(R, G)$ models studied here admit trivial first integral, namely $E_{\mathcal{L}}=0$, as they should. Secondly, it is obtained the previous results choosing the $F(R, G)$ function, for example, the case (i) in the vacuum recovers the results of [30] on the Noether symmetries for $n=\frac{3}{2}, \frac{7}{8}$. Using the first integrals directly, we found the analytical solutions (42) and (51) for $n=\frac{3}{2}$ and $n=\frac{7}{8}$, respectively. These cases are also generalized to the non-vacuum and it is found analytical solutions (103) for $n=\frac{3}{2}$ related with the $\operatorname{EoS}$ parameter $w=-2 / 3$, and (108) for $n=\frac{7}{8}$ with the EoS parameter $w=4 / 3$. For other values of $n$, the scale factor $a(t)$ is analytically calculated by (32) in the vacuum section of this study. In each of the cases (i) and (ii) for the vacuum and the non-vacuum, we found the first integrals of Noether symmetries which can be used to provide analytical solutions. As it is pointed out in [25], we also note that the classical Noether symmetry approach with a boundary term $K$ constrains the $F(R, G)$ gravity as a selection criterion that can distinguish the $F(R, G)$ models to utilize the existence of non-trivial Noether symmetries. In this study, we found the maximum number of symmetries as five at the non-vacuum case, but it is four at the vacuum case [28].

This work not only plays complementary role to the previous two studies [19,25], but also includes the the non-vacuum case and it is explicitly found some scale factors in the vacuum case. It might be interesting to perform an analysis of the cosmological parameters for the obtained cosmological models in both of the cases. This will be an argument of future work.
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