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Preface to ”Alternative Sources of Energy Modeling

and Automation”

This Special Issue entitled Alternative Sources of Energy Modeling and Automation is proposed

for the international journal Energies to cover original research and scientific contributions related

to the formulation of computer implemented models of alternative (renewable) sources of energy

(ASE/RES), which are essential for the proper allocation of widely available renewable energy

sources. These models are necessary to design and implement efficient automation for the optimal

operation of ASE/RES plants and installations. Detailed simulations of alternative-source energy

devices and integrated power plants are cost effective solutions. Often, several subsystems of an

integrated ASE/RES power plant might be inappropriate, difficult to find, and/or very expensive.

ASE/RES forecasts are essential to the integration of renewable power generation in electricity

markets operations, since markets ought to be cleared in advance, then market participants can make

appropriate decisions. The above-mentioned topics also include the most common ASE/RES small

electric power plants, such as wind, photovoltaic, solar thermal, passive solar, energy savings, small

hydro, geothermal, biomass, tidal, fuel cells, batteries, hybrid plants, and electric vehicles. As an

example, to design integrated smart power grids based on ASE/RES with battery-based storage,

a high quality behavioral model of the ASE/RES components and automation of the integrated

system are required. All the contributions of the Special Issue present innovative theoretical and

applied results, methods, and solutions on the above topics.

George S. Stavrakakis

Special Issue Editor
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Abstract: Micro-power domestic organic Rankine cycle (ORC) systems are nowadays of great interest.
These systems are considered for combined heat and power (CHP) generation in domestic and
distributed applications. The main issues of ORC systems design is selection of the expander and
the working fluid. Thanks to their positive features, multi-vane expanders are especially promising
for application in micro-power ORC systems. These expanders are very simple in design, small in
dimensions, inexpensive and feature low gas flow capacity and expansion ratio. The application of
multi-vane expanders in ORC systems is innovative and currently limited to prototype applications.
However, a literature review indicates the growing interest in these machines and the potential for
practical implementation. For this reason, it is necessary to conduct detailed studies on the multi-vane
expanders operation in ORC systems. In this paper the results of experimental and numerical
investigations on the influence of the applied working fluid and the arrangement of the steering
edges on multi-vane expander performance in micro ORC system are reported. The experiments
were performed using the specially designed lab test-stand, i.e. the domestic ORC system. Numerical
simulations were proceeded in ANSYS CFX software (ANSYS, Inc., Canonsburg, PA, USA) and
were focused on determining the expander performance under various flow conditions of different
working fluids. Detailed numerical analysis of the arrangement of the machine steering edges showed
existence of optimal mutual position of the inlet and outlet port for which the multi-vane expander
achieves maximum internal work and internal efficiency.

Keywords: ORC; working fluid; multi-vane expander; numerical analysis; experimental analysis

1. Introduction

The operation principle of organic Rankine cycle systems (ORCs) is the same as classic
Clausius-Rankine (CR) steam power plants. However, the design of these systems is different. ORCs are
usually featuring smaller overall dimensions and system power. In ORC systems, heat exchangers
of special design (i.e., hermetically sealed evaporator and condenser) are applied instead of steam
boiler and condenser. Classically applied steam turbine does not meet the requirements of low-boiling
gas, thus it has to be replaced with a specially designed turbine or volumetric expander. ORCs are
mainly powered by the heat harvested from renewable (e.g., solar, geothermal) and waste sources
(e.g., industrial waste heat). Using ORC system, this energy can be then converted into electricity,
heating, and cooling. Different temperature level of the heat carrier can be applied. Due to their
large share, low (40–250 ◦C) and medium temperature (250–500 ◦C) carriers are especially promising
for powering ORC systems. Different features can be taken into account to classify ORC systems.
When the power of system is considered, ORCs can be classified into high power (500 kW or more),
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medium power (100–500 kW), small power (10–100 kW), and micro power (0.5–10 kW) systems.
ORCs can be powered by high-, medium-, and low temperature heat sources [1,2]. Turbines and
volumetric expanders can be adopted as the expansion machine. The modern energy market is
characterized by the diversification of the energy supply. Reliable and safe small- and micro-power
ORC systems (e.g., for domestic applications) are fitting well to the concept of dispersed energy
generation and thus are currently intensively developed in a number of R&D and scientific institutions
around the world. Despite intensive studies these systems are still not fully developed and there are
no commercially viable solutions currently available. The majority of these systems are at the level of
lab-prototypes. The operating conditions of domestic, small- and micro-power ORC systems depend
on the heat source’s nature, i.e., its thermal power (which in the case of domestic systems is often low),
output and temperature characteristics (which are often floating). Moreover, the heat carrier is often
featuring low temperature. These changing conditions of the heat supply may negatively influence the
ORC system operation. By the technical configuration domestic ORC systems can be classified into
power plants and CHPs. In domestic ORCs micro turbines or volumetric machines can be applied as
the expander. The main research topics on domestic ORCs are the selection of working fluid and the
optimization of design of heat exchangers, pumps and expanders. Domestic ORCs should be simple
design, cheap, safe and reliable. The external dimensions of such systems should also be minimized.
The ORC system cost mostly depend on the price of heat exchangers and the expander. When the
features of expander are analysed it can be pointed out that micro turbine requires a high and stable
level of the working fluid flow in order to provide high efficiency and optimum operating conditions.
Such flow conditions are obtained when high-output and high-power pumps are applied, what stays
in contrary with the desired simplicity of the domestic ORCs. Moreover, small external dimensions
of the micro turbine result in very high rotational speeds of the rotor leading to complications in the
connection of the expander and electrical generator. The high precision workmanship is required
in micro turbine design what directly translates into the high price of such machines. Currently,
micro turbines dedicated to domestic ORC systems are still under research and development.

Research programs on ORC-dedicated micro turbines were conducted, i.a., at the Institute of
Fluid Flow Machinery, Polish Academy of Sciences, Gdansk, Poland. Subsequently, such research
was proceeded at the Mechanical Faculty of Gdansk University of Technology. These comprehensive
studies included theoretical, experimental, and numerical modelling of fluid flow, thermodynamic
phenomena, and mechanical strength in ORC-dedicated micro turbines. The prototypes of axial-flow
and radial-flow micro turbines were designed, developed and successfully tested. The results of these
surveys were presented in a number of books [3–8] and papers [9–18]. However, despite the successful
experimental investigations, currently there are no commercially viable ORC-dedicated micro turbines
yet available.

Compared to micro turbines, volumetric expanders feature a lower range of operating pressure
and lower gas flow capacity. One of the criteria of selecting the volumetric expander to ORC system
is the expansion ratio, i.e., the ratio of the working fluid pressure at the inlet and at the outlet of the
expander. The different types of volumetric expanders are featuring different achievable expansion
ratios. It is worth noting that the value of the highest and the lowest working fluid pressure in the
ORC system depends on different factors. Apart from the heat source and the heat sink temperature
the type of selected working fluid also influences the level of pressures achievable inside the system.
Thus, different types of expanders may achieve different level of power while different working fluids
are considered. In the prototypes of ORC systems (featuring small and micro-power) mostly volumetric
expanders are adopted (e.g., scroll and piston). Each of the mentioned expander has different features.
Scroll expanders are often used. However, they are complex in design (the maintaining of high quality
of scroll workmanship is needed). Thus, their manufacturing requires advanced engineering facilities,
which directly translates into a high price for such machines. The benefits are connected with the lack
of valves and smooth operation resulting from existence of many working chambers in one period
of time. Prototypes of scroll expanders adopted in ORC systems are, in most of the cases, reversed
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scroll compressors manufactured as oil-free versions. The achievable expansion (pressure) ratio in
case of scroll expander is lower than 11 [19]. The field of application of scroll expander in micro
ORC systems is still being investigated. The issues related to the application of scroll expanders
in micro ORC systems were comprehensively treated in [19–26]. The piston expander has a much
simpler design than a spiral one, but requires lubrication, valve timing; and as a result of its cyclical
operation, pressure pulsations, noise, and vibrations are generated. The experimental results related to
piston expanders were presented in [19,27,28]. On the other hand, some research results [29] indicate
that rotary lobe expanders are promising for application in small-scale power systems. However,
these expanders are still in the very early stage of development.

In turn, the multi-vane expander design is very simple, which translates into low production costs.
The multi-vane volumetric machines are currently manufactured in a number of factories worldwide,
and they are successfully applied in different branches of the industry as e.g., pneumatic motors,
compressors, and vacuum or liquid pumps. The design of the multi-vane machine together with the
principle of its operation was comprehensively described in [30].

The design of multi-vane expander shows many positive features indicating that it can be
promising alternative to other volumetric expanders and micro turbines applied in ORCs. This includes
an advantageous ratio of the power output to the external dimensions, a lower gas flow capacity
and lower expansion ratios compared to the other types of volumetric machines and micro
turbines. When special construction materials are applied the need for lubrication can be eliminated.
The multi-vane expander can be also easily hermetically sealed, which is one of the key issues when the
safety of the system is considered. Multi-vane machines can expand the gas–liquid mixture without
serious problems. The achievable power output of multi-vane expanders (several hundred W to
approximately 5 kW) fits well to the desired power ranges of domestic power systems. The low
pressure ranges (maximum gas pressure on the inlet to machine of ca. 10 bar) and low rotational
speeds (of ca. 3000 rev/min) are also advantageous.

The above-mentioned positive features of the multi-vane expanders enable application of these
machines in small- and micro- power domestic ORC systems powered by different heat sources,
such as biomass, solar, waste, or geothermal heat.

The literature review shows that research in the field of application of multi-vane machines to
micro ORC systems is growing and it is devoted to different topics. The first one includes the design
issues and experimental works [2,30–34]. Second is the numerical analysis of the expanders operation
and optimization of their design [35–40]. Some works are dedicated to the design of multi-vane
pumps that can be applied in ORC systems [41]. Issues that are still insufficiently recognized and
scientifically described are related to different topics. Firstly, the operating of multi-vane expander
with different low-boiling working fluids should be comprehensively investigated. Modelling works
should be proceeded also on limiting the effect of internal leakages of working fluid in expanders’
working chambers as well as on the lowering the expanders’ internal friction. The optimization of
the arrangement and the design of the inlet and outlet ports together with works on the optimization
of the expander geometry are also necessary. At last, a modelling of gas–liquid mixture expansion
should be investigated in more details. The solutions for the raised problems require comprehensive
theoretical study and experimental analysis. Thus, the authors decided to carry out the experimental
and numerical study on the influence of the applied working fluid and the influence of the arrangement
of the steering edges on operating conditions of multi-vane expander in micro ORC system.

In the following sections, the experimental results together with the description of the multi-vane
expander and test-stand are presented, followed by results of numerical analysis.

Initially, the numerical model of the expander was established. Then, the model was validated
using experimental data. This way its suitability was proved. Obtained model was then applied for
testing modifications to machine design and finding the optimum working parameters, working fluid,
and steering edges arrangement. Different working fluids were considered during the numerical
analysis and the expander operation was modelled for a range of pressure and temperature parameters.

3
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The differences in the multi-vane expander operation for these working media were comprehensively
investigated. Basing on the numerically obtained results, the optimal working point for the organic
Rankine cycle was found. Moreover, the numerically obtained results gave the insight in the flow
phenomena in the expanders’ working chambers. The differences in these phenomena for analysed
working fluids were investigated. Furthermore, the numerical analysis indicated the imperfections
of the expanders’ design. It was found that the sharp edges of the inlet and outlet ports are causing
working medium turbulence and the internal leakages are reducing expanders’ output power.

2. Experimental Results and Numerical Model

2.1. Description of the Experimental Test-Stand, the Multi-Vane Expander, and the Experiment Results

The experimental investigations were carried out using a prototype of domestic combined heat
and power (CHP) ORC system utilizing the multi-vane expander and featuring the thermal power of
18 kW and electric power of 300 W.

The test-stand is adopting an air motor (featuring the maximal power of 300 W) as the expander.
The air motor was adapted for low-boiling working fluid. Namely stainless steel bearings, PTFE seals,
and graphite vanes were applied. Figure 1 shows a general view of the disassembled expander and its
main components i.e., the cylinder (1), the rotor (2), vanes (3), two end covers (4), rolling bearings (5)
and vane guiding rings (6). The cylinder has the inner diameter of 37.5 mm and the length of 22.0 mm.
The rotor which is mounted eccentrically in the cylinder (eccentricity is equal to 1.75 mm) has the
outer diameter of 34.0 mm. The rotor has milled perpendicular slots in which the vanes are moving.
Vanes are guided with help of the rings. The rotor is supported by rolling bearing which are mounted
in the end covers. The expander is fed with the gas through the inlet port. After the expansion the gas
exits the machine thorough the outlet port. The inner diameter of the inlet and the outlet port is equal
to 8.5 mm.

Figure 1. A general view of the expander. (1) cylinder; (2) rotor; (3) vanes; (4) end covers; (5) rolling
bearings; (6) rings.

The experimental series were performed in order to obtain the data needed for validation of
expanders’ numerical model. Therefore, varied measurement conditions were applied on the test-stand.
The values of the heat source temperature were varied between 55 ◦C and 85 ◦C and the working fluid
pressure was varied between 2.0 bar and 5.2 bar. The experimental results showed that the expander
internal work (li = hin − hout) (where hin and hout is the enthalpy of the working fluid at the inlet
and at the outlet of the expander) varies in the range of 0.96–4.18 kJ/kg while its internal efficiency(

ηi =
hin−hout
hin−houts

)
(where houts is the enthalpy of the working fluid at the outlet of the expander when

the isentropic expansion process is considered) varies in the range of 17.2–58.3% depending on the
experimental conditions.

The expanders’ numerical model (see Section 2.2) was built based on the measurements of the
expander dimensions used during laboratory tests. The obtained numerical model was then validated
using the experimental data. The results from the experiment were found to be in good agreement
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with the numerical predictions. Thus, it was concluded that the numerical model is validated for a
given range of temperature and pressure parameters.

In the following paragraphs, the results of numerical simulations are presented. A more detailed
description of the experiment and experimental results is presented in [31,37].

2.2. Description of the Numerical Model

The movement of the multi-vane expander is inherently transient and its modelling required
special treatment via transient boundary conditions. The model takes into account the rotational
motion of the rotor and the vanes. For each time step the vanes radial position change hence the new
topology of the numerical mesh is calculated and updated based on the equations of motion of the
multi-vane expander. This allows for solution of the pressure, velocity and temperature fields inside a
working chamber and provides precise information on the thermo-flow phenomena in a multi-vane
expander, such as the internal leakages. The inlet and the outlet pipes remain stationary and they are
connected with the rotor domain through the interface (see Figure 2). In each time step, the mesh was
moved according to the following algorithm:

1. An angular position of a vane defined by θ angle is calculated.
2. A vane is rotated by an angle −θ to be aligned with X axis in the initial position of the mesh

(see Figure 2).
3. Nodes of a vane except the vane tip are elongated or shortened in the X direction. The nodes of

the vane tip are just translated in the X direction.
4. A vane is rotated back by an angle θ to its actual location.
5. Nodes that lay on the rotor and cylinder surface are rotated by an angle β per time step. In the

present work, β = 0.1◦ was used.
6. The position of the internal nodes is calculated according to the following diffusion equation

∇ ·
(

Γdisp∇δ
)
= 0 (1)

where δ is the displacement of boundary nodes relative to the previous mesh locations and Γdisp
is the mesh stiffness, which determines the degree to which regions of nodes move together.
For the present calculations, Γdisp = 1 was used.

Figure 2. The initial position of the numerical mesh of the computational model at crank angle φ = 0◦.
The working fluid flow was modelled as a compressible, turbulent, and single-phase Redlich–Kwong
gas. The specific heat capacity of each tested medium was set as a function of temperature. The wall
boundary was assumed adiabatic due to the brief time spent by a portion of the fluid inside the machine
(see Table 1).
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Table 1. Boundary conditions and model assumptions.

Parameter Value Remarks

Inlet temperature 40–90 ◦C With steps of 10 degrees

Inlet pressure Type of the working fluid and its saturation
pressure at the inlet temperature -

Condenser temperature 20 ◦C -

Condenser pressure Saturation pressure at 20 ◦C depending on the working fluid

Time step 5.5 × 10−5 s 1 degree of revolution

Total time 0.1 s 5 full revolutions

Turbulence model k-epsilon Standard model

Wall heat transfer Adiabatic -

Vane-to-wall clearance 40 μm constant

Parameters at the inlet to the expander were selected to be temperature and pressure. For each
working fluid, the inlet temperature was varied in a range of 40–90 ◦C with step of 10 degrees.
The inlet pressure was taken as a saturation pressure of the working fluid at the inlet temperature.
All calculations have been performed for a fixed cold source temperature (condenser temperature)
equal to 20 ◦C.

The rotor rotational speed was assumed constant at a nominal value of 3000 rpm for all considered
cases. The temperature at the outlet of the discharge socket was assumed 20 ◦C for all the cases and
the pressure was set to the saturation pressure given by the medium properties.

3. Results and Discussion

3.1. Analysis of the Influence of the Applied Working Fluid

Figure 3 shows pressure distribution in a working chamber versus crank angle φ for different
working fluids and different inlet temperatures. Due to the saturation pressure differs for each
working fluid the p-φ curves are different however they follow the same shape. With increasing the
inlet temperature, the inlet pressure (i.e., saturation pressure) increases and the area under the curve in
the p-φ diagram increases. The highest inlet pressure occurred for propane and the lowest for acetone.
Variation of the curves is known from typical volumetric expanders except the strange recompression
effect which is visible in the vicinity of φ = 200◦. This behavior stems from the improper construction
of the expander and it was described in detail in [3]. This effect is more visible for working fluids
with a higher saturation pressure and it results in decrease of efficiency of the expander. What is more,
the arrangement of control edges in the analyzed machine is chosen improperly, which is visible in
pressure distributions depicted in Figure 3. The working fluid is held in the working chamber for too
long a time, which results in the occurrence of recompression and negative pressure fluctuations.

For the sake of better understanding of how a working fluid influences the expander’s
performance, internal work was calculated as a difference between the inlet and the outlet enthalpy.
The results of internal work are presented in Figure 4 in terms of pressure ratio (i.e., the ratio of the
pressure at the inlet to the expander to the pressure at its outlet σ = pin/pout) for all working fluids
used. Except the curve for acetone, all curves look similar in shape i.e., in the first phase they steeply
increase and achieve a maximum in the range of σ = 3–4 (only propane for σ≈ 2). Next, with increasing
σ gradual decrease of internal work is observed. However, in the case of acetone, the characteristic
behaves contrarily and the minimum is visible for σ ≈ 7. The results indicate that optimal pressure
ratio for the rotary vane expander falls in the range of σ = 3–4. On the other side, the highest achievable
internal work is obtained with propane for σ ≈ 2. However, it could be better understand via Figure 5
where the internal efficiency of the expander versus pressure ratio is plotted. It is obvious now that
using propane as a working fluid in the expander analyzed is very ineffective and features very low
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efficiency of the order of 5%. However, Figure 5 also confirms that the optimal pressure ratio is located
in the range of σ = 3–4 for which the efficiency is in the range of 12–35%. The highest efficiency can be
achieved for the acetone, however the pressure ratio has to be increased to about σ ≈ 5.

Figure 3. Pressure distribution against crank angle for different working fluids and inlet temperatures:
(a) tin = 40 ◦C; (b) tin = 50 ◦C; (c) tin = 60 ◦C; (d) tin = 70 ◦C; (e) tin = 80 ◦C; (f) tin = 90 ◦C.

Figure 4. Internal work against pressure ratio for different working fluids.
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Figure 5. Efficiency against pressure ratio for different working fluids.

3.2. Analysis of the Influence of the Arrangement of the Steering Edges

Figure 6 shows the cross section of a multi-vane expander with marked main subassemblies and
edges (referred to as machine steering edges) of the inlet (A, B) and the outlet port (C, D).

Figure 6. The cross section of the multi-vane expander at 0◦ crank angle. (1) cylinder; (2) rotor; (3) vane.

Steering edges act as valves that control the timing of the machine, therefore their mutual
arrangement has an influence on the hydraulic losses, thermodynamic phenomena occurring in
the working chambers of the machine and its performance [30,42]. Reference [42] provides the general
guidelines for the proper selection of the mutual arrangement of the steering edges. According to
these guidelines, the cylinder should be manufactured in such a way that edge B of the inlet port
should be placed in the area where the working chamber reaches its maximum volume. Edge A of
the inlet port should be placed in the area where the pressure of the working fluid contained in the
working chamber before filling is equal to the pressure of the working fluid in the suction line. Edge C
of the outlet port should be placed in the area where the pressure of the working fluid contained in
the working chamber after expansion is equal to the pressure of the working fluid in the discharge
line. Edge D of the outlet port should be placed in the area where the working chamber reaches its
minimum volume.

The indicator diagram valid for the ideal multi-vane expander with the properly arranged steering
edges is shown in Figure 7. It corresponds to a 1-2-3-4 broken curve. The visualization of the improper
arrangement of the steering edges is also presented on this Figure, i.e., 1a and 1b visualize the process
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of the late start of suction; 1c and 1d visualize the process of early start of suction; 3a and 3b visualize
early start of evacuation; and 3c and 3d visualize late start of evacuation. Improper construction of
steering edges results in pressure fluctuations and decline in internal work. Consequently, thermal
efficiency of a multi-vane expander decreases.

Figure 7. The multi-vane expander indicator diagram.

In the following paragraph, numerical analysis of the influence of arrangement of the steering
edges is performed and the results of the numerical modelling are presented.

In order to numerically investigate the influence of machine steering edges on the expanders
thermodynamic performance, modifications in the initial construction (referred to as 0◦ case) have
been done. Figure 8 presents modified expander construction cases where machine steering edges
are located in different places. Modification consisted in moving only the outlet port by a specified
α angle while the inlet port remained in its initial position. The angle was varied by 22.5◦ and 0◦

corresponds to the initial position of the outlet port. The angles used were: 22.5◦, 45◦, 67.5◦, and 90◦.
For these analysis purposes only, three working fluids were chosen, namely R123, R245fa, and R365mfc.
Boundary conditions for each working fluid were set as stated in Table 2.

Table 2. Boundary conditions and model assumptions

Working Medium
tin pin σ n
◦C bar - rpm

R123
60 ◦C

2.86 3.6
3000R245fa 4.63 4.3

R365mfc 1.97 2.0

The choice of R245fa and R365mfc working fluids is dictated by previous analysis which
showed that from all analysed working fluids these two allows one to achieve the highest efficiency
(see Figure 5). Additionally, R123 was analyzed as a reference working fluid.

Figure 9 shows an exemplary variation of the pressure inside the working chamber against
crank angle for the case of R365mfc and five different angles of the outlet port position. As one can
observe the crank angle that corresponds to onset of expansion is independent of the position angle
α of the outlet port and remains close to φ ≈ 90◦. For the initial case, i.e., α = 0◦, one can see the
recompression effect that was mentioned earlier. When the position angle α of the outlet port increases,
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the recompression of the working fluid reduces and eventually ceases for α ≥ 67.5◦. Simultaneously,
the crank shaft angle at which working fluid is being evacuated from the working chamber decreases
and the area under the curve in the p–V diagram increases, as is shown in Figure 10. Additionally,
the pressure fluctuations described in previous paragraph resulted from improper location of the
machine steering edges are lowered and eventually eliminated for α ≥ 67.5◦.

Figure 8. The modified multi-vane expander’s construction with different locations of machine steering
edges (α = 0◦, 22.5◦, 45◦, 67.5◦, and 90◦).

Figure 9. Pressure variation in a working chamber for R365mfc and different outlet port locations.

Elimination of the recompression effect and pressure fluctuations caused by improper design of
the machine steering edges should result in better working conditions of the expander. To investigate
this feature better, Figure 10 shows the p–V diagram of the expander for R365mfc as a working fluid
and different location of the outlet port. For the initial case, i.e., α = 0◦ the recompression effect
significantly decreases the area under p–V curve and the resulting internal work is also decreased.
For the case of α = 45◦ the area under p–V curve is much bigger due to reduction of the recompression.

10
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However, it is also observed that moving the outlet port by α angle results in displacement of point
4 (see Figure 7) towards larger volumes. This results in displacement of the onset of compression
stage in the expander which now starts for higher volumes in p–V diagram and the evacuation stage
is decreased. This behavior could be better presented in Figure 11, where the working fluid mass
m0 inside a working chamber is shown. It is visible that increasing α—i.e., moving the outlet port
towards the inlet port—results in reducing the time of residence of the working fluid in the working
chamber. Shorter time of residence of the working medium in the chamber advantageously limits the
impact of the working fluid leakages between the adjacent working chambers. The mass flow into the
chamber is distinctly higher for α < 45◦ due to adverse pressure difference between adjacent chambers.
The high pressure at the chamber–outlet port interface caused by recompression results in increased
leakage at the initial stage of expansion compared to the designs with α ≥ 45◦. Also with increasing
α angle, the mass of the working fluid inside the chamber before the filling phase is increased so the
volumetric efficiency is lower. An earlier start of the evacuation also limits the energy losses related to
recompression of the working fluid. On the other side, the area under p–V diagram is decreased and
smaller internal work can be obtained. Nonetheless, according to Figure 10, for α = 45◦ net gain of
the internal work is still positive. However, for the case of α = 90◦ the point 4 moves considerably on
the right and the loss of the internal work is in this case larger than gain of the internal work due to
elimination of the recompression phenomenon. It suggests the existence of an optimal steering edges
arrangement for which the internal work is maximized.

Figure 10. P–V diagram of the expander for R365mfc and different outlet port locations.

Figure 11. Mass of the working fluid in the working chamber of the expander versus rotor crank angle
and different outlet port locations.
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From the above considerations, one can infer that some optimal α angle should exist for which
internal work and efficiency are the highest. To analyze it better, we calculated the output power and
internal efficiency of the expander which are plotted in Figures 12 and 13, respectively. Figure 12
shows values of output power (bars) and outlet velocity (dashed lines) for all working fluids used and
different discharge port positions. The highest output power is always obtained for R245fa working
fluid. The displacement of the discharge port position results in almost double increase of power
output and outlet velocity for R245fa, compared to R123 and R365mfc working fluids. It is also
observed that in the range of α = 22.5–67.5◦ the maximum of output power exists. This feature is
reflected in Figure 13 where thermal efficiency of the expander is plotted. The optimal parameters
occur for α ≈ 46◦. For R245fa and R365mfc working fluids, the maximum thermal efficiencies are 45%
and 47%, respectively. On the other hand, for R123 the maximum reaches more than 55%. These results
show that modification of the initial construction of the expander via applying proper machine steering
edges position can significantly increase the thermal efficiency.

Figure 12. Output power and outlet velocity for different working fluids and different discharge
port positions.

Figure 13. Variation of thermal efficiency of the expander for different working fluids and different
outlet port positions.
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Such high improvement of the expander’s performance results from the proper arrangement
of the machine steering edges which eliminates recompression and reduces pressure fluctuations.
Additionally, the leakages between neighboring working chambers are limited as well. To understand
it more precisely, Figure 14 shows the comparison of the size of the leakage from the inlet to the
outlet port of the expander. For the initial construction of the expander (left figure) one can see that,
for presented position of the vanes, the inlet and the outlet line are connected through the common
working chamber. In this place, the highest pressure difference occurs and consequently it results
in a large leaking mass flow. On the other side, for the improved construction (right figure) it is
clearly visible that replacement of the outlet port positioning and thus change of the steering edges
arrangement positively limits the impact of this phenomenon.

Figure 14. The visualization of leakage from the inlet to the outlet port of the expander: (a) present
design; (b) improved design.

4. Summary and Conclusions

Three dimensional numerical analysis of a multi-vane expander was performed. The goal was to
study the influence of the working fluid on the expander’s performance. Additionally, an influence
of machine steering edges arrangement on thermo-flow phenomena occurring in the expander was
thoroughly studied. The numerical model was validated against the experiments that were carried out
using a prototype of domestic ORC system equipped with a small multi-vane expander featuring a
power of 300 W and utilizing R123 as a working fluid. The main aim of experimental investigations
was to gather the input data needed for creating a numerical model of the expander and analysis of its
operating conditions with a variety of working fluids.

The geometry of the expander used during the experiments was created and next divided into
small elements that comprised numerical mesh. Governing equations of continuity, momentum,
and energy together with equations of motion of the expander’s elements were solved using
commercial CFD tool. In order to analyze the influence of a working fluid on the expander’s
performance, different working fluids were selected and used i.e., R1234yf, R1234ze, R134a, R245fa,
R236fa, R365mfc, acetone, and propane. During the numerical simulations, the value of temperature on
the expander’s inlet was varied similarly as during the experiments. It was found that for the expander
analyzed and working fluids used, the optimal pressure ratio is in the range of σ = 3–4. Corresponding
efficiency is in the range of 12–35% depending on working fluid. The numerical analysis showed that
the best results were achieved for R245fa and R365mfc working fluids which featured the highest
thermal efficiency.

On this basis R245fa, R365mfc, and R123 as a reference working fluid were used in the further
step which was an attempt to optimize the expanders design in terms of efficiency. Based on calculated
p–V diagrams, the influence of steering edges arrangement was recognized as a principal factor.
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The numerical model has been modified to include variable discharge port position relative to the
rotors eccentricity allowing to control the timing of working fluid evacuation. It was found that an
optimal position of the machine steering edges exists for which the internal work and the thermal
efficiency are maximum. For the analyzed expander’s construction, the optimal position angle was
α ≈ 46◦. The obtained results show that the proper arrangement of the steering edges is crucial factor
influencing the multi-vane expander performance and operating conditions.
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Fluid-flow Machinery Publishing: Gdańsk, Poland, 2014; ISBN 978-83-88237-27-0.

6. Mikielewicz, D.; Mikielewicz, J.; Ihnatowicz, E.; Muszyński, T.; Wajs, J.; Rybiński, W. Wybrane Aspekty
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30. Gnutek, Z.; Kolasiński, P. The application of rotary vane expanders in organic Rankine cycle
systems—Thermodynamic description and experimental results. J. Eng. Gas Turbines Power 2013, 135, 61901.
[CrossRef]
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Abstract: New energy solutions are needed to decrease the currently high electricity costs from
conventional electricity-only central power plants in Cyprus. A promising solution is a decentralized,
hybrid photovoltaic-solid oxide fuel cell (PV-SOFC) system. In this study a decentralized, hybrid
PV-SOFC system is investigated as a solution for useful energy supply to a commercial building
(small hotel). An actual load profile and solar/weather data are fed to the system model to determine
the thermoeconomic characteristics of the proposed system. The maximum power outputs for the PV
and SOFC subsystems are 70 and 152 kWe, respectively. The average net electrical and total efficiencies
for the SOFC subsystem are 0.303 and 0.700, respectively. Maximum net electrical and total efficiencies
reach up to 0.375 and 0.756, respectively. The lifecycle cost for the system is 1.24 million USD,
with a unit cost of electricity at 0.1057 USD/kWh. In comparison to the conventional case, the unit
cost of electricity is about 50% lower, while the reduction in CO2 emissions is about 36%. The proposed
system is capable of power and heat generation at a lower cost, owing to the recent progress in both
PV and fuel cell technologies, namely longer lifetime and lower specific cost.

Keywords: hybrid system; decentralized system; combined-heat-and-power; solid oxide fuel cells;
photovoltaic; thermoeconomic modeling

1. Introduction

Efforts to increase energy efficiency have intensified over recent years due to the rapid increase of
fossil fuel prices and also the need to decrease harmful emissions to the atmosphere [1]. Cogeneration
allows the combination of various technologies to improve the fuel efficiency of electricity-only power
plants or combined-heat-and-power (CHP) systems [2]. Earlier systems have included combined
cycle power plants at large scale (10–100 MWe). In the resulting systems there exists a high level of
complexity due to the increased number of parameters. Therefore, there is a need to apply advanced
methodologies able to determine optimum solutions. However, this procedure becomes rigorous
in case a number of parameters (e.g., thermodynamic, economic and environmental criteria) must
be included [3]. Fuel cell technology has been proposed at the kW to the MW scale in a number of
proposed systems. In lower temperature proton exchange membrane fuel cells (PEMFCs), CHP systems
have been primarily applied at the kW scale, for smaller residential applications, where low-grade heat
(recovered from the fuel cell exhaust) is usually adequate to cover residential load profiles, such as
space heating and domestic hot water preparation [4,5]. These systems are sometimes operated jointly
with vapor compression heat pumps to boost heat generation and/or to provide space cooling [6].
Such systems have been proposed for single-family households and in some cases for multi-unit
residential applications [7,8]. Coupling of SOFCs with absorption chiller-heater units has also been
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proposed for larger scale, decentralized applications such as commercial buildings [9]. Although the
resulting operational configurations have led to high system efficiencies (80% to 90%), their complexity
resulted in high capital cost, which often dominates lifecycle cost.

Recent progress in SOFC technology includes important advances, such as higher lifetime,
lower capital cost, higher electrical efficiency and simpler fuel processing requirements (in the case of
natural gas-fueled systems—as compared to PEMFC technology) [10,11]. For small-scale residential
applications, SOFC-based, natural gas-fueled micro-CHP systems have been proposed through
thermoeconomic modeling and optimization techniques and improved operational strategies [12,13].
The application of effective optimization techniques, such as decomposition strategies, have been
applied in some cases for the design/synthesis optimization of such systems [7,8]. For large-scale
applications, the possibility of combining SOFC technology with heat engines, such as gas turbine
cycles, has been thoroughly investigated since the early 2000s. In natural gas-fueled hybrid systems,
where high temperature SOFC stacks have been integrated with gas turbine cycles, effort was placed
on the increase of system efficiency to lower fuel consumption [14]. Due to the complexity of the
proposed systems, the design/synthesis options are usually evaluated with advanced optimization
techniques [15,16].

More recent research effort has focused on the possibility of combining fuel cell technology
with renewable energy sources (RES). The combination of RES with fuel cell technology is a more
environmentally friendly solution than decentralized hybrid photovoltaic (PV)-gas turbine systems,
because in the latter case emissions are generated on-site, i.e., near the serviced buildings [17,18].
The deployment of PV units continues to increase because of significant cost reductions in addition to
supportive policies, such as net-metering [19]. In such systems, excess generation of electricity from
RES, e.g., via solar PV panels or wind turbines, can be converted to hydrogen through an electrolyzer
unit [20], stored in a hydrogen storage tank, and then reconverted to electricity when renewable energy
is unavailable [21]. The design of such systems for variable load has proven difficult and in most cases
the proposed systems have considered grid-connected operation to allow import/export of electricity,
while in other cases a constant load operation was followed [22,23]. A combination of RES with natural
gas (or biogas)-fueled fuel cell units could allow a rapid deployment of these hybrid systems [24].
Currently the application of hybrid PV-SOFC systems seems more attractive for commercial buildings
as the load demand closely matches the solar energy availability. The use of dynamic or quasi-steady
state modeling is usually required to model the system as realistically as possible [25,26].

The objective of this research study is the thermoeconomic modeling of a decentralized, hybrid
PV-SOFC system for application to a commercial building. The PV subsystem, the fuel cell stack,
and the steam methane reformer (SMR) reactor components are modeled in detail to allow a realistic
representation of their operation at both design and off-design conditions. In addition, a significant
shortcoming of previous studies on hybrid RES-fuel cell systems is the fact that, in most cases,
actual load profiles have not been considered. The omission of an actual load profile prohibits the
extraction of realistic outcomes on the actual viability of such systems. The current study considers
both solar/weather data and an actual load profile for a commercial building for the whole year.
This approach leads to a more accurate determination of the thermoeconomic characteristics of the
proposed system, allowing a direct comparison to conventional useful energy generation. The fuel
processor (pre-reformer) is of the SMR type, since it is more efficient than other technologies (e.g., partial
oxidation), allowing more efficient natural gas conversion to hydrogen [11]. The current research study
investigates the economic competitiveness of the proposed system in comparison to conventional or
alternative power generation. Four different cases are investigated and compared, namely: (A) Central
power grid connection (conventional), (B) central power grid connection assisted with PV arrays,
(C) non-grid connected SOFC system and (D) decentralized hybrid PV-SOFC system (proposed system).
The outcomes of the research work are expected to reveal the possibility of combining and utilizing
two highly advantageous technologies, i.e., PVs and solid oxide fuel cells, with an analysis beyond
theoretical predictions. This is done with a detailed thermoeconomic modeling of the components,
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and further on with their overall integration in the system model. Moreover, through the development
of a cost model, a complete thermoeconomic analysis is facilitated to lay out the characteristics of the
proposed hybrid system.

2. System Configuration

The proposed system, shown in Figure 1, was designed to fully fulfill an actual load profile for
a commercial building. It includes a natural gas-fueled SOFC subsystem and a solar PV subsystem.
The system also includes DC/AC inverters to convert the DC current generated by the PV and the SOFC
subsystems to AC electricity prior to distribution to the buildings. In the SOFC subsystem, natural gas
(NG) is compressed in the fuel compressor and sulfur is removed with the desulfurizer. The NG is
preheated through heat exchanger (HEx) HEx1 before entering the SMR. The endothermic process
in the SMR requires external heating, which is generated by a catalytic combustor. The synthesis gas
(syngas) at the SMR exit is fed to the fuel cell anode. Air drawn from the atmosphere is filtered and
blown to HEx3 for preheating and then fed to the fuel cell cathode. The fuel cell reaction in the SOFC
stack generates electricity and also a hot mixture at the fuel cell exit. The hot exhaust mixture is fed to
the combustor, along with natural gas from the natural gas supply and air. The flue gas exiting the SMR
is used to provide heat for the four heat exchangers (HEx1–HEx4). HEx2 is used to generate steam for
the SMR. HEx4 is used to provide low-grade heat externally, i.e., to heat water from recovered heat
and supply it to the hot water storage tank. Through the hot water storage tank, hot water is provided
to the buildings. At the exit of HEx4, the exhaust flue gas is released to the atmosphere after separation
of water through a water separator.

Figure 1. Schematic representation of the proposed hybrid photovoltaic-solid oxide fuel cell (PV-SOFC) system.
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The main assumptions for the current study are the following:

1. The proposed system operates in complete autonomy, i.e., it is not connected to a central power
grid (no import/export of electricity).

2. The maximum PV power output is set equal to the minimum electric load in the load profile to
ensure no power is wasted. In turn, this value is used to size the SOFC subsystem. The system
model is modeled in such a way to ensure that the proposed system is capable of completely
covering the building load profile at all times, throughout the year.

3. Heat losses are considered in the three main components of the SOFC subsystem, namely:
The SMR reactor, the SOFC stack, and the catalytic combustor. Additionally, pressure losses are
considered in every component of the SOFC subsystem.

4. Additional heating (space heating and domestic hot water) is provided through natural gas-fired
boilers, while space cooling is provided through electric vapor-compression heat pumps.
This equipment is already available in the buildings and therefore its associated capital cost
is not considered in the thermoeconomic modeling for this study.

5. The hourly solar and ambient temperature data used in the simulation of the PV subsystem are
based on a Typical Meteorological Year—TMY2 for Nicosia, Cyprus [27].

6. The consumption data system is applied for a small hotel with load profile data extracted from [28].
The load profile includes the following loads (all in an electrical energy basis): Fans, interior
equipment, interior lights, space cooling, space heating, and domestic hot water. The load profile
is shown in Figure 2.

Figure 2. The load profile includes the following electrical loads (graph color in parenthesis):
Fans (black), interior equipment (blue), interior lights (red), space cooling (green), space heating
(purple), and domestic hot water (brown).

3. System Modeling

The modeling of the components of the proposed hybrid system was based on first principles
to accurately represent the coupling and operation of the system as realistically as possible.
After modeling each component, the components were coupled together to form the SOFC subsystem.
Subsequently, simulation of the PV subsystem generates PV data for the simulation of the overall
system model. Additionally, a cost model was developed for the economic analysis of the proposed
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system. It includes all necessary cost functions and inputs needed for the calculation of capital costs,
fuel cost, lifecycle cost and unit cost of electricity. The modeling of the system was developed with
the software Engineering Equation Solver (EES)—Professional version. Hourly simulation data were
generated for a complete year, i.e., 8760 hourly segments.

3.1. Photovoltaic Subsystem

The PV subsystem was based on the Hay-Davies-Klucher-Reindl (HDKR) modeling
methodology [29], i.e., the total incident solar radiation on a tilted surface is calculated with
a consideration of both the ground-reflected and the beam effects:

IT = (Ib + Id · Ai) · Rb + Id · (1 − Ai) ·
(

1 + cos β

2

)
·
[

1 + f · sin3
(

β

2

)]
+ I · ρg ·

(
1 − cos β

2

)
. (1)

In the PV array, the temperature was calculated with the relation (the effect of wind speed is
considered negligible):

Tc − Tamb
TNOCT − Tamb,NOCT

=
IT

IT,re f er
·
(

1 − ηre f

0.9

)
. (2)

The array’s maximum power point efficiency is:

ηmp = ηre f er ·
(
1 + μmp · (Tc − Tamb,NOCT)

)
. (3)

The PV array’s electricity output is:

Ppv = Apv,array · IT · ηmp. (4)

3.2. SOFC Subsystem

The SOFC subsystem includes the fuel processing subsystem with the fuel pre-reformer
(SMR reactor), four heat exchangers, SOFC stack and actuators. For the configuration shown in
Figure 1, the inputs are given in Table 1. The fuel utilization factor was set at 0.92, and fuel cell
temperature was set at 750 ◦C [10]. The temperature of fuel at the fuel preheater exit, the temperature
of the reformate at the SMR reactor exit/anode inlet, and the temperature of the flue gas exiting the
catalytic combustor were set at 450, 650 and 1005 ◦C, respectively [11]. HEx4 flue gas exit temperature
was set at 55 ◦C because it must be at 25 ◦C above the dew point of the combustion product gases [10].
The steam-to-carbon ratio was set at 2.5, which although it is a relatively low value, the SOFC can treat
CO as fuel [30], and therefore CO content does not need to be significantly reduced prior to anode inlet.

Table 1. System input parameters of the solid oxide fuel cell (SOFC) subsystem.

Parameter Description Value

Uf Fuel utilization factor 0.92
A f c Fuel cell effective cross-sectional area 144 cm2

ncells Total number of cells in fuel cell stacks 12,000
Tf c Fuel cell operating temperature 750 ◦C
T6 Fuel preheater exit temperature 450 ◦C
T8 SMR reactor reformate exit temperature 650 ◦C
T13 Cathode inlet temperature 650 ◦C
T17 Combustor exit temperature 1005 ◦C
T22 HEx4 flue gas exit temperature 55 ◦C
T25 Water pump 1 inlet temperature 40 ◦C
T28 Hot water storage tank return temperature 40 ◦C
T29 Hot water storage tank supply temperature 65 ◦C
SC Steam-to-carbon ratio 2.5
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3.2.1. SMR Reactor

An SMR reactor configuration was assumed for the pre-reformer. The SMR reactor model
is based on chemical equilibrium [10–12]. Two chemical reactions were included: SMR reaction
(methane-steam), and water gas shift (WGS) reaction (carbon monoxide-steam) [31]. Since the SMR
reaction is endothermic, heat must be supplied by an external source [32] (in this case from the
catalytic combustor).

For the SMR reaction, i.e., CH4+H2O � CO2+3H2 , the overall change in Gibbs free energy is:

ΔGsmr = −1 · gCH4 − 1 · gH2O + 1 · gCO + 3 · gH2, (5)

arg1 =

(
−ΔGsmr

R · Tre f ,out

)
. (6)

The equilibrium constant at the given temperature for the SMR reaction is:

Ksmr = exp(arg1). (7)

For the WGS reaction, CO + H2O � CO2+H2 , the overall change in Gibbs free energy is:

ΔGwgs = −1 · gCO − 1 · gH2O + 1 · gCO2 + 1 · gH2 , (8)

arg2 =

(
−ΔGwgs

R · Tre f ,out

)
. (9)

The equilibrium constant at the given temperature for the WGS reaction is:

Kwgs = exp(arg2). (10)

The molar flow output is defined as:

.
nre f ,out =

.
nre f ,in,CH4 +

.
nre f ,in,H2O + 2 · Xsmr. (11)

The equilibrium constants for the aforementioned reactions are [33]:

Ksmr · yre f ,out,CH4 · yre f ,out,H2O = yre f ,out,CO · yre f ,out,H2
3 ·
( pre f ,out

pamb

)2
, (12)

Kwgs · yre f ,out,CO · yre f ,out,H2O = yre f ,out,CO2 · yre f ,out,H2 . (13)

A molar flow rate balance for each species can be applied at the reformer inlet and outlet:

.
nre f ,out,CH4 =

.
nre f ,in,CH4 − Xsmr. (14)

.
nre f ,out,H2O =

.
nre f ,in,H2O − Xsmr − Xwgs. (15)

.
nre f ,out,CO = Xsmr − Xwgs. (16)

.
nre f ,out,H2 = 3 · Xsmr + Xwgs. (17)

.
nre f ,out,CO2 = Xwgs. (18)

The flue gas temperature at exit is calculated through an energy balance in the reformer:

.
Qheat,smr +

.
Ein,smr =

.
Eout,smr +

.
Qloss,smr. (19)
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3.2.2. SOFC Stack

The SOFC stack model includes both the fuel cell reaction and direct internal reforming processes.
For the latter, the reforming process takes place at the surface of the catalysts (anode), where hydrogen
gas is mixed with steam before entering the anode [34]. Internal reforming is identical to the SMR
reactor modeling equations, described in Section 3.2.1.

For the fuel cell reaction, the open circuit voltage is modeled as follows [10–12]:

Eocv = Eocv,0 +
R · Tf c

2 · F
· ln

⎛
⎝ yano,H2 ·p f c

pamb
·
√

ycat,O2 ·p f c
pamb

yano,H2O·p f c
pamb

⎞
⎠. (20)

The reversible voltage is:

Eocv,0 =
−Δgo

f

2 · F
. (21)

The Gibbs free energy is:

Δgo
f = 1 · gH2O − 0.5 · gO2 − 1 · gH2. (22)

The activation losses are based on the Butler–Volmer equation, defined for the anode and cathode,
respectively, to determine the current density:

i = i0,ano ·
(

exp

(
α · ne · F

R · Tf c
· Vact,ano

)
− exp

(
−(1 − α) · ne · F

R · Tf c
· Vact,ano

))
, (23)

i = i0,cat ·
(

exp

(
α · ne · F

R · Tf c
· Vact,cat

)
− exp

(
−(1 − α) · ne · F

R · Tf c
· Vact,cat

))
, (24)

where i0,ano and i0,cat are the exchange current densities for the anode and cathode, respectively:

i0,ano = γano ·
(yano,H2 · p f c

pamb

)
·
(yano,H2O · p f c

pamb

)−0.5
· exp

(
−Eact,ano

R · Tf c

)
, (25)

i0,cat = γcat ·
(ycat,O2 · p f c

pamb

)0.25
· exp

(
−Eact,cat

R · Tf c

)
. (26)

The activation overvoltage is determined as the sum of anode and cathode losses:

Vact = Vact,ano + Vact,cat. (27)

Concentration losses are the gradual losses due to the reactant depletion in the catalyst layer, and
they are defined as the difference between the Nernst potential at the catalyst layer and the bulk flow
at both anode and cathode [35]. The limiting current densities for hydrogen and oxygen species are
defined as follows, respectively:

iL,H2 = 2 · F · CH2,0 · hm,H2 , (28)

iL,O2 = 4 · F · CO2,0 · hm,O2 , (29)

where CH2,0 and CO2,0 are the concentration of species for hydrogen and oxygen, respectively.
The concentration losses are [35]:

Vconc = −R · Tf c

2 · F
· ln

((
1 − i

iL,H2

)
·
(

1 − i
iL,O2

)0.5
)

. (30)
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The Ohmic losses are defined as the product of current density and Ohmic resistance:

Vohm = i · Ri. (31)

Based on the above definitions, the cell voltage can be defined as follows [34]:

Vcell = Eocv − Vact − Vconc − Vohm. (32)

Fuel cell stack voltage, current, and power are defined as follows, respectively:

Vf c = Vcell · ncells, (33)

I f c = i · A f c, (34)
.
Pso f c = Vf c · I f c. (35)

The molar flow rate of oxygen at the inlet of the cathode can be calculated through
an energy balance:

.
Qin, f c =

.
Qout, f c +

.
Qloss, f c +

.
Pso f c (36)

3.2.3. Auxiliary Components

The auxiliary components are the actuators (air blower, fuel compressors and two water pumps),
the catalytic combustor and the four heat exchangers. The actuators were modeled using fundamental
equations, while the catalytic combustor model was based on an energy balance of products and
reactants. The modeling of the heat exchangers was based on the Logarithmic Mean Temperature
Difference (LMTD) method.

3.3. Overall System

The proposed hybrid system includes two prime movers for the generation of electrical energy.
Additionally, in the case of the SOFC subsystem, heat is generated and recovered for external use in
the buildings to satisfy the heating loads. Therefore, an algorithm must be included in the code of the
system model to relate fuel cell power output, PV power output and power demand. Additionally,
since the system is non-grid connected, it must be ensured that no excess power is generated from the
PV subsystem.

If
(

Pload > Ppvs
)
then

Pf cs = Pload − Ppvs

Ppv,exc = 0
Else
If
(

Pload < Ppvs
)
then

Pf cs = 0
Ppv,exc = Ppvs − Pload
Else
Pf cs = 0
Ppv,exc = 0

EndIf
EndIf

(37)

The inverter power losses for the PV subsystem are calculated as follows:

.
Ploss,inv,pv =

.
Ppv ·

(
1 − ηinv,pv

)
, (38)

.
Ppvs =

.
Ppv −

.
Ploss,inv,pv. (39)
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Similarly, for the SOFC subsystem:

.
Ploss,inv,so f c =

.
Pso f c ·

(
1 − ηinv,so f c

)
. (40)

The net electrical power output for the SOFC subsystem is defined as follows:

.
P f cs =

.
Pso f c −

.
Ploss,inv,so f c −

.
Pab −

.
Pcomp −

.
Ppump1 −

.
Ppump2. (41)

The net electrical efficiency for the SOFC subsystem can be based on the lower heating value
(LHV) or the higher heating value (HHV), respectively [36]:

ηel,net,LHV =

.
P f cs

.
E f uel,LHV

, (42)

ηel,net,HHV =

.
P f cs

.
E f uel,HHV

. (43)

The thermal efficiency is the ratio of recovered heat rate actually used to cover the building
heating loads (fully or partly) to the chemical energy rate of the fuel consumed by the SOFC subsystem:

ηth =

.
Qth

.
E f uel,LHV

(44)

The total SOFC subsystem efficiency is the sum of SOFC subsystem net electrical efficiency and
thermal efficiency:

η f cs = ηel,net,LHV + ηth. (45)

The thermal-to-electric ratio is the ratio of recovered heat rate to net electrical power output:

TER =

.
Qth
.
P f cs

. (46)

When the recovered heat from the SOFC subsystem is inadequate to cover the heating loads,
additional heat must be generated externally:

Pheat,net = max(0, (Pheat + Pdhw)− Pth). (47)

The total load profile electrical energy requirement is the sum of electricity required to operate
the fans, the interior lights, the interior equipment, the space cooling, and supplementary heating:

Pload = Pf an + Plight + Pequip + Pcool + Pheat,net. (48)

3.4. Cost Model

A cost model was developed to determine the economic performance of the proposed hybrid
system, based on the methodology found in [37]. The modeling equations are shown in Table 2,
while the values of the constant parameters are given in Table 3. The specific cost of the PV array
was set at 2.00 USD/W, which is based on approximate values given in [38]. The specific cost of the
SOFC subsystem and the power subsystem were approximated from values given in [39], and they
were set at 2.00 and 1.00 USD/W, respectively. The specific cost of the power subsystem included
the two DC/AC inverters and the power conditioning components. The cost of fuel (i.e., natural gas)
was set at 7.19 USD/MMBTU, which is the current cost in the European Union (EU) [40]. The lifetime
was set at 20 years for the system (i.e., PV arrays and power subsystem) [19,37] and 5 years for the
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SOFC subsystem [39], with a fuel cell operation factor set at 0.50, since the fuel cell is operated for
approximately 50% of the time. The cost of the hot water storage tank was based on an approximation
from values given in [41]. The values for the remaining parameters were taken from [37].

Table 2. Cost modeling equations for the proposed hybrid system.

Variable Description (Unit) Model Equation

Cf c Cost of SOFC subsystem (USD)
Nlt, f c,adj = Nlt, f c/z f c nre = Nlt/Nlt, f c,adj

Cf c = nre · c f cs ·
.
P f c,max

c f uel Cost of fuel in the first year (USD) c f uel = c$MMBtu · (3.6/3.41)[$/GJ] ·
∣∣∣∣ 1 × 10·9 $/J

$/GJ

∣∣∣∣
Epy Annual fuel consumption (J) Epy = Ef uel,in,yr ·

∣∣∣∣ 3600
J

W · h

∣∣∣∣
c f y Annual cost of fuel (USD/year) c f y = Epy · c f uel
Cpv Cost of PV arrays (USD) Cpv = cpvs ·

.
Ppv,max

Cinv Cost of power subsystem (USD) Cinv = cinvs ·
( .

Ppv,max +
.
P f c,max

)
Csys Total cost of system (USD) Csys = Cpv + Cf c + Cinv + Chwst

Cdown Down payment (USD) Cdown = (1 − floan) · Csys

APn Capital recovery factor (-) APn =
rn

1 − (1 + rn)
−NLT

r1 = rmL − i r2 = rmL r3 =
r2 − r1

0.01 + r1
r4 =

rmL − re

1 + re
PAn Uniform series present worth factor (-) PAn = (APn)

−1

FPn Compound amount factor (-) FPn = (1 + rn)
−NLT

PFn Present worth factor (-) PFn = (FPn)
−1

Cloan Cost of the loan (USD) Cloan =
AP1
AP2

· floan · Csys

Dloan Tax deduction on the loan (USD) Dloan = t · floan · Csys

(
AP1
AP2

− AP1 − r1
(1 + r1) · AP3

)
Ctwc Total worth of capital (USD) Ctwc = Cdown + Cloan − Dloan
Ddep Linear depreciation of capital (USD) Ddep = t · PA2 ·

(
Csys/NLT

)
Dcred Tax credit (USD) Dcred = tcred · Csys
Dsalv Salvage worth (USD) Dsalv = fsalv · Csys · PF2 · (1 − tsalv)
Cprop Tax paid on property (USD) Cprop = fprop · Csys · tprop · (1 − t)
Comi Operation, maintenance and insurance cost (USD) Comi = fomi · Csys · PA2 · (1 − t)

Ctc f Total cost of fuel (USD) Ctc f = c f y ·
(

1 − t
AP4

)
LCC Life cycle cost (USD) LCC = Ctwc + Cprop + Comi + Ctc f −

(
Ddep + Dcred + Dsalv

)
cel Unit cost of electricity (USD/kWh)

Pcs,li f e = Nlt · Pload,yr
cel = LCC/Pcs,li f e

Table 3. Parameters held constant in the cost model.

Parameter Description Value

cpvs Specific cost of PV arrays 2.00 USD/W
c f cs Specific cost of SOFC subsystem 2.00 USD/W
cinvs Specific cost of power subsystem 1.00 USD/W

c$MMBtu Cost of fuel (natural gas) 7.19 USD/MMBTU
Nlt System lifetime 20 years

Nlt, f c SOFC subsystem lifetime 5 years
z f c Fuel cell operation factor 0.50

Chwst Cost of hot water storage tank 5000 USD
re Real fuel price escalation rate 0.10
i Inflation rate 0.01

rm Market discount rate 0.06
rmL Market loan rate 0.05
floan Fraction of the capital cost paid through a loan 0.80

t Incremental income tax 0.40
tcred Tax credit 0.02
fsalv Salvage fraction 0.10
tsalv Salvage tax 0.20
fprop Property fraction 0.50
tprop Property tax 0.25
fomi Operation and maintenance fraction 0.01
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4. Results and Discussion

In this section the system model is validated with available literature data. Then, the performance
of the proposed hybrid system is presented in detail. Finally, the proposed hybrid system is compared
with conventional and alternative system configurations to analyze and investigate its competitiveness
in regard to key thermoeconomic parameters.

4.1. Validation

For the validation of the SOFC stack, relevant literature data from [42] were used. As shown in
Figure 3, the literature data compare well against the simulation data generated by the system model,
with only a small deviation in the results. The PV subsystem was validated in a previous publication
by some of the authors [43].

Figure 3. Validation of the modeled SOFC stack against literature data from [42].

4.2. Performance Characteristics of the Proposed Hybrid System

The proposed hybrid PV-SOFC system was sized in accordance with the requirements of the
assumptions defined in Section 2. Based on these assumptions, the PV maximum power output is
70 kWe, while the SOFC maximum power output at full-load (i.e., design conditions) is 152 kWe.
The average annual net electrical efficiency of the SOFC subsystem is 0.303, while total efficiency
is 0.700. Maximum net electrical and total efficiencies can reach up to 0.375 and 0.756, respectively.
In terms of annual useful energy generation, the electricity output (actual electricity delivered to
the buildings) of the PV and SOFC subsystems is 135.9 and 451.2 MWh, respectively. The SOFC
subsystem also provides 694.5 MWh of heating through heat recovery of the flue gas exhaust by
the SOFC subsystem. This amount can almost completely cover the heating needs of the buildings,
with only 7.2 MWh needed to be generated in addition. The current density at design conditions is
1228 A/m2. A summary of the performance characteristics of the proposed system is given in Table 4.
For an illustration of the performance of the system, Table 5 includes the values for the thermophysical
parameters of the system at full load conditions for the SOFC subsystem.
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Table 4. Performance characteristics of the proposed hybrid PV-SOFC system.

Parameter Description Value
.
Ppv PV maximum power output 70 kWe
.
Pso f c SOFC maximum power output 152 kWe

ηel,net,LHV Net electrical efficiency of SOFC subsystem
0.200 (full-load)
0.303 (average)

0.375 (maximum)

η f cs Total efficiency of SOFC subsystem
0.659 (minimum)
0.700 (average)

0.756 (maximum)

TER Thermal-to-electric ratio
0.8 (minimum)
1.3 (average)

2.5 (maximum)
Ppvs Annual electricity output of PV subsystem 135.9 MWh
Pf cs Annual electricity output of SOFC subsystem 451.2 MWh
Pth Annual heat recovery from SOFC subsystem 694.5 MWh

Pheat,net Annual additional heat generation 7.2 MWh
Pload Annual electricity load requirement 587.1 MWh
Ef uel Annual fuel consumption 1610 MWh
i f c,des Current density at design conditions 1228 A/m2

ηinv,pv Inverter efficiency of PV subsystem 0.961 (average)
ηinv,so f c Inverter efficiency of SOFC subsystem 0.970 (average)

U1 Overall heat transfer coefficient of HEx1 90 W/m2·K
U2 Overall heat transfer coefficient of HEx2 292 W/m2·K
U3 Overall heat transfer coefficient of HEx3 4960 W/m2·K
U4 Overall heat transfer coefficient of HEx4 8396 W/m2·K

Table 5. Values for the thermophysical parameters of the proposed PV-SOFC hybrid system at full load
conditions for the SOFC subsystem.

Node
.
n (kg/s) p (Pa) T (K) yCH4

yCO yCO2
yH2

yH2O yN2
yO2

1 0.0008 130,000 298 0.000 0.000 0.000 0.000 0.000 0.000 0.000
2 0.0008 138,081 303 0.000 0.000 0.000 0.000 0.000 0.000 0.000
3 0.0003 119,800 303 0.000 0.000 0.000 0.000 0.000 0.000 0.000
4 0.0005 138,081 303 0.000 0.000 0.000 0.000 0.000 0.000 0.000
5 0.0005 128,081 303 0.000 0.000 0.000 0.000 0.000 0.000 0.000
6 0.0005 126,800 723 0.000 0.000 0.000 0.000 0.000 0.000 0.000
7 0.0016 126,800 723 0.286 0.000 0.000 0.000 0.714 0.000 0.000
8 0.0016 121,800 923 0.040 0.080 0.077 0.546 0.257 0.000 0.000
9 0.0294 101,325 298 0.000 0.000 0.000 0.000 0.000 0.000 0.000
10 0.0294 101,325 298 0.000 0.000 0.000 0.000 0.000 0.000 0.000
11 0.0294 124,040 320 0.000 0.000 0.000 0.000 0.000 0.000 0.000
12 0.0294 122,800 923 0.000 0.000 0.000 0.000 0.000 0.000 0.000
13 0.0294 122,800 923 0.000 0.000 0.000 0.000 0.000 0.000 0.000
14 0.0000 119,800 923 0.000 0.000 0.000 0.000 0.000 0.000 0.000
15 0.0017 119,800 1023 0.002 0.039 0.142 0.055 0.763 0.000 0.000
16 0.0288 119,800 1023 0.000 0.000 0.000 0.000 0.000 0.805 0.195
17 0.0308 117,800 1278 0.000 0.000 0.020 0.000 0.066 0.753 0.160
18 0.0308 115,300 1192 0.000 0.000 0.020 0.000 0.066 0.753 0.160
19 0.0308 114,147 1183 0.000 0.000 0.020 0.000 0.066 0.753 0.160
20 0.0308 113,006 1121 0.000 0.000 0.020 0.000 0.066 0.753 0.160
21 0.0308 111,875 586 0.000 0.000 0.020 0.000 0.066 0.753 0.160
22 0.0308 110,757 328 0.000 0.000 0.020 0.000 0.066 0.753 0.160
23 0.0287 110,757 328 0.000 0.000 0.022 0.000 0.000 0.807 0.171
24 0.0020 110,757 328 0.000 0.000 0.000 0.000 0.000 0.000 0.000
25 0.0012 101,325 313 0.000 0.000 0.000 0.000 0.000 0.000 0.000
26 0.0012 128,081 313 0.000 0.000 0.000 0.000 0.000 0.000 0.000
27 0.0012 126,800 723 0.000 0.000 0.000 0.000 0.000 0.000 0.000
28 0.1743 110,000 313 0.000 0.000 0.000 0.000 0.000 0.000 0.000
29 0.1743 108,900 338 0.000 0.000 0.000 0.000 0.000 0.000 0.000
30 0.1743 120,000 338 0.000 0.000 0.000 0.000 0.000 0.000 0.000
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4.3. Thermoeconomic Analysis of the Proposed Hybrid System

4.3.1. System Cost Analysis

A cost analysis of the proposed hybrid system is given in Table 6. In terms of capital cost,
the highest cost is allocated for the purchase of the SOFC subsystem at 607,540 USD, while the cost
for the PV arrays is 140,132 USD. The cost of the power subsystem is also significant at 221,951 USD,
which means that it constitutes about 1

4 of the total system cost. The total cost of fuel for the operation
of the system during its lifetime is estimated at 891,735 USD. Although natural gas prices are constantly
fluctuating, it is not expected that this cost estimation will be significantly altered in the near future for
the EU market, based on a statistical analysis of the prices for the last 10 years [40]. The lifecycle cost
for the system is 1,241,369 USD, with a unit cost of electricity at 0.1057 USD/kWh.

Table 6. Cost analysis of the proposed hybrid PV-SOFC system.

Output Parameter Description Value

c f y Annual cost of fuel 43,995 USD/year
Cpv Cost of PV arrays 140,132 USD
Cf c Cost of SOFC subsystem 607,540 USD
Cinv Cost of power subsystem 221,951 USD
Csys Total cost of the system 974,623 USD

Cdown Down payment 194,925 USD
Cloan Cost of the loan 714,977 USD
Dloan Tax deduction on the loan 236,951 USD
Ctwc Total worth of capital 672,950 USD
Ddep Depreciation of capital 242,919 USD
Dcred Tax credit 19,492 USD
Dsalv Salvage worth 206,877 USD
Cprop Tax paid on property 73,097 USD
Comi Cost of operation, maintenance and insurance 72,876 USD
Ctc f Total cost of fuel 891,735 USD
LCC Lifecycle cost 1,241,369 USD
cel Unit cost of electricity 0.1057 USD/kWh

4.3.2. Case Study: Comparison with Conventional and Other System Configurations

For a quantitative investigation of the possible merits of the proposed hybrid PV-SOFC system,
four different case configurations were analyzed, in terms of thermoeconomic performance: (A) Power
supply from a central power grid (conventional case), (B) power supply from a central power
grid assisted with an on-site PV system, (C) power (and heat) supply from a decentralized SOFC
system, and (D) power (and heat) supply from the proposed hybrid PV-SOFC system. A schematic
representation of the four cases is given in Figure 4. The four cases can be compared in terms of
two parameters: Unit cost of electricity and CO2 emissions. The results from this comparison are shown
in Figures 5 and 6, respectively. As observed, the proposed system outperforms all other configurations,
in terms of both the unit cost of electricity and CO2 emissions. In particular, in comparison to case A,
the unit cost of electricity is about 50% lower (0.2128 vs. 0.1057 USD/kWh), while the reduction in
CO2 emissions is about 36% (673 vs. 428 g(CO2)/kWh).

In comparison to cases B and C, the additional capital cost for purchasing the SOFC subsystem
and the PV subsystem, respectively, is well reasoned by the reduction in fuel consumption, hence on
the unit cost of electricity (0.1700 USD/kWh (case B) and 0.1265 USD/kWh (case C)). Similarly,
in terms of CO2 emissions, the proposed system manages to significantly reduce emissions. For case B,
power generation remains heavily dependent on inefficient central power grid supply, and therefore
CO2 emission generation remains high. For case C, CO2 emissions are even higher than case B, because
power (and heat) generation is completely dependent on the SOFC system. On an annual basis,
the fuel consumption is 154,530 kg of natural gas for case C, compared to a reduced consumption of
115,848 kg for the proposed system in case D. In terms of lifecycle cost, for case C this is 1,468,209 USD,
i.e., 226,840 USD higher than the equivalent cost for the proposed system in case D.
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Figure 4. Schematic representation of the four considered cases: (A) Power supply from a central
power grid (conventional case), (B) power supply from a central power grid assisted with an on-site
PV system, (C) power (and heat) supply from a decentralized SOFC system, and (D) power (and heat)
supply from the proposed hybrid PV-SOFC system.

Figure 5. Comparison of the four cases under study in terms of the unit cost of electricity (in USD/kWh).
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Figure 6. Comparison of the four cases under study in terms of CO2 emissions (in g (CO2)/kWh).

5. Conclusions

In this study a decentralized, hybrid PV-SOFC system is proposed for the fulfillment of a load
profile for a commercial building (small hotel) in Cyprus. The system components are modeled
in detail to allow a realistic simulation of the operation of the system. An actual load profile and
solar/weather data are fed to the system model to determine the thermoeconomic characteristics of the
proposed system. The system is sized based on the requirements of the load profile, with maximum
power outputs for the PV and SOFC subsystems at 70 and 152 kWe, respectively. The system operates
efficiently throughout the whole year for a transient load profile. The average net electrical and total
efficiencies for the SOFC subsystem are 0.303 and 0.700, respectively. Maximum net electrical and total
efficiencies reach up to 0.375 and 0.756, respectively. The total contribution of the two subsystems on
a yearly basis for the fulfillment of the load profile is at 135.9 and 451.2 MWh for the PV and the SOFC
subsystems, respectively. Application of the proposed hybrid system is favored over conventional
power generation with electricity-only central power stations for technical and economic reasons.
The proposed system can operate more efficiently in terms of net electrical efficiency (especially at
part-load operation over a heat engine-based power generator), and, more importantly, it can take
advantage of the heat recovery capability of the SOFC subsystem. Additionally, fuel consumption is
reduced significantly, primarily because of the integration of the PV subsystem, and also due to the
elimination of transmission and distribution losses.

The cost analysis of the proposed system shows that in terms of capital cost, the highest cost is for
the purchase of the SOFC subsystem (607,540 USD), while the cost for the PV arrays is 140,132 USD.
The cost of the power subsystem, which is usually underestimated, is also significant at 221,951 USD.
The total cost of fuel for the operation of the system during its lifetime is estimated at 891,735 USD.
Although natural gas prices are constantly fluctuating, it is not expected that this cost estimation will
be significantly altered in the near future for the EU market, based on a statistical review of the prices
for the last 10 years [33]. The lifecycle cost for the system is 1,241,369 USD, with a unit cost of electricity
at 0.1057 USD/kWh. The proposed system outperforms conventional and other system configurations,
in terms of both the unit cost of electricity and CO2 emissions. In comparison to the conventional case,
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the unit cost of electricity is about 50% lower (0.2128 vs. 0.1057 USD/kWh), while the reduction in
CO2 emissions is about 36% (673 vs. 428 g(CO2)/kWh). The additional capital cost for purchasing
the PV and the SOFC subsystems is well reasoned by the reduction in fuel consumption, hence on
the unit cost of electricity. Similarly, in terms of CO2 emissions, the proposed system manages to
significantly reduce emissions, because power generation is independent of the inefficient central
power grid supply. Additionally, the integration of the PV subsystem allows a significant reduction in
power generation from the SOFC subsystem during solar energy availability.
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Nomenclature and Units

A Activation area (m2)
Ai Anisotropy index (-)
C Concentration of species (kmol m−3)
Eocv Open circuit voltage (V)
.
E Energy rate (W)
f Solar fraction (-)
F Faraday’s constant (Coulomb mol−1)
g Specific Gibbs free energy (J kmol−1)
hm Average diffusivity (m s−1)
i Current density (A m−2)
I Hourly irradiation (MJ m−2), Current (A)
Ib Beam radiation (MJ m−2)
Id Diffuse radiation (MJ m−2)
IT Total incident solar radiation (MJ m−2)
K Reaction equilibrium constant (-)
.
n Molar flow rate (kmol s−1)
ncells Number of cells (-)
ne Number of electrons transferred per H2 molecule reacted (-)
p Pressure (bar, Pa)
P Energy (kWh, MWh)
.
P Power (W)
.

Q Heat rate (W)
R Universal gas constant (J mol−1 K−1)
Rb Ratio of beam radiation (-)
Ri Ohmic resistance (Ω m2)
SC Steam-to-carbon ratio (-)
T Temperature (◦C, K)
TER Thermal-to-electric ratio (-)
Uf Fuel utilization factor (-)
V Voltage (V)
X Conversion molar flow rate (kmol s−1)
y Mole fraction (-)
Greek symbols
α Charge transfer coefficient (-)
β PV tilt angle (degrees)
γ Activity coefficient (A m−2)
Δg0

f Gibbs free energy (J kmol−1)
ΔG Overall change in Gibbs free energy (J kmol−1)
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Greek symbols
η Efficiency (-)
μmp Maximum power point efficiency temperature coefficient (-)
ρg Ground reflectance (-)
Subscripts/Superscripts
0 Theoretical (ideal) value
ab Air blower
act Activation
amb Ambient conditions
ano Fuel cell anode
array Array
c PV array
cat Fuel cell cathode
cell Cell
comp Fuel compressor
conc Concentration
cool Space cooling
dhw Domestic hot water
el Electrical
equip Interior equipment
exc Excess
f an Fans
f c Fuel cell
f cs Fuel cell subsystem
f uel Fuel
heat Heat
HHV Higher heating value
in Inlet flow
inv Inverter
L Limiting
LHV Lower heating value
light Interior lights
load Load
loss Loss
mp Maximum point
net Net value
NOCT Nominal operating cell temperature
ohm Ohmic
out Exit flow
pump Water pump
pv Photovoltaic
pvs Photovoltaic subsystem
re f Reformer
re f er Reference state
smr Steam methane reformer
so f c Solid oxide fuel cell
th Recovered heat from fuel cell
wgs Water gas shift
Abbreviations
CHP Combined-heat-and-power
EES Engineering Equation Solver
EU European Union
HDKR Hay-Davies-Klucher-Reindl
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Abbreviations
HEx Heat exchanger
HHV Higher heating value
LHV Lower heating value
LMTD Logarithmic Mean Temperature Difference
PEMFC Proton exchange membrane fuel cell
PV Photovoltaic
RES Renewable energy sources
SMR Steam methane reformer
SOFC Solid oxide fuel cell
WGS Water gas shift
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Abstract: A method is presented to enhance solar penetration of a hybrid solar-combined cycle power
plant integrated with a packed-bed thermal energy storage system. The hybrid plant is modeled using
Simulink and employs systems-level automation. Feedback control regulates net power, collector
temperature, and turbine firing temperature. A base-case plant is presented, and plant design is
systematically modified to improve solar energy utilization. A novel recycling configuration enables
robust control of collector temperature and net power during times of high solar activity. Recycling
allows for improved solar energy utilization and a yearly solar fraction over 30%, while maintaining
power control. During significant solar activity, excessive collector temperature and power setpoint
mismatch are still observed with the proposed recycling configuration. A storage bypass is integrated
with recycling, to lower storage charging rate. This operation results in diverting only a fraction of
air flow to storage, which lowers the storage charging rate and improves solar energy utilization.
Recycling with a storage bypass can handle larger solar inputs and a solar fraction over 70% occurs
when following a drastic peaking power load. The novel plant configuration is estimated to reduce
levelized cost of the plant by over 4% compared to the base-case plant.

Keywords: concentrated solar power; hybridization; thermal energy storage; simulation; control

1. Introduction

Concentrated solar power (CSP) offers a potential path towards reducing carbon emissions from
centralized power plants. Unlike photovoltaics, which convert solar energy directly to electricity,
CSP utilizes the available solar thermal energy to drive conventional power cycles, such as the
steam Rankine cycle [1]. CSP can be easily integrated with thermal energy storage (TES), which is
advantageous compared to other energy systems that are limited to battery storage [2,3]. Because of
these aspects, research and development of CSP has received a lot of attention in recent years.

Like battery storage with solar photovoltaics, TES allows for the solar energy to be stored for
dispatch at a later time, generally when demand is higher [1,2,4]. TES is far less expensive than battery
storage typically used to offset transient photovoltaics or other intermittent sources. Considerable
work has been carried out to investigate TES integration into CSP plants [5–8] and there is widespread
literature on the benefits and types of TES used in CSP plants [9–11]. Such work has been carried
out with a goal of improving design and performance of TES systems such as enhancement of heat
transfer when TES is charged and discharged in various configurations. Example works involve
simulations of storage systems, exergy and economic analysis of their charging cycles, and validating
these models with physical systems [12,13]. The configurations of CSP and TES systems can vary
considerably. Currently, a two-tank storage system integrated into a parabolic trough collector (PTC)
CSP plant is the most common configuration, both in physical and modeled systems [8]. However,
novel configurations are still being developed even in PTC plants, and in recent years packed-bed
storage has seen an increase in focus due to feasible integration into gas-driven Brayton cycles [14,15].
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CSP can be easily hybridized with other energy sources, such as fossil fuels, due to equipment
commonality. Through fossil fuel hybridization, the two energy sources operate in a synergistic
way to produce power. This translates to more reliable operation of solar thermal plants, as well as
increasing dispatchability of the converted energy to the grid during times of intermittent solar energy.
Literature involving hybridization of CSP systems with natural gas is also quite abundant [6,16–18].
Hybridization offers an additional path forward to enhance solar energy utilization in CSP systems,
as it has been shown to increase solar-to-electric efficiency (STE) relative to solar-only plants. STE is
the marginal efficiency of converting available solar energy to electricity [19,20]. For a solar-only
plant, plant operation may lower heat transfer and working fluid flow rates at times of lower solar
activity so that the design temperatures can be met. Lower flow rates result in off-design operation
and can lead to stagnation and dips in overall plant efficiency. For air turbine plants where air
acts as both the heat transfer and working fluid, hybridization sustains turbine firing temperatures
without having to lower the flow rate of the heat transfer fluid during hours of lower sunlight [19,21].
The sustained flow rates mitigate thermal losses in the solar collector and result in higher STE versus
plants operating via only solar energy. Additionally, hybridization continuously maintains design
temperatures during hours of intermittent solar activity or during delays caused by storage discharge.
This steady temperature control further contributes to overall system performance and solar energy
utilization [22]. A solar-tower, hybrid combined cycle plant has been proposed in literature [23–25] and
a more common solar-tower Brayton plant has been developed at the pilot level [26–28] and modeled
extensively [5,18,29]. Studies involving tower-driven plants have seen an increase in interest due to
their high concentration ratios, which can realize the high operating temperatures needed to drive the
Brayton cycle and combined cycle plants [14]. Both systems require temperatures greater than what
PTC plants can realize, unless the integrated solar combined cycle (ISCC) is considered. Within ISCC
systems, CSP compliments operation of the bottoming Rankine cycle, which can be realized using a
PTC system [30,31].

While physical improvement of TES and hybrid design is vital for development, operation and
automation of CSP plants represent substantial efforts for studies involving TES integration and
hybridization. Advanced process control (APC) has been applied to common CSP equipment to
improve operation [21,32,33]. In all CSP systems, the collector exit temperature is a primary control
variable [34]. Camacho et al. have worked extensively to apply several APC methods, such as model
predictive control, to regulate exit temperatures in trough collectors [35]. Similarly, cascade control has
also been used to control the exit temperature of such collectors [36]. In recent years, many APC has
been applied to automate heliostat field operation for central tower receivers, with such studies focused
on controlling solar flux distribution at the receiver and maximizing energy collected by the tower
receiver [34]. These control schemes typically involve manipulation of heliostat orientation to maintain
solar flux on the receiver to regulate the collector exit temperature. If the temperature becomes too
high, mirror orientations are modified to direct irradiance away from the receiver. In tower systems,
these control schemes monitor the position of the sun and shifting of the heliostats to distribute high
solar fluxes to the collector surface, where a heat transfer fluid absorbs the solar irradiance [37].

While significant work has focused on component-level operation of CSP plants, such as control
of collection temperature, there remains much opportunity to improve CSP performance by focusing
on systems-level control and operation. Such holistic methods can help to improve solar penetration
by employing sophisticated control algorithms to leverage TES integration and hybrid operation [38].
Of interest in this work is to employ holistic automation to realize a high solar fraction in a hybrid
power plant. The inclusion of the aforementioned storage is not enough to realize higher solar fractions.
Smart, holistic automation must be utilized to achieve this goal [6,21,39]. This is done by designing
plant configurations and developing control algorithms that can direct excess solar energy to heat
sinks, such as the packed-bed TES considered in this study, to better harness excess solar energy
without having to direct it away from the collector. In the system presented herein, a recycling
configuration is proposed as an alternative means to control receiver exit temperature by increasing

38



Energies 2019, 12, 40

thermal capacity of the heat transfer fluid during periods with high solar activity. The recycle stream
can redirect excess energy to the packed bed storage system to be dispatched at a later time. This study
would be the first to develop such an operation of a hybrid solar-combined cycle power plant with
energy storage with a goal to increase solar fraction under a peaking power production schedule.
This is achieved by systematically changing the plant configuration as well as the control schemes
and analyzing the advantages and disadvantages of each configuration. This work demonstrates
that by employing systems-level automation, the solar fraction can be significantly boosted while
maintaining collection temperature control. The proposed control schemes also demonstrate tight
power control, while diversion of solar energy away from the heliostats, as proposed by previous
research, is avoided altogether.

From here on the paper is organized as follows. Section 2 describes the various plant
configurations developed and studied: a base-case configuration, a configuration utilizing a recycle
stream to control receiver temperature, a configuration utilizing the recycle stream and storage bypass
to enhance stored energy dispatch. Examples of system dynamics are also presented here with context
to the control scheme of the recycling configuration. The model equations for these configurations
are then presented in Section 3. Section 4 discusses the dynamics of each scheme with regards to
robust control and solar energy utilization. This section highlights a study to maximize the solar
fraction of the plant and test the plant’s ability to handle large amounts of solar input. Additionally,
an economic analysis of the final plant configuration is presented in comparison to the base-case power
plant. Finally, Section 5 presents the conclusion of the study.

2. Overview of Plant Configurations

The hybrid solar-combined cycle plant has a capacity of roughly 200 MW between Brayton and
Rankine cycles. Three configurations for plant operation are presented here (Figures 1–3). The control
scheme shown in Figure 1 is used as a basis for the plant. Ambient air is compressed and passed
along to a central tower receiver (CTR) where a heliostat field directs concentrated sunlight to heat
flowing air during hours of sunlight. When there is no solar activity, the air bypasses the receiver.
Downstream of the collector, air passes through a packed-bed storage system. Then, the air passes
through a combustion chamber and the hot flue gas is then directed to a gas turbine to produce
power. The turbine firing temperature is controlled continuously by manipulating the natural gas
flow into the combustion chamber. The net power of the plant is controlled by manipulating the inlet
guide vane (IGV) angle of the compressor, which dictates air flow through the system on a volumetric
basis. The IGV angle also controls the exit temperature of the CTR. Because the IGV controls both the
receiver exit temperature and net power, a high-value selector (HVS) control is employed. The HVS
continuously selects the highest IGV angle input between the power and CTR temperature control
loops. The primary objective of the HVS controller is to maintain the power setpoint but it can override
that setpoint, so collector temperature does not exceed design values.

The operation of the base-case plant allows for some flexibility in plant operation, but at some
point, the amount of solar energy input exceeds the thermal capacity of the air heat transfer fluid.
This results in off-design temperatures within the receiver even with the HVS override. To mitigate
this and to harness the excess solar energy utilizing the physical sinks in the system, a recycling
configuration is proposed, as shown in Figure 2. Recycling increases the air flow and thus the thermal
capacity of the heat transfer fluid in the receiver. This configuration presents a possible means to
control CTR exit temperature as an alternative to redirecting excess solar energy to ambient heat
(essentially losing solar energy). This solution to temperature control developed in this study is
similar to previous research focusing on temperature control in parabolic trough systems through
fluid flow manipulation [40]. Figure 4 shows the dynamics of the HVS-recycle control scheme for
the recycling configuration. Initially, as direct normal irradiance (DNI) increases throughout the
day (Figure 4A), the recycle stream (Figure 4B) turns on to control the receiver exit temperatures
(Figure 4D) by increasing mass flow through the tower. Once the recycling temperature, or storage exit
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temperature, reaches 1000 K (Figure 4E), the recycle stream turns off. When the recycle loop turns off,
the temperature control of the HVS may override the power control (Figure 4C) if the solar energy still
available would result in temperatures higher than design conditions. The temperature setpoint of the
recycle and HVS control loops, shown in Figure 4D, must be offset so that they do not interfere with
one another; that is, the setpoint of the temperature from recycling is lower than the HVS control so
that the HVS does not control collector temperature while recycling occurs.

With the increased thermal capacity of the flowing air, an increase in field size or an increase in
solar activity results in an increased solar fraction while also maintaining power and temperature
of the system. Without a recycle stream, the base-case configuration is not capable of maintaining
both power and collector temperature. However, at some point of incrementally increasing field size,
the introduced solar energy begins to exceed the thermal capacity of airflow even with the additional
recycling capacity. Thus, excessive temperatures are realized in the collector. While there is still
substantial solar activity left in the day, the recycle stream is no longer active, as the temperature of
the recycle stream has reached its limit of 1000 K. Additionally, as the storage charges, recycle stream
steadily increases in temperature at the TES exit, which in turn elevates the temperature entering the
tower, making it harder for additional flow to maintain the temperature setpoint. To mitigate the rate
at which the recycling temperature rises, a bypass of the TES is implemented in conjunction with
recycling. This plant configuration is seen in Figure 3. The bypass operates using on/off control logic
tied to the recycle stream:

If the recycle loop is active to keep receiver temperature at 1300 K, the bypass stream is active.
The air flow due to IGV angle bypasses the storage and the recycle stream charges the storage.

If the recycle loop is inactive, the bypass stream is inactive as well. The intake air (which represents
the total air flow when not recycling) passes through the TES to discharge any stored energy. Otherwise,
if there is no stored energy, the storage is bypassed. The recycle loop turns off in one of two ways:

a. The temperature of the recycle loop (storage exit temperature) reaches 1000 K. This prevents
already heated air from entering the receiver. If this is the case and there is still solar activity
which would result in excess temperatures, the HVS operates in temperature control.

b. The receiver operates below the 1300 K setpoint and temperature control is not needed.

The bypass allows for only a fraction of the air flow to charge the TES while the recycle stream
is active, which results in a lower TES charging rate and rise of TES exit temperature. This results in
a longer period that the recycle stream can be active to control temperature and absorb excess solar
energy. Without the bypass, the flow from both recycle and inlet charge the TES and the elevated exit
temperature is realized far more quickly.

In all plant configurations, the operation of the bottoming steam cycle is identical: the steam
cycle operates by controlling the temperature of the steam leaving the heat recovery steam generator
(HRSG). The power from the Rankine cycle is not directly controlled but is estimated from the flow
needed to maintain a temperature setpoint of steam at the HRSG outlet. Prior to the steam cycle,
the flue gas undergoes auxiliary firing to reach an operating temperature of 820 K [41].

To observe the benefits of TES within the system and to more realistically represent variable grid
demand where the load is higher during evenings, a peaking power operation is proposed and used
as a basis for this study. Under this schedule, the power is set at 100 MW from 11 p.m. to 11 a.m.
At 11 a.m., the on-peak power setpoint is set at 175 MW for the next 12 h. The 175 MW is not quite at
capacity so that there is room for the IGV angle to increase and control temperature control if needed.
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Figure 1. Schematic of the base-case configuration of the power plant.

Figure 2. Schematic of the recycling configuration of the power plant.

Figure 3. Schematic of the recycling with thermal energy storage (TES) bypass configuration of the
power plant.
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Figure 4. Dynamics of high-value selector (HVS)-recycle control for a plant set at 150 MW load
and utilizing only a recycle control (no storage bypass). From top to bottom: (A) direct normal
irradiance (DNI) for June 24th; (B) recycle loop flow rate; (C) inlet guide vane (IGV) angle dictated by
power/temperature HVS controller; (D) exit temperature of central tower receiver (CTR), (E) storage
exit temperature along with 1000 K limit for recycling temperature. SP = setpoint.

For the recycling configuration, a block diagram of the power plant is seen in Figure 5.
This diagram shows the feedback control loops implemented in the recycling plant and is meant
to show the flow of information within the control algorithm. The diagram omits the receiver and TES
bypass streams for simplicity purposes.
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Figure 5. Block diagram of the power plant employing a recycling configuration. The variables of the
diagram are described in Nomenclature.

3. Modeling and Methodology

The hybrid plant model is developed in Simulink using first principles [42–45]. This section
presents a general overview of the plant model.

3.1. Gas Turbine Components

The models of the Brayton cycle components are assumed to be relatively fast compared to
the transient solar components and steady-state, thermodynamic models are used for Brayton cycle
components. These gas turbine components are:

3.1.1. Compressor

The compressor model simulates the inlet air flow rate and compressor exit temperature:

Td = Tamb ×
(

1 +
xc − 1

ηc

)
(1)

xc =

(
PRC ×

.
ma
.

ma,n

) γc−1
γc

(2)

.
ma =

Pamb
Pamb,o

√
Tamb,o

Tamb

sin(θIGV − θmin)

sin(θmax − θmin)
(3)

where
.

ma is the mass flow rate of air dictated by the IGV angle (θIGV), Td is the compressor exit
temperature, Tamb is the compressor inlet temperature or ambient temperature, ηc is the compressor
efficiency, PRC is the compression ratio,

.
ma,n is the nominal intake air flow rate, and γc is the cold

end ratio specific heats. Pamb is the atmospheric pressure, Pamb,o is the reference ambient pressure,
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Tamb,o is the reference ambient temperature, θmin is the minimum IGV angle, and θmax is the maximum
IGV angle.

3.1.2. Combustion Chamber

The exit temperature of the combustion chamber or the turbine firing temperature, Tf , is calculated
from the following equation:

Tf = Td +

(
ηcombLHV

cp,h

)( .
m f

.
m f +

.
ma

)
(4)

where ηcomb is the efficiency of combustion, LHV is the lower heating value of natural gas, cp,h is the
specific heat of the exhaust gas flow, and

.
m f is the fuel (natural gas) flow rate.

Te = Tf

(
1 −
(

1 − 1
xh

)
ηt

)
(5)

xh =

(
PRT ×

.
m f +

.
ma

.
m f ,n +

.
ma,n

) γh−1
γh

(6)

where PRT is the compression ratio of the turbine, ηt is the turbine efficiency,
.

m f ,n is the nominal fuel
flow, and γh is the hot end ratio of the specific heats. From the gas turbine, the hot flue gas is used to
power a steam cycle [44].

3.2. Central Tower Receiver

Upstream from the natural gas firing, the CTR heats the compressed air. The tubular gas receiver
model consists of energy balances to simulate temperature profiles of flowing air, carrier pipes (tubes),
and glass casing, which vacuum-seals the fluid pipes from atmospheric conditions. Dynamic energy
models are presented for the three components using control volume energy balances, considering
convective and radiative heat transfer. The models assume uniform radial temperature profiles and
neglect conductive heat transfer. The energy models are discretized to simulate the axial temperature
profile along the length of the tower collector system using integrator function blocks within Simulink.
The energy models proposed are:

Air (a):

ρVacp,a
∂Ta

∂t
=

.
macp,aΔTa − hi Ap

(
Ta − Tp

)
(7)

Pipes (p):

ρpVpcp,p
∂Tp

∂t
= hi Ap

(
Ta − Tp

)− σ
(

T4
p − T4

c

)
1−εp
εp Ap

+ 1
Ap

+ 1−εc
εc Ac

+ qinc Acτcνp (8)

Glass case (c):

ρcVccp,c
∂Tc

∂t
=

σ
(

T4
p − T4

c

)
1−εp
εp Ap

+ 1
Ap

+ 1−εc
εc Ac

− ho Ac(Tc − Tamb)− εcσAc

(
T4

c − T4
amb

)
(9)

where ΔTa represents the change in temperature of flowing air through the discretized shell volume.
The terms ρj, cp,j, hi, and ho are the density, heat capacity, internal flow transfer coefficient between
the air and piping, and external heat transfer coefficient between ambient air and the glass casing,
respectively. Temperature dependency of these terms is considered. The heat transfer coefficients are
estimated from correlations given by [46] under internal turbulent flow regimes and flow over a flat
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plate (external flow across the receiver panels). Additionally, Vj, Tj, Aj, t, x represent the shell volume,
shell temperature, heat transfer area, time, and axial position in the tube, respectively, while emissivity,
transmissivity, and absorptivity for component j are represented by ε j, τj, and νj. The Stefan-Boltzmann
constant is also shown by σ and qinc is the solar irradiance incident on the receiver, which is simulated
using typical meteorological yearly data and a heliostat field model developed in previous work [47].

3.3. Thermal Energy Storage

A thermal energy storage model simulates the temperature of the working fluid air and
stone medium:

Air (a):

ρaVacp,a
∂Ta

∂t
=

.
macp,aΔTa − hs As(Ta − Ts) (10)

Stone (s):

ρsVscp,s
∂Ts

∂t
= hs As(Ta − Ts) (11)

where As is the surface area of stone and hs is the temperature-dependent heat transfer coefficient
between the packing and air. Like the CTR model, the TES model is discretized along the axial direction.
A correlation for the heat transfer coefficient in a packed bed is used from [2,41,48].

3.4. Steam Cycle

The HRSG is modeled as a heat exchanger using the Number of Heat Transfer Units
(NTU)-effectiveness method [46,49] The NTU-effectiveness method approximates heat transfer based
upon the maximum possible heat transfer rate. The maximum heat transfer rate is defined as:

Qmax = Cmin(Thot,in − Tcold,in) (12)

where Cmin is the minimum heat capacity rate of the two fluids involved, which are in this case, the hot
flue gas and water/steam. Thot,in is the hot flue gas inlet temperature, Tcold,in is the inlet temperature of
saturated water. The minimum heat capacity rate limits the maximum amount of transferable energy
between the participating mediums. The heat capacity rate of a species is its mass flow rate multiplied
by its heat capacity. Because one of the mediums undergoes a phase change (steam), the heat capacity
rate of the single-phase medium (flue gas) limits the heat transfer and so Cmin =

( .
m f +

.
ma

)
cp,h.

The energy transferred in the HRSG is found and used to determine the change in temperature of the
flue gas and the production rate of steam assuming a constant evaporation enthalpy:

QHRSG = εQmax

QHRSG =
.

mwΔhw =
( .

m f +
.

ma

)
cp,hΔTg

(13)

where ε is the effectiveness,
.

mw is the water flow rate, Δhw is the enthalpy change of water as it converts
to steam, ΔTg is the change in temperature of the flue gas. The effectiveness of the heat exchanger
is assumed to be 0.8. The HRSG is assumed to be isobaric and operating at 75 bar on the water side.
Using interpolation of steam table data [50], the outlet enthalpy, temperature, and entropy of steam
are found at outlet conditions based upon Equation (13).
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The turbine and pump were both assumed to be isentropic, and outlet conditions are estimated at
the inlet entropy values. Similarly, the outlet conditions of the condenser are found assuming ideal
phase change over a constant pressure. The work of the pump and turbine, along with the rejected
heat of the condenser are all found using enthalpy energy models similar to the one used in the
HRSG model:

Wturbine =
.

mw(hHRSG,exit − hturbine,exit) (14)

Qcondenser =
.

mw(hturbine,exit − hcondensor,exit) (15)

Wpump =
.

mw
(
hcondenser,exit − hpump,exit

)
(16)

The exit enthalpies for each component were approximated based upon the process conditions
and simulated using steam table data. The turbine and pump are both assumed isentropic and the
outlet conditions, now at different pressures from the inlet, correspond to the inlet entropy conditions.
The condenser, like the HRSG, is isobaric and exit enthalpy is found assuming constant pressure from
inlet conditions.

3.5. System Power

The net power generated is the combined net power from the air-gas turbine and steam turbine
where compression work is accounted for:

Powernet = PBrayton,net + PRankine,net (17)

Depending on the system configuration, the net power will change. For the base-case plant seen
in Figure 1, the net power is:

Powernet =
[( .

m f +
.

ma

)
cp,h

(
Tf − Te

)
− .

macp,a(Td − Tamb)
]
+ [

.
mwΔhturbine − .

mwΔhpump] (18)

For the systems utilizing a recycle stream, the recycle compressor needs to be accounted for in net
power production:

Powernet =
[( .

m f +
.

ma

)
cp,h

(
Tf − Te

)
− .

macp,a(Td − Tamb)− .
ma,reccp,a(Td,rec − TTES,exit)

]
+

.
[mwΔhturbine − .

mwΔhpump]
(19)

where cp,h is the heat capacity of the turbine exhaust gas [43].

3.6. System Performance Parameters

To evaluate the performance of each configuration, certain metrics are defined. The overall plant
efficiency is defined as the net energy produced relative to the available energy from both solar and
natural gas. The available solar energy is based upon the field collector area (A f ield) and direct normal
irradiance. The available natural gas energy is based upon the mass flow and the LHV of natural gas.
The overall efficiency is:

ηoverall =
Etotal

Esolar,available + Egas,available
=
∫ Powernet

A f ieldDNI +
.

m f LHV
dt (20)

The solar performance is evaluated using the solar fraction (SF) and STE. The solar fraction is the
amount of generated energy that comes directly from solar energy utilization:

SF =
Esolar,utilized

Etotal
=
∫ Powernet − η f

.
m f LHV

Powernet
dt (21)
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STE is the marginal energy production from solar relative to the total available solar energy and
is calculated using:

STE =
Esolar,utilized

Esolar,available
=
∫ Powernet − η f

.
m f LHV

A f ieldDNI
dt (22)

4. Results and Discussions

The results are presented as follows. First, the performance of the recycle configuration is
compared to that of the base-case configuration. The advantages of recycling are shown by highlighting
robust control and improved solar energy utilization. Second, the introduction of a TES bypass
with recycling is shown to further improve solar energy utilization without losing system control.
Third, the scheme with bypass and recycle streams is further tested using a peaking power load.
Lastly, an economic analysis is presented to show the improved levelized cost due to the final plant
configuration. For all plots showing system dynamics, the day of June 24th was decided upon as it
represents a day with substantial and dynamic solar activity for the location of Las Vegas [51].

4.1. Recycle vs. Base-Sase

A major goal for this work is to develop an operation scheme with the associated control loops
to maximize the solar fraction of the plant. This is achieved by employing systems-level control to
reliably dispatch energy through hybridization and storage integration. As mentioned, previous
work in the literature has focused on mirror orientation to maintain collector temperatures but
through manipulation of air flow and leveraging the packed-bed TES, excess solar energy can be
harnessed without having to direct solar energy away from the collector. The obvious means to
increase solar fraction is to increase the heliostat field size and storage in accordance with the field.
However, under the base-case configuration seen in Figure 1, during days of high solar activity,
excess temperatures are sometimes realized even with the HVS override. In other words, the thermal
capacity of the heat transfer fluid has been saturated relative to the amount of solar energy available,
and the operating temperature exceeds the design specification. Figure 6 compares the dynamics of
the base-case and the recycling configurations with respect to net power and temperature control.
The plot also shows the manipulated variables for each control scheme and solar activity as a reference.
As observed from Figure 6, the base-case configuration is able to maintain the temperature of the air
leaving the tower using the HVS controller. However, because the IGV angle must increase to mitigate
excessive temperatures during times of high solar activity, the power control is overridden, and the
net power output increases accordingly, not allowing the plant to maintain power control.
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Figure 6. Temperature and power control for the base-case and recycling plants for June 24th
(SP = setpoint).

Air recycling enables independent control of the collector exit temperature and net power
production, so long as recycling is viable. Recycling is an option so long as the TES exit temperature is
lower than designated recycling threshold. This decoupling of control mitigates excessive temperatures
within the tower collector without losing robust power control, as can also be seen in Figure 6. Without
recycling, the HVS control would otherwise have to override power control. This improved control
enhances solar energy utilization and offers flexibility to increase collector field size to improve
solar fraction.

Table 1 shows the yearly performance comparison of the base-case to the recycling configuration.
Both plants follow the proposed peaking schedule, utilize a heliostat field size at 550,000 m2 and
contain a TES sized at 5700 m3 or roughly 6 h [31]. Use of the recycle results in a slight decrease
in overall plant efficiency and STE when compared to the base-case plant which is likely due to an
increase in receiver inlet temperature during active solar hours. The increase in inlet temperature
results in larger fractional thermal losses due to radiation. However, the recycle-loop plant does
perform better in terms of the solar fraction. Because the base-case plant must further open IGV’s
to maintain receiver temperature, the total amount of energy (from both solar and gas) produced is
larger than the total energy produced from the recycle-controlled plant, despite the same input of
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solar energy. Therefore, it is logical that the recycling configuration exhibits a larger solar fraction
compared to the base-case as the solar input is identical for both plants. This finding further highlights
the ability to continuous control plant power when recycling without having to go off setpoint to
maintain collector temperatures.

Table 1. Yearly performance comparison for the base plant vs. plant with recycle stream.

Metric Base-Case (%) Recycle (%) Change Relative to Base-Case (%)

η 37.8 36.3 −3.9%
STE 22.4 22.2 −0.8%
SF 29.9 31.4 +4.9%

4.2. Recycle + Bypass vs. Recycle Only

Even with a recycle stream, attempting to increase solar fraction by increasing field size has
limitations in plant performance similar to the base-case plant. As the storage charges, the increasing
storage exit temperature has a heightened effect on the inlet temperature of the receiver as the
recycling temperature increases the temperature entering the receiver. The rising exit temperature
requires more flow to be recycled to keep receiver temperatures at design specifications. Therefore,
a configuration utilizing a storage bypass in conjunction with the recycle loop (Figure 3) is proposed.
Under this configuration, only the recycle flow passes through the TES while recycling is active.
This operation means that the storage is charged at a significantly lower rate. The plant utilizing only
a recycle loop (Figure 2) charges the storage using both the recycle and the air flow rate from the
IGVs. This lower charging rate when bypassing TES translates to mitigation of excessively high recycle
temperatures, which allows the recycle stream to be active for a longer time when temperature control
is needed. This translates to even greater flexibility to harness excess solar energy while maintaining
power control.

The dynamics of the plant utilizing a fractional bypass are shown in Figure 7 compared to the
dynamics of the plant with only a recycle stream. The plots show the dynamics for both plants
employing a field sized at 680,000 m2, which is roughly a 24% increase in size from the aforementioned
comparison of the base-case vs. recycling configurations. The increase in field size is used in lieu of
cases where a significant amount of solar energy is available.
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Figure 7. Comparison of plant control with and without TES bypass for June 24th.

Similar to the base-case plant, the recycle-only configuration struggles to maintain the power
setpoint when a larger field is deployed. The storage charges quickly and the HVS selector control
overrides the power control of the system in favor of temperature control. However, even at the
maximum IGV angle, the thermal capacity of the working fluid is too small for solar energy being
introduced to the system. For the bypass system, the slower rate of charging is evident by the longer
period that the recycling stream is active. Without bypass, the temperature of the recycle stream rises
quickly and forces the recycle stream to shut off under the recycle-only operation. With the bypass,
the power setpoint is maintained throughout the day as the HVS control is not needed to control the
temperature. Once the recycle/bypass control is turned off, the total air flow (inlet) of the plant passes
through the storage, charging the storage if there is still a positive difference between the receiver
and storage temperature, and finally discharging the storage once inlet temperatures are lower than
storage temperatures.

As can be seen in Figure 7, the solar power produced occurs in two distinct phases when the
storage bypass is employed. The first phase follows a pattern similar to the overall power production.
During this time, a fraction of the absorbed solar energy, which is due to recycling flow, is dispatched to
storage for later use. The remainder (due to IGV) is dispatched directly to the combustion chamber and
turbine, which results in a similar pattern as the overall power production. The storage discharging
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cycle can be examined during the second phase of solar power production, starting around 2 pm. Prior
to the second phase, a dip in solar production occurs, which is a result of the temperature gradient
in the storage and the time needed for the elevated temperatures at the beginning of the storage to
propagate through the bed via advection. Ideally, a hybrid plant would need to be developed so that it
can eventually operate primarily through solar usage and continually maintain power without seeing
dips in solar production as seen here. The dip in temperature additionally showcases the importance
of having hybridized fuel usage so that design temperatures can be maintained while delayed dispatch
from the storage is limiting the temperature profile downstream from TES. It exemplifies the reliability
seen in a hybrid plant that can dispatch energy quickly when necessary. Furthermore, having to
deal with energy propagation through the packed-bed storage poses a potential issue for a plant to
operate with consistent solar energy production. This phenomenon gives an opportunity to investigate
possible apply advanced control methods to overcome this advective delay that can cause the dip
in solar energy generation. Otherwise, a switching system is needed where the directional flow of
charging and discharging is opposite, which has been presented by [6]. However, having a switching
method would need additional equipment resulting in increased capital cost. Approaching this dip
from a process control perspective may allow for consistent operation while mitigating some of the
cost of equipment and storage design.

Table 2 shows the yearly performance comparison of the plant operating via recycle and bypass
versus operation under recycle-only. Interestingly, the plant using a bypass operates at a slightly lower
overall efficiency, while maintaining STE. This is explained by the increased solar fraction that the
bypass system exhibits. Within hybrid CSP systems, there exists a tradeoff between solar fraction
and overall efficiency. As solar fraction increases, the overall efficiency decreases [52], and findings
here further exemplify that tradeoff. However, despite a dip in overall efficiency, the STE of the
configuration with both recycle and bypass is similar to the recycle-only plant. Overall, the addition
of storage bypass allows for substantial improvements in solar harnessing with respect to the solar
fraction. While the use of only a recycle stream to control receiver temperature is valid, utilization
of a bypass stream represents an additional means for flexible plant operation while maintaining
power load.

Table 2. Yearly performance comparison for recycle-only plant vs. recycle plant with bypass.

Metric Recycle-Only (%) Recycle + Bypass (%) Change Relative to Recycle Only (%)

η 36.5 35.9 −1.8
STE 23.6 23.6 +0.0
SF 36.6 39.1 +6.6

4.3. Solar Fraction Enhancement

More drastic peaking schedules are also tested to potentially observe very high solar fractions.
These scenarios are carried out via a parametric study at incrementally lower power sets point during
non-peak hours following the peaking schedule, as previously mentioned. Initially, simulations ran
with a field sized at 680,000 m2 and a 6-h TES. This size of field and storage corresponds to the same
size of the components studied in Section 4.2. The off-peak power setpoint is decreased incrementally
with values beginning at 100 MW and simulations are run at each of those power schedules for the
day of June 24th. Lowering of the off-peak setpoint is continued until the plant was unable to maintain
the power load due to the HVS-control scheme favoring temperature control over power. The plant
performances are summarized in Figure 8.
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Figure 8. Summary of the parametric study of sequential decreases in off-peak power setpoint for
peaking scenario. * The plant could not maintain power load at a 30 MW lower setpoint.

As seen in Figure 8, lowering the power setpoint during non-peak hours can significantly improve
the solar fraction of the plant. Here, the plant exhibits a daily solar fraction greater than 65% when
power is ramped down to 40 MW during non-peak hours. At a lower setpoint of 30 MW, the system
could not maintain power setpoints and the HVS override was initiated. The setpoint of 30 MW is
about as low as possible for modern-day power systems, which have been developed to operate at as
low as 15% of capacity [53]. The results of that simulation still show a solar fraction approaching 70%,
but at the expense of power control.

Further tests are carried out by adjusting the size of the storage and the field size to improve
solar fraction while maintaining a power schedule with 30 MW as the off-peak setpoint. The tests
follow a trial and error method where the TES and field are altered in size and the plant is tested in its
ability to maintain power while achieving high solar fraction. This procedure is carried out until a
solar fraction of 70% or more was realized with robust power control. First, the storage is increased in
size to 8 h. This first test results in an operation that could maintain the drastic peaking schedule with
the 30 MW setpoint and exhibits a solar fraction of 68%, slightly below the designated target. The field
size is then increased to 740,000 m2. This configuration results in a solar fraction of approximately
71%, while maintaining power control. The power production of June 24th can be seen in Figure 9 for
a plant with a field size of 740,000 m2 and 8-h storage. As can be seen, the marginal solar production
of the plant is high when a drastic peaking schedule is implemented with TES large enough to handle
excess solar energy from the larger collection field. Additionally, by increasing storage size, issues
with stored energy dispatch appear to be alleviated somewhat, as can be seen by the less drastic dip
between solar power production phases, which is likely due to longer periods of recycling at larger
field sizes. At larger field sizes, the increased time of high incidence on the receiver results in recycling
being active for a longer duration in the day. Thus, more time is used to charge the TES, which results
in an increased exit temperature of the storage but one that remains under the maximum allowable
recycling temperature. At smaller field sizes, the recycling does not occur as long, and that shorter
time of charging cannot elevate the storage exit temperature.
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Figure 9. Power production of plant operating with storage bypass, extreme power peaking,
and increased storage size to enhance solar fraction. The load is shown for June 24th.

4.4. Economic Evaluation of Recycling + Bypass Configuration

For the final plant configuration (recycle + bypass), an economic analysis gives insight to its
viability compared to the base-case plant. To compare the two plants, the levelized cost of electricity
(LCOE) is found following the peaking power schedule between 100 MW and 175 MW. The levelized
cost of a power plant is the total cost over the plant’s lifetime relative to the total amount of energy
produced over that lifetime. When considering the yearly capital cost (Ct) and yearly operating cost
(Ot), the LCOE of a plant is:

LCOE =
∑n

t=1

{
Ct+Ot
(1+r)t

}
∑n

t=1 Etotal,t
(23)

where t is the year, n is the lifetime for the plant, r is the discount rate for the plant over its lifetime and
Etotal,t is the yearly energy production for year t. The yearly capital cost is found by converting the net
present value of the total capital cost to annuity. Cost inflation is considered to estimate equipment
costs for the year 2018 and for future yearly operation costs. The assumed parameters of the economic
analysis are summarized in Table 3.

Table 3. Assumptions of the economic analysis.

Parameter Value

Plant lifetime 25 years [54]
Inflation rate 4.5% [55]
Discount rate 5.5% [20]

Natural gas price $6/MMBTU [54]

NREL’s (National Renewable Emery Laboratory) cost model is used to estimate the cost of the
plants’ solar equipment, land, and general operation [54]. For any additional information needed,
costs for the packed-bed TES and combined cycle equipment are approximated from literature [56,57].
A summary of capital and operating costs can be seen in Table 4 with the calculated LCOE for the
base-case and recycle + bypass power plants.
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Table 4. Economic analysis summary.

Description Base-Case Recycle + Bypass Basis/Comments

Direct Capital Costs

Heliostat field $206,931,600 $255,824,700 $180/m2 [54]
Tower + receiver $71,890,300 $71,890,300 $105/kWt [54]
Packed bed TES $14,310,200 $19,080,300 $10/kWht [56]
Combined cycle $220,800,000 $220,800,000 $1104/kW [57]

Other Costs $142,417,200 $146,174,900 Site improvements, plant
balance, contingency [54]

Indirect Capital Costs

EPC and Owner Cost $74,350,700 $80,665,000 11% of direct capital costs [54]
Land Cost $19,530,000 $19,530,000 $1953 acres at $10,000/acre [54]

Yearly Operating Costs

Natural Gas $34,441,900 $28,384,500 $6/MMBTU
Variable Operation $3,526,700 $3,526,700 $4 MWh [54]

Fixed Operation $11,122,200 $11,122,200 $51/kW-yr [54]

Total Lifetime Cost $5,206,671,000 $4,899,579,700

Yearly Energy
Production

1,204,500 MWh 1,187,700 MWh

LCOE $172.9/MWh $165.0/MWh

The base-case and recycle + bypass plants exhibit a LCOE of $172.9/MWh and $165.0/MWh
respectively, or roughly 4.6% reduction from the base-case to the recycle + bypass configuration.
Despite having a larger field in the final configuration which leads to increased capital costs,
that configuration is able to generate a larger portion of energy from solar activity. This higher
solar fraction results in a reduction in natural gas usage and by extension reduced operation cost
relative to the base-case plant. As a reference, the United States’ Energy Information Administration
(EIA) reports that as of 2018 the estimated LCOE for solar thermal plants is $165.1/MWh prior to tax
credit [58]. This reported LCOE should be noted for solar thermal plants exhibiting an average capacity
factor around 25%. For the plant presented, the capacity of the power plant is approximately 68.8%
based upon the peaking schedule and 200 MW overall capacity. The capacity of reported solar-only
CSP plants is restricted due to the limited amount of available solar energy and storage size. The hybrid
plant proposed herein is able to leverage the hybrid operation to enhance the capacity and result in
an LCOE similar to current CSP systems. Further LCOE reduction could be achieved by operating
the plant at baseload throughout its lifetime, but high solar fractions would be sacrificed. Reduction
of capital cost represents the major challenge in reducing the LCOE of CSP systems, with solar
components representing 42% of overall capital cost for the final plant configuration. Cost reduction of
these components may result in hybrid solar-combined cycle power plants being competitive with
other power generation systems. However, the study presented herein shows that, through holistic
design and operation, the LCOE of a hybrid CSP plant can be reduced for plants exhibiting very large
solar fractions.

5. Conclusions

Investigation of a CSP-hybrid plant design and operation is undertaken to achieve very high solar
fractions. A first-principles model of a tower-driven CSP hybridized with a combined cycle power
plant is developed in Matlab/Simulink. The hybrid plant contains packed-bed thermal energy storage.
The study presents a systematic approach where modifications are made to the configuration of the
plant and the performance of each configuration is discussed in depth. Such an approach to achieve a
high solar fraction has not been applied in CSP literature. Proposed plant configurations operate using
a novel recycling configuration to control receiver exit temperature. Receiver exit temperature and
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power control are system performance metrics of particular interest. A base-case plant is shown to
maintain power control and mitigation of temperatures at smaller field sizes. In cases with excessive
solar energy available, represented here by increasing the field size in lieu of increased solar irradiance,
the base-case cannot maintain a power setpoint, as the HVS-override must increase flow to maintain
receiver temperature. The recycling operation is implemented to control temperature independently,
resulting in greater reliability in power control. Additional flexibility observed in the proposed recycle
scheme results in a yearly solar fraction over 30% when employing a peaking power load. This results
in a 4.9% improvement in solar fraction relative to the base-case plant. At subsequently larger field
sizes, the recycle control faces issues with inability to simultaneously control collector exit temperature
and net power. Therefore, a bypass of storage is implemented to reduce storage charging rate and
allow for longer recycle times. Introduction of a bypass allows for flexibility to install larger heliostat
fields, which results in a higher solar fraction, tight control, and improved solar-to-electric efficiency.
The system utilizing a bypass exhibits a 6% improvement in solar fraction when compared to the plant
lacking a TES bypass. By implementing a drastic peaking power load schedule, solar fractions as
high as 70% are realized for the final plant configuration. Lastly, an economic analysis shows that by
implementing a recycling and TES bypass operation, the LCOE of such a power plant can be reduced
by over 4% despite an increase in overall capital cost of the plant. To improve LCOE, further reduction
of capital cost is necessary, specifically the capital cost of solar collection equipment. Operation of the
plant at baseload can also lead to further reduced LCOE for the hybrid plant.
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Nomenclature

Acronym Description

CSP Concentrated solar power
CTR Central tower receiver
DNI Direct normal irradiance
STE Solar-to-electric efficiency
SF Solar fraction

ISCC Integrate solar combined cycle
IGV Inlet guide vane
NTU Number of Heat Transfer Units
NREL National Renewable Energy Laboratory
PTC Parabolic trough collector
APC Advanced process control
TES Thermal energy storage
HVS High-value selector

HRSG Heat recovery steam generator
LCOE Levelized cost of electricity
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Symbol Description Value Units

.
ma,n Nominal baseload air flow rate 537 kg/s

.
ma Air-flow rate - kg/s
.

m f ,n Nominal baseload fuel flow rate 10.2 kg/s
.

m f Fuel flow rate - kg/s
hi Internal air flow heat transfer coefficient for CTR - kW/m2·K
ho External air flow heat transfer coefficient for CTR - kW/m2·K
hs Internal air flow heat transfer coefficient for TES - kW/m2·K
Ac Heat transfer area glass 300 m2

Ap Heat transfer area receiver pipe (per pipe) 3.73 m2

As Heat transfer area of the stone medium in TES - m2

Pamb,o Ambient atmospheric reference pressure 1 atm
Pamb Ambient atmospheric pressure - atm
Ta Temperature of air - K

Tamb,o Ambient atmospheric reference temperature 288.15 K
Tamb Ambient atmospheric temperature - K

Tc Temperature of receiver glass - K
Td Compressor outlet temperature - K
Te Turbine exhaust temperature - K
Tf Turbine firing temperature setpoint 1396 K

ΔTg Temperature change of flue gas in HRSG - K
Tp Temperature of receiver pipe - K
Va Shell volume of flowing air - m3

Vc Shell volume of receiver glass - m3

Vp Shell volume of receiver pipe - m3

cp,h Specific heat of combustion exhaust gas 1.157 kJ/kg·K
cp,a Heat capacity of air - kJ/kg·K
cp,c Heat capacity of receiver glass 840 kJ/kg·K
cp,p Heat capacity of receiver pipe 0.574 kJ/kg·K
cp,s Heat capacity of TES - kJ/kg·K
qinc Incident concentrated solar irradiance - kW/m2

γh Hot end ratio of specific heats 1.33 -
γc Cold end ratio of specific heats 1.4 -
εc Emissivity of receiver glass 0.9 -
εp Emissivity of receiver pipe 0.25 -
ηc Compressor efficiency 86 %

ηcomb Combustion efficiency 99 %
η f Nominal fuel to electric efficiency - %
η Overall plant efficiency - %

θIGV IGV angle - ◦

θmax Maximum IGV angle 85.0 ◦

θmin Minimum IGV angle 11.6 ◦

νp Absorptivity of receiver pipe 0.97 -
ρa Density of air - kg/m3

ρc Density of receiver glass 2400 kg/m3

ρp Density of receiver pipe 7850 kg/m3

ρs Density of TES medium 1933 kg/m3

τc Transmissivity of receiver glass 0.96 -
LHV Lower heating value of fuel 46,000 kJ/kg
PRC Compression ratio of compressor 15.4 -
PRT Compression ratio of turbine 15.4 -
SF Solar fraction - %

STE Solar-to-electric efficiency - %
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Symbol Description Value Units

σ Stefan-Boltzmann constant 5.67 × 10−8 W/m2·K4

ε Effectiveness of HRSG 0.80 -
Cmin Minimum heat capacity rate - kW/K
ΔTg Temperature drop of flue gas of HRSG - K
Δhj Enthalpy change of steam/water across unit j - kJ/kg
.

mw Flow rate of steam/water - kg/s
Qi Heat rate of component i (HRSG or condenser) - kW
Wi Work of component i (steam turbine or pump) - kW

Powernet Net plant power production - MW
A f ield Heliostat field total incident area - m2
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Abstract: This article investigates the introduction of hybrid power plants for thermal energy production
for the indoor space heating loads coverage. The plant consists of flat plate solar collectors with selective
coating, water tanks as thermal energy storage and a biomass heater. A new operation algorithm is
applied, maximizing the exploitation of the available thermal energy storage capacity and, eventually,
the thermal power production from the solar collectors. An automation system is also designed
and proposed for the realization of the newly introduced algorithm. The solar-combi system is
computationally simulated, using annual time series of average hourly steps. A dimensioning
optimization process is proposed, using as criterion the minimization of the thermal energy
production levelized cost. The overall approach is validated on a school building with 1000 m2

of covered area, located in the hinterland of the island of Crete. It is seen that, given the high available
solar radiation in the specific area, the proposed solar-combi system can guarantee the 100% annual
heating load coverage of the examined building, with an annual contribution from the solar collectors
higher than 45%. The annually average thermal power production levelized cost is calculated at
0.15 €/kWhth.

Keywords: heating and cooling loads; biomass-solar combi systems; buildings energy performance
upgrade; solar collectors’ simulation; thermal energy storage

1. Introduction

1.1. Solar Radiation for Thermal Energy Production

Thermal energy constitutes one of the major consumed final forms of energy, accounting for
a high percentage of the annual energy consumption balance of a specific consumer. For instance,
the thermal energy annual consumption for indoor space conditioning and hot water production in a
typical commercial building in United States accounts for more than 40% of the building’s total energy
consumption [1].

Thermal energy so far is traditionally produced with electricity or non-renewable fossil fuels (oil,
natural gas, biomass etc.). Thermal energy production with electrical devices-maybe apart from heat
pumps with Coefficient of Performance higher than 5 constitutes a considerably ineffective process,
especially when electricity is produced from thermal power plants. In such cases, the overall efficiency
of the whole energy transformation process, starting from the initial chemical primary energy source
of the available fossil fuel and ending in the finally consumed thermal energy, can be close to 35%,
depending on the thermal generators types involved. This is a typical average efficiency of electrical
systems based on thermal power plants, like the one in Crete, although new advances on the thermal
generators technologies promise higher efficiencies in the approximate future. On the other hand,
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thermal energy produced locally with oil, gas or solid fuels burners (e.g., coal or biomass), imposes
significant gas emissions and atmospheric pollution, which can raise a crucial issue in cases of already
burdened urban environments.

Thermal energy production technologies based on Renewable Energy Sources (RES) features
as a quite attractive alternative, especially in southern climates (e.g., the Mediterranean basin),
with high incident solar radiation density, even during winter. The available thermal energy production
technologies from RES include the various types of solar collectors: uncovered, flat plate with/without
selective coating, vacuum tubes and concentrating solar collectors.

Concentrating solar collectors, due to the high achieved concentration ratio of the incident solar
radiation on the focal line or point, and the subsequent high concentrated thermal power, are used
in the so-called solar thermal power plants, aiming at guaranteed electricity production from solar
radiation [2,3].

The uncovered solar collectors consist of a set of plastic, dark colored pipelines (usually black).
The most usual application of uncovered solar collectors is the swimming pools heating. With uncovered
solar collectors and required water temperature in the swimming pool at the range of 25 ◦C, the use
of a swimming pool in warm climates (annual global irradiation on horizontal level higher than
1600 kWh/m2) can be extended from April to October. Empirically, the total required solar collectors’
area is equal to 80% of the heated swimming pool’s free surface [4–6].

Flat-plate solar collectors are the most widely used solar radiation exploitation technology for the
production of thermal energy. The absorptance coefficient of the absorber plate determines the type
of the flat-plate solar collectors: black painted or semi-selective coating collectors, with absorptance
coefficients at the range of 80%, and selective coating collectors, with absorptance coefficient at 90–95%,
while keeping the emissivity coefficient at 5–15%. The flat-plate solar collectors are used for indoor
space and water heating [7,8]. Selective coating collectors may be also used when higher temperatures
are required [9,10].

Vacuum tube solar collectors consist of an absorber surface, introduced inside a vacuum
space, aiming at the minimization of the thermal losses with convection from the collector to the
ambient. Vacuum tube solar collectors can maintain high efficiency even during adverse weather
conditions. They seem ideal for indoor space and water heating in cold climates [11–15]. Additionally,
they exhibit the ability to increase significantly the temperature of the working medium (up to 300 ◦C).
Consequently, they are used in special industrial applications and generally, in every application that
high temperatures are required [16,17].

Finally, a very recent innovation concerning the exploitation of solar radiation are the photovoltaic
thermal hybrid solar collectors. These devices exploit solar radiation for both electricity production,
acting as a common photovoltaic panel, and for thermal energy production, acting as a flat plate
solar collector, cooling, concurrently, through the flow of the working medium in the pipelines,
the photovoltaic panel and improving, in this way, its efficiency [18–20]. The total efficiency for both
thermal energy and electricity production is increased above 85%, calculated as the ratio of the total
electrical and thermal power output versus the incident solar radiation on the total photovoltaic hybrid
collector’s effective surface.

1.2. Solar-Combi Systems

The combination of solar collectors with thermal energy storage tanks and a conventional
back-up thermal power production unit (e.g., an oil burner) is known as solar-combi system.
In other words, this implementation could be defined as a hybrid power plant for thermal power
production. The essential layout of a hybrid thermal power plant is presented in Figure 1. It consists of
the following discrete components:

• solar collectors, as base units
• water thermal tanks, as storage units
• a central heating burner, as the back-up unit for guaranteed thermal power production
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• an electronic central control unit, for the supervision and the management of the system’s operation
• the hydraulic network, consisting of pipelines, devices and equipment aiming to ensure the secure

and effective circulation of the working fluid.

Figure 1. Typical layout of a thermal hybrid power plant.

As with hybrid power plants for electricity production, the ultimate scope of solar-combi systems
is the guaranteed coverage of a specific thermal power demand, based on solar collectors, namely on
the stochastic availability of solar radiation (primary energy source). This is achieved with the support
of thermal storage tanks, which, in most conventional cases are insulated water tanks, equipped with
multiple inlets for the concurrent thermal energy storage from different hydraulic networks, supplied
by alternative thermal sources. The system is integrated with a conventional thermal power production
unit (e.g., an oil burner), acting exclusively as a back-up unit, namely it is utilized only in cases of
inadequate available solar radiation and low thermal energy storage level, with regard to the current
thermal power demand.

Solar-combi systems constitute a popular subject in the relevant scientific literature. They are usually
introduced and investigated for indoor space heating for residential buildings [21–25], while studies have
been also executed for school buildings [26], hotels [27], swimming pools heating [28,29], even for
central heating district systems [30] and advanced systems for both pure and hot water production [31].
The relevant research has been concentrated on:

• the simulation of their operation, based on specific operation algorithms [32,33]
• validation of their performance based on the comparison of both a simulation approach and

experimental measurements of the system’s operation [34]
• investigation of alternative thermal energy storage technologies, involving phase change

materials [35,36]
• evaluation of solar-combi systems layouts involving seasonal thermal storage [23,37,38]
• evaluation of solar-combi systems performance under different operation conditions [39].
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1.3. Content, Scope and Novelties of the Present Article

The scope of this article is the optimum dimensioning of a solar-combi system for indoor
space heating and the introduction of a new operation algorithm, along with its realization system.
The overall approach is validated on a high-school building, located in the small town of Arkalochori
(5000 permanent inhabitants), in the hinterland of Crete, where remarkable solar radiation is available
even during the winter period. Particularly, the study focuses on the following tasks:

• calculation of the building’s heating loads
• dimensioning of the solar-combi system, consisting of flat plate solar collectors with selective

coating, water thermal energy storage tanks and a biomass heater, aiming at 100% coverage of the
building’s heating loads

• annual calculation of the thermal energy production and storage from the involved components
of the solar-combi system

• optimization of the system’s dimensioning, using as criterion the minimisation of the average
annual thermal energy production levelized cost (in €/kWhth). This cost is calculated as the ratio
of the total average annual production cost (including regular annual operation & maintenance
cost and the set-up cost annual amortization) versus the final thermal energy production by the
solar-combi system. A detailed definition is provided in relationship (1), Section 3.1.

The above tasks are executed with the support of the TRNSYS software application, regarding
the heating loads calculation and the simulation of the solar collectors’ performance. The combined
operation of the solar collectors, the thermal storage tanks and the biomass heater is executed with
simulation applications of the introduced operation algorithm, developed by the authors on the
LabVIEW platform. The calculation is executed on hourly average calculation steps and for one whole
annual period.

The main challenge with the proposed system was that, due to the size of the building
under consideration, the required capacity of the thermal storage facility is considerably increased.
The increased thermal energy storage capacity can be met only with the introduction of multiple water
thermal storage tanks. Yet, this fact makes the control and the automatic operation of the solar-combi
system more complicated, since there should be a flexible and effective automation introduced for the
realization of an optimized storage algorithm in the available different storage tanks in order to:

(a) ensure that there will always be hot water available at the appropriate temperature inside a
specific thermal tank, to undertake the current thermal power demand.

(b) maximize the thermal energy storage from the solar collectors, even in cases it is provided in
relatively low temperatures (e.g., during the very first hours, right after the dawn).

The novelty of this article lays precisely on the development of the operation algorithm of the
investigated solar-combi system, configured in order to fulfil the above objectives, and the control
system introduced for its realization. The realization process and the corresponding results of the
above tasks are presented in the following sections.

2. Heating Loads Calculation

2.1. Location, Background

The high-school building under consideration (Figure 2) is located in the small town of
Arkalochori, in the hinterland of the island of Crete, 25 km to the south from the city of Heraklion,
the capital of the island. The geographical coordinates of the building are 35◦09′20′ ′ N, 25◦16′08′ ′ E.
The energy upgrade of the school building from energy performance rank D to B+ was funded
by a national—European Union (E.U.) co-funding action, following an open tender posted by the
responsible Ministry of Energy in 2011.
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Figure 2. General view of the examined school building.

The annual energy sources recorded consumptions, based on the corresponding statements and
invoices from the providers, before the building’s energy upgrade were:

• electricity: 23,351 kWh for indoor and outdoor spaces lighting and for offices and laboratories devices
• diesel oil: 4500 lt, exclusively for the indoor space heating.

The building was adequately insulated, following the Hellenic Directive on Buildings’ Energy
Performance, valid in 2011, given also the relatively mild winter and cool summer, typical features in
Mediterranean climates. No passive measures were applied. The energy upgrade of the building was
mainly based on:

• the replacement of the old, energy consuming bulbs with new ones with LED technology
• the introduction of roof fans for physical cooling at the end and the beginning of the academic season
• the replacement of the existing diesel oil heater with a new solar-combi system.

This article will present in detail the introduced solar-combi system.

2.2. Climate Conditions—R.E.S. Potential

The climate at the location of the examined school building is typical Mediterranean. It is characterized
by mild winters, with temperatures from 5 to 17 ◦C, and relatively cool summers with temperatures
rarely higher than 30–32 ◦C and relative humidity below 75% during summer, due to the prevailing
local north-west winds.

The incident solar radiation on the horizontal surface is presented in Figure 3, measured by a
local meteorological station installed by the Hellenic National Meteorological Service (HNMS) [40],
in a location roughly 15 km away from the building’ location (coordinates 35◦12′30′ ′ N, 25◦20′20′ ′ E).
In Figure 3 is shown that the solar radiation can exceed 900 W/m2 during summer, with a yearly
global irradiation at 1857 kWh/m2. During winter it normally reaches values above 500 W/m2.

In Figure 4 the annual time series of the wind velocity is presented, as measured by the same
meteorological station. The annual average wind velocity is measured at 3.58 m/s, while the Weibull
parameters are calculated at C = 3.99 m/s and k = 1.42. The above features indicate the existence of
relatively mild wind conditions in the examined location. This annual wind velocity time series will
be employed in this work for the calculation of:

• the thermal losses rate from the solar collectors
• the heating and cooling loads of the indoor space.
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Figure 3. The annual time series of the available incident solar radiation on horizontal plane at the
town of Arkalochori.

Figure 4. The annual wind velocity time series as measured by the meteorological station of the HNMS.

In Figure 5 the annual time series of the ambient temperature is presented, as measured by the
above mentioned meteorological mast. The annual temperature and solar radiation time series will be
employed in this work for the calculation of:

• the thermal power production from the introduced solar collectors
• the heating and cooling loads of the indoor space.

Figure 5. The annual ambient temperature time series at the town of Arkalochori.
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2.3. Heating and Cooling Loads Calculation

The building is extended on three floors (basement, ground and first floor). The covered area per
floor and the determination of the thermal zones are presented in Table 1. Thermal zone 1 includes all
the conditioned indoor space: classrooms, teachers’ offices, laboratories, the events’ hall and the toilets.
Thermal zone 2 includes all the non-conditioned spaces in the building: escalators, repositories and
boiler—machinery room. The constructive features of the building’s envelope with their U-factors are
presented in Table 2. The solar gain factor of the transparent surfaces is set at 0.77.

Table 1. Covered areas and volumes of the conditioned and non-conditioned indoor space in the
examined school building.

Floor
Thermal Zone 1 (Conditioned Spaces) Thermal Zone 2 (Non-Conditioned Spaces)

Area (m2) Volume (m3) Area (m2) Volume (m3)

Basement 31 108 368 1282
Ground floor 633 2216 347 1215

First floor 382 1337 133 471
Total 1046 3661 848 2968

Table 2. Constructive features and U-factors of the building’s envelope.

Constructive Element Description U-Factor (W/m2K)

Basement ground marble-lime plaster-insulation layer-water sealing
sheet-reinforced concrete plate 0.985

Floors’ ground marble-lime plaster-reinforced concrete plate-plaster-paint
coating 2.985

Roof
concrete plates-lime plaster-elastic asphalted

cardboard-insulation layer-reinforced concrete
plate-plaster-paint coating

1.050

Vertical external walls paint coating-plaster-bricks-expanded
polystyrene-bricks-plaster-paint coating 1.055

Internal vertical walls paint coating-plaster-bricks-plaster-paint coating 2.125

Windows—Doors aluminum frame, with no thermal brake, double 4 mm glazing
with 6 mm gap, no reflective coating 2.70

The calculation of the heating and cooling loads is based on the essential relevant methodology [41]
and was executed with TRNSYS. The building’s simulation model and the logical diagram introduced
in the software application are presented in Figure 6.

Figure 6. Building’s computational simulation model (a) and calculation logical diagram (b) introduced
in TRNSYS for the heating and cooling loads calculation.

The involved thermophysical parameters are introduced either from the Hellenic Directive on
Buildings’ Energy Performance [42] or the ASHRAE Fundamentals [43]. Specifically:

• the thermal transition coefficients hi and ho for the indoor or the ambient space respectively to
the envelope were set:
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- hi = 10 W/m2K and ho = 25 W/m2K for air flow over horizontal surfaces and for an
average wind speed of 5 m/s

- hi = 7.7 W/m2K and ho = 25 W/m2K for air flow next to vertical surfaces and for an
average wind speed of 5 m/s

• the natural ventilation coefficient from the openings’ frames is set equal to 1
• thermal comfort conditions: temperature 22 ◦C in winter and 26 ◦C in summer, relative

humidity 50%
• ventilation requirements: 26 m3/h & user [42]
• internal heat gains from humans, devices etc., as defined in the relevant Hellenic Directive on

Buildings’ Energy Performance [42]
• the daily operation schedule and the average users number were provided by the building’s

Management: Monday–Friday: 8:00–17:00, from the 10th of September to the 15th of June;
from the 16th of June to the 10th of September school remains closed (only the offices operate for
the remaining days of September and June).

Table 3. Monthly analysis of the heating and cooling loads of the examined building.

Months
Monthly Total Thermal Loads (kWh) Monthly Peak Loads (kW)

Heating Cooling Heating Cooling

January 8243 23 240.94 1.66
February 7026 60 219.70 2.65

March 5946 160 198.86 3.40
April 841 409 128.36 60.14
May 0 1546 80.08 80.98
June 0 1820 5.93 76.64
July 0 0 0.00 0.00

August 0 0 0.00 0.00
September 0 1656 3.51 80.48

October 422 622 81.06 61.71
November 3316 6 158.11 0.95
December 6561 11 214.88 1.29

Totals/max 32,356 6314 240.94 80.98
Total heating and cooling 35,670 - -

Totals specific 30.93 6.04 - -

In Table 3 the monthly summarized results from the heating and cooling loads calculation are
presented. The results presented in this table can be summarized as follows:

• The annual final thermal energy consumed for heating and cooling is calculated at 32.4 MWh and
6.3 MWh, respectively.

• The total final specific thermal energy consumption per unit of conditioned space covered area
(1046 m2) is calculated equal to 30.93 kWh/m2 for heating and 6.04 kWh/m2 for cooling.

• The total final thermal energy specific consumption for the conditioning of the indoor space is
calculated at 36.97 kWh/m2.

By assuming the following efficiencies of the central heating system:

• diesel oil heater: 0.80
• heating distribution hydraulic network: 0.88
• heating radiators: 0.92

and the diesel oil lowest calorific value equal to 10.25 kWh/lt [42], it is calculated that the annual
oil consumption for the 100% heating loads coverage of the school building should be:

32,356 kWh/(0.80 × 0.88 × 0.92 × 10.25 kWh/lt) = 4874 lt

68



Energies 2019, 12, 177

By comparing the above result with the recorded annual diesel oil consumption (4500 lt),
the accuracy and the adequacy of the computational simulation process applied for the calculation of
the building’s heating loads is verified.

By introducing the diesel oil procurement price in Crete at 0.95 €/lt, the annual diesel oil
procurement cost for the total annual coverage of the building’s heating loads is calculated at 4630 €.
The thermal power production annual cost, accounting:

• the above calculated diesel oil procurement cost
• an annual maintenance cost of 200 €
• the annual amortization of the invested capital assumed at 5000 € over a period of 20 years

is calculated at 5080 €. The corresponding levelized production cost is calculated at 0.1570 €/kWhth.
In Figure 7 the annual variation of the school building’s heating and cooling loads is depicted.

Figure 7. Annual time series of the heating and cooling loads of the examined school building.

In Figure 8a,b the heating loads fluctuation is depicted for the first two weeks of January and
December respectively. In these figures it is seen that the heating loads are maximized with the
beginning of the new working day, and then they gradually drop.

Figure 8. Cont.
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Figure 8. Heating loads fluctuation for the first two weeks of (a) January and (b) December.

This means that, practically, during the nights or the weekends, any potentially positive effect
of the building’s thermal inertia is lost. Additionally, all the uncovered heating loads during the
inoperative periods are cumulated for the beginning of the next working day.

3. The Introduced Solar-Combi System

3.1. Scope

Within the framework of the energy upgrade of the examined school building, a solar-combi
system was proposed and studied aiming at the 100% coverage of the indoor space heating loads.
The solar-combi system was selected given the following very specific reasons:

• The high available solar radiation in the under consideration area and the availability of potentially
abundant biomass fuel, mainly coming from the olive trees pruning.

• Greece holds the third place in Europe regarding the installation of solar collectors per capita,
so far mainly for hot water production. This achievement has already enabled the development
of a considerable domestic industry on the manufacturing of solar collectors. Additionally,
the exploitation of the annually available huge amounts of pruning coming from the olive trees
for the production of local biomass pellets can trigger the development of another significant local
industry sector, contributing to the enforcement of the local economy.

• The installation of a solar-combi system in a school building can act as a pilot project, fostering
the transition from the oil-based heating systems to the solar heating systems.

• This system can guarantee 100% coverage of the building’s heating needs with locally available
Renewable Energy Sources (solar radiation and biomass), substituting the currently imported oil
and contributing, thus, further to the support of the local economy.

A new operation algorithm is developed for the examined solar-combi system. The objective
of the introduced operation algorithm is the realization of the above scope (100% coverage of the
indoor space heating loads) by maximizing the thermal power production by the solar collectors,
reducing respectively the biomass consumption, while, at the same time, obtaining the minimum
possible thermal energy annually levelized production cost. This cost will be approached with the
following relationship:

L.C. =
I.C.
N +

∑N
n=1

A.O.C.
(1+i)n

N
Eth

(1)

where:
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L.C.: the annually average, thermal energy production levelized cost (in €/kWhth)
I.C.: the initial cost (set-up cost) of the solar-combi system (in €)
A.O.C.: the total annual operation and maintenance cost (in €/year)
i: the discount rate, assumed equal to 3%
N: the total life period of the solar-combi system, assumed equal to 20 years
n: the number of the current year of the system’s operation
Eth: the annual thermal energy production of the solar-combi system (kWhth).

Given the request for 100% annual coverage of the building’s indoor space heating, the annual
thermal energy production Eth is equal to the annual thermal energy demand, calculated in Table 3
equal to 32,356 kWhth.

3.2. Operation Algorithm—Realization

The general layout of the solar-combi system is presented in Figure 9. It consists of the solar
collectors’ field, two, three or four thermal storage water tanks of 5000 lt volume capacity each and a
back-up biomass heater. The number of the thermal storage tanks will be determined by the optimized
dimensioning, which will be executed on the basis of the minimization of the levelized cost.

Figure 9. Graphical representation of the connectivity layout and the realization of the operation
algorithm of the proposed system.

The biomass heater will be compatible with the relevant national and international standards
(e.g., the ELOT 303-5 Greek national standard). The burner should be able to burn any kind of solid
biomass fuel, such as pellets, olive kernels or any kind of small size solid biomass (e.g., nutshells).
The overall efficiency of the biomass heater should be at the range of 85%. To facilitate the automatic
operation of the whole system, the biomass heater should be equipped with all the technical
specifications provided by the state of the art level of the relevant technology. Specifically:

• The biomass fuel will be automatically fed from the indoor fuel tank into the burner through a
duct, operated by a conveyor, run by an electric motor.

• The burner will be equipped with an automatic ignition system with a blower, managed directly
by the central control unit of the solar-combi system.

• The removal of the combustion residue should be facilitated with a specially designed system.
Specifically, the residue will be collected to a removable bottom drawer. By removing this drawer,
all the collected residue will be removed.
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• To minimize any potential environmental impacts, the burner’s chimney will be equipped with a
cyclonic filter.

The type and the size of the introduced thermal tanks will support stratification thermal energy
storage. This means that thermal energy will be stored inside the water thermal tanks maintaining a
gradual increase of the water temperature from the tanks’ bottom to the top, as illustrated in Figure 10.

Figure 10. Stratification thermal energy storage in a water tank.

Stratification thermal storage is automatically achieved, through the transition of the warmer
and lighter masses of the storage medium towards the upper layers of the thermal tank with physical
flow, namely without any mechanical support. The required thermal power is always provided for
the demand from the upper layer of the thermal tank, in order to ensure that thermal power will be
distributed with the maximum achieved temperature. At the same time, the available for storage
thermal power is provided for the thermal tank through a heat exchanger located close to the tank’s
bottom, in order to maximize the probability that the working fluid’s temperature in the solar collectors’
primary loop will be higher than the lowest temperatures existing in the thermal tank’s low layers.
In this way, the final storage of the initially available thermal power from the solar collectors’ field
is maximized.

The system’s operation is automatically managed by a central control unit and facilitated through a
number of thermometers, motor-vanes and circulators. Specifically, as seen in Figure 9, the control unit:

• receives signals from the thermometers TR, T0, T1low, T1up, T2low, T2up, T3low, T3up, from the lower
and the upper layers of the thermal storage tanks, where TR the temperature signal of the indoor
space thermostat (or thermostats, in case more than one thermal zones of conditioned space with
different required thermal comfort conditions are introduced)

• sends orders to the motor-vanes V1, V2 and V3 and to the circulators C1, C2, C3, C4 and C5.

The operation concept of the solar-combi system focuses on:

• the maintenance of the temperature inside the thermal tank 1 as high as possible, in order to
minimize the biomass heater operation

• the maximization of the thermal energy storage from the solar collectors, even in cases this is
available in relatively low temperatures.

The above objectives are simply approached by maintaining the highest water temperatures
in thermal tank 1 and gradually decreasing temperatures in thermal tanks 2 and 3. In other words,
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the storage temperature in the available thermal storage tanks should be gradually kept lower from
the tank 1 to the tank 3, in order to ensure that there will always be a storage tank with the minimum
possible storage temperature, to maximize solar energy exploitation even in the early morning hours,
when the working medium’s temperature in the primary solar collectors loop is still relatively low.
At the same time, the conservation of the maximum possible temperature in the thermal tank 1 will
enable the minimization of the biomass heater operation. This storage tank will be the “load tank”,
since the central heating distribution network will be supplied exclusively from this tank. Additionally,
as shown in Figure 9, the biomass heater will be also exclusively connected to this load tank.

The automatic operation of the combi-solar system under the above mentioned requirements is
realized with the central control unit, the five circulating pumps, the three motorized valves, the eight
temperature sensors installed as depicted in Figure 9 and the overall system’s layout presented in the
same figure. The above tasks are automatically realized with orders and the corresponding different
operation modes presented in the lines below:

• if TR < TTC then C5 = ON
• if T0 > T1low then: C1 = ON, V1 = open, V2 = close, V3 = close
• if T0 < T1low and T0 > T2low then: C1 = ON, V1 = close, V2 = open, V3 = close
• if T0 < T1low and T0 < T2low and T0 > T3low then: C1 = OFF, V1 = close, V2 = close, V3 = open
• if T2up > T1low then: C2 = ON
• if T3up > T2low then: C3 = ON
• if T1up < 70 ◦C then: C4 = ON.

where TTC = 22 ◦C (see Section 2.3) the required thermal conditions temperature of the indoor
conditioned space. The operation temperature range of the heating distribution network was set
at 70–55 ◦C temperature. The supply temperature for the heating distribution network was set at this
relatively low value to foster the penetration of the thermal power penetration in the system from the
solar collectors and approach higher achieved performance efficiencies of the solar collectors.

3.3. Simulation Methodology

The dimensioning procedure was based on the arithmetic simulation of the annual operation
of the combi-solar system, based on the fundamental theory of solar collectors and thermal energy
storage. The full mathematical background of the executed simulation process is analytically presented
in [44]. The solar collectors’ performance was simulated with the TRNSYS software application and
the annual thermal power production time series was developed respectively. The employed TRNSYS
model is presented in Figure 11. The simulation was executed for 5 different scenarios regarding the
size of the solar collectors’ field, with 36, 40, 44, 48 and 52 solar collectors involved in each one of them,
with an effective collector’s surface of 2.30 m2. The solar collectors for each different scenarios were
divided in parallel groups of 4 collectors connected in series, as presented in Figure 12.

Figure 11. Calculation logical diagram introduced in TRNSYS for the simulation of the solar
collectors operation.
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Figure 12. Connection layout of the solar collectors’ field.

The TRNSYS simulation model was also utilized for the determination of the optimum installation
angle of the solar collectors versus the horizontal plane. This was executed aiming at the maximisation
of the thermal energy production during the winter period (from the 1st of November to the 31st of
March) and for the geographical latitude of the under consideration location (35◦). By executing similar
simulations of the solar collectors’ performance under alternative installation angles with an increment
step of 5◦, it was concluded that the optimum installation angle is 45◦. Obviously the solar collectors
are oriented to the south (collectors’ surface azimuth angle equal to 0◦). For this optimum installation
angle and orientation, the annual variation of the total incident solar radiation (direct, diffused and
reflected) per unit of solar collectors’ surface (in W/m2) is depicted in Figure 13. The simulation
process is based on the following essential steps:

• The simulation is executed on hourly, average calculation time steps.
• For every hourly calculation step, the thermal power production Psc from the solar collectors’

field is provided from the corresponding time series developed with TRNSYS.
• If Ptd is the thermal power demand, then the direct thermal power production penetration Psp

from the solar collectors’ field to the thermal power demand coverage is simply calculated as:

if Ptd ≥ Psc then Psp = Psc;
if Ptd < Psc then Psp = Ptd.

• The thermal power storage Psta from the solar collectors will in any case be:

Psta = Psc − Psp.

• The remaining thermal power demand Ptdr, after the direst penetration from the solar collectors
will be:

Ptdr = Ptd − Psp.

• The remaining thermal energy demand and the total thermal energy storage from the solar
collectors are calculated for every 24-h period, by integrating the corresponding 24-h thermal
power time series.

• For the current 24-h period, the thermal power demand coverage from the stored thermal energy
from the previous 24-h period is calculated. Any possible remaining stored power will be utilized
for the next 24-h period (this mainly happens during the late autumn or the early spring period).

• Finally, any remaining thermal power demand, after the exploitation of the stored thermal power
will be covered by the biomass heater. This thermal energy is also calculated on a 24-h basis.
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• Given the above approach, the dimensioning of the required thermal storage tank is imposed by
the maximum required thermal energy storage from the solar collectors for a 24-h period during
the year.

• For each different dimensioning scenario, regarding the required thermal storage capacity and the
solar collectors total number, the annual time series of mean hourly or daily values are calculated
for the:

- initial thermal power production from the total solar collectors’ field
- the solar collectors’ direct thermal power penetration for the indoor space heating

loads coverage
- the thermal power storage from the solar collectors
- the thermal power production from the biomass heater.

• Annual statistics for the thermal energy produced and stored from the solar collectors and
the biomass heater are eventually calculated by integrating the above mentioned developed
corresponding annual time series.

The results from the execution of the applied methodology are presented in the next section.

Figure 13. Annual variation of the total incident solar radiation for the installation angle of 45◦ and for
south orientation.

3.4. Results

The essential results from the annual simulation of the solar-combi system’s operation regarding
the annual energy production and storage are presented in Table 4.

Table 4. Annual thermal energy production and storage results.

Number of Solar Collectors 36 40 44 48 52

Solar collectors total surface (m2) 82.8 92 101.2 110.4 119.6
Solar collectors production from 15/10—15/4 17,072 18,774 20,480 22,097 23,801

Solar collectors direct thermal energy penetration 4711 5093 5448 5803 6157
Solar collectors thermal energy available for storage 12,361 13,680 15,031 16,294 17,644

Solar collectors thermal energy eventually stored 7677 8354 9068 9721 10,292
Biomass heat thermal energy production 19,968 18,909 17,840 16,833 15,907

Total thermal energy production 32,356 32,356 32,356 32,356 32,356
Required thermal storage capacity (kWhth) 198.98 220.25 241.81 262.76 283.82

Required water tanks capacity (kg) 11,370 12,586 13,818 15,015 16,219
Solar collectors’ annual percentage coverage (%) 38.29 41.56 44.86 47.98 50.84

Solar collectors’ thermal energy annual percentage surplus (%) 27.43 28.37 29.12 29.75 30.89
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By observing the results presented in Table 4, it is possible to proceed to the following remarks:

• The annual contribution of the solar collectors to the thermal energy demand coverage ranges
from 38% to 50%, for the different investigating scenarios, versus the total installed solar collectors’
surface. The remaining thermal energy demand is covered with the biomass heater.

• Percentage 27–28% of the total thermal energy contribution from the solar collectors comes from
direct penetration and the rest percentage comes from the utilization of the stored thermal energy.

• The annual thermal energy surplus from the solar collectors is relatively lowly restricted, namely
from 27% to 30%. This verifies the appropriate dimensioning of the required thermal storage
tanks. On the other hand, this low annual thermal energy surplus is sensible and should be
expected, given the fact that:

- the simulation refers to the winter period, during which the available solar radiation is
relatively low

- at the same period, there is a considerable heating load of a school building with covered
area of indoor conditioned spaces higher than 1000 m2, supposed to be covered by this
particular solar collectors’ field.

In Table 5, the results from the calculation of the thermal energy production levelized cost are
presented. The following set-up costs and procurement prices have been adopted, based on commercial
quotations from equipment manufacturers and suppliers:

• biomass heater and accessories procurement—installation cost: 30,150 €
• solar collector with selective coating procurement cost: 220 €
• water thermal storage tank of 5000 lt capacity procurement cost: 10,000 €
• remaining hydraulic and electronic equipment procurement and installation cost: 8000 €
• biomass pellets procurement price (in Crete): 350 €/tn
• the annual average maintenance and operation cost is configured by the consumed biomass

pellets procurement cost and the biomass heater annual maintenance cost, set, on average, equal
to 200 €.

Table 5. Calculation of the thermal energy production annual average levelized cost.

Cost Component

Investigating Scenario (Number of Solar
Collectors/Thermal Tanks)

36/3 40/3 44/3 48/3 52/4 52/3

Biomass heater cost (€) 30,150 30,150 30,150 30,150 30,150 30,150
Solar collectors cost (€) 7920 8800 9680 10,560 11,440 11,440

Thermal storage tanks cost (€) 30,000 30,000 30,000 30,000 40,000 30,000
Rest equipment cost (€) 8000 8000 8000 8000 8000 8000

Total set-up cost (€) 76,070 76,950 77,830 78,710 89,590 79,590
Biomass pellets annual consumption (tn) 3.840 3.636 3.431 3.237 3.059 3.096

Average annual maintenance and operation cost (€) 1200 1147 1093 1043 996 1006
Thermal energy production levelized cost (€/kWhth) 0.1546 0.1544 0.1541 0.1539 0.1692 0.1541

Finally, the lowest calorific value of the biomass pellets was assumed equal to 5.2 kWh/kg.
From the results presented in Table 5, it is concluded that the optimum size for the introduced
solar-combi system, with regard to the minimization of the thermal energy production levelized cost,
is configured with the installation of 48 solar collector with selective coating and 2.3 m2 of effective
surface and three thermal storage tanks of 5000 L water storage capacity each. The minimum achieved
levelized cost for thermal energy production, based on the above mentioned assumptions and prices,
is calculated at 0.1539 €/kWhth. For the next investigating scenario, with the installation of 52 solar
collectors, one additional thermal storage tank is required, raising considerably the total set-up cost
and the corresponding production levelized cost. Nevertheless, it should be noticed that even if the
number of the thermal storage tanks is theoretically kept at 3, instead of 4, for the dimensioning
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scenario of 52 solar collectors, the arisen production levelized cost is calculated at 0.1541 €/kWhth,
namely higher than the corresponding figure of the scenario with 48 collectors, which still remains the
optimum one.

In Figure 14, power production synthesis curves are presented for (a) the period from the 1st
of January to the 15th of April and (b) the period from the 15th of October to the 31st of December.
Interesting conclusions are derived from these figures:

• After the weekends, the stored thermal energy in the thermal storage tanks undertakes most of
the thermal power demand for the first days of the new week.

• While approaching the last days of March or during the last days of October, the thermal
power direct penetration of the solar collectors and the contribution of the thermal storage
tanks undertakes all the heating loads. The biomass heater contribution during these periods
is negligible.

Figure 14. Thermal power production synthesis from the solar-combi system components for (a) the
period from 1/1 to 15/4 and (b) the period from 15/10 to 31/12.

Given the annual operation and maintenance cost of the existing oil-based central heating system
(5080 €, see Section 2.3) and the corresponding figure of the optimized proposed solar-combi system
(1043 €, Table 5) the net annual economic benefit from the solar-combi system introduction and the
elimination of the diesel oil consumption equals to 4037 €. Given also the total set-up cost of optimized
solar-combi system (78,710 €, Table 5), its payback period is calculated at 19.50 years. This figure is
certainly quite high, yet, the following facts should be taken into account:

• The specific school building has a limited operation period for roughly 8–10 h per day and for
five days per week. Additionally, the existing thermal energy needs in the building refer only to
the indoor space heating loads, appeared only for six months per year.
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• No other thermal energy needs, apart from the indoor space heating, are present due to the lack
of additional facilities, e.g., gyms accompanied with changing rooms and showers, swimming
pools, dormitories etc.

• The economic feasibility of the same system in another type of building at the same geographical
location (e.g., a residence or a sports hall with extensive hot water needs) is expected much higher.
In this case, the annual average thermal energy production cost should be also expected much
lower than the calculated figures in this article.

• However, the specific project has a strong demonstrative aspect, given the daily use of the
school building from students, namely from people with their educational background still under
cultivation. The proposed system, along with the rest energy saving measures proposed in the
frame of the building’s energy performance upgrade, aim to contribute, apart from the obvious
energy saving target, to the cultivation of the rational energy use culture for the building’s users
and visitors.

• Finally, since the project was 100% funded by a national—E.U. co-funding call, the economic
feasibility of the proposed system was not the crucial decision and design parameter.

3.5. Practical Issues—Drawbacks

The introduced solar-combi system, as shown above, is able to guarantee 100% annual heating loads
coverage of the examined school building, with annual average heating production levelized cost lower
than the corresponding feature of the existing oil-based central heating system. Yet, the proposed system
exhibits some very specific practical issues, which, however, can be easily handled, as explained below:

• For six months per year, namely from mid-April to mid-October, the system will remain
inoperative, due to the lack of any heating loads in the building, or any other thermal energy
needs, as mentioned in the previous section. Due to this fact, in order to avoid over heating of the
water in the thermal storage tanks, the solar collectors’ transparent glazing should be covered
with opaque textiles.

• A regular cleaning process for the solar collectors’ glazing should be regularly applied, indicatively
once a year, most probably at the beginning of the heating season.

• A regular cleaning of the biomass heater (removal of the combustion residue) should be also regularly
performed, indicatively once a week. This is, objectively, the most demanding required task.

Finally, an appropriate infrastructure should be constructed, consisting of a large, outdoor biomass
fuel closed tank and a duct, for the automatic refilling of a second, smaller silo inside the machinery
room, from which the biomass heater will be supplied.

4. Conclusions

A solar-combi system was investigated in this article for the indoor space heating of a school
building, located in the mainland of the island of Crete. The specific building exhibits two major
favorable features, regarding the coverage of its heating loads from solar collectors:

• Firstly, there is considerable solar radiation available in the particular geographical location even
during winter, a crucial issue for the maximisation of the building’s heating loads coverage from
solar collectors.

• Secondly, another important parameter, perhaps not so obvious, is the intermittent operation of
the school building. This operational feature has a considerable contribution to the achievement
of high coverage percentages of the building’s heating loads from the solar collectors. Specifically,
the lack of heating loads after the end of the school’s daily operation schedule, on the one hand
contributes to the reduction of the building’s heating loads (no heating loads are considered
during non-operational time periods), while, on the other hand, given the appropriate sizing of
the thermal storage tanks, the thermal energy stored during non-operational periods, especially
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during the weekends, is utilized for the coverage of the forthcoming heating loads. In this way,
the potential for high solar collectors’ penetration to the annual thermal energy demand coverage
is remarkably increased.

The two favorable parameters mentioned above enable the achievement of annual coverage
percentages of the introduced solar collectors’ field in the examined school building higher than 50%,
of course given the effective introduced algorithm and its adequate realization with the proposed
system’s overall layout.

On the other hand, the exclusive thermal energy consumption for the indoor space heating and
the lack of any other thermal energy needs, has a negative impact on the economic feasibility of the
examined system. The long payback period calculated at 19.50 years should be expected much shorter
in case of a building with additional thermal energy needs (e.g., hot water consumption or longer
operation period per day etc.).

The successful simulation and dimensioning of the examined system is also confirmed by the low
surplus of the thermal energy produced from the solar collectors. This result should be absolutely
expected too, given the large size of the building with the corresponding heating load and the, although
still remarkable, reduced, compared to the summer period, available solar radiation. Nevertheless,
all the favorable conditions mentioned above seem to be effectively exploited in the synthesis of the
proposed system and the operation concept indicated with the introduced algorithm. The last step of
course is the realization of the proposed system in the under consideration school building and the
confirmation in practice of the simulation results of the present article.

In any case, the present article demonstrates a specific layout and operation algorithm for a
solar-combi system, as well as the way this system can be realized and its automatic operation can be
performed. Beyond any technical aspect, it certainly demonstrates the feasibility of 100% heating loads
coverage in buildings, based on R.E.S. (solar radiation and biomass), especially in Southern European
climates. This can be achieved with absolutely competitive production levelized cost, which, in the
case of the examined case study, ranges at 0.154 €/kWhth. This cost is lower than the corresponding
figure with the use of a diesel oil central heater for the heating of the same school building, calculated
at 0.1570 €/kWhth.
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Abstract: The extraction of the photovoltaic (PV) model parameters remains to this day a
long-standing and popular research topic. Numerous methods are available in the literature,
widely differing in accuracy, complexity, applicability, and their very nature. This paper focuses on
the class of non-iterative parameter extraction methods and is limited to the single-diode PV model.
These approaches consist of a few straightforward calculation steps that do not involve iterations;
they are generally simple and easy to implement but exhibit moderate accuracy. Seventeen such
methods are reviewed, implemented, and evaluated on a dataset of more than one million measured
I-V curves of six different PV technologies provided by the National Renewable Energy Laboratories
(NREL). A comprehensive comparative assessment takes place to evaluate these alternatives in terms
of accuracy, robustness, calculation cost, and applicability to different PV technologies. For the
first time, the irregularities found in the extracted parameters (negative or complex values) and
the execution failures of these methods are recorded and are used as an assessment criterion.
This comprehensive and up-to-date literature review will serve as a useful tool for researchers
and engineers in selecting the appropriate parameter extraction method for their application.

Keywords: analytical; explicit; five parameters; Lambert W function; parameters extraction;
photovoltaic (PV); review; single-diode model

1. Introduction

The model of a photovoltaic (PV) generator usually consists of an equivalent circuit and a set of
parameters that describe its electrical response and operation. Determination of these parameters is
not a trivial task, as they are not available in the PV module’s datasheet and their values change with
the operating conditions. Immense research has been carried out in recent decades on the extraction of
the PV model parameters, the literature presenting numerous methods of different nature, reliability,
complexity, and required input data. It now constitutes a research topic on its own, referred to as “PV
cell model parameters estimation problem” or similar in the literature [1].

These methods can be classified into three major categories: the numerical, the non-iterative and the
optimization approaches. The numerical (or iterative) methods form a system of a few equations which
is solved numerically [2–6], in a trial-and-error manner or via another iterative algorithm [7–10].
These equations are usually derived by applying the PV model equation to specific conditions,
such as short-circuit (SC), open-circuit (OC) or maximum power point (MPP). This class achieves
generally high accuracy but suffers from initialization and convergence issues, high calculation cost
and solution suboptimality [1,11–13]. The non-iterative (or explicit or direct or analytical) methods
employ a set of equations as well, but are solved symbolically/explicitly (no iterations) resulting in
simpler formulation and implementation [12,14–28]. These approaches are essentially variations of the
numerical class that employ a series of simplifications and empirical observations to achieve explicit

Energies 2019, 12, 358; doi:10.3390/en12030358 www.mdpi.com/journal/energies83



Energies 2019, 12, 358

formulation. Quite often, they are used in the initialization step of the numerical methods [26,29].
It is worth noting that the term “analytical” is somehow ambiguous in the literature, referring either
to the non-iterative, numerical, or both classes, thus it is not used in this paper to avoid confusion.
The non-iterative methods are easier to implement and more computationally efficient but yield lower
accuracy [13], although some of these approaches perform quite decently [30]. The optimization (or
artificial intelligence or heuristic or curve-fitting or soft-computing) methods follow a non-technologically
specific approach where the model’s equation is optimally fitted on a set of measurements, usually the
I-V curve. Various evolution inspired [31–33] and curve-fitting [34,35] algorithms may be found in
the literature. This class exhibits generally high accuracy and near-global optimality but suffers from
computational complexity and difficulties in the method’s parameters tuning [1].

Another important aspect of a parameter extraction technique is the required input
data. For some methods, the datasheet information suffices (e.g., SC, OC, and MPP data,
temperature coefficients etc.) [12,15,17,20–22,25–27], while others require additional operating
points or/and the slope of the I-V curve at SC or OC [14,16,18,19,23,24]. Generally, the former
cases are preferable as they can be applied more easily and universally, not necessitating extra
measurements [19,27,36]. Furthermore, there is currently a debate in the literature on whether the
extracted parameters should be restricted to real positive numbers to have a physical meaning [4,26],
or should be allowed to take negative or complex values (referred to as parameter irregularities in
this paper) if the resulted curve better matches the measurements [15,30]. Other desirable attributes
of such a method is to be accurate, robust, computationally efficient, and applicable to various PV
technologies [1,27].

The large diversity in the requirements, performance and very nature of these methods has
inspired the publication of several review papers in the literature [1,30,36–41]. The studies in [1,37]
provide a qualitative description and classification of all three classes, but without implementation and
quantitative comparison. The rest of the aforementioned papers are limited to the numerical or/and
non-iterative methods, implementing and evaluating some of them. However, only a small subset
of the available non-iterative methods is assessed, and the evaluation dataset corresponds mainly
to single- and multi-crystalline silicon PV modules [30,36,38]. The copper indium gallium selenide
(CIGS) and cadmium telluride (CdTe) technologies are considered in [39], heterojunction with intrinsic
thin layer (HIT) modules are tested in [40] and a few multi-junction devices are examined in [41].
To this day, there is no comparative study in the literature to consider all the commercially available
PV technologies. Furthermore, although the robustness has been investigated in the numerical and
optimization classes, the aspect of execution failure or irregular results in the non-iterative methods
has not been studied yet.

To shed some light on these topics, this paper performs a comprehensive review and comparison
of the non-iterative parameter extraction methods that are based on the single-diode PV model.
Seventeen such methods are identified dating since 1984 [12,14–27], all of which are implemented
and assessed on a common set of I-V curves provided by National Renewable Energy Laboratories
(NREL) [42]. This dataset contains 1,025,665 I-V curves measured over a one-year period in the USA
for 22 PV modules under a wide range of irradiance and temperature conditions. This is probably
one of the most comprehensive publicly available datasets, including six different PV technologies:
single- (c-Si) and multi-crystalline (mc-Si), CdTe, CIGS, HIT and amorphous silicon (a-Si) (crystalline,
tandem, and triple-junction). It is worth noting that this investigation is limited to the single-diode PV
model, adopted by most of the non-iterative parameter extraction methods, even though other more
sophisticated models may be more appropriate for some thin-film technologies.

The comparison that follows aims to give the full picture on the appropriateness of the
non-iterative methods in terms of accuracy, robustness, and calculation cost for all these PV
technologies. Special focus is given on the execution failures recorded for the 1 million scenarios
to evaluate their credibility, and the number of parameter irregularities (negative or complex values)
that may be or may be not a limiting factor to some applications. The assessment is performed first for
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all 17 methods, and then separately for those that rely solely on datasheet information; furthermore,
a sensitivity analysis takes place on the fitting range for the extraction of the SC slope. This survey is a
thorough and up-to-date comparative assessment of the available non-iterative methods, carried out for
the first time on a comprehensive dataset and accounting for the aspects of reliability and robustness.

The rest of the paper is organized as follows: the basics of the single-diode PV model are given in
Section 2 and the non-iterative parameter extraction methods are described and discussed in Section 3.
The performance of these methods is assessed and compared in Section 4, the main conclusions
summarized in Section 5. The Appendixes A and B clarifies some calculation aspects.

2. The Fundamentals of the Single-Diode PV Model

This section gives a brief description of the PV model theory under consideration; the following
nomenclature is used throughout the paper for consistency. The single-diode model is historically the
first PV model, developed initially for single-crystalline silicon PV cells, but it remains to this day the
most commonly used one due to its simplicity [2,43,44]. Other more sophisticated models involve
two [45] or three diodes [46] for increased accuracy at low irradiance, and sometimes additional
voltage-dependent current sources to account for the breakdown operation [47] or the recombination
phenomenon in some thin-film technologies [48]. This paper is limited to the single-diode model,
as this is the PV model on which the majority of the non-iterative parameter extraction methods are
based, and assesses its effectiveness on all commercial PV technologies, single/multi-crystalline silicon
and thin-film.

This model consists of an equivalent circuit shown in Figure 1 and a set of five parameters
[Iph, Is, a, Rs, Rsh]:

• the photocurrent Iph (or Io or Ipv)
• the diode saturation current Is (or Io or Isat)
• the modified diode factor a (or m)
• the series resistance Rs
• the shunt resistance Rsh (or Rp).

Figure 1. Electrical equivalent circuit of the single-diode PV model.

Quite often, the modified diode factor a is expressed alternatively as NsnVT in the
literature, where Ns is the number of series-connected cells, n the diode factor and VT = kT

q
the thermal voltage (k is the Boltzmann constant, T the temperature in Kelvin and q the
electron charge). The five parameters depend on both the structural characteristics of the PV
modules and the operating conditions: incident irradiance and cell temperature. The irradiance
is usually considered to affect proportionally Iph [1–4,7,20,21,27,28,36,43,49–54], and Rsh in an
inversely proportional way [1–4,20,27,36,43,49,51,52,54]; the temperature effect is generally assumed
to be weak and linear in Iph, strong and exponential in Is, and strong and proportional
in a [1–4,7,20,21,27,36,43,49–54]. The dependence of Rs is somewhat unclear, some studies
assuming to remain constant [2–4,36,43,50,51,53,54] and others to depend on both irradiance and
temperature [1,20,27,49,52]. Typically, the five parameters are not assumed to be affected by the
operating point, i.e., they do not change along the I-V curve. For some technologies, however, it has
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been reported to vary with the current, especially the diode factor and series resistance; here, the former
approach is considered which is adopted by all parameter extraction methods examined. Please note
that sometimes the literature neglects one or both resistances for simplicity [11,15,17,21,22,55].

The current-voltage equation is given implicitly by

I = Iph − Is

(
e

V+IRs
a − 1

)
− V + IRs

Rsh
. (1)

This equation cannot be solved symbolically and necessitates numerical solution, which raises
some challenges during the evaluation. As an alternative, an equivalent explicit formulation
has appeared lately in the literature, employing the principal branch of the Lambert W function
W0{.} [25,56–58]

I =
Rsh(Iph + Is)− V

Rs + Rsh
− a

Rs
W0

{
RsRsh Is

a(Rs + Rsh)
e

Rs Rsh(Iph+Is)+RshV

a(Rs+Rsh)

}
(2)

V = Rsh(Iph + Is)− (Rs + Rsh)I − aW0

{
Rsh Is

a
e

Rsh(Iph+Is−I)
a

}
. (3)

One can directly find the current for a given value of voltage using (2) or the opposite via (3),
which makes the calculation easy and straightforward, in contrast to (1). The Lambert W function is
readily available in all computational platforms; more information on the computation of this function
are given in Appendix A.

The single-diode model describes any PV generator under uniform operating conditions, from cell
to array, after scaling properly the five parameters [43]; it does not apply to non-uniform operation,
such as partial shading, mismatched conditions etc., when appropriate extensions to account for the
bypass diodes are necessary. Usually, the five parameters are extracted for the PV module, using the
module datasheet information as input data. In the general case, however, one can extract the five
parameters for any PV generator, from cell to array, when the respective I-V curve measurements
are available. To relate the array parameters [Iph,arr, Is,arr, aarr, Rs,arr, Rsh,arr] to the cell parameters
[Iph,cell , Is,cell , acell , Rs,cell , Rsh,cell ] the following expressions can be used [4,21,34,41,54]:

Iph,arr = Np Iph,cell (4)

Is,arr = Np Is,cell (5)

aarr = Nsacell (6)

Rs,arr =
Ns

Np
Rs,cell (7)

Rsh,arr =
Ns

Np
Rsh,cell , (8)

where Np and Ns are the parallel- and series-connected PV cells within the array. These relations hold
true for the other PV structures as well, such the string or module, properly changing the meaning
of the respective terms; e.g., the module-cell relation is given by (4)–(8) if the terms for the array
parameters are substituted by the module ones and Np, Ns meaning is modified to account for the cells
within the module, rather than the array. A typical first-quadrant I-V curve (non-negative voltage
and current) of a PV module at STC (standard test conditions) is shown in Figure 2, indicating the SC,
the OC, and the MPP, as well as the tangent lines at SC and OC. Most of the non-iterative parameter
extraction methods require as input data the coordinates of these points (0, Isc), (Voc, 0) and (Vmp, Imp),
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as well as the so-called experimental resistances Rsho and Rso that relate to the slope of the tangent lines
according to

Rsho = −dV
dI

∣∣∣∣
SC

, Rso = −dV
dI

∣∣∣∣
OC

. (9)

The extraction of these slopes from I-V curve measurements is discussed in Appendix B.
Other data possibly needed by a parameter extraction method is the temperature coefficients of
the SC current αIsc and OC voltage βVoc. Please note that these coefficients are used in normalized form
(K−1) in this paper (normalized on the nominal SC current and OC voltage, e.g., βVoc = −0.0034 K−1,
αIsc = +0.0006 K−1), rather than in absolute form (A/K, V/K), as the normalized coefficients do not
considerably differ among PV modules of the same technology which facilitates comparison [59].
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Figure 2. Typical I-V characteristic curve of a PV module in the first quadrant.

3. The Non-Iterative Parameter Extraction Methods

A rigorous review reveals that there are seventeen different non-iterative methods available for
the parameter extraction of the single-diode PV model, given in chronological order and denoted by
the name of their respective main author in Table 1. These are the most clearly described methods in
the literature that are applicable to any operating conditions; the ones intended only for STC are not
included in this comparative assessment. It is worth noting that some of these methods are designed for
single/multi-crystalline silicon technologies, assuming the silicon energy gap and a diode factor close
to 1, but in this study, they are applied to all six PV technologies to assess their universal performance
maintaining consistency with the original studies. Table 1 also shows the number of evaluation steps,
the required input data and whether the datasheet information suffices, or additional measurements
are needed. In the rest of this section, the evaluation steps of these methods are briefly described
using the common nomenclature of Section 2; it is shown that there is significant overlap among the
alternatives, sharing several equations in the exact or very similar form.

3.1. Phang [1984]

Historically, the first attempts to extract the PV model parameters appeared in the 1960s:
they employed semilogarithmic plots of the I-V characteristic to extract some of the parameters
and required experienced users. These techniques were evolved later to complete and easy-to-use
parameter extraction methods based on explicit equations, rather than plotted curves; the first such
non-iterative method was published by Phang et al. in 1984 [14], still performing quite decently as
discussed later. The same authors published later a comparative study [60] and a seven-parameters
extraction method [61], but [14] remains the original publication adopted in several studies in the
literature, such as in [50,62]. First, Rsho and Rso are extracted from the I-V curve slopes at SC and OC
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(see Appendix B), and then the five parameters are calculated by evaluating the following equations in
this order:

Rsh = Rsho (10)

a =
Vmp − Voc + Rso Imp

ln
[

Isc−Imp−Vmp/Rsh

Isc−Voc/Rsh

]
+

Imp
Isc−Voc/Rsh

(11)

Is =

(
Isc − Voc

Rsh

)
e−

Voc
a (12)

Rs = Rso − a
Is

e−
Voc

a (13)

Iph = Isc

(
1 +

Rs

Rsh

)
+ Is

(
e

Isc Rs
a − 1

)
. (14)

Table 1. Main attributes of the 17 non-iterative parameter extraction methods.

No Ref. Method Year
Number of Eval Datasheet Input
Parameters Steps Sufficient? Data

1 [14] Phang 1984 5 7 Isc, Voc, Imp, Vmp, Rsho, Rso
2 [15] Sera 2008 4 4 � Isc, Voc, Imp, Vmp
3 [16] Saleem 2009 5 7 Isc, Voc, Vmp, I60, V60
4 [17] Saloux 2011 3 3 � Isc, Voc, Imp, Vmp
5 [12] Accarino 2013 5 6 � Isc, Voc, Imp, Vmp, αIsc, βVoc, Voc0
6 [18] Khan 2013 5 7 Isc, Voc, Imp, Vmp, Rsho, Rso
7 [19] Cubas1 2014 5 8 Isc, Voc, Imp, Vmp, Rsho
8 [19] Cubas2 2014 5 8 � Isc, Voc, Imp, Vmp
9 [56] Cubas3 2014 5 9 � Isc, Voc, Imp, Vmp

10 [20] Bai 2014 5 11 � Isc, Voc, Imp, Vmp
11 [21] Aldwane 2014 4 4 � Isc, Voc, Imp, Vmp
12 [22] Cannizzaro 2014 4 8 or 11 � Isc, Voc, Imp, Vmp
13 [23] Toledo 2014 5 13 Isc, Voc, Imp, Vmp, Ixx, Rsho
14 [24] Louzazni 2015 5 7 Isc, Voc, Imp, Vmp, Rsho, Rso
15 [25] Batzelis 2016 5 8 � Isc, Voc, Imp, Vmp, αIsc, βVoc, Voc0
16 [26] Hejri 2016 5 5 � Isc, Voc, Imp, Vmp
17 [27] Senturk 2017 5 7 � Isc, Voc, Imp, Vmp

3.2. Sera [2008]

The method of Sera et al. [15], also adopted by Khezzar et al. [55], is a four-parameter model that
neglects Rsh:

Iph = Isc (15)

a =
2Vmp − Voc

ln
(

Isc−Imp
Isc

)
+

Imp
Isc−Imp

(16)

Rs =
a ln
(

Isc−Imp
Isc

)
+ Voc − Vmp

Imp
(17)

Is = Isce−
Voc

a . (18)

It is worth noting that a typo found in [15] has been corrected in (16), while (18) is somewhat
similar to the Phang’s (12).
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3.3. Saleem [2009]

The method of Saleem [16] is based on an alternative formulation of the PV equation as a power
law function. It requires two additional points as input data: at voltage equal to 60% of Voc (0.6Voc, I60)

and at current equal to 60% of Isc (V60, 0.6Isc). First, the auxiliary parameters γ and m are calculated:

γ =

I60
Isc

− 0.4

0.6
, m =

log
(

0.4−(1−γ)
V60
Voc

γ

)
log V60

Voc

, (19)

and then the five parameters are found by

a =
Voc

m
0.77m(1 − Vmp

Voc
)− 1

0.77m ln Voc
Vmp

− 1
(20)

Rs =
Voc

0.6γmIsc

(
1 − am

Voc

)
− 0.1 (21)

Is = γIsce−
Voc

a (22)

Rsh =
Voc

Isc

1

1 − γ − γ
0.6 exp

[
(0.4+0.6γ)IscRs−0.4Voc

a

] (23)

Iph = Isc

(
1 +

Rs

Rsh

)
. (24)

Note the logarithm with a base of 10 in (19) and the natural logarithm in (20).

3.4. Saloux [2011]

An explicit PV model based on the ideal single-diode equivalent (no resistances) is presented
in [17]. Saloux provides some equations to determine the three parameters at STC, but it seems that
they are applicable to other conditions as well, as slightly manipulated here:

a =
Vmp − Voc

ln
(

1 − Imp
Isc

) (25)

Iph = Isc (26)

Is =
Isc

e
Voc

a − 1
. (27)

Apparently, the expressions for Iph and Is are almost the same as (15) and (18) from Sera’s model.

3.5. Accarino [2013]

This is the first extraction method to employ the Lambert W function [12]. First a is calculated via

a =

(
βVoc − 1

T0

)
Voc0

αIsc − 3
T0

− Eg

kT2
0

T
T0

, (28)

where Voc0 is the nominal OC voltage (STC), T0 = 298.15 K is the nominal temperature, Eg = 1.8e− 19 J
the energy gap of silicon and k = 1.38e − 23 J/K2 the Boltzmann constant. Also note that the
temperature coefficients are in normalized form. Then, Iph and Is are found by (15) and (18) from Sera’s
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model. Finally, the auxiliary parameter x is evaluated (after correcting a typo in [12]), used subsequently
to calculate Rs and Rsh:

x = W0

{
Vmp(2Imp − Iph)

aIs
e

Vmp(Vmp−2a)
a2

}
+ 2

Vmp

a
−
(

Vmp

a

)2
(29)

Rs =
xa − Vmp

Imp
, Rsh =

xa
Iph − Imp − Is(ex − 1)

. (30)

For the computation of the principal branch of the Lambert W function W0{.}, please see
Appendix A. It is worth noting that this method was applied in [12] to single/multi-crystalline
silicon modules assuming the energy gap of silicon, thus it is also applied here using the same Eg value
for all technologies to be consistent with original study.

3.6. Khan [2013]

The model of Khan requires Rsho and Rso as additional inputs [18]. First, Rs, a and Is are calculated

Rs = Rso − Vmp − Voc + Rso Imp

Imp + Isc ln
(

1 − Imp
Isc

) (31)

a =
Vmp − Voc + Rs Imp

ln
(

1 − Imp
Isc

) (32)

Is =
a

Rso − Rs
e−

Voc
a , (33)

and then Rsh and Iph are found via Phang’s (10) and (14).

3.7. Cubas1 [2014]

Cubas et al. propose one numerical and two non-iterative parameter extraction methods in [19].
The first non-iterative approach requires measurement of Rsho to calculate Rs through the auxiliary
parameters A and B

A = [Vmp + (Imp − Isc)Rsho] ln
(

Vmp + (Imp − Isc)Rsho

Voc − IscRsho

)
, B = Vmp − Rsho Imp (34)

Rs =
A − B
A + B

Vmp

Imp
+

B
A + B

Voc

Imp
, (35)

and evaluate a, Rsh and Is through

a =
(Vmp − ImpRs)[Vmp + (Imp − Isc)Rsho]

Vmp − ImpRsho
(36)

Rsh = Rsho − Rs (37)

Is =

[
Isc(1 +

Rs

Rsh
)− Voc

Rsh

]
e−

Voc
a . (38)

Finally, Iph is found through Saleem’s (24).
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3.8. Cubas2 [2014]

The second non-iterative alternative proposed in [19] employs an empirical estimation of Rsho
derived from [63], in place of the SC slope measurement:

Rsho = 34.49692
Voc

Isc
. (39)

This renders the method reliant only on datasheet information. The remaining parameters are
calculated via the equations of the previous alternative (24), (34)–(36) and (38), except that Rsh is now
found through:

Rsh =
(Vmp − ImpRs)[Vmp − Rs(Isc − Imp)− a]

(Vmp − ImpRs)(Isc − Imp)− aImp
(40)

3.9. Cubas3 [2014]

The same authors published shortly after a similar study based on the Lambert W function [56],
which requires the diode factor n as an input, set to n = 1.1 for the silicon cells under study:

a =
nNskT

q
. (41)

Four auxiliary parameters A, B, C and D are used

A =
a

Imp
, B = − Vmp(2Imp − Isc)

[Vmp Isc + Voc(Imp − Isc)]
, (42)

C = −2Vmp − Voc

a
+

Vmp Isc − Voc Imp

[Vmp Isc + Voc(Imp − Isc)]
, D =

Vmp − Voc

a
(43)

to calculate Rs by

Rs = A
[
W−1

{
BeC
}
− (D + C)

]
. (44)

Please note that W−1{.} in (44) is the lower branch of the Lambert W function, rather than the more
commonly used principal branch W0{.}; the calculation formula is given in Appendix A. The remaining
parameters Rsh, Is and Iph are found by the previous alternatives’ Equations (40), (38) and (24).
Please note that in this paper, the same diode factor is used for all PV technologies.

3.10. Bai [2014]

The Bai method [20] requires the slopes at SC and OC as inputs, which however are estimated
rather than measured. First, a simplified four-parameter model is employed to derive [Iph4, a4, Rs4, Is4]

through Sera’s (15)–(18). Then, the SC and OC slopes, or equivalently Rsho and Rso are calculated by

Rsho =
a4 ln
(

0.5(Isc−Imp)
Is4

+ 1
)
− 0.5(Isc + Imp)Rs4

0.5(Isc − Imp)
(45)

Rso = −
a4 ln
(

Isc−0.5Imp
Is4

+ 1
)
− 0.5ImpRs4 − Voc

0.5Imp
. (46)
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Thereafter, Rs is calculated by (47) below, Rsh and Iph through Cubas1’s (37) and Saleem’s (24)
respectively, and finally a and Is by (48) and (49) below.

Rs =
Vmp(−Rso + Rsho)[−Rsho(Isc − Imp) + Vmp] + Rso(−Rsho Imp + Vmp)(−Rsho Isc + Voc)

Imp(−Rso + Rsho)[−Rsho(Isc − Imp) + Vmp] + (−Rsho Imp + Vmp)(−Rsho Isc + Voc)
(47)

a = (−Rso + Rs)
−Rsho Isc + Voc

−Rso + Rsho
(48)

Is =
Iph − Voc

Rsh

e
Voc

a − 1
. (49)

Evidently, (49) is almost identical to Phang’s (12).

3.11. Aldwane [2014]

This is a four-parameter model (Rsh is neglected) [21], which is very similar to Sera’s method
except for a small difference in a:

a =
2Vmp − Voc

ln
(

Isc−Imp
Isc

)
+ Isc

Isc−Imp

. (50)

The remaining parameters Iph, Rs and Is are found via the exact same Sera’s
Equations (15), (17) and (18) respectively.

3.12. Cannizzaro [2014]

Cannizzaro et al. developed their method initially in [11], thereafter completed in [22].
This approach is based on the assumption that the five-parameter model can always be simplified to a
four-parameter model, neglecting either Rs or Rsh according to the series to parallel ratio (SPR):

SPR =
1 − γi

e−r , where: γi =
Imp

Isc
, γv =

Vmp

Voc
, r =

γi(1 − γv)

γv(1 − γi)
. (51)

If SPR ≥ 1, the shunt resistance is neglected, and the series resistance is given by

Rs =
Voc

Isc

γv(1 − γi) ln(1 − γi) + (1 − γv)

γi(1 − γi) ln(1 − γi) + γi
, Rsh = ∞. (52)

Otherwise, if SPR < 1:

Rs = 0, Rsh =
Voc

Isc

λ2w + λ1

w + λ1
, (53)

where λ1 =
1 − γv

1 − γi

2γi − 1
γi + γv − 1

, λ2 =
γv

1 − γi
, w = W−1

{
−SPRλ1e−λ1

}
. (54)

The term W−1{.} in (54) is the lower branch of the Lambert W function, approximated in this
paper by the formula used by Cannizzaro et al. in [22] (more details in Appendix A). Having the two
resistances permits evaluation of a through

a =
Vmp − Voc + ImpRs

ln

[
(Isc−Imp)(1+ Rs

Rsh
)− Vmp

Rsh
Isc(1+ Rs

Rsh
)− Voc

Rsh

] . (55)

Evidently, (55) is reduced to Khan’s (32) when SPR ≥ 1 (Rsh = ∞). Finally, Iph is found via
Saleem’s (24) and Is through Phang’s (12).
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3.13. Toledo [2014]

Apart from Rsho, the method in [23] uses as inputs the coordinates of the SC and another
three operating points (V1, I1), (V2, I2), (V3, I3) evenly distributed at the right-hand side of the
I-V curve. There is some flexibility on how to select these points; here the MPP, OC and XX
(Vxx =

Vmp+Voc
2 —notation introduced by SANDIA laboratories [64]) are used. The method employs

five auxiliary parameters [A, B, C, D, E] found via the following steps. First, the sum A + B and E are
derived to calculate the function fi for the three operating points (Vi, Ii):

A + B = Isc, E = 1/Rsho, fi = ln(A + B − EVi − Ii) for i = 1, 2, 3. (56)

Using this information, the rest of the parameters are found by

D = exp
[
( f1 − f2)(V2 − V3)− ( f2 − f3)(V1 − V2)

(I1 − I2)(V2 − V3)− (I2 − I3)(V1 − V2)

]
, C = exp

[
f2 − f3 − (I2 − I3) ln D

V2 − V3

]
(57)

B = exp( f1 − V1 ln C − I1 ln D), A = Isc − B. (58)

Finally, the five parameters are retrieved:

Iph =
A ln C

ln C − E ln D
(59)

Is =
B ln C

ln C − E ln D
(60)

a =
1

ln C
(61)

Rs =
ln D
ln C

(62)

Rsh =
1
E
− ln D

ln C
. (63)

3.14. Louzazni [2015]

The main objective of Louzazni et al. in [24] is to present an alternative formulation of the PV
model equation, in which the five parameters are found as follows. First, the experimental resistances
are approximated by the respective slopes: Rsh via Phang’s (10) and Rs via

Rs = Rso. (64)

Thereafter, a is calculated via Phang’s (11), Iph via Saleem’s (24) and Is via Sera’s (18).

3.15. Batzelis [2016]

The Batzelis method [25] introduces a coefficient δ0 at STC found through the temperature
coefficients αIsc, βVoc, used afterwards to derive the auxiliary parameters δ and w:

δ0 =
1 − βVocT0

50.1 − αIscT0
(65)

δ = δ0
Voc0

Voc

T
T0

(66)

w = W0

{
e

1
δ +1
}

. (67)

Please note that αIsc, βVoc are normalized, T, T0 are in Kelvin degrees and the W0{.} is the principal
branch of the Lambert W function (please see Appendix A). The term 50.1 in the denominator of
δ0 incorporates the Boltzmann’s constant and the energy gap of silicon; this coefficient is used as it
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is in this paper for all PV technologies examined, in order to be consistent with the original paper.
Using these coefficients, the five parameters are found by

a = δVoc (68)

Rs =
a(w − 1)− Vmp

Imp
(69)

Rsh =
a(w − 1)

Isc(1 − 1
w )− Imp

(70)

Iph =

(
1 +

Rs

Rsh

)
Isc (71)

Is = Iphe−
1
δ . (72)

3.16. Hejri [2016]

The main purpose of the Hejri method [26] is to approximate the five parameters to be used as
initial values in a numerical solution algorithm. First, a is found via Sera’s (16), then Rs and Rsh by

Rs =
Vmp

Imp
−

2Vmp−Voc
Isc−Imp

ln
(

Isc−Imp
Isc

)
+

Imp
Isc−Imp

(73)

Rsh =

√√√√ Rs
Isc
a exp

(
Rs Isc−Voc

a

) . (74)

Finally, Iph and Is are calculated through Sera’s (15) and (18) respectively. It is worth noting that
during the derivations of these expressions, it has been assumed that Rsho = Rsh to avoid measuring
the SC slope.

3.17. Senturk [2017]

This method is intended for STC [27], but it seems to be applicable to other conditions as well.
First, an arbitrary value of n = 1.2 is assumed for the diode factor, thus calculating a by (41) as in
Cubas3. Then, the experimental resistances are approximated by

Rsho =
Vmp

Isc − Imp
(75)

Rso =
Voc − Vmp

2Imp
. (76)

Thereafter, Iph and Is are calculated by

Iph =
Rso + Rsho

Rsho
Isc (77)

Is =
Iph − Voc

Rsho

e
Voc

a − 1
, (78)
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and finally Rs via Phang’s (13) and Rsh by

Rsh =
Vmp + ImpRs

Iph − Imp − Is

(
e

Vmp+Imp Rs
a − 1

) . (79)

This method too is designed for single/multi-crystalline silicon modules but is applied here as it is to
all technologies under consideration.

4. Comparative Assessment

All 17 methods of Section 3 are implemented and assessed in MATLAB 2017b, in a PC with a
6-core 3.5-GHz CPU at sequential computational mode (not parallel). Each method is denoted by the
name of the respective main author, as shown in Table 1. The dataset used for the evaluation was kindly
provided by the NREL and contains 1,025,665 I-V curves and other measurements from 22 PV modules
of different technology; each curve is recorded in about 180–200 samples. These measurements are
classified into 6 main PV technologies here, as shown in Table 2.

The irradiance and temperature distribution of this dataset is shown in Figure 3a,b, the former
varying within [20, 1440] W/m2 and the latter within [−19, +73] ◦C. A large number of I-V curves were
recorded under low and very low-irradiance conditions, which are known to be challenging for the
single-diode model and therefore for the respective parameter extraction methods. More information
on this dataset may be found in [42]. The comparative assessment that follows is first performed for all
17 methods, repeated afterwards for those that rely only on datasheet information and for those that
require the SC or/and OC slope measurements.

Table 2. Dataset of I-V curves used in the comparative assessment provided by NREL [42].

PV Module Technology No of Curves

xSi12922 c-Si 94,109xSi11246
mSi460BB

mc-Si 280,042

mSi460A8
mSi0251
mSi0247
mSi0188
mSi0166
HIT05667 HIT 93,530HIT05662
CIGS8-001

CIGS 182,994CIGS39017
CIGS39013
CIGS1-001
CdTe75669 CdTe 93,287CdTe75638
aSiTriple28325

a-Si 281,703

aSiTriple28324
aSiTandem90-31
aSiTandem72-46
aSiMicro03038
aSiMicro03036
TOTAL 6 1,025,665
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(a)

(b)

Figure 3. Histograms of (a) irradiance and (b) temperature distribution of the study-case dataset.

4.1. All Seventeen Methods

The full picture in the performance of the 17 methods is given in Table 3 cumulatively for
all PV technologies. The methods whose name start with an “*” are the ones that rely only on
datasheet information (see Table 1), while bold highlighting indicates the lowest value in the respective
columns. The assessment is carried out using three main criteria: accuracy, robustness, and complexity.
The metric for the accuracy is the current Root Mean Square Error (RMSE) of the reconstructed
and measured I-V curve, which indicates how well the characteristic produced using the extracted
parameters matches the sampled one; Table 1 gives the mean/max values of the absolute (A) and
normalized (on nominal Isc—%) RMSE, as both metrics are used in the literature. The robustness
is assessed on the number of scenarios out of the 1 million dataset that led to irregular parameters
(negative or complex parameters) or to execution failure, and the computational performance is
measured on the basis of total execution time and core execution time (excluding the I-V curve
calculations, such as extraction of SC slope).

It is evident that the various methods perform very differently in every aspect of this
comparison. The best mean (absolute and normalized) RMSE is shown by the Toledo method,
which however exhibits moderate worst-case performance. Conversely, Cannizzaro and Cubas3
(only for absolute RMSE) provide the lowest max RMSE, but present much higher average errors than
Toledo. The majority of the methods have thousands of irregularities in the extracted parameters,
mainly negative but also complex values, which may be undesirable for some applications. The fewer
irregularities are shown by the very simple Saloux method that is based on the three-parameter model,
which yields also the lowest computational cost; still, the accuracy of this method seems to be below
par. It is interesting that so many methods suffer from hundreds of thousands of execution failures,
failing to reproduce a meaningful I-V curve with the extracted parameters; only the Saloux, Batzelis,
and Senturk approaches guarantee 100% successful execution. These results are discussed in more
detail in the remaining of this section.

96



Energies 2019, 12, 358

Table 3. Performance of all 17 parameters extraction methods.

Accuracy (RMSE) Robustness Complexity

Absolute (A) Normalized (%) Execution Time (s)

Method Mean Max Mean Max Irregularities Failures Total Core

Phang 0.016 4.210 0.38 69.4 387,440 9952 13.1 1.3
* Sera 0.026 2.471 0.74 49.6 794,670 52 1.3 1.3
Saleem 0.018 2.255 0.47 45.3 22,810 24 10.7 2.1
* Saloux 0.029 1.271 0.79 25.5 2 0 1.2 1.2
* Accarino 0.034 0.880 1.09 17.7 2804 25 1.5 1.5
Khan 0.043 4.201 1.19 69.3 511,210 8242 13.2 1.4
Cubas1 0.011 2.445 0.36 49.1 529,530 2445 8.2 1.1
* Cubas2 0.026 2.433 0.64 48.8 626,150 53 1.3 1.3
* Cubas3 0.024 0.430 0.83 13.0 1878 224 2.0 2.0
* Bai 0.032 2.544 0.93 51.1 6390 37 1.7 1.7
* Aldwane 0.021 1.032 0.59 20.7 416,650 29 1.3 1.3
* Cannizzaro 0.013 0.431 0.39 11.3 100 28 2.1 2.1
Toledo 0.007 1.119 0.20 97.7 451,220 392 14.0 2.5
Louzazni 0.122 1.449 3.43 27.0 64,194 30,612 12.5 1.1
* Batzelis 0.028 0.932 0.87 18.7 412 0 1.5 1.5
* Hejri 0.231 6.761 7.21 129.4 794,670 14,057 5.4 5.4
* Senturk 0.034 1.285 1.09 25.8 27,847 0 1.2 1.2
The asterisk “*” denotes methods that rely only on datasheet information. Bold font indicates the lowest value in
the respective column.

4.1.1. Accuracy

The mean RMSE varies in the range of ∼10–50 mA (0.2–1.2%) for all methods, except for Louzazni
and Hejri that perform much worse; the Toledo method yields the best average accuracy with a mean
error of 7 mA (0.2%). To get an idea of how good this performance is, it is worth noting that the lowest
mean absolute RMSE reported for numerical/iterative methods for the same NREL dataset is in the
range of 2–3 mA [34]: most of the non-iterative methods exhibit a mean error of about one order of
magnitude larger.

For the worst-case accuracy, however, the errors recorded in Table 3 are much higher; only the
Accarino, Cubas3, Cannizzaro, and Batzelis methods present a max RMSE of less than 1 A (20%) for
all one million scenarios. It is interesting that Toledo yields much higher max errors compared to
Cannizaro, which indicates that best average accuracy does not entail best worst-case accuracy as well.

The performance for the various PV technologies is graphically illustrated in Figure 4.
Each stacked bar in Figure 4a corresponds to the sum of the mean normalized RMSE for all
six technologies. It is evident that the largest errors arise for the CIGS (purple) and a-Si (light
blue) technologies in all methods, which indicates that these are the most challenging type to
describe through the single-diode model; the other technologies are pretty much the same from
the modeling perspective.

Figure 4b shows the PV technology that corresponds to the max normalized RMSE for each
method: the largest worst-case errors are found in CIGS (purple), CdTe (green) and a-Si (light blue)
technologies, but also several methods yield their max RMSE surprisingly at the mono-crystalline
c-Si technology (dark blue). This last observation indicates that the Achilles’ heel of these methods
is primarily the simplifications in their core, and secondarily the appropriateness of the single-diode
model for different PV technologies.
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Figure 4. Accuracy of the 17 methods. (a) Cumulative mean normalized RMSE and (b) max normalized
RMSE for the various PV technologies.

An indication of the most accurate method for each of the six PV technologies is given in
Table 4. Evidently, Toledo proves the best option in all six technologies when focusing on average
accuracy, as discussed before. For the worst-case accuracy, the picture is more complicated having a
different method for each type of modules, having Cannizzaro prevalent and Toledo entirely absent
in this column; these results indicate that there is no “best” method to be blindly adopted. This is
expected, as all methods are based on the single-diode PV model which has been developed for the
single/multi-crystalline silicon technologies, thus setting a limit to the accuracy that can be achieved
in other types of modules. What determines the most favorably performing method in each case
is how valid the adopted assumptions are in the different technologies. For example, it seems that
neglecting either the series or the shunt resistance leads to good worst-case accuracy for the Cannizzaro
method in the silicon technologies (c-, mc- and a-Si), whereas a five-parameter model is needed for the
other technologies.

Table 4. Most accurate methods for each PV technology.

Best Average Accuracy Best Worst-Case Accuracy

PV Technology Method Mean NRMSE (%) Method Max NRMSE (%)

c-Si Toledo 0.10 * Cannizzaro 5.6
mc-Si Toledo 0.20 * Cannizzaro 11.3
HIT Toledo 0.23 Saleem 2.9

CIGS Toledo 0.25 Cubas1 2.5
CdTe Toledo 0.17 Phang 2.4
a-Si Toledo 0.24 * Cannizzaro 5.4

The asterisk “*” denotes methods that rely only on datasheet information.
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4.1.2. Robustness

The aspect of robustness has not been studied in a quantitative manner for the non-iterative
methods in the literature before. However, during this investigation it was found that it is common to
get negative or complex values for the five parameters from all methods, which may be inappropriate
for some applications, or even failing to reconstruct a meaningful I-V curve sometimes. In this paper,
the robustness of the case study methods is assessed through the number of irregularities found in the
parameters and the failures to produce an acceptable I-V curve with the extracted parameters.

There is no commonly accepted norm in the literature on whether the five parameters
should be restricted to real positive numbers or should be allowed to get negative or complex
values. Some studies support the former approach to get parameters with physical meaning [4,26],
whereas others do not adhere to this restriction if this leads to better results [15,30]. An example of
the latter approach is model-based Maximum Power Point Tracking (MPPT) algorithms, where the
five parameters must be extracted easily and non-physical values do not matter if the estimated P-V
curve is a good approximation of the actual one. To investigate this aspect, a set of parameters that
contain at least one negative or complex value is marked as “irregular” here; thus, the irregularities
shown in Table 3 correspond to the number of scenarios that led to irregular parameters. It is worth
noting that all methods returned finite values for all 1 million cases (there was no Inf or NaN in any of
the parameters). Table 3 shows that most methods present thousands of parameter irregularities, some
of those at almost half of the total scenarios. The fewer irregularities are found in Saloux, Cannizzaro,
and Batzelis (less than 0.1%), the former yielding irregular results in only 2 cases; this is probably
because of the three-parameter model adopted therein, which neglects the two resistances that most
frequently get irregular values.

The distribution of irregularities among the six PV technologies is depicted in Figure 5a: there is no
“susceptible” technology, as the number of anomalies is approximately proportional to the number of
each technology’s scenarios (see Table 2). The type of irregularities are shown in Figure 5b: the majority
of the anomalies are just negative values (most often in the resistances), whereas a very small number
of complex values have been also observed in most methods; Hejri is an exception yielding a large
number of both negative (series resistance) and complex (shunt resistance) parameters, which is due to
the assumptions and formulation adopted. For all methods, the complex values come from a negative
argument in square root or logarithmic functions.

Still, the irregular parameters are not necessarily an undesirable feature; for some applications,
the nature of parameter values do not matter, if they lead to a good match between the produced
I-V curve and the measured characteristic. To quantify this appropriateness and meaningfulness,
we consider here as an execution failure when the I-V curve contains infinite or NaN (not-a-number)
values, or the absolute RMSE exceeds the respective Isc (max current value). Table 3 reveals that some
of the methods fail thousands of times, mainly in the HIT and CIGS technologies as shown in Figure 5c;
for some methods, this is related to the SC slope extraction, especially in distorted I-V curves as further
discussed in Section 4.3. This drawback seriously undermines the credibility of these techniques.
Only the Saloux, Batzelis and Senturk alternatives fail exactly zero times, which renders them 100%
credible for any PV technology and operating conditions.

4.1.3. Computational Complexity

The low complexity and execution time is the main reason to resort to a non-iterative parameter
extraction method. The number of evaluation steps shown in Table 1 is only indicative of the
computational performance, as each step may widely differ in terms of execution time. Reasons for
higher times may be the slopes extraction or calculations with complex numbers. In general,
the methods that need to perform calculations on the I-V curve measurements (e.g., extraction of the SC
slope or locating a specific operating point) carry an additional computational burden. To quantify this
cost, the execution time in Table 3 is recorded twice: as a total and excluding this overhead (denoted as
core cost).
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Figure 5. Robustness of the 17 methods. (a) Number and (b) types of irregularities.
(c) Execution failures.

Table 3 shows that for all 1 million curves, the total execution time is between 8–14 s for the
methods that involve curve calculations (the ones without an “*”) and 1–2 s for those that rely only on
datasheet information, except for Hejri which exhibits a 5.4 s total time due to the large number of
calculations with complex numbers. A graphical illustration of this performance is given in Figure 6a:
the increased cost of Phang, Khan, Cubas1, Toledo and Louzazni is due to the extraction of the slopes
at SC and OC via linear fitting on several samples (see Appendix B), while for Saleem is because it
has to identify two additional operating points in the curve apart from the inputs SC, OC, and MPP.
The execution time is not affected by the PV technology or operating conditions.
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Figure 6. Computational cost of the 17 methods. (a) Total execution time. (b) Execution time excluding
curve calculations.

If the curve calculations cost is excluded (core time), Table 3 and Figure 6b show that the remaining
time is much lower in the range of 1–2 s, the same as for the only-datasheet methods. This is
because the non-iterative methods involve very few and simple equations, whose evaluation cost
is comparably less than the curve calculations. If the additional curve-related data are provided
as inputs, calculated beforehand, the last column in Table 3 should be used when assessing the
computational performance.

In any case, the times recorded for all methods (with and without the curve calculations cost) are
as low as a few microseconds per curve, which is several orders of magnitude less than the numerical
or optimization counterparts. As an indication of this huge difference, the iterative method given
in [34] was evaluated on the same 1-million dataset using a 20-machine computer cluster, whereas here
a common PC was able to complete this task in only a few seconds collectively for all methods.

4.2. The Methods that Rely Only on Datasheet Information

Relying only on datasheet information is commonly considered a desirable feature for a parameter
extraction method [19,27,36]; the input data are usually the voltage and current at the SC, OC, MPP and
possibly the temperature coefficients (see Table 1). This information is readily available at STC and
there is no need for additional measurements, which renders the respective methods more easily and
universally applicable. In this section, these techniques are reexamined separately to facilitate selection
when there are limitations on the input data.

Table 5 shows the performance of these methods; the main conclusions derived in the previous
section do not change, but the best candidates in some assessment criteria are different. In terms of
accuracy, the Cannizzaro technique is now the most preferable, yielding the lowest both mean and max
errors (along with Cubas3 for the max absolute RMSE). It is worth noting that the four methods that
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never exceed the 1 A (20%) RMSE (Accarino, Cubas3, Cannizzaro, and Batzelis) are all included in this
table, which indicates that the entire I-V curve is not mandatory to achieve good worst-case accuracy.
As for the robustness, the methods that yield irregular results in less than 0.1% of the times (Saloux,
Cannizzaro, and Batzelis) and the ones that do not fail even once (Saloux, Batzelis, and Senturk)
are all of the only-datasheet type (Table 5). Finally, the execution time of all these methods is pretty
much the same (except for Hejri as explained in Section 4.1.3), the small differences being attributed
to the number of calculation steps. It is worth noting that the methods that employ the Lambert W
function (Accarino, Cubas3, Cannizzaro, and Batzelis) do not exhibit any noticeable overhead in the
computational time, due to the approximation formulae used for the principal and lower branches
(see Appendix A).

In conclusion, these results show that the most favorable options in terms of worst-case accuracy,
irregularities, failures, and execution time are methods that do not require additional measurements
apart from the ones available in the PV module datasheet. However, when the average accuracy is
the main assessment criterion, the Toledo method that needs extra information, yields significantly
lower errors.

Table 5. Performance of the methods that rely solely on datasheet information.

Accuracy (RMSE) Robustness Complexity

Absolute (A) Normalized (%)

Method Mean Max Mean Max Irregularities Failures Total Time (s)

* Sera 0.026 2.471 0.74 49.6 794,670 52 1.3
* Saloux 0.029 1.271 0.79 25.5 2 0 1.2
* Accarino 0.034 0.880 1.09 17.7 2804 25 1.5
* Cubas2 0.026 2.433 0.64 48.8 626,150 53 1.3
* Cubas3 0.024 0.430 0.83 13.0 1878 224 2.0
* Bai 0.032 2.544 0.93 51.1 6390 37 1.7
* Aldwane 0.021 1.032 0.59 20.7 416,650 29 1.3
* Cannizzaro 0.013 0.431 0.39 11.3 100 28 2.1
* Batzelis 0.028 0.932 0.87 18.7 412 0 1.5
* Hejri 0.231 6.761 7.21 129.4 794,670 14,057 5.4
* Senturk 0.034 1.285 1.09 25.8 27,847 0 1.2
The asterisk “*” denotes methods that rely only on datasheet information. Bold font indicates the lowest
value in the respective column.

4.3. The Methods that Require the SC Slope as Input Data

The extraction of the slope at SC and OC is a challenging task, especially when the I-V curve
contains measurement noise or exhibits other types of distortions. Erroneous identification of the
slopes has a critical impact on the methods that rely on this data; a factor that affects this identification
is the fitting range, i.e., the part of the curve used for linear fitting to calculate the slope (see Appendix B).
To investigate this dependence, the performance of Phang, Khan, Cubas1, Toledo and Louzazni are
shown in Table 6 for two different SC slope fitting ranges: 0–10% of Voc (short range—used in the
previous sections) and 0–50% of Voc (long range). The former option is theoretically closer to the
definition of the SC slope (samples on the SC region) and thus it is used throughout the paper,
while the latter is less prone to local distortions and irregularities in the I-V curve.

Apparently, the results in all six performance indicators do not fundamentally differ between
the two ranges. No clear conclusion can be extracted on the accuracy, each method being affected
differently by the larger range, either positively or negatively, without any noteworthy deviations.
Exception to this observation is Toledo, which seems to slightly gain from the larger range in terms
of average (absolute and normalized) accuracy, but at the cost of much higher absolute RMSE,
although the normalized RMSE is reduced. On the other hand, a clear trend is evident in the robustness:
all methods exhibit less irregularities and failures at the larger range, which validates the claim that a
larger slope extraction range entails better robustness. It is worth noting that Toledo fails the lowest
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number of times among the slope-relying methods, which is comparable to some of the only-datasheet
counterparts (see also Table 5). The execution times recorded are slightly higher in the larger range
case, as expected, due to the higher number of samples to be processed. In fact, the conclusion of this
investigation is that a larger fitting range for the extraction of the SC slope handles better distorted I-V
curves but does not address the problem and may affect the accuracy.

Table 6. Performance of the methods that require the SC slope as input data.

Accuracy (RMSE) Robustness Complexity

Fitting Absolute (A) Normalized (%) Execution Time (s)

Method Range Mean Max Mean Max Irregularities Failures Total Core

Phang 0–10% 0.016 4.210 0.38 69.4 387,440 9952 13.1 1.3
0–50% 0.013 4.226 0.31 69.7 292,530 9613 15.1 1.4

Khan 0–10% 0.043 4.201 1.19 69.3 511,210 8242 13.2 1.4
0–50% 0.062 4.199 1.70 69.2 490,640 8207 14.4 1.4

Cubas1 0–10% 0.011 2.445 0.36 49.1 529,530 2445 8.2 1.1
0–50% 0.013 2.074 0.32 41.7 330,470 1591 9.3 1.2

Toledo 0–10% 0.007 1.119 0.20 97.7 451,220 392 14.0 2.5
0–50% 0.006 2.528 0.17 51.2 315,110 456 16.4 2.8

Louzazni 0–10% 0.122 1.449 3.43 27.0 64,194 30,612 12.5 1.1
0–50% 0.111 1.508 3.18 43.9 33,147 25,429 14.2 1.3

Bold font indicates the lowest value in the respective column.

5. Conclusions

This paper performs a rigorous review and assessment of the available non-iterative methods
to extract the single-diode PV model parameters. A total of 17 methods are reviewed, implemented,
and compared on a dataset of about 1 million I-V curves of six different PV technologies. Some of the
main conclusion are:

• Although the simple single-diode model is not the best option for thin-film technologies and
low-irradiance measurements, some of the methods perform universally quite decently

• The non-iterative methods are one order of magnitude less accurate than the state-of-the-art
numerical counterparts, but require less input data and are much more computationally efficient

• Toledo exhibits the best average accuracy in all PV technologies, whereas the highest worst-case
accuracy is brought by a different method in each module type

• Several methods yield negative parameter values (and complex in Hejri) in almost half of the
scenarios; this may be acceptable for some applications

• The fewer irregularities are found in Saloux, Cannizzaro, and Batzelis
• Some methods suffer from execution failures quite often, mainly in the HIT and CIGS technologies
• Successful execution is always guaranteed by Accarino, Batzelis, and Senturk
• A major reason for failure is the SC slope extraction due to distorted I-V curve
• A large fitting range for the slope extraction improves slightly the robustness of the slope-relying

methods, but has an unpredictable impact on the accuracy
• The calculation times are in the range of microseconds per curve, the higher times observed in

the methods that perform calculations on the I-V curve measurements, mainly slope extraction;
if this overhead is excluded, the execution time of most methods is quite similar

• The methods that rely only on datasheet information provide the best universal performance in
all aspects apart from the average accuracy

• The Lambert W function is related to excellent performance (Accarino, Cubas3,
Cannizzaro and Batzelis)

To facilitate selection of the most appropriate method for universal application to all PV
technologies, Table 7 below shows the best candidates according to six metrics and accounting for
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different constraints. Toledo should be selected if focusing on average accuracy and there is access to
additional information apart from the datasheet, otherwise the Cannizaro method is more appropriate.
When irregular parameters are acceptable to some extent (less than 0.1% of the cases), Cannizzaro yields
the best accuracy in terms of both mean and max errors. However, if the execution failures are not
acceptable, the Batzelis alternative should be selected instead. Finally, Saloux exhibits always the
fewest parameter irregularities and the least execution time, but at the cost of moderate accuracy.

Table 7. Methods with the best universal performance regarding constraints.

Metric
Constraints

None Only-Datasheet <0.1% Irregularities No Failures

Mean absolute RMSE Toledo Cannizzaro Cannizzaro Batzelis
Max absolute RMSE Cannizzaro, Cubas3 Cannizzaro, Cubas3 Cannizzaro Batzelis
Mean normalized RMSE Toledo Cannizzaro Cannizzaro Saloux
Max normalized RMSE Cannizzaro Cannizzaro Cannizzaro Batzelis
Irregularities Saloux Saloux Saloux Saloux
Total time Saloux Saloux Saloux Saloux
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Appendix A. Computation of the Lambert W Function

The Lambert W function W{x} is the inverse of the function wew, i.e., the root of the equation
wew = x (e.g., wew = 2 ↔ w = W{2} = 0.8526). In general, this relation has several branches in the
complex plane, thus not being a function in the conventional sense. However, if the argument x takes
real values, then W{x} has two real-valued branches: the principal branch W0{x} defined for w ≥ −1
and the lower branch W−1{x} for w ≤ −1 [65].

Since the Lambert W function cannot be expressed in terms of other elementary functions, these
branches must be calculated either numerically or through approximation formulae. The built-in
MATLAB function lambertw corresponds to the first approach; one can write lambertw(0, x) for W0{x}
or lambertw(−1, x) for W−1{x} to achieve machine accuracy but at an increased computational cost.
Alternatively, series expansions are available in the literature, which are applicable only to specific
ranges and exhibit some approximation error but are faster and simpler than the numerical approach.

An approximation formula for the principal branch that is applicable to all real positive values is
given in [66], which is suitable for evaluation of (2) and (3). However, for the parameter extraction
methods presented in Section 3, an even simpler formula may be used [25]:

W0{x} = ln x
[

1 − ln (ln x)
ln x + 1

]
. (A1)

This expression is quite accurate for the argument range of Accarino’s (29) and Batzelis’s (67),
thus it is employed here in the implementation of these methods. It should not be used, however,
for the evaluation of the PV Equations (2) or (3), as it is not applicable to small argument values close
to zero.
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For the lower branch, [22] adopts an expression proposed in [67]:

W−1{x} = −1 − σ − 2
M1

⎛
⎝1 − 1

1 + M1
√

σ/2
1+M2σ exp(M3

√
σ)

⎞
⎠ , (A2)

where σ = −1 − ln(−x), M1 = 0.3361, M2 = −0.0042 and M3 = −0.0201. This equation is used in
Cannizzaro’s (54) and Cubas3’s (44) implementation.

Appendix B. Extraction of the Experimental Resistances (Slopes at SC and OC)

Several parameter extraction methods require as input data the experimental resistances Rsho
and Rso, or equivalently the slope of the I-V curve at SC and OC (see (9) in Section 2) [14,18,19,23,24].
Since this information is not available in the PV module datasheet, it can be only extracted through
a measured I-V curve. Essentially, we need to evaluate the slope of the tangent lines at SC and OC
shown in Figure 2 in Section 2.

This process heavily depends on how the I-V curve is measured, and the technique used to
identify the slope. Usually the I-V characteristic is recorded to several tens up to a few hundreds of
samples, but this is not standard and depends on the measurement equipment. For the NREL dataset
examined in this paper, most curves consist of 180–200 samples. Theoretically, taking the discrete
derivative of the two closest samples at the particular point of interest, e.g., SC, should suffice for
extracting the slope. However, in practice the I-V samples contain measurement noise, they are not
that close to each other (differing by 1 V or more at SC), and the curve sometimes features distortions
for various reasons, resulting quite often in erroneous slope approximation with this simple approach.

It is generally considered preferable to use a wider part of the characteristic to extract the slope,
here referring to as fitting range, such as from 0 to 10%, 20% or even 50% of Voc for the SC slope. One can
either perform curve-fitting on all the samples included in this range or select two specific points to
take the discrete derivative (e.g., SC and MPP). The first approach is adopted in this paper, as it is more
robust under any type of I-V curve distortions; this is linear least squares minimization that involves
explicit and computationally efficient formulae (in contrast to the general non-linear least squares that
is solved iteratively) [68]:

dV
dI

=
S00S20 − S2

10
S00S11 − S10S01

, (A3)

where the auxiliary terms Sxy = ∑i Vx
i Iy

i correspond to sums of sample voltages and currents. For the
SC slope, one has to evaluate (A3) using the samples close to SC included in the respective fitting
range, e.g., 0 ≤ Vi ≤ 0.1Voc, whereas for the OC slope the samples close to OC, e.g., 0 ≤ Ii ≤ 0.1Isc.
Indicatively, theses ranges include ∼15-20 and ∼5 samples respectively for the NREL I-V curves.
This approach is adopted in this paper for all methods that require the SC/OC slopes as input
data [14,18,19,23,24], while the formulation of (A3) makes it suitable for embedded applications to
microcontrollers. A sensitivity analysis on the fitting range of the SC slope is given in Section 4.3.
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Abstract: The growth of electric vehicles share of total passenger-vehicle sales is evident and is
expected to be a very big market segment by 2030. Range of travel and pricing are the most
influencing factors that affect their gain in market share. As so, powertrain development is a key
technology factor researched by the automotive industry. To explore, among others, how the energy
consumption of zero emission vehicles is affected by different transmissions, we developed, built and
installed a variety of them on a custom hydrogen fuel cell powered urban vehicle. In this work we
present a comparison of the effect, on the energy consumption of the proposed testbed, of a prototype
custom build 2-speed gearbox and a single stage transmission. Results presented show a reduction of
the overall energy consumption with the use of the 2-speed gearbox, compared to single stage, as well
as the effect of gear change speed, related to speed, in energy consumption. Finally, a correlation of
experimental results using a custom build CVT is conducted compared to single stage transmission.
A comparison to simulation results found in literature is performed for all the transmissions tested
on road.

Keywords: transmission; electric vehicle; 2-speed; gear change; CVT; energy consumption

1. Introduction

There is an increasing demand for Electric Vehicles (EV). In 2017, 1.3 million units were purchased
around the world. The aforementioned number corresponds to 1% of the total passenger-vehicle sales,
and corresponds to a 57% increase from 2016 numbers [1]. Some of the biggest original equipment
manufacturers (OEMs) have announced the introduction of more than 100 original models powered
by an electric motor by 2024, while the total share of electric vehicles is estimated to reach 30–35%
in major markets, and 20–25% globally by 2030. EVs market share will be boosted by their ability to
reach higher ranges and their target to increase design efficiency and reduce manufacturing cost to
become affordable to more customer segments. Currently, after extended testing in different types of
EVs, the average range is more than 300 Km, and has surpassed the expectation of the largest customer
segments, which combined with the current (reduced) price tag in EVs, shows the increased potential
of the aforementioned market.

To lower the fuel consumption and increase the autonomy, different types of engines and power
transmission components are investigated. Currently the automotive manufacturers are focusing either
in new or in optimized powertrain systems that can achieve better fuel consumption. These types of
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designs are developed not only for internal combustion engines but also for the case of hybrid/electric
cars [2].

The majority of production vehicles use conventional Manual Transmissions (MTs) or Automatic
Transmissions (ATs), while a viable alternative are the Continuously Variable Transmissions (CVTs)
and infinitely variable transmissions. A detailed study of their characteristics, including but not limited
to their efficiency, torque transfer and applicability is presented in [3–5].

The torque characteristic is the main advantage of an electric motor, since it can provide the
maximum value of the available torque from completely stopped up to relatively low speeds, and then
it is proportional to the maximum power as the motor’s speed is increasing [6]. To exploit the
aforementioned advantage, most of the commercially available EVs are using powertrains which
are directly connected to the driving wheels via a single reduction ratio, having several competitive
advantages [3].

However, gearbox use can be a solution in order to meet the design requirements of vehicle
acceleration and maximum speed, where high-performance traction motor and batteries are required.
Thus, a 2-speed or even an n-speed gearbox may be installed to increase the available wheel torque,
to reduce acceleration times and increase the achievable road grade, whilst prompting the power
source to operate in a higher efficiency region during drive cycles. A multiple-speed transmission
adopted for an electric drivetrain has energy consumption benefits over a single-speed equivalent [7].
There are two main advantages that cope with that. When using a two-speed transmission the first
gear ratio can be chosen to increase the low speed torque to improve acceleration and increase the
achievable road grade, whereas the second gear ratio can be reduced to extend the operating vehicle
speed range. The second major advantage from adopting a multiple speed transmission is that the
drivetrain can theoretically operate in a higher efficiency region for a larger portion of a driving
cycle [6].

Current state-of-the-art on gearbox or alternative transmissions use on electric vehicles (EVs)
is found in [8–12] including a vast number of simulation based comparisons using 2-speed versus
single speed gearbox or CVT’s use [6–8,13–17]. In [18] different electric drivetrain configurations were
discussed along with the implications of installing a multiple speed transmission in a fully electric
drivetrain. In [19] a vehicle model was developed consisting of physical models of the components
considering the moments of inertia, drag torques and efficiency maps which accounted for the variation
on temperature (specifically the electric motor). Furthermore, an optimisation of the gear ratios for both
transmissions and shift points for the two-speed was undertaken. The two-speed vehicle evidently
operates in the high efficiency region for a larger portion of the driving cycle giving rise to a reduction
in energy consumption. Specifically, it was found that on flat ground above 35 km/h, the two-speed is
saving energy being in second gear as opposed to first gear so spends the majority of the driving cycle
in second gear. The authors also compared the two drivetrains with the same electric motor and found
a 5–10% energy consumption improvement in favour of the two-speed system.

In [20] the authors went on to analyse two-speed, three-speed and four-speed drivetrains with
gear ratios selected based on the results of the CVT gear ratio optimisation. The results show a marked
improvement over the single-speed drivetrain by using a multiple-speed transmission with energy
consumption gains ranging from 4.5 % to 11 % over different driving cycles. It is evident that further
gains can be made by adopting a CVT, however, the marginal gains over the four-speed transmission
would in fact be lost in the additional transmission losses between the two systems. Finally, some
concept gearbox prototypes targeting mostly EVs use are already presented in the market, such as
those by Vocis/Oerlikon Graziano, Antonov and Kreisler Electric [21–23].

According to the above, there is limited research on real on road tests, in order to identify if
gearbox use can provide a feasible solution towards reduced energy consumption, as also to define
the effects of gear change. As already mentioned, to the best of our knowledge such research results
have been only based in simulation results. In the proposed work we present a comparative analysis
of a custom 2-speed gearbox and a flat belt driven CVT, developed by our research team with a single
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stage transmission. Energy consumption and different gear change speed effects on an urban electric
vehicle are presented, based on road tests experimental results and comparisons. These results are also
used as an evaluation tool compared to literature simulation results.

The rest of the manuscript is organised as follows, in Section 2 the experimental set-up is presented
including the detailed vehicle specifications, the description of the powertrain and the drivetrain as
well as the description of the on the road experimental procedure and set-up. In Section 3 we describe
in detail the experiments conducted with the different configurations and we provide a comparison
between the different configurations. Finally, in Section 4 we conclude with some key findings and
discussion for future research.

2. Experimental Set-Up

2.1. Vehicle Specifications

For the evaluation of the proposed system, we conducted tests using realistic conditions.
Our testbed was the custom build urban vehicle ER16 (Figure 1). The powertrain is an electric motor
which uses as a power source an H2 fuel cell. The drivetrain (standard transmission) is composed from
a single-stage geared transmission with ratio 10:1. The main technical characteristics of the vehicle are
presented at Table 1.

Figure 1. The prototype testbed vehicle ER16.

Table 1. Testbed Vehicle Specification.

Characteristic

Chassis Aluminum alloy
Body Carbon fiber
Motor Brushless electric motor

Max Motor Torque 4 Nm
Max Motor rpm 4000 rpm

Power Source H2 fuel cell, 1.2 KW
Dimension 2.5 × 1.25 × 1 m (L × W × H)

Weight 77 Kg/79 Kg (with gearbox)
Max Vehicle Speed 37 Km/h

2.2. Powertrain and Drivetrain Setup

Two different powertrain configurations were tested, (i) a single-stage transmission (Figure 2)
and (ii) a 2-speed change gearbox (Figure 3). In both cases the electric motor is powered by a
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hydrogen fuel cell using H2 at 200 bar. In the first case the transmission system is positioned between
the motor and the wheel so that it can provide the needed torque and rpm, and works as a final
transmission (transmission ratio 10:1). In the second case, with the installation of the system a two-stage
transmission system occurs, while the rest of the powertrain remains unchanged. The second stage
(final transmission) is kept exactly the same providing a 10:1 ratio. The first stage (gearbox) provides a
gear change with ratios 1.4:1 and 1:1 respectively. Thus, the total transmission ratios are 14:1 (1st gear)
and 10:1 (2nd gear), which are mostly setup and used as launch and cruise vehicle driving modes.

Figure 2. Testbed vehicle standard powertrain configuration.

Figure 3. Testbed vehicle powertrain configuration with installed gearbox.

The first stage of the transmission presented is custom built for the configuration and
characteristics of the specific testbed vehicle. It is the second version of such a gearbox developed by
our research team. The first, introduced in 2014, was integrated in the ER14 vehicle weighing 2.3 Kg
and used the exact same gear ratios [24]. The version presented here has been redeveloped, providing
higher gear change capabilities, better efficiency and lower weight (Figure 4). A major improvement
was in the shifting mechanism providing synchronization capabilities as used in production cars.
The synchromesh system consists of two straight-cut gear sets that are constantly “meshed” together
and a dog clutch is used for changing gears. Synchro-rings are used in addition to the dog clutch to
closely match the rotational speeds of the two sides of the transmission before making a full mechanical
engagement. An electronic shifting control is also installed, using a small electric motor to provide
linear movement of the dog-clutch to shift between gears, commanded by a switch on driver’s steering
wheel. The speed of shifting (related to electric motor rpm) was experimentally proven by testing,
so an adequate and efficient operation is accomplished in various speeds of operation. The total
gearbox weight is measured at 1.9 Kg, using aluminum alloy material (6063T6) for most parts, except
the gears, which are made from plastic.
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Figure 4. Detailed drawing of 1st and 2nd transmission stages, showing electronically controlled gear
change mechanism and corresponding gear ratios.

As mentioned, the use of this gearbox mainly targets lower energy consumption during launch
as well as electric motor operation at a higher efficiency region. The construction of the gearbox is
based on two gear pairs attached on two parallel axles (Figure 4). The gears are fixed on the first
axle (driving axle) and are rotated by the electric motor. On the second axle (driven axle), every gear
has a bearing installed that provides a free rotation on the axle. Using the synchronizing mechanism
placed between the gears of the second axle, we can change from one gear ratio (1st gear) to another
(2nd gear). When no gear is selected, both gears of the second axle can rotate free and thus no power is
transferred to the second transmission stage and to the wheel. If the first or second gear is selected
by the synchronizing mechanism, then power is transferred to the second stage of the transmission
using the corresponding gear ratio. In Figure 5 the custom build gearbox is presented as installed
on the prototype vehicle. Using the 2-speed change transmission, the different gear change points
occur on different vehicle speeds but for the exactly same gear ratios. Therefore, the main effect is gear
change point (speed) contribution, which corresponds to altered motor rpm operation and this leads
to a reduced power request.

Figure 5. A view of the custom built prototype 2-speed gearbox.

The efficiency map of the electric motor was not provided by the manufacturer. Therefore, series of
experimental testing were conducted in a custom testbed, in order to measure electric motor efficiency
at specific loads [12]. In our case, testing targeted vehicle operation at the speed of 25 Km/h, where
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power demand for the prototype vehicle is 200 W. The custom testbed setup includes: a rotary torque
transducer connected to the electric motor axle (input) and to a hydraulic disc brake (output), as well as
amperometer and voltmeter measurements from the motor input. The data recorded are:

1. Output data from the torque transducer (Motor speed (rpm), Torque (Nm) and Power (Kw)).
2. Input data from the power measurements in the input of the electric motor.

In all measurements, external load is set to 200 W by applying pressure to the hydraulic disc brake
and data are recorder every 500 rpm. The results of the motor’s efficiency are presented in Figure 6.
As shown, maximum motor efficiency (91.3%) is reached at 2500 rpm. In addition, an optimal rpm
range of motor operation is from 2300 to 2500 rpm, where efficiency exceeds 90%.

Figure 6. Motor’s Efficiency vs. motor speed.

Motor torque measurements versus motor speed are also presented in Figure 7. The maximum
torque found is 4 Nm and drops as motor speed raises. Measurements recorded for a motor speed up
to 3500 rpm due to testbed limitations for adequate results.

Figure 7. Motor torque measurements vs. motor speed.
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Regarding the efficiency of the drivetrain, several measurements and assumptions were made.
Specifically, the single-stage transmission, consisting of one gear pair, is assumed to have an efficiency
of 95%. This efficiency is also used as final transmission efficiency when the 2-speed gearbox or CVT
is installed. For the 2-speed transmission, the efficiency is assumed at 95%. Thus in this case a final
drivetrain efficiency of 90% is obtained.

For the CVT, extensive experimental testing has been conducted in order to measure the efficiency
on a laboratory testbed [8]. The testbed setup is identical to the one used for motor efficiency
measurements. Its main components are: (a) a rotary torque transducer measuring motor speed (rpm),
Torque (Nm) and Power (Kw), (b) a hydraulic disc brake to apply external loads, (c) a brake handle,
to regulate torque, (d) a brushless electric motor providing the input torque, (e) throttle adjustment for
motor speed calibration and (f) a laptop for data recording. Measurements are conducted in respect to
electric motor maximum torque and best efficiency speed (2500 rpm). Efficiency ranges to a maximum
of 93%. As expected, best efficiency is found at higher motor speeds (2500 rpm). In this case the final
drivetrain efficiency is calculated as 88.4%.

2.3. On Road Experimental Setup

All experiments were conducted on TUC’s campus, in a track with a total length of 240 m
(Figure 8), while a full test consisted of two laps (480 m). Initially we performed experiments with
the standard setup and then we replicated them using the 2-speed gearbox, in order to compare
their respective energy consumption. To perform the aforementioned comparison, in the second case,
different gear change speeds were chosen as shift speeds (8, 11, 14, 17 and 20 Km/h). The vehicle was
starting 60 m (Figure 8) before the first corner (1). In order to minimize the driver’s intervention and
extract unbiased results, the following ruleset was followed:

1. Speed limits are set for the first time the car passes from corners (1) and (2), set at 15–17 Km/h.
The driver tries to follow this rule at almost constant acceleration.

2. Above 22 km/h the vehicle increased its velocity using full throttle, which results in higher
energy consumption, without actual interference from the driver.

3. Total time to complete the two laps is set to a margin of 79–83 s with a max speed of 30 Km/h.
Driver cannot brake to increase lap time but can stop pushing the throttle while cornering in
order to adjust his lap timeframe.

Figure 8. Test track specifications, used for on road tests.
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2.4. Data Recording

The acquisition of data streams used for evaluation of tests gathered in road conditions consists
of a custom data logger, tailored to serve the needs of the TUCer team. The custom data logger device
(TUCer logger) records data of power supply voltage and power supply current, with frequency
of a sample set every 0.5 s (2 Hz). Voltage and current are measured at the input of the electric
motor. The core of the logger is the popular Arduino Uno microcontroller. Voltage measurement is
done by a voltage divider. Current measurement by a shunt resistor and an AD623 Instrumentation
Amplifier. All inputs are transferred to the Arduino for processing and evaluation. To address the
Arduino’s lack of internal memory (for logging purposes), a serial connection (via USB) to a Raspberry
Pi is established. The Raspberry Pi receives the data from the Arduino and logs a file for retrieval
after the test. For the measurement of hydrogen consumption a flow meter of high accuracy is used
(Red-y compact), providing real time measurement of total hydrogen consumption. In every test,
measurement of the flow meter is recorded at the start and finish of the two laps. The flow meter is
placed at the input of the fuel cell.

3. On Road Testing and Results

Based on the setup and procedures described in detail in Section 2, we measured the power demand
(Watt) versus sampling time for different scenarios (Figures 9–14). We also recorded and calculated the
mean power and total hydrogen consumption, which is proportional to power demand, following a
curve according to Fuel Cell specifications [24]. Three different categories of experiments are presented:
Single-stage setup testing, 2-speed gearbox setup testing and CVT setup testing, respectively.

3.1. Tests on Single-Stage Setup

The first scenario concerns the standard powertrain configuration and after conducting
experiments as described in detail in Section 2, we calculate the power demand presented in Figure 9.
During cornering the power is minimized, where the driver stops pushing the throttle but without
braking. On the other parts of the track power demand reaches 400 W. The H2 consumption was
measured at 4.43 lt and mean power demand was calculated at 213.45 W. The total time on track was
83 s and the maximum speed reached was 29.8 Km/h.

Figure 9. Single-stage setup testing.
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3.2. Tests on Two-Speed Gearbox Setup

The second scenario concerns the two-speed gearbox, where the main differentation is the gear
shift speed, which has a significant impact on the testbed’s performance. For assessment purposes
gear change from 14:1 to 10:1 is set at five different vehicle speeds (8, 11, 14, 17 and 20 Km/h) during
launch. The scope of this procedure is to asses the impact of gear shift, at different speeds, to energy
consumption (Table 2).

Table 2. Impact of gear change at different vehicle speeds.

Gear Change Speed (Km/h) Mean Power Demand (W) H2 (lt)

8 210.12 4.37
11 205.38 4.28
14 221.32 4.49
17 232.09 4.58
20 235.82 4.62

Using the gearbox provides higher acceleration which corresponds to less time to reach the first
corner (compared to single-stage) and total time in track is found between 80–81 s for both laps.
Maximum speed reached was 29.2–30 Km/h. As so, the vehicle’s performance is almost the same in
terms of speed inside the track, but it is clear that gearbox use can achieve lower track time. The results
are presented in Figures 10–14 whereas the minimum energy consumption is at 11 km/h gear change
speed (H2 consumption: 4.28 lt, mean power demand: 205.38 W), followed by 8 km/h gear change
as second best (H2 consumption: 4.37 lt, mean power demand: 210.12 W). Above 11 km/h gear shift
speed, mean power demand is higher. Compared to single stage transmission results (H2 consumption:
4.43 lt, mean power demand: 213.45 W), correspond to 3.4% H2 consumption reduction and 3.8%
lower mean power demand.

Figure 10. Two-Speed gearbox testing (gear change at 8 km/h).
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Figure 11. Two-Speed gearbox testing (gear change at 11 km/h).

Figure 12. Two-Speed gearbox testing (gear change at 14 km/h).
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Figure 13. Two-Speed gearbox testing (gear change at 17 km/h).

Figure 14. Two-Speed gearbox testing (gear change at 20 km/h).

3.3. On Road Testing of a Prototype CVT

The prototype CVT transmission used was named as an Electronic Shift Variable Transmission
(ESVT) and was installed on the ER12 prototype urban vehicle build by TUC Eco Racing team (Technical
University of Crete). It is equipped with a real time electronic control of ratio change according to
motor rpm, in order to achieve higher motor efficiency and lower energy consumption on a driving
cycle. Its operation targets higher traction force thus there is lower consumption at vehicle launch and
electronically shifted variable gear ratios ranging from 1.5 to 1 at higher speeds, resulting in electric
motor operation in a better efficiency region. In addition to a fixed secondary gear, results to a final
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drive of 15:1 to 10:1. It is used to compare results of ESVT use versus a single-stage transmission on
the same vehicle [8]. A schematic diagram of the ESVT main components is shown in Figure 15.

Figure 15. The proposed Electronic Shift Variable Transmission (ESVT) configuration.

Experimental results included a test case where the prototype vehicle operated in similar
conditions (single lap test) at the same test area (Figure 8). Testing was performed initially without
the ESVT and subsequently with it. The vehicle was accelerated at full throttle to obtain comparable
results with limited driver intervention. The overall hydrogen consumption was lower using the ESVT
(4.3% improvement). As already discussed, according to our literature review simulation results of
CVT versus single stage transmissions showed 5–12.4% reduction on energy consumption for specific
driving cycles. Since our experimental results show a 4.3% reduction in H2 consumption for just one
lap (corresponding to just one launch), it can be assumed that a very good correlation to simulation
results exists.

3.4. Results Evaluation

There are several insights extruded by the experimental results presented. Regarding vehicle
performance, the vehicle can achieve higher acceleration using the gearbox, corresponding to slightly
lower time needed to complete the two laps in track. As shown in the comparison of Figures 9–14,
the single stage transmission needs 83 s to complete the test, while the 2-speed gearbox times vary
between 80–81 s. Time up to corner (1)–(2) is lower in every case of the 2-speed transmission. It was
highlighted that hydrogen consumption can be reduced up to 3.4% (No gearbox: 4.43 lt H2, 2-speed
gearbox: 4.28 lt H2), and mean power demand up to 3.8%. Even though this percentage seems
low, it must be noted that tests conducted included just one launch during the laps. The same
experimentation in a city driving cycle where often stop & go are necessary, may lead to further
reduction of the energy consumption.

Another key finding was that gear change speed significantly impacts the energy consumption of
an electric vehicle, and it can be reduced up to 4% or raised up to 11% (Table 2). As shown in Figure 16,
there is lower energy demand on launch acceleration, but increased energy consumption in higher
gear change speeds, since high electric motor rpm (in first gear) corresponds to motor poor efficiency
region. In high vehicle speeds (with full throttle), increased power demand is found mainly due to
gearbox losses. According to the above, a 2-speed gearbox can provide lower energy consumption but
depends heavily on gear shift strategy. On the other hand, better vehicle performance is achieved.
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Figure 16. Comparison of power demand of the best gear change speed (11 Km/h) for a 2-speed
gearbox setup versus a single-stage transmission.

Finally, the experimental results presented are compared to the simulated results found in
literature [6,19,20]. It should be noted that to the best of our knowledge, there is no equivalent
usage of on road testing with different transmission types and a detailed comparison of their effect.
As so, according to literature, simulation results reveal that in a city driving circle, the energy consumed
energy is reduced by 3.2–11% using a 2-speed versus single stage transmission. In our experimental
results, 3.8% reduction is found in a 2-lap test. Thus, higher reduction should be expected for a city
driving cycle that has more stop and go stages.

Regarding the CVT use, literature simulations indicated gains on energy consumption up to 12.5%
for specific driving cycles. Our experimental results (using a prototype electronically controlled CVT)
presented 4.3% energy reduction compared to single stage results, for just one lap test, so very good
correlation to simulation results exists. It should be noted though that CVT drawbacks should be
accounted for, such as weight, complexity and power losses.

All the above-mentioned conclusions point out that multiple stage transmissions use in electric
vehicles can be an important factor to achieve lower energy consumption.

4. Conclusions

The on-road testing of different transmission using a custom electric testbed, powered by
hydrogen fuel cell, is presented. The different configurations included a Standard Powertrain setup
and Gearbox setup and a prototype 2-speed gearbox. We explored their performance as well as
the effect of different gear change at different speeds. Experimental results showed that a 2-speed
gearbox can provide lower energy consumption (up to 3.8%) but depends heavily on gear shift strategy.
As such, gear change speed is of great importance and should be optimized to reach even higher levels
of energy consumption reduction. Experimental results using a prototype electronically controlled
CVT were also presented, indicating 4.3% energy reduction compared to single stage results, for just
one lap test. All the experimental results presented for different transmissions use are compared to the
simulated results found in literature. A good correlation is found regarding the use of single-stage,
2-speed and CVT transmissions.

Future work will be focused on new on road experiments that will reduce the driver’s influence
on results. This can be achieved by using the new platforms developed by the TUCER team, where
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throttle control can be defined either as a standard input of predefined values or using speed control
over the track. Finally, simulation results will be provided based on the specific vehicle dynamic
simulation, but validated through experimental testing, providing adequate results over different
driving cycles.
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Abstract: Currently, there is growing interest in the modeling of high concentrator photovoltaic
modules, due to the importance of achieving an accurate model, to improve the knowledge and
understanding of this technology and to promote its expansion. In recent years, some techniques
of artificial intelligence, such as the Artificial Neural Network, have been used with the goal of
obtaining an electrical model of these modules. However, little attention has been paid to applying
Fuzzy Rule-Based Systems for this purpose. This work presents two new models of high concentrator
photovoltaics that use two types of Fuzzy Systems: the Takagi-Sugeno-Kang, characterized by the
achievement of high accuracy in the model, and the Mamdani, characterized by high accuracy and
the ease of interpreting the linguistic rules that control the behavior of the fuzzy system. To obtain
a good knowledge base, two learning methods have been proposed: the “Adaptive neuro-fuzzy
inference system” and the “Ad Hoc data-driven generation”. These combinations of fuzzy systems
and learning methods have allowed us to obtain two models of high concentrator photovoltaic
modules, which include two improvements over previous models: an increase in the model accuracy
and the possibility of deducing the relationship between the main meteorological parameters and the
maximum power output of a module.

Keywords: artificial neural network; fuzzy rule-based systems; adaptive neuro-fuzzy inference
system; ad hoc data-driven generation; high concentrator photovoltaic modules; maximum
power prediction

1. Introduction

Over the past few years, high concentrator photovoltaics (HCPV) have attracted the attention
of multiple researchers. HCPV technology is based on the use of an inexpensive optical device to
concentrate light in a little solar cell, typically a III-V multi-junction solar cell [1] with the aim of
reducing the amount of expensive semiconductor material.

An HCPV module is the smallest unit able to transform non-concentrated solar radiation into
electricity. It comprises solar cells, optical devices and peripheral components necessary to generate
electricity. In addition, the HPCV module uses passive cooling to dissipate the great amount of heat
that is generated when the solar cells are working at high concentration levels, and it also incorporates
other components such as bypass diodes to prevent the overheating of cells.

As with any type of energy system, estimating the electrical characteristics of an HCPV module
is going to be essential for designing, monitoring, life-cycle assessment and therefore promoting the
market expansion of this emerging technology. Moreover, as with the conventional PV technology,
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the main parameters that influence the output of the HCPV module are solar spectrum, solar irradiance
and temperature [1–7]. However, the modeling of an HCPV device, due to its special features, is more
complex than the modeling of PV technology [8,9]. This is mainly due to the following factors:

(a) The use of high-efficiency multi-junction (MJ) solar cells, made of several p-n junctions of
semiconductor material with different band gap energies, that are more influenced by changes in
the solar spectrum than single-junction solar cells [10].

(b) The use of optical elements modifies the impact of the incident irradiance on the solar cells and
introduces a strong angular dependence to the system [11,12].

(c) The difficulty of measuring the temperature at which the solar cells are working in an HCPV
module; since they are mounted on a substrate surrounded by other peripheral elements,
the direct measurement of this temperature is not possible without deleterious the module
or the components of the assembly that surround the cells [13–15].

(d) The HCPV modules only react to the direct component of the solar radiation (DNI) due to the
use of point-focus optical elements. This component of the solar radiation is more variable and
difficult to predict than the global irradiance since it is more affected by the existence of clouds
and aerosols in the atmosphere [10,16].

Consequently, the modeling of HCPV systems is complex and still challenging from a
fundamental point of view in many cases. As of today, several models of HCPV modules have
been developed [9,17–30]. Most of these models try to determine the relations that exist among the
electrical parameters of an HCPV module (i.e., open-circuit voltage, short-circuit current and maximum
power) and the main atmospheric parameters that have influence on them. One of the researched
approaches to address this issue is based on the use of artificial intelligence techniques, mainly artificial
neural networks (ANN) [31]. This is due to the advantages offered by the ANNs to solve non-linear
and complex problems and the great level of complexity of electrical modeling of HCPV devices,
as discussed above. The use of ANNs has the benefit of offering alternative solutions to complex
problems that are still challenging from a fundamental physical approach due to the complexity of the
different physical event involved in the performance of these systems.

Taking into account that, in recent years, the Fuzzy Rule-Based Systems (FRBS) [32] have been
successfully used to model a large number of systems [33–35], in this paper we propose the use of FRBS
with the goal of modeling HCPV systems. For that purpose, two types of FRBS have been proposed:
a) the Takagi-Sugeno-Kang (TSK) systems [36], which are characterized by the achievement of high
accuracy in the model, and b) the Mamdani systems [37,38], which is characterized by high accuracy
and the ease of interpreting the linguistic rules that control the behavior of the fuzzy system.

To generate a good model based on an FRBS, it is necessary to have a good knowledge base.
To obtain such a model, in this paper we propose two methods: a) “Adaptive neuro-fuzzy inference
system” (ANFIS) [39] and b) “Ad Hoc data-driven generation method” [40–42]. These methods have
been used in the process of linguistic rule learning, in TSK and Mamdani FRBS, respectively. Finally,
the experimental results show that the new HCPV models proposed in this paper improve the accuracy
of the best published model [8].

The remainder of the article is organized as follows: In Section 2, we introduce the related work,
and in Section 2.1, a review of the models for the electrical characterization of HCPV is presented.
In Section 2.2, a short description of the architecture and reasoning method of the ANN is given.
In Section 2.3, a summary of the applications of ANNs in the field of HPCV is presented. Section 2.4
describes an HCPV model based on ANN. Section 3 demonstrates the utility of the FRBS for modeling
an HCPV module. In Section 3.1, we give a description of the FRBS concept, the main types and
their characteristics with respect to the structure of the fuzzy rules, as well as an introduction to the
design process. Sections 3.1.1 and 3.1.2 describe the types of fuzzy systems proposed in this paper
to model the HCPV modules: Mamdani FRBS and TSK FRBS. In Section 3.2, the learning methods
used to define the fuzzy rules that control the behavior of the FRBS are introduced. Section 3.2.1

126



Energies 2019, 12, 567

presents the ANFIS method. Section 3.2.2 shows the Ad Hoc data-driven generation method. Section 4
describes the new methods proposed in this paper to improve the model of the HCPV module, and in
Section 4.1, we discuss the particularization of the methodology presented in Section 3.2.1 to obtain a
good HCPV model based on a TSK FRBS, and in Section 4.2, we discuss the particularization of the
methodology proposed in Section 3.2.2 to obtain a good HCPV model based on a Mamdani FRBS.
In Section 5, we show the results obtained by applying the methodologies presented in Sections 4.1
and 4.2. In Section 6, we extend the results of Section 5.

2. Related Work

2.1. Models for the Electrical Characterization of HCPV

In [43] a critical review of the models for the electrical characterization of HCPV has been made.
In this paper, it shows that the model accuracy it is related with the number of “physical sensor”, thus
the ATSM [18] and the King [20] models, that only take in count three atmospheric parameters, presents
a medium accuracy level. On the other hand there are others models as Chan [28] and Steiner [30]
characterized by an advanced level of accuracy but which use a complex physical model and whose
parametrization require advanced module information and indoor measurements as well as require
specific software.

In [19] Peharz et al. proposed a model that provides better accuracy than the previous ones but
it requires a more expensive experimental set-up. In [9] Fernandez et al. proposed a simple model,
with an optimum balance between simplicity and accuracy, based on simple mathematical relationships
between atmospheric parameters, but this model is focused for sites with climates characterized by
high-medium turbidity levels.

In [29] Almonacid et al. proposed a model that use of the ability of artificial neural networks in
order to obtain the complex relations between the electrical behavior of HCPV module and their inputs
variables, with a high level of accuracy. However, its difficulty to be applied is that a deep knowledge
on ANN architectures and its training algorithms is necessary to determine the parameters of this
model, and this is not always available to be applied.

Energy prediction is a key factor in the market integration and growth of any type of energy
production system. However, due to their special features, the modeling of HCPV devices is quite
complex and still challenging. As commented, one of the more important lines of research to try
to address some of the issues related to this technology is based on the use of artificial intelligence
techniques, mainly ANNs. Therefore the next subsections present a brief summary of ANN and its
application in the field of HCPV.

2.2. Artificial Neural Networks

Artificial neural networks (ANN) are a widely used tool for approximating nonlinear functions
that have multiple entries [44]. An artificial neural network simulates the behavior of the dendrites
and axons of nerve cells. In particular, the system inputs are related to the outputs through different
neurons grouped in layers that are joined together by arcs. These arcs are denoted mathematically
by a number or weight. The type of neural network that is often used in the literature is called the
multilayer perceptron. Neurons are grouped into three types of layers: input, output and intermediate
layers (called hidden layers). The number of neurons in each layer and the number of hidden layers
determine the complexity of the artificial neural network.

2.3. HCPV and ANNs

ANNs have been used for modeling some issues related to MJ solar cells; for instance in [45–47]
several ANN-based models have been proposed for estimating the tunneling effects, the the
I-V characteristic and External Quantum Efficiency (EQE), both under one sun and in darkness,
for dual-junction (DJ) GaInP/GaAs solar cells. In [48] the authors used an ANN-based model to
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estimate the performance of triple-junction (TJ) InGaP/GaAs/Ge solar cells and the EQE under the
influence of an ample range of charged particles. Finally, in [49] Fernández et al. presented three
ANN-based models of the main electrical parameters of a TJ solar cell: open-circuit voltage (Voc),
short-circuit current (Isc) and maximum power (Pmax).

Regarding HCPV modules and systems, several ANN-based models have been developed to try to
solve some problems related to these devices. In [50] Fernandez et al. presented an ANN-based model
for spectrally corrected direct-normal irradiance. This parameter is defined as the part of the incident
spectrum that an HCPV module is capable to convert into electricity, so it can be used to quantify
the spectral effects on an HCPV device. In [13] and [51] two ANN-based models to estimate the cell
temperature of an HCPV module were developed. The direct measurement of this temperature is quite
complex since it is not possible to access the inside of the module without damaging it. ANN-based
models were developed to try to solve this problem by attempting to characterize the relationship
between the main meteorological parameters and the cell temperature that affect the temperature.
In [29] and [52] two ANN-based models were developed to estimate the maximum power of an HCPV
module: a feed-forward artificial neural network and a cooperative-competitive hybrid algorithm for
radial basis-function networks. Finally, in [53,54] two ANNs were used to model the complete I-V
characteristic of an HCPV module.

2.4. Application of ANNs to Obtain an HCPV Model

The solar research group of Jaén University has ample experience in the application of ANN in
the photovoltaic field [55–59]. Taking into account this knowledge, Almonacid et al. [29] developed
an ANN-based model to find the relation between the main parameters that affect its performance:
spectrum (S), irradiance (B), wind speed (Ws) and temperature (T) and the output of an HCPV.

The architecture of the proposed ANN was based on a three-layer feed-forward neural network
trained with the Levenberg-Marquardt back-propagation algorithm. The input layer had five nodes:
the direct-normal irradiance (DNI), the air mass (AM), the precipitable water (PW), the wind speed
(Ws) and the air temperature (Tair). The ANN-based model used the precipitable water and air mass to
evaluate the spectrum, the direct-normal irradiance to evaluate the irradiance and the wind speed and
the air temperature to evaluate the cell temperature. The hidden layer had seven nodes, and there was
one node in the output layer (Pmax). Coefficients of the neural network were obtained from outdoor
monitoring. The results show that the ANN-based model could be used to calculate successfully the
output of an HCPV module with an RMSE of 2.91%, an MBE of 0.07% and an R2 of 0.99.

By virtue of this results it may be stated that this model provides one of the best level of accuracy
between the models mentioned in Section 2.1. However, as commented, the difficulty in applying
this model is focused in the determination of the parameters, which requires a deep knowledge of
complex artificial neural networks architectures and their training algorithms. On other hand, once the
parameters have been determined, the knowledge remains implicit and the model becomes easy to use,
however the complex relations that link the HCPV module behavior and the atmospheric variables
have a short degree of interpretability. In order to improve the knowledge over these relations without
decrease the level of accuracy in this paper we propose the use of FRBS.

3. Utility of the FRBS for Modeling an HCPV Module

To obtain the maximum annual electric power for an HCPV system, it is advisable to use highly
accurate and stable solar trackers. High-accuracy dual-axis solar trackers, which track the Sun’s motion
across the sky, must be used in HCPV systems because these systems only accept direct solar light
with a very small deviation in the acceptance angle [60].

In the literature, we can observe the use of FRBS to implement solar tracker using fuzzy
control [61–64]. In [65], the authors explain that fuzzy control could be a good option when an
accurate model of the tracking system is absent. Therefore, if we use this type of control for a solar
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tracker, it is necessary to learn a good knowledge base (KB) for this control system, and to achieve this
task it is necessary to have a good model of the HCPV module.

Because of the large quantity of relevant variables, the problem of modeling a HCPV becomes
very complex, thus it is advisable to solve it by means of modeling techniques able of obtaining a
model representing the non-linear relationships existing in it. Furthermore, the problem-solving goal
must be to obtain a user-interpretable model, as well as obtain an accurate model, able of putting
some light on the relations that exist among the electrical parameters of an HCPV module and the
main atmospheric parameters that have influence on them. Due to all these reasons, in this paper we
introduce the use of FRBSs in order to model the HCPV module.

A Fuzzy Rule-Based System is any system, where Fuzzy Logic may be used either to model the
relationships and interactions among the system variables, or as the basis for the representation of
different forms of knowledge. Fuzzy Systems have proven to be a significant tool for modeling
complex systems in which, due to the imprecision or the complexity, conventional tools are
unsuccessful [33,34,66,67]. For that reason, they have been successfully used to a wide range of
problems from different areas presenting vagueness and uncertainty in different ways [68].

With the general purpose of optimizing the HCPV fuzzy control system, in this paper we introduce
two new HCPV module models. Each is a variation of a Fuzzy Rule-Based System and is characterized
by their properties. For this reason, the sections below detail the study of Fuzzy Rule-Based Systems,
their types and properties.

3.1. Fuzzy Rule-Based System

In 1965, Zadeh [69] suggested a modified set theory, called fuzzy set theory, in which an element
could have a degree of membership that takes continuous values, rather than being 0 or 1. One of
the most important areas of application of his theory is the FRBSs. An FRBS is a rule-based system in
which fuzzy logic (FL) is used as a tool for managing different forms of knowledge about the problem
at hand [32]. These systems are a development of the classical rule-based system because they address
“IF-THEN” rules whose consequents and antecedents are composed of fuzzy statements (fuzzy rules),
instead of classical logical statements. FRBSs incorporate the human knowledge of the expert using
the FL. One of the main characteristics of these systems is the ability to incorporate human knowledge
by means of uncertainty or imprecision and lack of accuracy.

FRBSs have some advantages over traditional rule-based systems, such as (a) inference methods
become more robust with the approximate reasoning methods employed within FL and (b) the key
features of knowledge captured by fuzzy sets involve the handling of uncertainty.

In an FRBS, the knowledge is stored in a knowledge base that consists of three elements:
membership functions, a set of “IF-THEN” rules, and linguistic variables. These rules are defined by
their consequents and antecedents. Antecedents and, frequently, consequents, are associated with
fuzzy concepts.

Because of these properties, FRBSs have been successfully applied to modeling the interactions
and relationships that exist between their input and output variables. In this way, one of the most
common application of FRBSs is fuzzy modeling [34]. There are two types of FRBSs for engineering
problems:

(a) Mamdani FRBSs [37]. In this type of FRBSs, antecedents and consequents are composed of
linguistic variables. The rules possess the following form.

IF X1 is A1 and . . . and Xn is An THEN Y is B,
where Xi are input variables, Ai are fuzzy sets associated to input variables, Y is the output

variable and B is a fuzzy set associated to the output variable.

(b) Takagi-Sugeno-Kang FRBSs [36]. This model of FRBSs is based on rules in which the antecedent
is composed of linguistic variables and the consequent is an analytical function of the input
variables. In this case, the rules are as follows:
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IF X1 is A1 and . . . and Xn is An THEN Y = f (X1, . . . , Xn).
In most cases, the function is a linear function:
IF X1 is A1 and . . . and Xn is An THEN Y = p0 + p1* X1 + . . . + pn* Xn, with Xi as the input

variables, Y as the output variable, Ai as the fuzzy sets related to the input variables, and p = (p0,

p1, . . . , pn) as a vector of real parameters. These types of rules are usually called TSK fuzzy rules.
The accuracy of an FRBS directly depends on two aspects: the composition of the fuzzy rule set

and the way in which it implements the fuzzy inference process. Therefore, the FRBS design process
includes two main tasks [32]:

(a) The choice of the type of FRBS (Mamdani or Takagi-Sugeno-Kant), and the different fuzzy
operators that are employed by the inference process.

(b) The generation of the fuzzy rule set. That requires some design tasks, such as

1. Selection of the relevant input and output variables.
2. Definition of the scale factor, the number of term sets and the membership function for each

linguistic variable.
3. Derivation of the linguistic rules that will form part of the rule set.

With the intention of use the best properties and facilities provided by the FRBSs, in this paper we
propose the generation of two HCPV models based on a Mamdani FRBS and a Takagi-Sugeno-Kant
(TSK) FRBS. This systems are explained in more detail below, as well as the adaptations made in
our proposal.

3.1.1. Mamdani Fuzzy Rule-Based Systems

In 1974, Mamdani [37] proposed an FRBS that addresses real inputs and outputs. He augmented
Zadeh´s formulation to apply an FS to a control problem. Later, in 1975, he proposed the Fuzzy Logic
Controllers (FLCs) [38] as a type of FS, which are referred to as FRBSs with fuzzifier and defuzzifier.
Hence, FLCs may be considered knowledge-based systems, that incorporate human knowledge into
their Knowledge Base through fuzzy membership functions and fuzzy rules. As can be observed (see
Figure 1), a Mamdani FRBS consists of the following components [32]:

(a) A Knowledge Base (KB), which stores the knowledge about the problem. The KB comprises a
Database (DB) and a fuzzy Rule Base (RB). The DB contains the definitions of the fuzzy rules
and linguistic labels, and the RB comprises the collection of linguistic rules representing the
expert knowledge.

(b) A fuzzy inference engine, that presents the following structure:

1. A fuzzification interface, which converts the values of input variables into fuzzy information,
for this it assigns grades of membership to each fuzzy set defined for that variable.

2. An inference system, which infers fuzzy outputs by employing fuzzy implications and the
rules of inference of FL.

3. A defuzzification interface, which produces a non-fuzzy output from an inferred fuzzy
output. This interface has to aggregate the information provided by the output fuzzy sets
and to obtain an output value from them. There are two basic techniques for doing this:
Mode B-FITA (first infer, then aggregate) and Mode A-FATI (first aggregate, then infer).
The FRBS proposed in this paper uses mode B-FITA because it reduces the computational
burden compared to mode A-FATI.
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Figure 1. Structure of a HCPV model based on a Mamdani FRBS.

In the same way as the ANN-based model, the input variables of the proposed HCPV models
based on a FRBS are: the direct-normal irradiance (DNI), the air mass (AM), the precipitable water
(PW), the air temperature (Tair) and the wind speed (Ws), as well as the output variable is the
maximum power.

In this model based of a Mamdani FRBS we have chosen a uniform partition of the membership
functions into the fuzzy sets of output and input variables. Figure 1 shows the structure of a HCPV
model based on a Mamdani FRBS.

3.1.2. Takagi-Sugeno-Kang Fuzzy Rule-Based Systems

The output of a TSK FRBS is the sum of the individual outputs provided by each rule, Yi (i = 1,
. . . ., m, where m is the number of rules of the TSK KB), weighted by the values of the parameters hi,
where hi = T(Ai1(x1), . . . ,(Ain(xn)) is the matching degree between the current inputs to the system,
x0 = (x1, . . . xn) and the antecedent part of the i-th rule. T stands for a conjunctive operator modeled by
a t-norm. To design the inference engine of a TSK FRBS, the designer only must select this connective
operator T. The most common choices are the algebraic product and the minimum [36] (In this paper
the algebraic product have been used as an operator T). Figure 2 shows the structure of a HCPV model
based on a TSK FRBS.

 

Figure 2. Structure of a HCPV model based on a TSK FRBS.

To help achieve the goals of both Mamdani FRBSs and TSK FRBSs they must have a complete and
consistent knowledge base, therefore it is necessary to use learning methods to define the fuzzy rules.

These models are capable of estimate the HCPV maximum power from outdoor measurements
over atmospheric variables, but they are not suitable to model the I-V curve and no to evaluate
algorithms to obtain maximum power point tracking (MPPT), because they are complex processes,
that require modelling the HCPV module with a number of curves sufficiently representative, in which
each one of their parameters will be influenced by each one of the atmospheric parameters.

3.2. Learning Methods to Define the Fuzzy Rule Set

To define the fuzzy rule set in modeling applications of FRBSs, two types of information are
available to the designer: linguistic and numerical. Related to this information, there are two main
ways of deriving the fuzzy sets:

Derivation from the experts. In this case, the human expert specifies the linguistic labels,
the structure of the rules and the meaning of each label. This method is useful only if the expert is
capable to express his knowledge in the form of linguistic rules.

Derivation from automated learning methods based on the existing numerical information.
To overcome the difficulties related with the derivation of the knowledge from the expert, in recent
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years, numerous inductive methods have been developed. Such methods include ad hoc data-driven
generation methods [40–42], neural networks [44], clustering techniques [70,71], and evolutionary
algorithms [72,73].

For modeling a system with very high complexity (such as HCPV), it is very difficult to obtain the
linguistic rules that define the behavior, and therefore in this paper we propose the use of two learning
methods to define the fuzzy rule set: (a) ANFIS and (b) the Ad Hoc data-driven method.

3.2.1. ANFIS

ANFIS is capable of providing in a single tool the advantages of systems based on neural networks
and fuzzy systems. Thus, the expert knowledge provided by the fuzzy rules is complemented by the
training and validation of neural networks. Researchers have frequently used ANFIS since it was first
presented by Jang et al. in [39] for different problems such as pattern classification or adjustment of
non-linear functions. This method has been used for discriminating voice/music [74], for modeling
solar radiation [75], to predict air pollution [76], in solar PV [77], and in treating water qlity [78], to cite
just a few current examples.

ANFIS uses a set of data (input/output) to build a TSK fuzzy system [39] in which the parameters
of member functions and the relations with the output are adjusted using neural networks. For this
purpose, a fuzzy system is identified with a neural network, as shown in Figures 3 and 4.

p p y y g

(a) 

 
(b) 

dni, am,pw,tair,ws)ff 1=

dni,am,pw,tair,ws)ff 5=

Maximum power

Figure 3. ANFIS versus ANN: relationship. (a) Antecedent and consequent part of fuzzy rule;
(b) Inputs, ANN and KB of ANFIS structure.
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Maximum
power

Figure 4. Detail of ANN used in the ANFIS method.

In Figure 3, at the top, the inputs are fuzzified into the system by means of membership functions.
Then, the output from the combination of the IF-THEN rules is obtained. A five-layer neural network,
as illustrated in Figure 4, can model this process. Each layer of the ANFIS model handles a task:

(a) Layer 1: Responsible for determining the degree of membership of each input to each of the fuzzy
sets (fuzzification of inputs).

(b) Layer 2: The output of this layer is the products obtained by the rules that are activated. Each
node symbolizes the firing strength of the rule (wi).

(c) Layer 3: Outputs of this layer are denominated normalized firing strengths (wi). The ith node
obtains the ratio of the ith rule´s firing strength to the addition of all rule´s firing strengths.

(d) Layer 4: Outputs are obtained from the consequent parameters of the rules (fi).
(e) Layer 5: Calculates the overall output as the sum of all incoming data.

Through a process of training, you can obtain all the values of the different layers and then create
the fuzzy knowledge base.

3.2.2. Ad Hoc Data-Driven Generation Method

A family of simple and efficient methods, called ad hoc data-driven methods, which generate
new rules from the training database, guided by the covering criteria of the data in the example set,
have been proposed in the literature [40–42]. The ad hoc data-driven linguistic rule-learning methods
are identified by four main features:

(a) They are based on working with an input-output data set.
(b) They consider a previous definition of the database, composed of the output and input primary

fuzzy partitions.
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(c) The generation of the linguistic rules is guided by the covering criteria of the data in the
example set.

(d) The learning mechanism is not based on search techniques or any well-known optimization; it is
specifically developed for this purpose.

In this paper, we propose the use of the simpler type, the “ad hoc data-driven linguistic
rule-learning methods guided by examples”, to obtain the linguistic rules in the Mamdani FRBS.
This method obtains each rule from a specific example in the data set. These rules belong to a candidate
rule set because after this generation stage, a selection process is performed to derive the final RB.

One of the most widely used and well-known example-based methods is Wang and Mendel’s
method [41]. This method implements the RB generation by means of the following steps (see Figure 5):

(a) Consider a fuzzy partition of the variable space.
(b) Generate a candidate linguistic rule set. This set will be composed by the rules best covering each

example included in the input-output data set.
(c) Assign an importance degree to each rule. This will be obtained by computing the covering value

of the rule.
(d) Obtain a final RB from the candidate linguistic rule set, by selecting the rule with the highest

importance degree in each group.

 

Figure 5. Graphical illustration of the rule-generation process.

4. Proposed Methods to Obtain an HCPV Model

4.1. Application of ANFIS to Train a TSK FRBS to Obtain an HCPV Model

The proposed ANFIS model has the following characteristics:

(a) The five variables mentioned above as inputs: direct-normal irradiance (DNI), wind speed (Ws),
air temperature (Tair), precipitable water (PW), and air mass (AM), each with two Gaussian
fuzzy sets.

(b) The output variables as linear functions: maximum power.
(c) A training algorithm based on back-propagation.

4.2. Application of Ad Hoc Data-Driven Methodology to Obtain an HCPV Model

In this case, we use a Mamdani FRBS to provide a highly flexible method to formulate knowledge,
while at the same time remaining interpretable. In these systems, each rule is a description of a relation
between one condition and one action, which allows for easy interpretation by a human. This property
makes these systems useful for application in problems that require high model interpretability, such as
fuzzy control [79], and linguistic modeling [34,35].

To obtain a model of the HCPV module behavior, we select the following input variables: DNI,
AM, PW, Tair, and Ws. These variables have been normalized using a linear transformation that was
applied between their minimum and maximum values. The output will be the estimated maximum
power delivered by the HCPV module. Taking into account the steps described in Section 3.2.2,
we implement the following steps:
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(a) A fuzzy partition of the input and output variable space is created. Over all of the five input
variables, we have applied a uniform partition composed of 19 fuzzy sets, and over the output
variable we have applied a uniform partition with 495 fuzzy sets. Based on these values, we have
generated a partition of the five-dimensional space that is composed of 195 subspaces or regions.

(b) Candidate rules are generated in each fuzzy input subspace. For each example of the training
set (which is composed of 8926 examples) contained in each subspace, a fuzzy rule is proposed.
All of these rules have the same antecedent and differ in their consequents.

(c) Each rule is assigned an importance degree, which is obtained by computing the covering value
of the rule in its subspace [42].

(d) Select the rule with the highest importance degree in each group or subspace. The algorithm
generated a KB with 6216 different rules.

In this learning algorithm, the accuracy of the modeled output variable is related to the number of
subspaces into which the original five-dimensional space was divided. In the same way, the complexity
of the model increases with the number of subspaces and their dimension. On the other hand, the
number of rules, which is related to the number of subspaces, determines the accuracy of this model.

5. Experimental Results

As commented, the ANN model provides one of the best level of accuracy between the models
mentioned in the related work. For that reason, in this paper, the developed models are evaluated and
compared to the ANN model.

As a result of executing these proposed modeling methods (see Sections 4.1 and 4.2), we have
obtained two models of an HCPV:

(a) TSK FRBS training with ANFIS.
(b) Mamdani FRBS obtained with the Ad Hoc data-driven method.

To conduct this study, the electrical performance of a HCPV module mounted on a two-axis solar
tracker (Figure 6 left) together with the main atmospheric parameters that have influence in its output,
have been measured at the Centro de Estudios Avanzados en Energía y Medio Ambiente (CEAEMA)
of the University of Jaén.

Figure 6. Experimental set-up used to conduct this study at the Centro de Estudios Avanzados en
Energía y Medio Ambiente at the University of Jaén. (left) HCPV module; (right) atmospheric station.

The module is made up of 20 triple-junctions lattice-matched GaInP/GaInAs/Ge solar cells
interconnected in series. The module uses silicon-on-glass (SOG) Fresnel lenses as primary optical
element. The secondary optical element consists of reflexive truncated pyramids made up of an
aluminium film layer to enhance the reflectivity. The module has an optical efficiency of 80%,
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a geometric concentration of 700 and uses passive cooling to ensure that MJ solar cells operate
on their optimal operation range [49]. Table 1 shows the main electrical characteristics of the HCPV
module under Concentrator Standard Operating Conditions, CSOC, (i.e., AM1.5D, DNI = 900 W/m2,
ambient temperature, T = 20 ◦C and wind speed, WS = 2 m/s).

Table 1. Electrical characteristics of the HCPV module under Concentrator Standard Operating
Conditions, CSOC, (i.e., AM1.5D, DNI = 900 W/m2, ambient temperature, T = 20 ◦C and wind speed,
WS = 2 m/s).

Electrical Characteristics Value

Short-circuit Current (Isc) 5.30 A
Open-circuit Voltage (Voc) 57.28 V
Maximum Current (Ippm) 4.85 A
Maximum Voltage (Vppm) 47.62 V
Maximum Power (Pmax) 230.85 W

In order to measure the electrical parameters of the HCPV module a four-wire electronic load
located was used. In addition, the centre is equipped with an atmospheric station MTD 3000 from
Geonica S.A. (Figure 6 right) to record the main atmospheric parameters such as direct normal
irradiance, air temperature, wind speed or humidity. The values of aerosol optical depth not provided
by the atmospheric station were obtained from MODIS Daily Level-3 data source [80].

To obtain the knowledge base that characterizes each model, in this paper, we have considered a
set of input and output variable values, recorded by the experimental setup, that it is composed of
11155 examples that were recorded every 5 minutes from January 2011 to December 2012.

In the case of ANFIS, to prevent the learning method from memorizing the training examples,
the available data are separated into three subsets:

(a) A training set: the learning method is trained with this set in the classical way. It includes 33% of
the examples.

(b) A validation set: each time you complete a training iteration, this set is used to determine whether
you can stop training. The goal is to avoid overtraining. This set contains 33% of the examples.

(c) A test set to discern the goodness of the process. This set contains 33% of the examples.

After this, the following procedure was used. The system trains on the first set for 10 iterations.
Then the validation set is used, and if a result with low enough error is obtained, the process is finished;
otherwise another 10 iterations are performed. Finally, the third set is used to check the degree of
fitness of the system. The three sets each contain 33% of the samples.

In the case of the Ad Hoc data-driven method, to prevent biasing the learning process, the available
data are divided into two subsets:

(a) A training set, which includes 80% of the examples.
(b) A test set, which contains 20% of the examples.

This training set has been used to generate the linguistic rules that constitute the KB. Then the
test set was employed to evaluate the performance of this learning method.

All the earlier sets have been obtained based on all data sets and were formed by carrying out a
random and uniform selection of the subspaces, and then a random selection of an example contained
in each subspace.

As a result of executing the proposed modeling methods, the characteristics of the obtained
knowledge bases are as follows:

(a) For TSK, FRBS training with ANFIS:

1. Number of rules: 32.
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2. Number of fuzzy sets for each input variable: 2.
3. The partition of the membership functions into the fuzzy sets of input variables is shown in

Figure 7. From the observation of the captured data and the membership functions of the
two fuzzy sets, for each of the atmospheric variables represented in Figure 7, the conclusion
can be drawn that the crossing point of the two fuzzy sets has been chosen so that the number
of samples is approximately equal to right and left of said point. Therefore, the high and low
fuzzy sets will cover approximately the same number of samples, half of the total number
of samples captured. This distribution of the membership functions, which responds to
the density of the samples captured, as well as the choice of the initial and final values of
the height of the fuzzy sets and the slope of the curve that defines them, allows to have a
number of very reduced rules, without a decrease in model accuracy.

(b) For Mamdani, FRBS obtained with the Ad Hoc data-driven method:

1. Number of rules: 6216.
2. Number of fuzzy sets for each input variable: 19.
3. Number of fuzzy sets for each output variable: 495.
4. Uniform partition of the membership functions into the fuzzy sets of output and

input variables.

Figure 7. Membership functions of the input variables for the HCPV model based on the TSK FRBS
training with the ANFIS method.
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After the KBs have been obtained, in order to evaluate the level of accuracy of these models,
for each element of the test set (five values of atmospheric variables) it is made the simulation of
each model to obtain the predicted maximum output power. To study the behavior of these models,
we have to calculate the normalized root mean square error (NRMSE) between the measured (Pm) and
the predicted (Pp) maximum output power. The equations of the RMSE (in watts) and NRMSE (in
%) are:

RMSE =

√
∑n

i=1
(

Pp − Pm
)2

n
NRMSE =

RMSE
Pm

(1)

The values of NRMSE (in %), obtained with the three models of HCPV (including the ANN model
introduced in [29]) are shown in Table 2. A comparison of the values of the NRMSE gain for the models
of HCPV presented in this paper versus the ANN model, is shown in Table 3. The equations of the
gain in NRMSE are:

GainNRMSE TSK FRBS vs ANN =
|NRMSETSK FRBS − NRMSEANN |

NRMSEANN
(2)

GainNRMSE Mamdani FRBS vs ANN =
|NRMSEMamdani FRBS − NRMSEANN |

NRMSEANN
(3)

Table 2. NRMSE for the three models: ANN, TSK FRBS training with ANFIS and Mamdani FRBS
obtained with Ad Hoc data-driven method.

NRMSE (%) Train Validation Test Overall

ANN 2.11 2.1 2.45 2.16
TSK FRBS training with ANFIS 1.85 1.99 2.21 1.93

Mamdani FRBS training with Ad
Hoc data-driven 2.04 2.25 2.07

Table 3. Comparison of the gain in NRMSE, for the model TSK FRBS training with ANFIS versus ANN
and for Mamdani FRBS obtained with the Ad Hoc data-driven method versus ANN.

Gain in NRMSE Train Validation Test Overall

ANN 0 0 0 0
TSK FRBS training with ANFIS 12.32 5.24 9.80 10.65

Mamdani FRBS training with Ad
Hoc data-driven 3.32 8.16 4.17

In addition to the NRMSE analysis between the measured and predicted output maximum power,
the linear regression analysis have also been calculated to study the results of the compared methods
(ANN, Mamdani, TSK) in more detail, as shown in Figures 8–10.
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Figure 8. A regression analysis between the predicted output maximum power in the ANN model and
the measured output maximum power for the total set of data.

Figure 9. A regression analysis between the predicted output maximum power in the Mamdani FRBS
model and the measured output maximum power for the total set of data.

Figure 10. A regression analysis between the predicted output maximum power in the TSK FRBS
model and the measured output maximum power for the total set of data.

From the analysis of the experimental results, we note the following observations:

(a) An improvement in the RMSE and R2 of results obtained with TSK FRBS training with ANFIS and
with Mamdani FRBS using the Ad Hoc data-driven method compared with the results obtained
using ANN.
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(b) An improvement in the RMSE and R2 of the results obtained with TSK FRBS training with ANFIS
compared with the results obtained using Mamdani FRBS with the Ad Hoc data-driven method.

(c) A strong decrease in the number of rules in the knowledge base obtained for TSK FRBS compared
with that obtained for Mamdani FRBS. This simplicity results in an increase in the speed of the
inference process.

Nevertheless, the use of a Mamdani FRBS has several advantages, among which we can highlight
the fact that each rule is a description of a condition-action statement that has a clear interpretation to
a human. In this section, we emphasize the meanings of several rules.

The rule that infers the scene in which the HCPV module generates the least amount of power is:
If DIN is A1, Tair is A17, Ws is A6, PW is A12 and AM is A9, then Power is B1.
By analyzing this linguistic rule, and taking into account the proposed uniform partition of the

membership functions, composed by 19 fuzzy sets for each meteorological variables and 495 fuzzy
sets in the maximum output power variable, we can say that:

The fuzzy set A1 covers values of the variable DNI very close to its minimum measured value
(between 0 and 5% of its range of values). The fuzzy set A17 covers values of the variable Tair close to
its maximum measured value (between 87 and 92% of its range of values). The fuzzy set A6 cover
values of the variable Ws around 1/3 of its range of measured values (between 29 and 34%). The fuzzy
set A12 cover values of the variable PW between 60 and 66% of the range of its measured values.
The fuzzy set A9 cover values of the variable AM close to the medium value of its range of measured
values (between 45 and 50%). The fuzzy set B1 covers values of the variable Power very close to its
minimum value measured (between 0 and 0.2% of its range of values). Therefore we can interpret this
rule as follows:

If the value taken by the variable DNI is within the set A1 and if the value taken by the variable
Tair is within the set A17 and if the value taken by the variable Ws is within the set A6 and if the value
taken by the variable PW is within the set A9 and if the value taken by the variable AM is within the
set A9 then the value taken by the variable Power will be within the set B1.

In a simplified way, the conditions that generate the least amount of maximum power are:
A very low DNI, very high Tair, medium-low Ws, medium-high PW and medium AM.
The rule that infers the scene in which the HCPV module generates the largest amount of

maximum power is:
If DIN is A16 and Tair is A11 and Ws is A8 and PW is A9 and AM is 1, then Power is B495.
As can see by observing this rule, the maximum amount of maximum power will be supplied

under the following conditions:
A very high DNI, medium-high Tair, medium Ws, medium PW, and very low AM.
One of the advantages of Mamdani FRBS is that we can deduce the relationships between the

input and output variables. If we consider these rules, we realize that there is a clear connection
between the DNI input variable and the amount of electric power supplied by the HCPV module.

The relationships between other variables can be deduced by analyzing other rules in the
knowledge base. For example:

If DIN is CB17 and Tair is CB17 and Ws is CB3 and PW is CB8 and AM is CB1, then Power
is CB441.

If DIN is CB17 and Tair is CB15 and Ws is CB3 and PW is CB8 and AM is CB1, then Power
is CB443.

If DIN is CB17 and Tair is CB14 and Ws is CB3 and PW is CB8 and AM is CB1, then Power
is CB454.

If DIN is CB17 and Tair is CB13 and Ws is CB3 and PW is CB8 and AM is CB1, then Power
is CB457.

Analyzing these linguistic rules, we realize that under these conditions of the DNI, Ws, PW and
AM variables (which are the same in the five rules), the maximum power supplied by this HPCV
model will increase if the value of the Tair variable decreases.
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Throughout the knowledge base, we can find several sets of rules with the same values for four
of the five conditions in their antecedents. Then the values taken by the fuzzy sets for the condition
that differs and for the consequent allow for the determination of the relationship between the output
maximum power and this input variable.

Although the knowledge base obtained for the HCPV model based on TSK FRBS has only 32
linguistics rules, the analysis of these rules does not allow for the interpretation of the relationships
between the input and output variables; thus we cannot deduce human knowledge from the
examination of the knowledge base.

In the HCPV modules, the input variables are mutually dependent, for this reason it is difficult to
find a proper fuzzy partition of the input variables. To increase the precision of the HCPV model based
on Mamdani FRBS, we have been proposed a uniform partition of the space of the input variables
and their division into a large number of fuzzy sets. This results in a great increase in the number of
linguistic rules.

To decrease the number of rules in the knowledge base without decreasing the accuracy of the
model, in the future we can propose a non-uniform partition of the space of input variables, which
will decrease the complexity of the input-output mapping and therefore allow for increasing the speed
of the inference process and the human interpretability of the linguistic rules in the knowledge bases.
This new partition must take into account the density of the examples contained in the input-output
data set. This solution must increase the granularity of the fuzzy partition in the areas in which there
is a higher density of examples for each one of the input variables.

Another aspect to take in account is the execution time in the process of obtaining the model (the
KB). As can see by observing the Table 4, the process of training for Mamdani FRBS model is more
expensive in terms of CPU time, than the TSK FRBS and the ANN. However this process is off-line
and it is done once.

Table 4. Comparison of the execution time (training, validation and test) for the model TSK FRBS
training with ANFIS versus Mamdani FRBS obtained with the Ad Hoc data-driven.

Execution Time (units) Training (h) Validation (s) Test (s)

ANN 1/60 2 2
TSK FRBS training with ANFIS 4 2 2

Mamdani FRBS training with Ad Hoc data-driven 216 2

6. Conclusions

In this paper we have proposed the use of two types of FRBS (Mamdani and Takagi-Sugeno-Kant),
with the goal of modelling HCPV systems. With the intention of obtaining the best performances
of each fuzzy systems we have proposed a learning method: the ANFIS one, for training a TSK
FRBS, in order to obtain its KB, and the Ad Hoc data-driven methodology to obtain the KB of the
Mamdani FRBS.

From the analysis of the experimental setup and the description of these methods, it is noticed
that the proposed modelling method:

(a) They only need simple outdoor measurements.
(b) They do not need an expensive experimental system.
(c) They are valid for any climatic conditions.
(d) They do not need any specific simulation software.
(e) They can be applied to the modelling of any model of HCPV module.

These characteristics, which they share with the ANN-based method, allow the building of HCPV
models without complex requirements. In addition they allow to obtain the complex relationships that
link the electrical behaviour of an HCPV module and its inputs variables, with a high level of accuracy.

On the other hand, from the analysis of the experimental results, it is noticed that:
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(a) The use of an HCPV model obtained using TSK FRBS trained with ANFIS produced an
improvement in the model accuracy compared to the use of the model obtained using ANN.

(b) The use of an HCPV model obtained using Mamdani FRBS with an Ad Hoc data-driven method
produced an improvement in the model accuracy compared to the use of the model obtained
using ANN.

(c) The use of an HCPV model obtained using TSK FRBS trained with ANFIS produced an
improvement in the model accuracy compared to the use of the model obtained using Mamdani
FRBS with an Ad Hoc data-driven method.

(d) The use of an HCPV model obtained using Mamdani FRBS with an Ad Hoc data-driven method
allowed for the deduction of the relationship between the input and output variables. However,
the other HCPV models did not provide information on the modeled system that was interpretable
by a human.

For the future work we propose the following lines:

(a) In Mamdani FRBS modelling:

1. To build a non-uniform partition of the membership functions in the input variables,
in order to minimize the number of linguistics rules in the KB obtained by applying Ad Hoc
data-driven method.

2. To use other learning methods, as genetic algorithms, in order to obtain good KB.

(b) In TSK FRBS trained with ANFIS modelling: to increase the number of fuzzy sets in the partition
of the membership functions of the input variables, in order to increase its accuracy.

(c) In FRBS (Mamdani and TSK) modelling: to increase the number of input variables, with new
atmospheric variables, in order to obtain HCPV models with higher accuracy.
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Abstract: The rapid development of technology used in electric vehicles, and in particular their
penetration in electricity networks, is a major challenge for the area of electric power systems.
The utilization of battery capacity of the interconnected vehicles can bring significant benefits to the
network via the Vehicle to Grid (V2G) operation. The V2G operation is a process that can provide
primary frequency regulation services in the electric network by exploiting the total capacity of a
fleet of electric vehicles. In this paper, the impact of the plug-in hybrid electric vehicles (PHEVs)
in the primary frequency regulation is studied and the effects PHEVs cause in non-interconnected
isolated power systems with significant renewable energy sources (RES) penetration. Also it is taken
into consideration the requirements of users for charging their vehicles. The V2G operation can be
performed either with fluctuations in charging power of vehicles, or by charging or discharging the
battery. So an electric vehicle user can participate in V2G operation either during the loading of the
vehicle to the charging station, or by connecting the vehicle in the charging station without any further
demands to charge its battery. In this paper, the response of PHEVs with respect to the frequency
fluctuations of the network is modeled and simulated. Additionally, by using the PowerWorld
Simulator software, simulations of the isolated power system of Cyprus Island, including the current
RES penetration are performed in order to demonstrate the effectiveness of V2G operation in its
primary frequency regulation.

Keywords: vehicle-to-grid (V2G); isolated power system dynamic simulation; primary frequency
control (PFC); scheduled charging; aggregator; battery storage; renewable energy systems modeling

1. Introduction

Plug-in hybrid electric vehicles (PHEVs) have the ability to recharge their batteries with electricity
from an off-board source (such as the electric utility grid). PHEVs as a new type of load and due to their
large-scale integration in the power system will have a significant impact on power system operation
and planning, especially in isolated power systems [1,2]. The increased load in power systems due
to the charging of electric vehicles should be taken into account in the optimal operation of power
systems as well as in investment planning. The major challenge for the area of electric power systems
is the utilization of battery capacity of the interconnected vehicles during their charging in charging
stations [3]. More precisely, PHEVs can act as small mobile energy storage units and at the same time
as controllable loads [4]. An integration of PHEVs in the power grid with appropriate communications
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and information systems can provide ancillary services to the power grid [5]. Frequency regulation
is an important ancillary service that PHEVs can provide because the time duration of this service is
short (i.e., a few minutes) and moreover can provide great economic rewards to the owners of vehicles
especially in isolated power grids with significant RES penetration [6,7]. With V2G operation PHEVs
can participate in electricity balancing markets to provide regulation services [8,9]. The frequency
regulation service can be offered by vehicle-to-grid (V2G) operation, which achieves bidirectional
power flow between PHEVs and a power grid [10]. When the system frequency goes downwards,
PHEVs acting as power producers can prevent further frequency drop. On the other hand, PHEVs
could absorb the power from the grid to prevent from a further increase in frequency [11,12]. In this
paper, we focus as a case study on the V2G control participating in Primary Frequency Control (PFC)
at the isolated power system of Cyprus. PHEVs can participate in PFC because the frequency signal
is available at any location of a power system where a PHEV is connected. Except for frequency
droop control, V2G control strategies (centralized and decentralized V2G control for PFC) include
both maintaining the BSOC (Battery Sate of Charge) and achieving charging demand. When the
remaining battery energy is low, the customer has to charge the EV to a higher BSOC level. On the
other hand, if the residual BSOC is sufficiently high in the day time, the EV customer is generally
willing to maintain the BSOC and recharge the EV in the night considering the low off-peak electricity
price [2,13]. In our study, we chose a simple V2G strategy that includes only the droop control and
the scheduled charging power of PHEV if the driver wants to charge more the vehicle. The actually
charging duration is estimated on the basis of the actual plug-in duration. The optimal driving range
of PHEVs to achieve the minimum social cost is examined in Reference [14], where the electric driving
range is found to be sensitive to factors, such as the battery pack cost and the gasoline price. These
aspects are out of the scope of the present paper, thus they are not taken into consideration here.

The main contribution of this paper is the modeling and simulation of the dynamic operation of
the isolated insular power system of Cyprus, which is the largest island in Eastern Mediterranean Sea,
with significant RES penetration (mainly from wind turbines), based on real data. These data include
mainly load demand, wind turbine production, conventional units technical data, as well as data from
system frequency response in real disturbances. In this study it is shown that the frequency droop
control that the significant PHEVs integration can offer is able to improve remarkably the primary
frequency regulation of the Cypriot power system, which is more sensitive to dynamic variations
compared to the large interconnected ones.

This paper is organized as follows. In Section 2, the framework of V2G operation to join in the PFC
of a power grid is presented. The V2G control that we chose to achieve frequency regulation, as well as
scheduled charging is addressed in Section 3. In Section 4, the PHEVs V2G control block for frequency
regulation is presented and discussed. Simulations and discussions that illustrate the performances
of the PHEVs V2G control block and V2G control are shown in Section 5. Section 6 discusses the key
features of the isolated power system of Cyprus. Section 7 contains a brief description of the adopted
wind turbine simulation model. In Section 8 the overall simulation model of the isolated Cyprus Island
power system, including the significant RES penetration is presented, and the frequency response is
simulated and verified under a real scenario that is related to a conventional power unit loss. Section 9
presents the PHEVs fleet which is integrated in the power system of Cyprus, as well as the simulation
results of frequency response with and without V2G grid operation for four cases that are related with
a sharp increase or decrease of power system load during a peak load day. Moreover, in this section the
BSOC of PHEVs and the exchange power from the power grid side is presented for each case. Finally,
the conclusions of this paper are presented in Section 10.

2. System Framework of V2G Operation

Figure 1 illustrates the framework of V2G operation for PHEVs to join in the PFC of a power
system. As can be seen, an aggregator is needed for the participation of PHEVs in PFC. The V2G
aggregator monitors the fleet of vehicles, which are integrated into the power grid. Actually creates an
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aggregate profile of a virtual power plant, which depends on the number of vehicles that are connected
and capable for V2G, every hour of the day. In addition, the power of the virtual power plant depends
on the available power and energy that can provide the fleet of vehicles. The aggregator can receive
signals/commands by the transmission system operator and then forward them to the fleet of vehicles,
according to the power grid requirements.

In a market environment, aggregator should estimate the regulation capability of the PHEVs fleet
and choose an optimal bidding strategy. After market clearing, the aggregator will inform the chosen
PHEVs to participate in the PFC [15–17].

PHEVs are connected to the power grid with electric vehicle supply equipment through which
bidirectional energy exchange can be achieved. The V2G controller makes decisions based on real-time
frequency and BSOC sent from the battery management system (BMS), respectively. It is considered that
V2G controller has an embedded frequency detection block which monitors the system frequency in real
time. The real-time command is produced and sent from the V2G controller to the charger/discharger
block. The charger/discharger is a device that controls the power interchange between the power
grid and the PHEV battery to suppress frequency fluctuation. Simultaneously undertakes to achieve
charging demand.

Figure 1. Framework of Vehicle to Grid (V2G) operation participating in primary frequency control
(PFC) (TSO: Transmission System Operator, SCADA: Supervisory Control and Data Acquisition, EMS:
Energy Management System (EMS)) [18].

The battery management system (BMS) monitors the BSOC and health of the battery. Also,
provides an interface between the battery and the rest of the vehicle. With BMS the driver can define
some parameters which are associated with the desired SOC, the charging time of the battery and the
length of the next trip. Furthermore, the system or the driver of the vehicle must be able to define the
maximum discharge depth of the battery [19–21].

3. V2G Control Method for PFC

3.1. Description of V2G Control Method

As illustrated in Figure 1, PHEVs can act as small mobile energy storage units to take part in PFC.
In addition, the PHEVs charging demand must be achieved simultaneously. Therefore, frequency
regulation and charging demand are two important concerns that need to be handled in the V2G
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control process. When a PHEV gets to the parking place, the customer will check if the residual BSOC
is sufficient for the next trip. If the battery energy at the time of plug-in is sufficient, the PHEV customer
usually wants to maintain the residual battery energy. Customers are more willing to charge their
vehicles at home, because the electricity price is low off at night. On the other hand if battery energy
at the time of plug-in is not sufficient for the next trip, the PHEV customer has to charge the EV to a
higher SOC level. Therefore, the requirements from the EV customers can be generally categorized
into two types: Maintaining BSOC and achieving charging demand.

In Reference [2], a Decentralized V2G Control (DVC) for PFC is proposed for the two types
of PHEVs customers. The proposed DVC method mainly includes Battery SOC Holder (BSH) and
Charging with Frequency Regulation (CFR) for PHEVs to participate in PFC. In this paper we use these
two types of V2G control, with the exception that we use a constant value that represents the frequency
deviation signal. With these assumptions, if the frequency response has the form as in Figure 2 then
the constant value that represents the frequency deviation signal is the maximum deviation value,
from the nominal frequency. We consider that, the transmission system operator sends commands to
the aggregator, according to this frequency error value. In this case, PHEVs must not respond, until
the maximum frequency deviation value has reached. Also, if the frequency deviation does not exist
or is negligible then PHEVs must not respond.

 
Figure 2. Frequency deviation signal. The maximum deviation value, from the nominal frequency is
−1.02 Hz.

3.2. V2G Control to Maintain the Residual Battery Energy

For those PHEVs that need to maintain their SOC levels while joining in PFC, a specific control
method is needed to be designed. The BSH which is proposed in Reference [2] is illustrated in Figure 3.
We chose the same control method, but with non-adaptive droop and a constant value for frequency
error signal. Actually, after plug-out time, the SOC level of PHEV will not be the same as the initial
SOC level at the time of plug-in, but very close to it.

 
Figure 3. Droop control of the Battery SOC Holder (BSH) for the electric vehicle (EV) charging/dis-
charging power.

The PHEV battery can absorb/inject power from/to a power grid, according to the frequency
deviation value and the constant droop K (kW/Hz). For this purpose, a saturation block with upper and
lower limits must be included. In addition, a dead-band is added to reduce the charging/discharging
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operations on the PHEV battery. When the system frequency deviation is out of the predefined dead-band,
the power is exchanged between the PHEV and the power grid to suppress frequency fluctuation.

3.3. V2G Control to Achieve Charging Demand

Necessary energy must be supplied to an EV if the residual BSOC is not sufficient for the next
trip or the PHEV owner wants to charge the battery overnight. In Reference [2], CFR is proposed
to meet charging demand and suppress frequency deviation at the same time. Considering the
scheduled charging power, the CFR is presented in Figure 4. As in Section 3.2, we chose the same
control method, but with non-adaptive droop and a constant value for frequency error signal. When
frequency deviation lies in the predefined dead-band, just scheduled charging power works. Once
frequency deviation is out of the dead-band, both scheduled charging power and frequency droop
control will work.

The scheduled charging power of a PHEV can be estimated by the following form as a constant:

Pc
i =
(

SOCe
i − SOCin

i

)
·Er

i /
(

tout
i − tin

i

)
, (1)

where Pc
i (in kW) is the constant scheduled charging power at the battery side of the ith PHEV for

achieving the charging demand, SOCe
i is the expected state of charge of the ith PHEV battery at

plug-out time, SOCin
i is the initial state of charge of the ith EV battery at the time of plug-in, tout

i (in
hours) is the plug-out time of the ith PHEV, tin

i is the plug-in time of the ith PHEV, and Er
i (in kWh) is

the rated capacity of the the ith PHEV battery.
The plug-out time, as well as the expected SOC should be provided by the PHEV customer in

advance. It should be noted that an EV will not participate in PFC when the scheduled charging power
Pc

i is equal to or larger than the maximum charging power.

 
Figure 4. Droop control of the Charging with Frequency Regulation (CFR) (red part represents
frequency droop control and the blue part is scheduled charging power).

4. PHEVs with a Simplified V2G Control Block

The simulation model of PHEV is the model proposed in Reference [2], but with a simplified
V2G control method presented for the first time here. In PHEV model, real-time BSOC is built to
acquire the dynamic change of the battery energy during the V2G operation. As it is shown in
Figure 5, the aggregated battery output is controlled based on the input signal Δ fk which represents
the frequency deviation at time k. When the control method is applied the input signal converted into
power (kW). The estimated power at the connecting point of a charging/discharging device from/to
the power grid has the following form:

Pp
i,k =

{
Pi,k
ηc , (Pi,k ≥ 0)

Pi,k·ηd, (Pi,k < 0).
(2)

where ηc is charging efficiency of the PHEVs and where ηd is the discharging efficiency of the PHEVs,
Pi,k (in kW) is the V2G power at the battery side of the ith EV at time k, and Pp

i,k (in kW) is the V2G
power at the power grid side of the ith EV at time k.
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Figure 5. Plug-in hybrid electric vehicles (PHEV) V2G control block for frequency regulation (blue part
represents the battery of the vehicle).

The energy variation of the ith PHEV battery during the charging/discharging process can be
estimated by the integration of the V2G power (in kW) at the battery side at time period [0–k] as [22–24]:

ΔEi =

k∫
0

Pi(k)dk. (3)

The BSOC usually expressed as a percentage of the rated capacity of the battery, is defined as the
available capacity of the battery. The BSOC at time k has the following form:

SOCi,k = SOCin
i +

1
Er

i
ΔEi. (4)

where SOCi,k is the state of charge of the ith PHEV battery at time k, and SOCin
i is the initial state of

charge of the ith PHEV battery at the time of plug-in.

5. Test of PHEV Block with V2G Control Application

5.1. Simulation Parameters Values

The PHEV model was implemented by writing code in the Matlab environment. The code
is initialized with some parameters which are related to PHEVs and V2G control. The simulation
parameters are listed in Table 1. The module of V2G control method was implemented as a function,
which performs the operation of the V2G control system. The input signal is the frequency of the power
system and is delayed considering the V2G activation and communication delays. The frequency
deviation signal is estimated by the code. Afterwards the operation which is described in Section 4
is performed.

Table 1. PHEVs and V2G simulation parameters [2].

Parameter Measurement Unit Value

PHEV number 15000
Maximum V2G droop kW/Hz 3.2

Battery capacity kWh 32
Maximum SOC pu 0.1
Minimum SOC pu 0.9

Maximum V2G power kW 7
Frequency dead band Hz [−0.05, 0.05]

Charging/discharging efficiency pu 0.92/0.92
LFC delay s 4

5.2. Simulation Scenarios and Discussion of Results

In the first two simulation scenarios, an input frequency signal with negative frequency deviation
is considered. For the other simulation scenarios, an input signal with a positive frequency deviation is
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considered. The two input signals are illustrated in Figures 6 and 7. In simulation scenarios in which users
want to maintain their BSOC level, the simulation time is 80 s in order to study the response of charging
power and BSOC of PHEVs, before and after the frequency deviation. In simulation scenarios in which
users want to charge their vehicles to a higher BSOC level, the simulation time is three hours (10,800 s).

Figure 6. Frequency response signal with negative deviation.

 
Figure 7. Frequency response signal with positive deviation.

In the first case, PHEVs users need to increase their BSOC level from 50% to 80%. Figure 8
shows the real time SOC and the total V2G power at the power grid side. PHEVs are charging during
simulation time. In the 29th second the charging rate is reduced, because a part of charging power is
used for power grid needs. Therefore, the scheduled charging power is reduced from 52.17 MW to
32.66 MW. In the 41st second both scheduled charging power and charging rate are reset to their initial
values, because the frequency dead band is activated.

In the second case, PHEVs users want to maintain their BSOC level to 80%. As shown in Figure 9,
in the 29th second the BSOC of vehicles are reduced, because a part of their stored energy is used for
power grid needs. In the 41st second the PHEVs discharging is interrupted, because the frequency dead
band is activated. In Figure 9 the initial BSOC of PHEVs is 80% and after the simulation time, the BSOC
has reduced by 0.02% of the initial state of charge. Users cannot realize this minimal reduction of
BSOC. Therefore, we consider that the state of charge is maintained at its initial level. PHEVs batteries
are not discharged significantly because the maximum V2G droop has a small value. If the maximum
V2G droop has a large value, the PHEVs batteries will be discharged significantly and the BSOC, after
plug-out time, will not approximate the initial BSOC.
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Figure 8. Scenario 1-Red line represents the real-time Battery Sate of Charge (BSOC) and the green line
is the total V2G power at the grid side.

 
Figure 9. Scenario 2-Red line represents the Real-time BSOC and the green line is the total V2G power
at the grid side. PHEVs are discharged in order to reduce the frequency deviation.

In the next two cases, we consider that users have the same desires as the first and second case.
For input signal, we set the frequency response that is illustrated in Figure 7. As shown in Figure 10
the charging rate is increased in the 29th second, because the PHEVs absorb more energy from the
power grid, in order to reduce the frequency deviation. The scheduled charging power of PHEVs
is increased between the 29th and 41st second and after that is reset to its initial value, because the
frequency dead band is activated.
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Figure 10. Scenario 3-Red line represents the Real-time BSOC and the green line is the total V2G
power at the grid side. PHEVs absorb more energy from the power grid, in order to reduce the
frequency deviation.

In Figure 11, the PHEVs charge their batteries in order to reset the frequency to 50 Hz. When the
frequency deviation is negligible, the frequency dead band is activated and the PHEVs do not react
with the power grid. After the simulation time, the BSOC has increased by 0.02% of the initial state of
charge. Therefore, we consider that the state of charge is maintained at its initial level.

 
Figure 11. Scenario 4-Red line represents the Real-time BSOC and the green line is the total V2G power
at the grid side. PHEVs are charged in order to reduce the frequency deviation.
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6. Presentation of the Isolated Power System of Cyprus

Cyprus Island has a small isolated power network running at 50 Hz. The generation system
consists of three power stations located at the coast side of the island. The first power station is located
in Vasilikos and is composed by 3 × 130 MW Steam Turbine Units (ST), 2 × 220 MW Combined Cycle
Gas Turbine Units (CCGT) and one 37.5 MW Gas Turbine (GT) unit. The second power station is
located in Dhekelia and consists of 6 × 60 MW ST Units and one Internal Combustion Engine (ICE) of
100 MW. The third power station is located in Moni and consists of 4 × 37.5 MW GT Units. Thus, today
the total conventional installed capacity is 1477.5 MW [25]. In addition, renewable energy sources
are included in the generation system of Cyprus. Six wind parks with a total installed capacity of
157.5 MW, photovoltaic plants with 77 MW installed capacity and a biomass plant of 10 MW installed
capacity, are connected to the Cyprus Island power system [26].

The isolated transmission system of Cyprus is operated at 132 kV and interconnects the major
cities and big loads with the three power stations of the island. The interconnections are achieved by
using overhead and underground cables. For the year 2017, the maximum demand of the Cyprus
Island was recorded to be 1108 MW (during summer) and the minimum demand 310 MW was recorded
(during spring) [27].

7. Wind Turbines Simulation Model

For the simulation of wind turbines in Cyprus Island, a Type 2 variable rotor resistance induction
generator model was considered. This model consists of the following components (Figure 12): (a)
Induction generator, (b) wind turbine, (c) pseudo governor, and (d) rotor resistance controller.

 
Figure 12. Wind turbine simulation model (Type 2) for Cyprus Island [28].

For the generator, a standard induction generator is used excluding its inertial equation. For the
wind turbine, the inertial model of the wind turbine-generator is used, in which the stiffness constant
is a function of the first shaft torsional resonant frequency. The pseudo governor mode uses two inputs
(rotor speed deviation and generator electrical power), whereas its output is the mechanical power on
the rotor blade side. The adjustment of the rotor resistance is implemented via the rotor resistance
controller. This controller has as inputs the rotor speed and generator electrical power, while the output
is the portion of the available rotor resistance that has to be added to the rotor resistance included in
the generator module. For more information about the above mentioned models, the reader is referred
to [26]. Thus, the installed asynchronous generator wind turbines in the Cypriot power system cannot
contribute to virtual inertia ancillary services, which is possible only with modern variable speed wind
turbines interfaced through back-to-back converters, completely decoupling their inertia from the
grid [29].
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8. Simulation Model of the Cyprus Island Isolated Power System Incorporating RES

8.1. Description of the Developed Simulation Model

The simulation model of the isolated power system of Cyprus Island was designed in the
PowerWorld Simulator environment. In Figure 13, the one-line diagram simulation model is presented.
As shown in the picture, the power units, the RES units and the load of the power system are included
in the model.

Figure 13. The simulation model of the isolated power system of Cyprus with the load of PHEVs of
each city.

The model includes a total of twelve buses. Three buses are used to represent the power stations
of Cyprus, and each of them includes the power units of the station. The wind farms of Cyprus Island
are simulated by using a bus which includes an equivalent wind generator that represents the total
wind power production. The biomass generator of 10 MW is not considered in our analysis because
its capacity (10 MW) is negligible compared to the total capacity of conventional generation units
(1477.5 MW). Regarding photovoltaics, their effect to frequency stability is also negligible, as their
current annual penetration in total electricity production is not significant (less than 3%). It has been
shown that the effect of photovoltaics at the frequency of the power system is negligible, even for
penetrations up to the level of 20% [30]. This penetration level of photovoltaics could be surpassed
marginally only in the case that all photovoltaics operate at their peak power and simultaneously
the load demand presents its minimum annual value, which is not possible to happen in the current
operational status of the Cyprus Island power system.

The total power generation is transferred through transmission lines with a nominal transfer
power of 600 MVA. In addition, two parallel transmission lines transfer the total power generation to a
bus which includes the total system load. This load represents the load of the system and the losses of
transmission lines. The two parallel transmission lines have a nominal transfer power of 1500 MVA.
A capacitor is added in order to maintain the reactive power balance on the bus. The load of PHEVs is
not considered at this bus.

As shown in Figure 13, in the simulation model there are even five load buses that represent the
PHEVs of each city. Each load represents the aggregate load of the charging stations of the city. In this
study the internal operation of the charging stations is considered as “active” loads, which can change
depending on the signals that they receive from the aggregator. The load buses are connected via
transmission lines with negligible resistance in the bus named “System Load”.

In this paper the voltage stability of the power system is not studied. All buses of the model
have a nominal voltage of 132 kV which is the nominal voltage of the power transmission system of
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Cyprus Island. Also, a slack bus is used to balance the active power and reactive power in the system
while performing a power flow study. The slack bus is used in power systems to provide for system
losses by emitting or absorbing active and/or reactive power to and from the system. If the system
load is less than the generation, then the conventional generators reduce their production. On the
other hand, if the system load is bigger than the generation, then the conventional generators increase
their production.

For each conventional generator of the simulation model, the GENROU machine model is used,
which provides a very good approximation of the dynamic behavior of synchronous generators.
In addition, the exciter model IEEET1 of IEEE is added in each synchronous generator. For the STs the
TGOV1 governor model is used, that is designed to simulate the operation of a simple governor of an
ST. For the ICE, DEGOV1 model is used, whereas tor the GT engines the governor model GAST_GE
is used.

8.2. Simulation of the Cyprus Island Power System Dynamic Frequency Response

In order to simulate the frequency response of the isolated power system of Cyprus Island, it is
necessary to set the parameters of the generators which affect the frequency response of the system.
The most important parameters that are needed to set are the following: The inertia of the generator
(in the GENROU model denoted by H), the droop of generator R, the gain K of governor control
system and the parameters related to the time delay for the shifting of regulators speed, in the case
of change of the frequency of the network. These parameters are called time delays and are given in
Reference [31].

In Figure 14 is illustrated the simulated and the real frequency response of the system, when a
steam turbine is lost. As is shown, the time period that the frequency drops down from its nominal
value is approximated very closely. In addition, the frequency is recovered closely to the nominal value
inside the real time bounds. As seen in Figure 14, in both curves frequency is not recovered to the
nominal value, but very closely of it. This happens because these curves show the frequency value after
the PFC, but not after the secondary frequency regulation. The generators of PowerWorld Simulator are
able to simulate only the PFC. In the real network, the units which perform the secondary regulation,
undertake to restore the frequency to the nominal value. Table 2 includes the load of each unit and the
total load of the system at the time where the unit lost. The load of PHEVs is not considered in the
system for this simulation.

 
Figure 14. Frequency response of the system when unit is lost. The red curve represents the real
frequency response and the blue line represents the simulated frequency response.
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Table 2. Composition of units and their loads at the time where the steam unit is lost.

Power Station Generation Unit Unit Load (MW)

Vasilikos

Steam turbine-ST1 120
Steam turbine-ST2 116
Steam turbine-ST3 0

Combined cycle-CCGT1 173
Combined cycle-CCGT2 0

Gas turbine-GT1 0

Dhekelia

Steam turbine-ST1 0
Steam turbine-ST2 0
Steam turbine-ST3 0
Steam turbine-ST4 30
Steam turbine-ST5 0
Steam turbine-ST6 30

Internal combustion-ICE1 0

Moni

Gas turbine-GT1 0
Gas turbine-GT2 0
Gas turbine-GT3 0
Gas turbine-GT4 0

Wind generation Wind turbines 37

Total system load 506

9. Simulations with V2G Operation in the Power Grid

9.1. PHEVs Fleet Estimation

In 2017, the total registered vehicles in Cyprus were 794,464. In order to get an intuitive view
about the PHEVs as energy sources, a total number that is equal to 5% of the registered vehicles
(39,724 vehicles) is considered. Furthermore, we considered that all PHEVs have a battery with a
nominal capacity of 22 kWh. Assuming that all PHEVs are fully charged once a day and that the 80%
of their energy potential is available, then PHEVs represent a total energy storage capacity equal to:

39,724 PHEVs × 22 kWh × 0.8 = 699.14 MWh. (5)

By using the Matlab and with help of the function “randsample”, we distributed the PHEVs of
every city in four groups depending on the users SOC requirements which determined randomly.
With this way we created a fleet of PHEVs which is presented in Table 3.

Table 3. PHEVs fleet per district.

City/District Group/PHEVs SOCin (%) SOCout (%) Pc (kW) Total Pc (MW)

Nicosia

A/7095 37 80 3.153

56.493
B/4473 24 90 4.84
C/2005 33 80 6.446
D/1851 49 90 3.006

Limassol

A/2667 35 80 3.300

37.839
B/3093 46 90 3.226
C/1387 32 90 4.253
D/3519 39 90 3.740

Larnaka

A/2654 13 70 4.180

28.545
B/1942 17 90 5.353
C/1036 29 70 3.006
D/840 26 90 4.693
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Table 3. Cont.

City/District Group/PHEVs SOCin (%) SOCout (%) Pc (kW) Total Pc (MW)

Famagusta

A/305 38 80 3.080

11.071
B/1041 12 80 4.986
C/762 15 70 4.033
D/432 21 80 4.326

Pafos

A/1294 39 80 3.006

14.633
B/1941 22 70 3.520
C/601 27 70 3.153
D/786 45 80 2.566

Total load on the system (MW) 148.581

9.2. Simulation Results

By using the model of Figure 13 in PowerWorld Simulator along with the V2G control system,
a number of simulations were performed, in order to study the V2G operation in PFC. For each
simulation scenario the real load data for each unit were used, which were obtained from the TSO of
Cyprus Island in order to verify the correct operation of the power system. In addition, we initially add
to the system the total load of PHEVs for each one of the five Cyprus towns. Table 3 presents this load,
which is divided by the charging efficiency of the vehicles’ batteries (148.581 MW/0.92 ≈ 162 MW).
Under these circumstances, the system was brought to blackout. This happened because the total
production of the units was not enough to undertake the load of vehicles. The result of this action
proves that if a large proportion of users try to recharge their vehicles, at a time during the evening,
the system will not be able to satisfy the PHEVs demand. To avoid such a serious incident in the power
network, forecasting of the PHEVs load should be implemented first. In this study, we should put
into operation more conventional generators in order to face this problem. In a real power system,
the load distribution in generation units is based on the economic cost of units we used a function
from Reference [32], which returns the optimal economical load distribution of the units.

In the following paragraphs, two of the simulations scenarios of this study are presented. In each
scenario a table of results is presented, which includes the generation units that are operating and the
system load. By joining more units to the power system the operating conditions are changed. For this
reason, in the following simulations, we considered that initially the PHEVs are in total a common load
on the system, and subsequently we considered that PHEVs are able to perform the V2G operation.

Scenario 1: In this scenario is simulated the frequency response of the system, when the system
load is increased sharply. At the time t = 600 seconds, the load at the bus system load is increased
by 10%. Initially the load was 1005 MW + 35 MVar and after the fluctuation the load became
1105.5 MW + 35 MVar. The load at the bus System Load was already high before the fluctuation. So we
can assume that it represents a moment of a day during summer, where there is a high consumption
of electricity. Also, the positive load change may represent a time when most people turn on the air
condition systems, as usually happens during the summer noon. Table 4 includes the load of each
unit and the total load of the system with and without penetration of PHEVs to the grid. Figure 15
shows the frequency response of the system without V2G operation. As can be seen, the frequency
is stabilized around 49.82 Hz after the PFC. In Figure 16, the frequency response, including V2G
operation is presented, and the frequency stabilization is improved to 49.9 Hz. As a result, PHEVs are
proven to have a positive effect in the PFC of the power grid. In the case of V2G operation, a small
frequency vibration due to the voltage vibrations is also observed. The voltage vibrations, are caused
by the reaction of the PHEVs with the grid at time t = 611 seconds.
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Table 4. Composition of units and there loads with and without PHEVs load in the power system.

Power Station Generation Unit
Unit Load (MW)

W/O PHEVs With PHEVs

Vasilikos

Steam turbine-ST1 102.4 100
Steam turbine-ST2 102.4 100
Steam turbine-ST3 102.4 100

Combined cycle-CCGT1 165.43 186.5
Combined cycle-CCGT2 165.43 186.5

Gas turbine-GT1 4 32

Dhekelia

Steam turbine-ST1 37.799 55
Steam turbine-ST2 37.799 55
Steam turbine-ST3 37.799 55
Steam turbine-ST4 37.799 55
Steam turbine-ST5 37.799 55
Steam turbine-ST6 37.799 55

Internal
combustion-ICE1 0 0

Moni

Gas turbine-GT1 20.379 19
Gas turbine-GT2 20.379 19
Gas turbine-GT3 20.379 19
Gas turbine-GT4 0 0

Wind generation Wind turbines 75 75

Total system load 1005 1167

 
Figure 15. Scenario 1, Frequency response without V2G operation.

 
Figure 16. Scenario 1, Frequency response with V2G operation.

In Figure 17, the BSOC of Nicosia’s PHEVs is illustrated. The PHEVs batteries are charged all the
time of simulation. At time t = 611 seconds the charging rate is decreased in order to support the PFC
of the power grid.
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Figure 17. BSOC of Nicosia’s PHEVs.

Figure 18 shows the charging power of Nicosia’s PHEVs from the grid side. The charging power
of each group of vehicles is reduced at time t = 611 seconds and is maintained at a lower level than the
initial power, during the PFC of the power grid. When the frequency of the power grid is returned to
its nominal value, the charge rate and the charging power of PHEVs will return to their initial values.
However this case cannot be studied in this paper because PowerWorld Simulator does not simulate
the Secondary Frequency Regulation.

 
Figure 18. Scenario 1, Charging power of Nicosia’s PHEVs. Blue line represents group A, red line for
group B, green for group C and purple line for group D.

The considered power grid contains not only PHEVs that their owners desire to charge their
batteries, but also PHEVs that their owners desire to maintain their BSOC and to participate in V2G
operation simultaneously. In order to study this case, the PHEVs fleet that presented in Table 3 was
increased by the addition of 25,000 PHEVs that they are connected into the power grid, and they
simultaneously desire to maintain their initial BSOC. Table 5 shows the fleet distribution of these
25,000 PHEVs.

The total load of the system is not changed with the addition of 25,000 PHEVs because the drivers
of vehicles, don’t desire to charge their cars. So, the 25,000 PHEVs can be considered as backup energy
storage units that are connected to power grid. The scenario was implemented with the same load at
the System Load bus and at the time t = 600 seconds increased by 10%. The frequency response with
V2G operation from the new fleet of PHEVs is presented in Figure 19. As we can see, the frequency is
stabilized around 49.95 Hz after the PFC, which is very close to its nominal value. This has happened
because the V2G operation was strengthened by the 25,000 PHEVs, which acted as emergency power
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sources at the time of fluctuation. In this way, the work of the secondary frequency control becomes
even easier. A small frequency vibration is observed due to the voltage vibrations.

Table 5. PHEVs fleet of vehicles that desire to maintain their initial BSOC.

City/District Group/PHEVs SOCin (%)

Nicosia

A/2000 86
B/1898 65
C/1745 74
D/1857 52

Limassol

A/1236 71
B/1248 53
C/1265 89
D/1251 74

Larnaka

A/1107 59
B/1157 82
C/1124 53
D/1112 57

Famagusta

A/944 69
B/990 64

C/1039 58
D/1027 66

Pafos

A/1016 64
B/1001 58
C/986 65
D/997 61

Total PHEVs 25,000

 
Figure 19. Scenario 1, frequency response with V2G operation, with the additional fleet of PHEVs.

In Figure 20, are illustrated the BSOC and the transmitted power to the grid from Nicosia’s PHEVs,
which desire to maintained their BSOC to initial level. PHEVs are discharged at the time of fluctuation
in order to participate in PFC of the power grid. The discharging rate is the same for all PHEVs because
the gain K (kW/Hz) remains the same for all vehicle groups. The BSOC of each vehicle was reduced
approximately by 0.13%, which is negligible. This means that the driver of PHEV cannot perceive this
minimum discharge of the battery.

At time t = 611 seconds, PHEV batteries are discharged in order to support the power grid. PHEVs
discharge their batteries until the frequency stabilized in a constant value. The amount of power
which is provided to the power grid from each group of PHEVs depends on the number of vehicles.
In addition, the discharge capacity of each vehicle is considered the same for all vehicles, since all
vehicles act based on the V2G droop K (kW/Hz) which is the same for all vehicles.
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Figure 20. Scenario 1, the BSOC of an additional fleet of Nicosia’s PHEVs.

Scenario 2: In this scenario is simulated the frequency response of the system, when the system
load is decreased sharply. At the time t = 600 seconds, the load at the System Load bus is decreased by
10%. Initially the load was 1005 MW + 35 MVar and after the fluctuation the load became 904.5 MW +
35 MVar. The total load of the system with and without penetration of PHEVs to the grid is the same
as scenario 1. Figure 21 shows the frequency response of the system without V2G operation. As can be
seen, the frequency is stabilized around 50.17 Hz after the PFC. In Figure 22, the frequency response,
including V2G operation is presented, and the frequency stabilization is improved to 50.11 Hz, which
proves again the positive effect in of PHEVs in PFC of the network. In the case of V2G operation, we
observe a small frequency vibration due to the voltage vibrations. The voltage vibrations are caused
by the reaction of the PHEVs with the grid at time t = 611 seconds.

 
Figure 21. Scenario 2, Frequency response without V2G operation.

 
Figure 22. Scenario 2, Frequency response with V2G operation.
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In Figure 23 is illustrated the BSOC of Limassol’s PHEVs. The PHEVs batteries are charged all the
time of simulation. At time t = 611 seconds the charging rate is increased in order to support the PFC
of the power grid.

 
Figure 23. Scenario 2, BSOC of Limassol’s PHEVs.

Figure 24 shows the charging power of Limassol’s PHEVs from the grid side. The charging power
of each group of vehicles is increased at time t = 611 seconds and is maintained at a higher level
than the initial power, during the PFC of the power grid. When the frequency of the power grid is
returned to its nominal value, then the charge rate and the charging power of PHEVs will return to
their initial values.

 
Figure 24. Scenario 2, Charging power of an additional fleet of Limassol’s PHEVs. Blue line represents
the group A, red line for group B, green for group C and purple line for group D.

As mentioned in scenario 1, in order to study this case, we increased the PHEVs fleet that by
addition of 25,000 PHEVs that they are connected into the power grid and desire to maintain their
initial BSOC. The frequency response with V2G operation from the new fleet of PHEVs is presented in
Figure 25. As can be seen, the frequency is stabilized around 50.07 Hz after the PFC, which is very
close to its nominal value. This has happened because the V2G operation was strengthened by the
25,000 PHEVs addition, which acted as emergency power sources at the time of fluctuation. In this way,
the operation of the secondary frequency control becomes even easier. A small frequency vibration is
observed due to the voltage vibrations.
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Figure 25. Scenario 2, Frequency response with V2G operation, with the additional fleet of PHEVs.

In Figure 26, the BSOCs from Limassol’s PHEVs are illustrated. PHEVs are charged at the time of
fluctuation in order to participate in PFC of the power grid. The charging rate is same for all PHEVs
because the gain K (kW/Hz) remains the same for all vehicle groups. The BSOC of each vehicle was
increased approximately by 0.082% of the nominal capacity of its battery, so the change in BSOC of
vehicles is negligible. This means that the driver of PHEV cannot perceive this minimum charge of
the battery. At time t = 611 seconds, PHEV batteries are charged in order to support the power grid.
PHEVs charge their batteries until the frequency stabilized in a constant value. All vehicles act based
on the V2G droop K (kW/Hz) which is considered the same for all vehicles. Figure 27 shows the
charging power for the additional fleet in Limassol from the grid side for the four PHEVs groups.

 
Figure 26. Scenario 2, BSOC of an additional fleet of Limassol’s PHEVs.

 
Figure 27. Scenario 2, Charging power of an additional fleet of Limassol’s PHEVs. Blue line represents
the group A, red line for group B, green for group C and purple line for group D.
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It has to be noticed that in the above analysis was considered that all plug-in electric vehicles
that were used are PHEVs. However, the category of plug-in electric vehicles includes also battery
electric vehicles (BEVs). The diversity of travel demands of different drivers in different days and
its influence on designing a proper battery capacity for BEVs are examined in Reference [33]. In the
present paper, the impact of the PHEVs fleet as an ancillary system is considered globally and only
during the periods that PHEVs are connected to the electricity grid (see Section 9), thus a typical
battery capacity is considered for each vehicle, given that is impossible to take into account in a global
analysis as the above, proper battery design for each individual vehicle based on the diversity of daily
vehicle miles. Additionally, it has to be emphasized that in our study BEVs were not considered as
a realistic alternative in the prompt and distant future, because the necessary infrastructure is not
envisaged to be available in the Cyprus Island promptly.

10. Conclusions

In this paper, we focused on vehicle to grid (V2G) operation, as well as in the significant
benefits by the use of plug-in hybrid electric vehicles (PHEVs) as distributed frequency regulation
sources in isolated power systems with significant RES penetration. With the use of appropriate V2G
control, the frequency deviation of the system can be suppressed while charging demand is achieved
simultaneously. This can be achieved by using the capacity and the stored energy from the batteries of
PHEVs. A simple PHEV model was developed in Matlab in order to study this operation and its effects.
Moreover, a number of simulations of the isolated power system of Cyprus Island were implemented
in PowerWorld Simulator, in order to reveal this operation in a real isolated power system with RES
penetration. Through extensive simulations, we observed that after a fluctuation in the power system
operation, the frequency dynamic response is closer to the nominal one due to the beneficial V2G
operation. Therefore, PHEVs can act as frequency regulation sources in a power system, and especially
in an isolated one. A user/owner of PHEV can participate in V2G operation when charging the PHEV
in a charging station or simply by the plug-in connection of the vehicle to the network. This may
improve the network performance without requiring the installation of new conventional generating
units or other costly forms of conventional electric energy spinning reserve. Moreover, the user/owner
of PHEV could be paid for these services provided to the power network. Finally, the V2G operation
in an isolated power grid incorporating RES, in order to be sustainable, it requires the existence of an
appropriate minimum number of electric or hybrid electric vehicles and distributed charging stations.
This paper is limited to consider the results achieved from the primary frequency regulation of the
Cypriot isolated power system when a significant PHEVs integration occurs in the system, while the
secondary frequency regulation procedure is not considered. Nevertheless, this fact does not affect the
validity and the importance of the presented results because the most important period for the dynamic
stability of the simulated Cypriot isolated power system is the primary frequency regulation duration.
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