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Abstract: This paper proposes a Negative-buoyancy Quad Tilt-rotor Autonomous Underwater
Vehicle (NQTAUV), for which an attitude-tracking controller is designed for the hover and transition
modes based on a disturbance-rejection control scheme. First, the structure of NQTAUV is illustrated,
a mathematical model based on the Rodrigues parameters is proposed, and the attitude-tracking error
model is derived. To simplify the disturbance-observer design procedure, a disturbance observer
with a single parameter was designed to estimate the disturbance torque acting on the vehicle.
The controller was designed to track the target attitude, and the stability of the whole system is
analyzed. Finally, the performance of the proposed method was validated by three experiments.
The primary benefit of the proposed method is the simplicity of its tuning and implementation.

Keywords: disturbance-rejection control; extended state observer (ESO); hover mode; transition mode;
negative buoyancy; quad-tilt rotor; autonomous underwater vehicle (AUV); Rodrigues parameters

1. Introduction

In recent decades, as the demand for ocean exploration has increased, an increasing number of
Autonomous Underwater Vehicles (AUVs) have been developed to expand the boundary of human
knowledge [1,2]. Research on controlling these AUVs has received considerable attention from the
robotics and marine research communities [3–5]. Based on the density of a given vehicle, AUVs can
be classified as one of three types: positive buoyancy, neutral buoyancy, and negative buoyancy [6,7].
Compared with positive and neutral AUVs, negative buoyancy AUVs have the advantages of high
energy efficiency, high speed, and a long cruising range. For the development of a previous version
of the Negative-buoyancy Tri-tilt-rotor AUV (NTAUV), the attitude-stabilization control system was
designed based on Immersion and Invariance (I and I) methodology [8,9]. However, when the
NTAUV changes its mode from hover to transition, its asymmetric arrangement of rotors caused
disturbance torque to impact the attitude control. To overcome this disadvantage, a negative-buoyancy
quad-tilt-rotor AUV (NQTAUV) is proposed in this paper with the design of a disturbance-rejection
attitude-tracking system.

The NQTAUV has many advantages. The symmetric arrangement of rotors makes attitude
stabilization more convenient, and this structure provides the NQTAUV with the capability of
rotor-failure recovery. In the case of one or two of its rotors failing, it retains the ability to hover
using the remaining rotors [10,11]. The other advantage of the NQTAUV is that it maintains a level
body attitude while moving forward, producing minimum extra hydrodynamic torque and reducing
drag force. Quad-tilt rotors provide AUV pitch control within 0∼10◦ without horizontal motion [12].

Appl. Sci. 2018, 8, 2459; doi:10.3390/app8122459 www.mdpi.com/journal/applsci1
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Attitude-tracking performance under disturbance is essential for rigid-body vehicles [13].
When the NQTAUV is deployed in water, its attitude control is affected by ocean currents,
waves [14–16], and the motion of its rotors, and they produce disturbance torques that affect the
attitude. To reduce the influence of this disturbance, a number of methodologies have been studied.
Pan designed a robust depth controller for AUVs in the presence of hydrodynamic-parameter
uncertainties and disturbances [17]. Healey designed a sliding-mode controller for combined
steering, diving, and speed-control functions based on a six-degree-of-freedom model for the
maneuvering of an underwater vehicle [18]. Cui designed an adaptive neural-network controller
for the problem of trajectory tracking under external disturbances, control input nonlinearities,
and model uncertainties [19]. Harun designed a PID back-stepping controller with the help
of a particle-swarming optimization approach in optimizing performance [20]. Shen designed
a Lyapunov-based model predictive controller for AUVs to utilize computational resources
(online optimization) to improve trajectory-tracking performance [21].

Disturbance rejection has attracted wide attention in recent years, for which disturbance-observer
design is a widely studied core concept. A disturbance observer is an artificial system that can estimate
the complex disturbances acting on a nominal system, and its controller design procedure can be
enumerated in three steps: (1) Designing a controller for the nominal system to achieve stability
and other performance improvements under the assumption that the disturbance is measurable;
(2) designing a nonlinear disturbance observer to estimate the disturbance; (3) integrating the
disturbance observer with the controller by replacing the disturbance in the control law with its
estimation yielded by the disturbance observer [22,23]. Based on disturbance-observer methodology,
Liu designed a guidance controller for a small unmanned aerial vehicle (UAV) to achieve a path
following the presence of wind disturbances [24]. Chen derived a nonlinear disturbance observer to
compensate for the friction of two-link robotic manipulators [22]. In addition to nonlinear disturbance
observers, a Linear Extended State Observer (LESO) is a form of linear disturbance observer that
has the advantage of tuning [25–28]. The feedforward control technique also plays an important
role in control engineering as a useful and classical disturbance-compensation method, as it can
compensate for measurable disturbance as part of control engineering. Bao designed an adaptive
feedforward compensation controller to improve disturbance-rejection and tracking performance for
jumping disturbances and large noises [29]. Kempf designed and implemented a discrete time-tracking
controller for a precision positioning table actuated by direct-drive motors for which the existing
disturbance-observer design techniques were extended to account for time delay in an industrial plant,
and it performs well in practical scenarios [30].

In this paper, we propose a novel type of NQTAUV by simplifying the LESO design to
one parameter and integrating a control scheme that compensates for unmeasurable underwater
disturbances. We propose a nonlinear controller and an LESO with a single tuning parameter for
attitude tracking the hover and transition modes, and these lead to simplicity in controller design,
tuning, and implementation. The NQTAUV encounters various disturbances. During transition mode,
the rotors tilt from 0◦ to 60◦, and the tilt process results in disturbance torque. As speed increases,
hydrodynamic force and torque play an important role as disturbance to the body of the vehicle [31].
The proposed LESO estimates the disturbance, changing from the nonlinear system to the nominal
system without disturbance, and the nonlinear controller was designed to stabilize the nominal system.

This article is structured as follows. Section 2 introduces the attitude system model of the
NQTAUV, where the attitude is presented based on the Rodrigues parameters, and the error model
of the attitude-tracking system is then established. In Section 3, a disturbance rejection scheme is
proposed that contains an LESO and a controller, which was designed to track the target attitude under
disturbances, and the stability of the entire system is analyzed. In Section 4, three typical experiments
validate the performance of the proposed scheme by comparing the attitude stabilization of the hover
mode, the attitude tracking of the hover mode, and the attitude stabilization of the transition mode,
both with the LESO on and with the LESO off.

2
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2. Preliminaries

2.1. Mechanical Structure and Three Working Modes

The mechanical configuration of the NQTAUV is illustrated in Figure 1, where the rotors are
mounted on the tip of the hydrofoil. The servos tilt the rotors, separately generating vector thrust.
Each rotor generates force fi, i = 1, 2, 3, 4, and the servo tilts the rotor to angle αi, i = 1, 2, 3, 4.

Figure 1. Mechanical configuration and co-ordinates of the negative-buoyancy quad-tilt-rotor
autonomous underwater vehicle (NQTAUV).

The NQTAUV has three working modes: hover mode, transition mode, and level cruise mode.
These are illustrated in Figure 2. The NQTAUV takes off, operating first in hover mode. In this
mode, it can move slowly in a horizontal direction. The rotors then tilt to a certain angle, which is
usually 60◦, to generate forward thrust to accelerate until it reaches a speed at which the lift force
generated by the hydrofoil can balance the weight of the vehicle in the water, which describes the
transition mode. After that, the rotors tilt to 90◦, and the NQTAUV operates in level-cruise mode.
Unlike neutral-buoyancy vehicles, the NQTAUV must overcome less drag force [9], resulting in high
efficiency and speed.

2.2. System Model

Three co-ordinates are used for attitude-tracking control: Earth-fixed co-ordinates Fe, body-fixed
co-ordinates Fb, and target co-ordinates Fd. These are illustrated in Figure 1.

There are a few methods to describe the orientation of a rigid body, and Euler angles have been
widely used to express the attitude, which is convenient and intuitive. However, Euler angles have
a singularity angle at ±π/2. Rodrigues-parameter representation is a three-dimensional alternative
form of Euler representation. Compared with Euler angles, Rodrigues parameters have double the
range of angles without singularity, as it has a singularity at±π . In this paper, we chose the Rodrigues
parameters to express the attitude.

3
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Figure 2. Three working modes of NQTAUV.

The NQTAUV shares the same kinetics equations of the previous version of NTAUV.
The kinematics and kinetics equations of NQTAUV are in References [1,9,32]

ξ̇ = H(ξ)ω (1)

Jω̇ = −S(ω)Jω− IAω̇− C(ω)ω− D(ω) + τ (2)

where ξ = ētan(Φ/2), ē ∈ R3, ||ē|| = 1 are the Rodrigues parameters, ω is the body-angle velocity
vector, J is the rigid-body inertia tensor with respect to the origin of body-fixed co-ordinates, IA is the
added inertia matrix, C(ω) = S(IAω) is the hydrodynamic Coriolis and centripetal matrix, D(ω) is
the hydrodynamic damping matrix, and τ is the control torque. S(λ) is defined as

S(λ) =

⎡⎢⎣ 0 −λ3 λ2

λ3 0 −λ1

−λ2 λ1 0

⎤⎥⎦ (3)

in which λ = [λ1, λ2, λ3]
T , which satisfies λTS(λ) ≡ 0. H(ξ) is defined as

H(ξ) =
1
2
[I3 + S(ξ) + ξξT ] (4)

which satisfies

ξT H(ξ) =
1
2

ξT [I3 + S(ξ) + ξρT ]

=
1
2
(ξT + ξTξξT)

=
1
2
(1 + ξTξ)ξT

(5)

2.3. Problem Formulation

In the attitude-tracking problem, we define the target attitude as [ξd, ωd, ω̇d], so the relative
attitude is

ξ̃ = ξ ⊗ ξ−1
d =

ξ − ξd + S(ξ)ξd
1 + ξTξd

(6)

ω̃ = ω− R̃ωd (7)

4
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where R̃ is the relative attitude matrix, and the detailed derivation of R̃ can be found in Reference [32]
as

R̃ =
(1− ξ̃T ξ̃)I + 2ξ̃ ξ̃T − 2S(ξ̃)

1 + ξ̃T ξ̃
(8)

where the derivative of R̃ is
˙̃R = −S(ω̃)R̃ (9)

and the derivative of ω̃ is

˙̃̇ω = ω̇− ( ˙̃Rωd + R̃ ˙̃ωd) = ω̇− [−S(ω̃)R̃ωd + R̃ ˙̃ωd] (10)

We then obtain the attitude-tracking error system model

˙̃ξ = H(ξ̃)ω̃ (11)
˙̃ω = J−1[−S(ω)Jω− IAω̇− C(ω)ω− D(ω) + τ]− (−S(ω̃)R̃ωd + R̃ ˙̃ωd) (12)

where ω = ω̃ + R̃ωd.
We use feedback linearization to cancel the nonlinearities of the system dynamics

τ = υ + [S(ω)Jω + IAω̇ + C(ω)ω + D(ω)] + J(−S(ω̃)R̃ωd + R̃ ˙̃ωd) (13)

and System (12) then becomes
˙̃ω = J−1(υ + d) (14)

where d is the disturbance, and d comes from various sources. First, the tilting servo generates a
disturbance torque to the pitch axis. Second, when the NQTAUV flies in the water, the hydrofoil
generates extra force and torque for the vehicle. Without a linear velocity sensor, both of the
above torques cannot be calculated, we treat those and other outside disturbances as one combined
disturbance. We then estimated combined disturbance d. Noting that d′ = J−1d, System (14) becomes

˙̃ω = J−1υ + d′ (15)

3. Disturbance-Rejection Controller Design Based On Linear Extended State Observer (LESO)

The whole control scheme is illustrated in Figure 3. The dynamic model is Equation (2), H(ξ) is
Equation (1), the designed LESO is described in Section 3.1, and the designed controller is described
in Section 3.2.

3.1. LESO Design

The disturbance acting on the system cannot be measured directly, so the extended states of the
system are introduced to estimate the disturbance, and we assume that the disturbance is a constant
or is a slowly changing variable generated by a linear system, so we design a corresponding linear
extended state system to estimate the disturbance. This system is the LESO.

Assume the change rate of disturbance d′ is ḋ′ = h(t), where h(t) is the first-order derivative of d′,
so the system can be written as:

˙̃ω = J−1υ + d′ (16)

ḋ′ = h(t) (17)

5
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Figure 3. Control scheme. LESO: Linear Extended State Observer.

Based on system models (16) and (17), we designed a second-order disturbance observer.
The second-order LESO system is

ż1 = J−1υ + z2 + l1(ω̃− z1) (18)

ż2 = l2(ω̃− z1) (19)

where z1, z2 are the corresponding states of ω̃, d′, and l1, l2 are positive constants. Insert Equation (14)
into (18), and the Laplace transform of LESO is

sz1 = (z2 − d′) + sω̃ + l1(ω̃z1) (20)

sz2 = l2(ω̃− z1) (21)

as a characteristic polynomial. We can get the transform function of d′ and z2 as

z2 =
l2

s2 + l1s + l2
d′ (22)

We needed to design l1, l2 to ensure z2 tends to d′. According to the Routh–Hurwitz stability
criterion, s2 + l1s + l2 should be Hurwitz. However, there are countless solutions in the parameter
space of l1, l2. Considering response time and overshoot, we considered the critical damping of the
second-order system, which had damping coefficient 1, and we selected l1 = 2ωo, l2 = ω2

o , ωo > 0,
which balanced the response time and overshoot, and the characteristic polynomial of Equation (22)
is Hurwitz. There is only one parameter ωo for tuning, which simplifies the design, tuning,
and implementation.

6
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The estimate error is

d̃′ = d′ − z2

= d′ − l2
s2 + l1s + l2

d′

=
s2 + l1s

s2 + l1s + l2
d′

(23)

3.2. Controller Design

We used a backstepping method to design the nonlinear attitude-tracking controller. Consider
the following Lyapunov candidate function:

V1 = k1 ln(1 + ξ̃T ξ̃) +
1
2

ω̃T Jω̃ (24)

for which the derivative of V1 is

V̇1 =
2k1ξ̃T

1 + ξ̃T ξ̃
H(ξ̃)ω̃ + ω̃ J ˙̃ω

= k1ξ̃Tω̃ + ω̃T(υ + d)

= ω̃T(k1ξ̃ + υ + d)

(25)

We can select control input υ as

υ = −k1ξ̃ − k2ω̃− de (26)

where de = Jz2 is the estimation of disturbance d. We then get the final control input

τ = −k1ξ̃ − k2ξ̃ − de + [S(ω)Jω + IAω̇ + C(ω)ω + D(ω)] + J(−S(ω̃)R̃ωd + R̃ ˙̃ωd) (27)

Noting d̃ = d− de, we then get

V̇1 ≤ ||ω̃||||d̃|| − k2||ω̃||2 (28)

3.3. Stability Analysis

We used Lyapunov stability theory to analyze the stability of the system with disturbance d and
control law (27).

Theorem 1. Given Systems (1) and (2) under disturbance d, for target attitude [ξd, ωd, ω̇d], with feedback
control law (27), attitude error ξ̃, ω̃ and disturbance estimation error d̃ are globally asymptotically stable.

Proof. We rewrite System (23) to the state space form

ẋ = Ax + Bd′

d̃′ = Cx + d′
(29)

where x =

[
x1

x2

]
, A =

[
0 −ω2

o
1 −2ωo

]
, B =

[
−ω2

o
0

]
, C =

[
0 −1

]
, and we can see z2 = −x2 = Cx.

Assume disturbance d′ = J−1d is constant. From Equation (22), we know the direct current gain
from d′ to the estimation of the disturbance z2 is 1, so we get −CA−1B = 1.

7
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We then get

z2 = Cx

= C(eAtx(0) +
∫ t

0
eA(t−τ)B d′ dτ)

= C(eAtx(0) + eAt A−1Bd′ − A−1Bd′)
= CeAt(x(0) + A−1Bd′)− CA−1Bd′

= CeAt(x(0) + A−1Bd′) + d′

(30)

From Systems (23) and (30), we get

d̃′ = d′ − z2 = −CeAt(x(0) + A−1Bd′) (31)

Assume the upper bound of d′ is ||d′|| ≤ d̄, and choose

c = a0 +
a0d̄′
||x(0)||

−ωo < λ < 0
(32)

where a0 > 0, which satisfies ||d̃′|| ≤ c||x(0)||eλt, so d̃′ can exponentially converge to 0. Based on the
Lyapunov converse theorem [33], there exists a Lyapunov function V2, which satisfies

a1||d̃||2 ≤ V2 ≤ a2||d̃||2
V̇2 ≤ −a3||d̃||2

(33)

where a1, a2, a3 > 0.
Define a new Lyapunov function V3 = V1 + V2, and then we get

V̇3 ≤ ||ω̃||||d̃|| − k2||ω̃||2 − a3||d̃||2 (34)

Then, select k2 ≥ 1
4a3

, and V̇3 ≤ 0.

4. Experiment Results and Discussion

We carried out three experiments to validate the proposed control scheme based on disturbance
rejection with the help of a testbed.

4.1. Testbed

The three-degree-of-freedom testbed of the NQTAUV is illustrated in Figure 4, and it is similar
to the one in Reference [9]. This testbed was designed to verify the performance of the presented
controller. The body of the vehicle was mounted on a ball joint, which allowed the vehicle ±30◦ of roll
and pitch, and free rotation of yaw. A desktop PC was used as the host computer, sending mode-switch
commands and receiving data to and from the NQTAUV using serial communication. The controller
law was implemented on a Nucleo STM32 F401RE board with 512 KB memory and 84 MHz CPU
frequency. The control frequency was 100 Hz. In each control cycle, the control board sends data
to the host, including the attitude, control torque, and disturbance observer output d̂. An attitude
sensor module reads three-axis-accelerometer, gyroscope, and magnetometer data from an MPU-9250
motion-tracking device, and then runs a Kalman filter algorithm to obtain the fusion attitude.
The thruster is a brushless DC motor with a mounted propeller, and provides a maximum thrust
of 15 N. The thruster curve was obtained by experiment. The thruster was mounted on the servo,
which rotated at maximum of 6.9 rad/s.

The mechanical parameters of the NQTAUV are listed in Table 1.

8
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The control law ran at 100 Hz on an STM32 board. The parameter of the LESO was selected as
wo = 1.5 rad/s, and the parameters of the controller were selected as k1 = 3.2, k2 = 0.6. To verify
the disturbance-estimation effect, roughly 0.08 N·m torque was applied to both the x and y axes as
the disturbance. The disturbance was loaded by hanging a weight on the axes, which resulted in the
applied torque. The advantage of this method is its simplicity and accuracy.

Figure 4. Testbed in the water tank.

Table 1. Mechanical parameters of the NQTAUV.

Parameters Value Unit (SI)

l1 0.11 m
l2 0.09 m
m 1.5 kg
B 3.15 N

Ixx 0.006 kg/m2

Iyy 0.006 kg/m2

Izz 0.012 kg/m2

4.2. Attitude Stabilization of Hover Mode

Attitude stabilization of the hover mode is essential for the NQTAUV, and there is a special case
when the target attitude is ξd = [0, 0, 0]T . To verify the disturbance-rejection effect of the hover mode,
we toggled the LESO off and on with the same controller. The LESO being off means the observer
states are reset to 0. The LESO takes 0∼30 s to turn off, and 30∼70 s to turn on. Figure 5 shows attitude
ξ of the vehicle, and Figure 6 shows control input τ. Figure 7 shows the estimation of disturbance de.

From Figure 5, we can see that the disturbances lead to an attitude-stabilization error of 0.02
of the x and y axes. When the LESO is on, the disturbance is estimated within 3 s, and with this
compensation, the attitude-stabilization error is eliminated. From Figure 7, we can see the estimation
of the disturbance is stable and near the true value of the added torque. However, from Figure 6,
we can see that control inputs become more violent when the LESO is on.

9
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Figure 5. Attitude-stabilization effect with the LESO off and on.

Figure 6. Control torque with the LESO off and on using attitude stabilization.
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Figure 7. Disturbance estimation with the LESO on using attitude stabilization.

4.3. Attitude Tracking of Hover Mode

Attitude tracking is a fundamental function of horizontal movement. The tracking performance
of pitch angle is typical. To verify the effect of attitude tracking, the target attitude was set as

ξd =

⎡⎢⎣ 0
tan( π

36 )sin( π
10 t)

0

⎤⎥⎦ (35)

To verify the effect of the proposed disturbance-rejection control effect, we turned the LESO off
over 0∼55 s, and turned the LESO on over 55∼117 s. Figure 8 shows the attitude-tracking effect,
Figure 9 shows the control torque, and Figure 10 shows the estimation of disturbance.

From Figure 8, we can see that, when the LESO is off, the disturbance resulted in an
attitude-tracking error. When the LESO is on, the attitude tracks the desired ξd precisely in the
amplitude. We can also see the attitude tracking had a small phase delay, and when the LESO was
on, the delay was significantly reduced. This delay iswascaused by the design of the disturbance
observer, as it is based on the assumption that the disturbance is a constant or slowly changing variable.
However, when the attitude is tracking a harmonic signal, the water periodically affects the NQTAUV.
This is a source of harmonic disturbance, and the proposed method cannot estimate the frequency of
the harmonic disturbance in phase very well. We can see the harmonic disturbance indirectly from
Figure 10. Future work will focus on improving the design of the harmonic disturbance observer.
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Figure 8. Attitude-tracking effect with the LESO off and on.

Figure 9. Control torque with the LESO off and on using attitude tracking.
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Figure 10. Disturbance estimation with the LESO on using attitude tracking.

4.4. Attitude Stabilization of Transition Mode

Attitude stabilization is a key function during the transition mode. The transition mode requires
the attitude to be stabilized to ξd = [0, 0, 0]T , which reduces the hydrodynamic torque as well as
disturbance to the depth subsystem, making depth control more stable.

During the transition mode, the rotors tilt to produce a forward force, and as the speed of the
vehicle increases, the hydrofoil produces lift force to balance the weight of the vehicle in the water.
The hydrofoil also produces torque, which is treated as a disturbance to the attitude stabilization.

To verify the effect of the proposed disturbance-rejection control in transition mode,
two experiments were carried out for the rotor tilt with the the LESO on and with the LESO off.
The tilt ran for 10 s, tilting from 0◦ to 60◦, performed over the 10∼20 s segment of the experiment.
Figure 11 shows the effect of attitude stabilization on transition mode. Figure 12 shows control torque
τ. Figure 13 shows estimation of disturbance de.

From Figure 11, we can see that the attitude-stabilization error with the LESO on is ±0.005,
which is much smaller than with the LESO off, which is ±0.02. With the help of the LESO,
the disturbance torque is compensated, and the attitude is stabilized to [0, 0, 0]T during transition
mode. From Figure 12, we can also see that the input torque vibrated much more violently than when
LESO is off, which costs more energy. Figure 13 shows the estimated disturbance torques during
transition mode; this is obviously different from the attitude-stabilization and attitude-tracking modes.
It is not a constant or harmonic disturbance, and cannot be measured. This experiment shows that the
proposed control scheme can compensate for this kind of unmeasured disturbance well.
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Figure 11. Attitude-stabilization effect with the LESO on and off in transition mode.

Figure 12. Control torque with the LESO on and off in transition mode.
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Figure 13. Disturbance estimation with the LESO on in transition mode.

Overall, for most situations, the proposed controller and disturbance observer performs well in
attitude-tracking tasks. However, harmonic disturbance cannot be estimated without phase delay,
even if it is insignificant. Moreover, input torque vibration costs significant amounts of energy.

5. Conclusions

In this paper, a negative-buoyancy quad-tilt-rotor autonomous underwater vehicle was presented,
and a disturbance-rejection control scheme is proposed for attitude tracking of the hover and transition
modes. The mathematical model of the NQTAUV was established with attitude using the Rodrigues
parameters. An LESO was designed to estimate the disturbance torque. We simplified the LESO to one
turning parameter, which is more convenient for practical use. A controller based on the disturbance
observer was designed to perform attitude tracking, and the stability of the proposed control scheme
was analyzed. The advantage of the proposed method is the simplicity of tuning the LESO with only
one parameter, and the proposed controller only has two parameters for tuning. These make the
proposed scheme simple to use in practice.

Finally, the performance of the control scheme was validated by three real-time experiments: the
attitude stabilization of the hover mode, the attitude tracking of the hover mode, and the attitude
stabilization of the transition mode. The results indicated satisfactory performance by comparing
the effect of the controller with the LESO on and off. However, the proposed linear disturbance
observer cannot estimate the time variance or harmonic disturbance without phase delay, and the
input torque seriously vibrates and costs much energy. This harmonic disturbance is usually caused by
hydrodynamic sources when the vehicle performs harmonic movements, so the frequency is known,
but the amplitude is unknown. Further work will include the design of an exogenous disturbance
observer to estimate harmonic disturbances. Additionally, the frequency response of the observer can
be optimized. The parameters of the observer should be optimized to avoid the resonant frequency of
the mechanical structure.
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Abstract: Spot hover and high speed capabilities of underwater vehicles are essential for ocean
exploring, however, few vehicles have these two features. Moreover, the motion of underwater
vehicles is prone to be affected by the unknown hydrodynamics. This paper presents a novel
negative-buoyancy autonomous underwater vehicle equipped with tri-tilt-rotor to obtain these
two features. A detailed mathematical model is derived, which is then decoupled to altitude and
attitude subsystems. For controlling the underwater vehicle, an attitude error model is designed
for the attitude subsystem, and an adaptive nonlinear controller is proposed for the attitude error
model based on immersion and invariance methodology. To demonstrate the effectiveness of the
proposed controller, a three degrees of freedom (DOF) testbed is developed, and the performance of
the controller is validated through a real-time experiment.

Keywords: negative-buoyancy; tri-tilt-rotor; autonomous underwater vehicle (AUV); immersion
and invariance

1. Introduction

With the increasing demand for marine equipment over the past decades, different types of
marine vehicles have been developed to expand human exploration capabilities [1] from the surface to
the bottom of the ocean. Underwater vehicles perform various missions, such as collecting samples [2],
acquiring data [3], and repairing marine structures [4].

In accordance with the level of autonomy for self-driving vehicles, underwater vehicles can be
classified into remotely operated underwater vehicles (ROV) [5], autonomous underwater vehicles
(AUV) [6,7], and human occupied vehicles (HOV) [8]. ROV consist of a cable that is used for power
supply and as a communication line, which is used by the operator to remotely control the ROV [2,9];
an AUV is autonomous, and it performs motion control and mission planning [10–12]; an HOV
has a life support system, and a pilot inside the vehicle controls the movement of the HOV for
precise movement. ROV and AUV are unmanned underwater vehicles, and therefore, they have the
advantages of no risk to life and long operation time. However, the densities of these vehicles are
similar to that of the water owing to the buoyancy of the material used [13,14]. This increases the
size and drag force, which considerably slows down the speed of the vehicle [15]. In some scenarios,
a high-speed underwater vehicle is required to perform time-sensitive missions. Moreover, with the
development of deep sea mining [16], a spot hover is a necessary capability for missions such as
recharging and payload transition.

Traditional underwater vehicles have a cylindrical shape or an open frame. Cylindrical-shaped
underwater vehicles have the advantage of a low drag force. They are propelled using fixed thrusters,
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and some of these vehicles are equipped with vertical and horizon thrusters to provide extra control
forces. An ocean glider is an autonomous underwater vehicle used for ocean science [15,17]; it uses
a small change of buoyancy in order to ascend and descend. A fixed wing converts the vertical motion
to horizontal motion [18], thus acting like a saw tooth pattern [19]. The energy effect is so high that
the glider can continually glide over hundreds of kilometers for months. Open frame vehicles such
as an ROV can operate at one spot with the help of multiple rotors [20]; the AUV cannot achieve
this [21]. However, the cable connecting the ROV to the mother ship limits the work range of the
ROV [2]. A kind of negative buoyancy vehicle is designed to achieve high speed and long cruise range,
it is more efficient than traditional AUV at high speed. However, it has to fly in the water to maintain
depth, besides, spot hover capability is not achieved [22].

The design and control of an underwater vehicle involves many problems such as the nonlinearity
of the model [13,21,23], underactuation [24], and the influence of the ocean current, waves,
and turbulence [25].

In this paper, we present a negative-buoyancy tri-tilt-rotor autonomous underwater vehicle
(NTAUV) to achieve the capability of spot hover and high-speed motion. The NTAUV is illustrated
in Figure 1. The NTAUV is heavier than water, has negative buoyancy, and it balances the weight
by buoyancy and lift force generated by the fixed wing or thrusters. Further, it operates under three
modes: hover, horizontal motion, and transition between them. The NTAUV can hover or slowly
cruise by controlling the rotor speed and the tail rotor angle in the hover mode. The hover motion
control of NTAUV uses a hierarchical control scheme. The outer layer is position control, and the inner
layer is attitude control. Attitude control is the fundamental function of the underactuated system.
This paper focuses on hover mode modeling and control, especially attitude control. We design an
adaptive nonlinear attitude controller using the immersion and invariance (I&I) methodology.

Figure 1. Configuration of NTAUV with Earth-fixed and body-fixed frame.

The article is structured as follows. Section 2 introduces some preliminaries, including the
kinematic equations, mechanical structure, mathematical model, and subsystems of altitude and
attitude. Section 3.1 presents the attitude error model. In Section 3.2, an adaptive nonlinear I&I
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controller is designed for the attitude subsystem. The stability analysis is presented in Section 3.3.
A three degree of freedom testbed is designed and the experiment results are shown in Section 4.

2. Preliminaries

2.1. Kinematics and Kinetics

Modeling a marine vehicle involves the study of statics and dynamics. The 6 DOF motion of
a marine vehicle is analyzed by defining two coordinate frames, as illustrated in Figure 1. ObXbYbZb
is fixed to the vehicle and is called the body-fixed frame. OXYZ is fixed to the earth and is called
the earth-fixed frame. The origin of the body-fixed frame is the center of gravity (CG). The center of
buoyancy locates at CG.

The notations of the frames used in this paper are [1]

η = [η�1 , η�2 ]�; η1 = [x, y, z]�; η2 = [φ, θ, ψ]� (1)

ν = [ν�1 , ν�2 ]�; ν1 = [u, v, w]�; ν2 = [p, q, r]� (2)

here η denotes the position and orientation of the vehicle and ν denotes the linear and angular velocity
of the vehicle.

The rigid body kinematics of the vehicle are given by [1]

η̇1 = J1(η2)ν1 (3)

η̇2 = J2(η2)ν2 (4)

in which

J1(η2) =

⎡⎢⎣ cψθ −sψcφ + cψsθsφ sψsφ + cψcφsθ

sψcθ cψcφ + sφsθsψ −cψsφ + sθsψcφ

−sθ cθsφ cθcφ

⎤⎥⎦ (5)

J2(η2) =

⎡⎢⎣1 sφtθ cφtθ
0 cφ −sφ

0 sφ/cθ cφ/cθ

⎤⎥⎦ (6)

where s· = sin(·), c· = cos(·), t· = tan(·).
The mathematical model of the 6 DOF rigid body dynamics is

MRBν̇ + CRB(ν)ν = τRB (7)

where
τRB = τH + τP (8)

τH denotes the hydrodynamic forces and moments, and τP denotes the propulsion forces and moments.
τH can be calculated as

τH = −MAν̇− CA(ν)ν− D(ν)ν (9)

For underwater vehicles, if the movement is at low speed, it can be assumed that the vehicle
performs a non-coupled motion. For simplicity, MA and D(ν) have a diagonal structure with only
linear damping terms on the diagonal

MA = −diag{Xu̇, Yv̇, Zẇ, Kṗ, Mq̇, Nṙ} (10)
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The Coriolis terms of added mass are

CA(ν) =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 −Zẇw Yv̇v
0 0 0 Zẇw 0 −Xu̇u
0 0 0 Yv̇v Xu̇u 0
0 −Zẇw Yv̇v 0 −Nṙr Mq̇q

Zẇw 0 −Xu̇u Nṙr 0 −Kṗ p
Yv̇v Xu̇u 0 −Mq̇q Kṗ p 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(11)

The damping terms are

D(ν) = −diag{Xu, Yv, Zw, Kp, Mq, Nr} (12)

For the rigid body, the inertia matrix MRB is

MRB =

[
mI3×3 0

0 I0

]
(13)

where

I0 =

⎡⎢⎣ Ix −Ixy −Ixz

−Iyx Iy −Iyz

−Izx −Izy Iz

⎤⎥⎦ (14)

The Coriolis and centripetal terms are

CRB(ν) =

[
03×3 −mS(ν1)

−mS(ν1) −S(I0ν2)

]
(15)

Remark 1. The skew-symmetric matrix S(λ) is defined as

S(λ) =

⎡⎢⎣ 0 −λ3 λ2

λ3 0 −λ1

−λ2 λ1 0

⎤⎥⎦ (16)

where λ = [λ1, λ2, λ3]
�. S satisfies x�S(ν2)x ≡ 0, x, ν2 ∈ R3.

Based on the mechanical structure of the vehicle, the propulsion forces f and moments τ acting
on the vehicle are [26–28]

f =

⎡⎢⎣ 0
f3sinα

− f1 − f2 − f3cosα

⎤⎥⎦ (17)

τ =

⎡⎢⎣ l1( f1 − f2)

l2( f1 + f 2)− l3 f3cosα− τ3sinα

−l3 f3sinα + τ1 − τ2 + τ3cosα

⎤⎥⎦ (18)

where the force and torque generated by each rotor is

τi = kτω2 (19)

fi = k f ω2 (20)
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The total moments (18) can be considered as the sum of the following two terms

τm =

⎡⎢⎣ l1( f1 − f2)

l2( f1 + f2)− l3 f3cosα

−l3 f3sinα

⎤⎥⎦ (21)

τtail =

⎡⎢⎣ 0
−τ3sinα

τ1 − τ2 + τ3cosα

⎤⎥⎦ (22)

Rotor 1 and rotor 2 rotate in the opposite directions; therefore, the moments of the rotors are
counteracted. Moreover, kτ � k f , and τtail is much smaller compared to the control force, and it can
be neglected [26]. Thus, the control force and moment are

τP =

[
f

τm

]
(23)

Note M = MRB + MA, C(ν) = CRB(ν) + CA(ν). Therefore, the whole system can be written as

Mν̇ + C(ν)ν + D(ν) = τP (24)

The system (24) has four inputs and six outputs; therefore, it is an underactuated system.
We can see that the challenge is the lateral force f3sinα of f in (17). Consider f as

f = [0, 0, fz]
� + Φτm (25)

where

Φ =

⎡⎢⎣0 0 0
0 0 −1/l3
0 0 0

⎤⎥⎦ (26)

and
fz = − f1 − f2 − f3cosα (27)

Note that (21) and (27) define a diffeomorphism, and therefore, the control inputs [ f1, f2, f3, α]� can be
recovered from [ fz, τ�m ]� [27].

2.2. Altitude and Attitude Subsystems

The lateral component f3sinα of (17) is the main contributor of the yaw control input; therefore,
the 6 DOF system can be decoupled to an altitude subsystem and an attitude subsystem. fz is the
altitude control input and τm is the attitude control input.

The altitude equation is

(m + Zẇ)z̈− Zwż− (W − B) = fzcosφcosθ (28)

where W = mg is the rigid body weight in the air, B = ρg∇ is the buoyancy in the water, g is the
gravity constant, and ∇ is the displacement.

The attitude equation is

(I0 + IA)ν̇2 + (−S((I0 + IA)ν2))ν2 + Dν2 = τm (29)

where
IA = −diag{Kṗ, Mq̇, Nṙ} (30)
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D = −diag{Kp, Mq, Nr} (31)

As S((I0 + IA)ν2)ν2 = S(ν2)(I0 + IA)ν2, we rewrite the attitude equation

(I0 + IA)ν̇2 − S(ν2)(I0 + IA)ν2 + Dν2 = τm (32)

The whole underactuated system is decoupled into two fully actuated subsystems: altitude
subsystem and attitude subsystem. We could design the controller separately to control the whole
system. The attitude control is the core function of NTAUV; we design the attitude controller in Section 3.

3. Attitude Controller Design

For the NTAUV, which is heavier than water, the attitude control is the essential function for
maneuvering control. In general, an attitude controller is designed as the inner loop of a higher level
controller, such as path following or trajectory tracking.

In this section, an adaptive I&I attitude controller is designed. I&I is a nonlinear controller design
method, and it yields a stabilizing scheme that counters the effect of the uncertain parameters adopting
a robustness perspective [29–31]. The stability of the controller is proved in Section 3.3.

3.1. Attitude Error Model

Without loss of generality, the reference attitude is η2d = η2d(t), therefore, the tracking error is

η̃2 = η2 − η2d, ν̃2 = ν2 − J−1
2 (η2)η̇2d (33)

We define the energy function, which is the sum of the potential and kinetic energy, as

H(η̃2, ν̃2) =
1
2

η̃�2 K1η̃2 +
1
2

ν̃�2 I2ν̃2 (34)

where K1 = K�1 > 0 (positive definite matrix), I = I0 + IA = [I�1 , I�2 , I�3 ]�.
The partial derivative of H are

∂H�

∂η̃2
= K1η̃2 (35)

∂H�

∂(Iν̃2)
= Iν̃2 (36)

Then, the derivatives of the reference attitude (33) are

˙̃η2 = η̇2 − η̇2d

= J2(η2)ν2 − J2(η2)(ν2 − ν̃2)

= J2(η2)ν̃2

= J2(η2)I−1 Iν̃2

= J2(η2)I−1 ∂H�

∂ν̃2

(37)

˙̃ν2 = ν̇2 − J̇2(η2)η̇2d − J2(η2)η̈2d (38)
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The product of I and ˙̃ν2 is

I ˙̃ν2 =Iν̇2 − I J̇2(η2)η̇2d − I J2(η2)η̈2d

=S(ν2)Iν2 − Dν2 + τm − I J̇2(η2)η̇2d − I J2(η2)η̈2d

=S(ν2)I(ν̃2 + J−1
2 (η2)η̇2d)− Dν2 + τm − I J̇2(η2)η̇2d − I J2(η2)η̈2d

=S(ν2)Iν̃2 + S(ν2)I J−1(η2)η̇2d − Dν2 + τm − I J̇2(η2)η̇2d − I J2(η2)η̈2d

+ I−1 J�2 (η2)K1η̃2 − I−1 J�2 (η2)K1η̃2

=S(ν2)
∂H�

∂ν̃2
− I−1 J�2 (η2)

∂H�

∂η̃2
+ τm −M+ κ

(39)

where
M = Dν2 (40)

κ = S(ν2)I J−1
2 (η2)η̇2d − I J̇2(η2)η̇2d − I J2(η2)η̈2d + I−1 J�2 (η2)K1η̃2 (41)

in which J̇2(η2) can be obtained as follows

J̇2(η2) = −S(ν2)J2(η2) (42)

Then, the attitude error system is

[
˙̃η2

I ˙̃ν2

]
=

[
03×3 J2(η2)I−1

−I−1 J�2 η2 S(ν2)

] ⎡⎣ ∂H�
∂η̃2

∂H�
∂(Iν̃2)

⎤⎦+

[
0

τm −M+ κ

]
(43)

The system states are ˙̃η2 and I ˙̃ν2.
The η2 state will follow η2d if the system (43) converges to the zeros.

3.2. Controller and Estimator Design

Define unknown parameters ϑ = −[Kp, Mq, Nr]�, which are the diagonal of D. The estimator
error is

zi = ϑ̂i − ϑi + βi(ν2i) (44)

where βi is a continuous function.
For the convenience of controller design, we rewriteM as

M = Dν2 =

⎡⎢⎣D11ν21

D22ν22

D33ν23

⎤⎥⎦ =

⎡⎢⎣ϑ1ρ1(ν21)

ϑ2ρ2(ν22)

ϑ3ρ3(ν23)

⎤⎥⎦ (45)

where ρi is a continuous function.
The controller can be constructed as

τm =

⎡⎢⎣(ϑ̂1 + β1(ν21))ρ1(ν21)

(ϑ̂2 + β2(ν22))ρ2(ν22)

(ϑ̂3 + β3(ν23))ρ3(ν23)

⎤⎥⎦− κ − K2 Iν̃2 (46)

where K2 is a positive-defined matrix valued function.
With the control input (46), the closed-loop system (43) can be written as[

˙̃η2

I ˙̃ν2

]
=

[
03×3 J2(η2)I−1

−I−1 J�2 (η2) S(ν2)− K2

] [
∂H�
∂η̃2

∂H�
∂Iν̃2

]
−
[

0
Δ

]
(47)
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where
Δi = ziρi(ν2i) (48)

The estimator can be designed as

˙̂ϑi = − ∂βi
∂(ν2i)

[ν̇2i + Δi] (49)

We can see that Δi can be obtained from (47), which is

Iν̇2 + Δ = Iν̇2 +
[
−I−1 J�2 η2 S(ν2)− K2

] [ ∂H�
∂η̃2

∂H�
∂Iν̃2

]
− I ˙̃ν2

=
[
−I−1 J�2 η2 S(ν2)− K2

] [K1η̃2

Iν̃2

]
+ J̇2(η2)η̇2d + J2(η2)η̈2d

(50)

As a result, [Ii ν̇2 + Δi] in (49) is a function of ν2, η2, η̇2d, η̈2d, and they are measurable or can be
calculated from the given reference signal.

The continuous function βi can be selected as

βi(Iiν2) = γi

∫ ν2i

0
ρi(ζ)dζ =

1
2

γiν
2
2i (51)

where γi > 0, which implies that
∂βi
∂ν2i

= γiρi(ν2i) (52)

The control scheme is illustrated in Figure 2.

Figure 2. I&I control scheme.

3.3. Stability Analysis

The derivative of (44) is

żi =
˙̂ϑi − ϑ̇i + β̇i(ν2i)

= − ∂βi
∂(ν2i)

[ν̇2i + ziρi(ν2i)] +
∂βi

∂(ν2i)
(ν̇2i)

= −γiρi(ν2i)ρi(ν2i)zi

(53)

where ϑi is assumed to be a constant.
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The Lyapunov function is W(z) = Σ3
i=1

1
γi
|zi|2, then

Ẇ(z) = Σ3
i=1

2
γi

zi żi

= Σ3
i=1

2
γi

zi(−γiρi(ν2i)ρi(ν2i)zi)

= −2Σ3
i=1ziρi(ν2i)ρi(ν2i)zi

= −2Δ�Δ

= −2|Δ|2 ≤ 0

(54)

which means that ϑ̂→ ϑ as t→ ∞.
We want the whole system to be stable, which means (η̃2, ν̃2, z)� has the equilibrium point

(0, 0, 0)� that is stable.
Consider the Lyapunov function V = H(η̃2, ν̃2) + W(z). The derivative of V is

V̇ =
∂H
∂η̃2

˙̃η2 +
∂H

∂(Iν̃2)
(I ˙̃ν2) + Ẇ(z)

=
∂H
∂η̃2

J2(η2)I−1 ∂H�

∂ν̃2
+

∂H
∂(Iν̃2)

(−I−1 J�2 (η2)
∂H�

∂η̃2
+ (S(ν2)− K2)

∂H�

∂ν̃2
− Δ)− 2Δ�Δ

=
∂H

∂(Iν̃2)
(−K2

∂H�

∂ν̃2
− Δ)− 2Δ�Δ

= − ∂H
∂(Iν̃2)

K2
∂H�

∂ν̃2
− ∂H

∂(Iν̃2)
Δ− 2Δ�Δ

= − ∂H
∂(Iν̃2)

(K2 − 1
2
√

2
I3×3)

∂H�

∂ν̃2
− ∂H

∂(Iν̃2)
(

1
2
√

2
I3×3)

∂H�

∂ν̃2
− ∂H

∂(Iν̃2)
Δ− 2Δ�Δ

select K2 such that K2 − 1
2
√

2
I3×3 > 0; then, V̇ ≤ 0.

4. Experiment Results

4.1. Testbed

A 3 DOF testbed is designed for verifying the performance of the presented controller. The testbed
includes three parts: the unmovable base, 3-DOF ball joint, and NTAUV. The ball joint enables a maximum
±40◦ roll and pitch angle and 360◦ yaw angle. The 3 DOF ball joint of the testbed is illustrated in Figure 3.

The mechanical parameters of the NTAUV are listed in Table 1.
We designed our own control system. A desktop PC running ground station software was used

as the host computer. This computer sends commands and receives attitude data via a serial port.
An STM32 Nucleo F401RE board, with 512 KB memory and 84 MHz CPU frequency is used as the
controller board. The computation power guarantees the capability to apply an advanced control
algorithm, dealing with complex matrix calculation running at 100 Hz.

The attitude sensor module reads raw three-axis accelerometers, gyroscopes, and magnetometers
data from MPU9250, runs a Kalman filter algorithm, and sends the attitude and angular speed to the
controller board. The rotor is a brushless DC motor; a propeller is mounted on the top of the motor,
and it can provide maximum thrust of 15 N. The servo provides a maximum torque of 0.15 N· m,
and the maximum speed of rotation is 6.9 rad/s .
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Table 1. Mechanical parameters of NTAUV.

Parameters Value Unit (SI)

l1 0.13 m
l2 0.075 m
l3 0.15 m
m 1 kg
B 3 N

Ixx 0.0061 kg/m2

Iyy 0.006 kg/m2

Izz 0.0118 kg/m2

Figure 3. Testbed.

4.2. Experiment Results and Discussion

Attitude control is essential for under actuated rigid body vehicles, such as airplanes, surface
vessels, helicopters, and multi-rotor aerial vehicles. Attitude control is often designed as the inner
loop of path or trajectory control, named as hierarchical control. η2d is the output of the higher layer
controller. As a fundamental function of attitude control, η2d = [0, 0, 0]� is an essential state that needs
to be stabilized under the influence of disturbance, such as hydrodynamic moments generated by
constant fluent or turbulence, and collision.

4.2.1. I&I Control Experiment

The parameters of the I&I controller are selected as follows: K1 = diag{0.02, 0.1, 0.03},
K2 = diag{5, 5, 5}, γ = [0.4, 0.4, 0.4]�.

To validate the anti-disturbance performance of I&I controller, disturbances are applied to each
axis. Each axis is disturbed by a collision. The I&I controller regulates the state to η2 = [0, 0, 0]� .
The roll, pitch, and yaw control results of I&I control are shown in Figure 4.

The experiment results show that: (1) the attitude error generated by the collision is near 10◦;
(2) the attitude converges to η2d in less than 0.8 s; (3) the roll and pith control have shorter adjust time
than the yaw control, which is because the yaw axis has a higher moment of inertia and a lower control
moment, resulting from the mechanical design of the rotor arrangement; and (4) when no disturbance
is applied, the control accuracy of roll and pitch is better than yaw; this is mainly for the unmodeled
dynamics of the tail servo.

The control torque is shown in Figure 5. The roll and pitch control toques are generated by the
change in the speed of the rotors, which is quick, whereas the yaw control torque is generated by the
servo sway, which is slow and has a slight chattering.
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Figure 4. Attitude of NTAUV under I&I control with disturbance on each axis.

Figure 5. I&I control torque.

4.2.2. PI Control Experiment

We compare experiment results generated by the I&I controller with the ones generated by the
typical cascaded proportional integral (PI) controller. The parameters of PI controller are selected
carefully to get good performance. The parameters of PI approach are as follows: angular velocity
loop controller kv

p = 0.2, kv
i = 1, angular position loop controller kp

p = 0.08, kp
i = 0.001. The experiment

results of PI control are shown in Figures 6 and 7. It shows that it takes more than 1.3 s to converge to
desired attitude, and the yaw control takes even more than 3 s.
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Figure 6. Attitude of NTAUV under PI control with disturbance on each axis.

Figure 7. PI control torque.

4.2.3. Comparison Between I&I and PI Control

The comparisons of the roll, pitch and yaw control performance between I&I and PI control are shown
separately in Figures 8–10. The I&I control performs higher accuracy than PI control under disturbance.
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Figure 8. Roll Control Comparison between I&I and PI Control.

Figure 9. Pitch Control Comparison between I&I and PI Control.
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Figure 10. Yaw Control Comparison between I&I and PI Control.

The hydrodynamic force and moment are complex as the underwater vehicle works at a low
Reynolds number (Re) condition, especially when hovering and for low-speed horizontal moving.
The actual hydrodynamic force is very complex, because there is no stable flow field around.
The disturbance rejection performance of I&I control is validated.

5. Conclusions

In this paper, a negative-buoyancy tri-tilt-rotor autonomous underwater vehicle was presented
and an attitude controller was designed for attitude stabilization. The full mathematical model of the
NTAUV was established, and it was decoupled to attitude and altitude subsystems. Then, the attitude
subsystem was investigated, and an adaptive attitude controller was designed based on the I&I
theory. A parameter estimator was applied to estimate the unknown parameters. The global stability
of the controller was proved. Finally, the performance of the proposed controller was validated
through a real-time attitude stabilization experiment. The experimental results indicated a satisfactory
performance compared with a well designed PID controller.
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Featured Application: Applying on Observer and Controller for Remotely Operated Vehicles.

Abstract: A nonlinear observer for a remotely operated vehicle (ROV) is investigated, and a
four-degree-of-freedom nonlinear sliding state observer is designed in this study. An ocean current
model and a simplified umbilical cable disturbing force model of ROVs were set up; the simplified
cable force model characterized the cable disturbing force. The velocity information and the cable
force were observed and estimated both online and in real time. We proved that the observation
error was uniformly ultimately bounded. The modeling of the disturbing force and the compensation
for the observer was an effective method to improve the observation precision and to reduce the
chattering of the observer outputs.

Keywords: remotely operated vehicle; ocean current; cable disturbance modeling; lumped parameter
method; sliding mode observer

1. Introduction

The improvement of marine resources exploitation technology has become important for the
development of the marine industry. The design and development of new types of marine engineering
equipment to enhance the technological level of the ocean engineering industry is of considerable
significance. Because of the complexity of the marine environment, underwater vehicles have become
an important and valuable tool for the exploration and development of marine resources. Unmanned
underwater vehicles, including remotely operated vehicles (ROVs), autonomous underwater vehicles
(AUVs), and underwater gliders, have been extensively and increasingly used in marine environments
for exploration, inspection, and engineering operations [1]. They can provide safe and effective access
to deep sea and hadal environments without physically entering them.

With advantages like functional diversity, strong operational ability, and a high safety factor,
ROVs have been widely used and have become important technical equipment in areas such as ocean
resource development, exploration, marine scientific research, and underwater engineering [2].

To guarantee the operation quality, high precision, and safety of ROVs, a high-performance
controller for the trajectory tracking or station-keeping of ROVs is required. In practice, there are a
number of technical challenges in the control of an underwater vehicle, such as model uncertainties
and unknown external disturbances [3–7]. The model uncertainties of ROVs are usually caused
by inaccurate hydrodynamic coefficients, which are obtained using towing tank experiments or
computational fluid dynamics methods. The unknown disturbances in practical oceanic environments
often include currents, waves, and tides. For the control design of ROVs, the external disturbing
force caused by the cable that connects with the support ship should also be considered. The currents
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and the umbilical cable simultaneously affect the ROV motions as the umbilical cable is connected to
the ROV.

In many works on the control of underwater dynamic systems, the state vector is assumed to be
measured. The quality of feedback signals from the ROV sensor system plays an important role in the
control performance of the vehicle as the signals affected by noises can debase the control quality and
even lead to system instability [8]. However, in practice, it is difficult or impossible to measure all of the
state variables of an ROV system with sensors for technical or economic reasons. For example, cable
disturbing force cannot be easily obtained with normal sensors, and there is not enough money to buy
high-precision but expensive sensors. Hence, effective state observers for ROVs need to be developed
to provide accurate and robust signals. Moreover, it is necessary and is of considerable significance to
design an observer to fully know the state variables of the system. The state observers for vehicles have
been studied by a number of researchers in the past [9–12]. The use of a complementary observer is
one of the most popular techniques for sensor combination. The algorithm allows for straightforward
implementation without requiring high computational resources and is suitable for small and low-cost
autonomous vehicles with limited onboard power. The linear observer has been solved by Kalman and
Luenberger, but the nonlinear case is still an active domain of research. Gauthier et al. developed the
high-gain observer approach, which is closely related to the triangular structure and is derived from the
uniform observability of nonlinear systems [13]. Fridman et al. proposed a higher-order sliding-mode
observer to estimate precisely the observable states and asymptotically the unobservable ones in a
multi-input-multi-output nonlinear system with unknown inputs and stable internal dynamics [14].
Rezazadegan and Chatraei derived an adaptive control law for a six-degree-of-freedom (6-DOF) model
for the trajectory tracking problem of an underactuated underwater vehicle in the presence of a
parametric uncertainty [15]. Khadhraoui et al. proposed to control ROVs for exploration in sub-sea
historical sites and designed a nonlinear observer to estimate the linear and angular velocity of an
ROV [16]. Chu et al. developed a new adaptive neural network control approach for a class of ROVs
and introduced an adaptive observer for the velocity state and angular velocity state estimation with a
local recurrent neural network [17].

In complex missions, an ROV often requires a high degree of autonomy, precision, and
maneuverability. Moreover, a single sensor is not sufficient to obtain the position and velocity
information of the ROV because each type of sensor has its own disadvantages. Thus, ROVs are
usually equipped with different types of sensors, such as the inertial measurement unit (IMU) and
the velocity log [18]. The IMU can measure the linear accelerations and the rotational velocity of
the vehicle. Further, the velocity log, usually a Doppler velocity log (DVL), can measure the linear
velocities of the vehicle. The IMU and the DVL measurements are usually combined to provide stable
linear velocity, angular velocity, and orientation signals. Depending on the quality of the onboard IMU,
the position of the vehicle can be computed from the linear acceleration and velocity measurements.
However, because of the inevitable drift in the IMU and DVL, the position estimate will not be stable
over time. When the ROV swims through the water, ocean currents always have an influence on the
motion of the ROV. To increase the performance, accuracy, and the situation awareness of the ROV,
the estimation of the ocean current velocity is often desired. However, the IMU can only measure the
total acceleration experienced by the vehicle and cannot distinguish between the motion induced by
the ocean current and that induced by the onboard propulsion system. Moreover, the DVL cannot
measure the ocean current velocity in its usual configuration. As the hydrodynamic forces acting on
the ROV depend on the velocity of the vehicle with respect to the water, but not the total velocity of
the vehicle with respect to the fixed coordinate frame, obtaining the ocean current velocity information
can considerably improve the performance of the vehicle control system.

For ocean currents, researchers have developed a variety of observers to estimate the current
velocity. Refsnes et al. designed an exponentially stable current observer for a reduced-order dynamic
vehicle model, and used the estimated current velocity to compute the hydrodynamic forces and
moments more accurately for inclusion in a feedback control strategy. Further, the observer only
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required position measurements [19]. Aguiar and Pascoal proposed an estimation scheme and designed
a kinematic observer for ocean current estimation. The proposed observer provides exponential
convergence to the true ocean current velocity, but requires the knowledge of both the position and
the relative velocity of the vehicle [20]. Børhaug et al. took a model-based approach and designed a
six-degree-of-freedom (6-DOF) observer for the ocean current velocity on the basis of the dynamic
model and the measurement of the linear velocity of the vehicle [21].

The deep sea ROV systems typically consist of a large support vessel, a winch, umbilical cable,
and ROV. Thus far, most of the research has focused on the numerical simulation and prediction of
the cable configuration and the ROV motion with the cable effect [22–24]. However, few studies have
dealt with motion control models for ROVs considering the cable disturbing force and the current
effects because of the corresponding complexity and difficulty.

As the ocean current velocity and the cable disturbing force cannot be measured by the standard
onboard sensors, the development of an estimation scheme is required. In this paper, a nonlinear
observer for the state estimation of a tethered ROV system in slowly varying ocean currents is proposed.
The observer will estimate the velocity state, the external current velocity, and the cable disturbance.

The rest of this paper is organized as follows. In Section 2, the kinematic and dynamic models of
ROVs are introduced and formulated. In Section 3, numerical methods for discrete model solutions
are given. In Section 4, a nonlinear observer is proposed for estimating velocities, unknown ocean
currents, and the cable disturbing force, and the stability properties of the observer are analyzed. Then,
in Section 5, the performance of the proposed observer is illustrated through case studies. Finally,
the conclusions are presented in Section 6.

2. ROV Description

The deep sea ROV “Sea Dragon” is a large-scale working class ROV developed and built by the
Underwater Engineering Research Institute of Shanghai Jiao Tong University (Figure 1). The results
presented in this paper are based on the Sea Dragon ROV. The main physical data of the ROV are
reported in Table 1. The ROV is equipped with seven thrusters (three vertical and four horizontal).
The position of the thrusters on the vehicle is shown in Figure 2.

Figure 1. The Sea Dragon remotely operated vehicle (ROV) at sea.
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Table 1. Main parameters of the ROV.

Parameter Value

Mass in the air (kg) 3450
Mass in the water (kg) 0

Working depth (m) 3500
Length × width × height (m) 3.17 × 1.81 × 1.76

Coordinate of buoyancy center (m) 0, 0, −0.4
Coordinate of gravity center (m) 0, 0, 0

Moment of inertia Ixx, Iyy, Izz (kgm2) 2200, 710, 652

Figure 2. Thruster configuration of ROVs.

The sensor set available for the working class ROV includes:

• The global positioning system (GPS);
• Ultra-short baseline (USBL);
• Altimeter: 200 kHz transmit frequency standard, depth rating 6000 m;
• Depth sensor: 6000 m rating, 0.01% accuracy;
• The inertial measurement unit (IMU);
• Doppler Velocity Log (DVL): working frequency 600 kHz, 0.3% full scale accuracy.

An Ordinary Compact PCI industrial control computer is adopted as the upper computer and
PC104 is used for the lower computer.

3. Dynamic Model of ROV

3.1. Coordinate Systems

The dynamic model of an underwater vehicle is established and analyzed in two orthogonal
coordinate systems, as shown in Figure 3, namely the earth-fixed frame O-XYZ and the body-fixed
frame o-xyz.

u 

r 

w 

q 

v 

p 

O

Figure 3. Earth-fixed and body-fixed reference frames.
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The earth-fixed frame O-XYZ is a global inertial coordinate system fixed at the ocean surface ship
with the origin at O. The OZ axis points vertically down to the water, and the OX and OY axes are in
two mutually perpendicular horizontal directions.

The body-fixed frame o-xyz is a local coordinate system fixed on the vehicle with the origin at
o. Here, the ox axis points to the front of the vehicle, the oz axis points downward, and the oy axis
completes the right-hand system with the other two axes.

Underwater remotely operated vehicles have 6-DOF motions, namely, the surge, sway, heave, roll,
pitch, and yaw. Three translation displacements, namely X (surge), Y (sway), and Z (heave), and three
Euler angles, namely ϕ (roll), θ (pitch), and ψ (yaw), represent the position and the attitude of the
vehicle with respect to the inertial frame, respectively. The instantaneous velocity and the angular
velocity with respect to body-fixed frame are represented by (u, v, w) and (p, q, r), respectively.

The transformation of the forces and motions from the global to the local coordinate system can
be fulfilled by using the transformation matrix through the Euler angles φ θ ψ. The orientation of the
vehicle in the global coordinates can be specified by the vector ro from O to o.

The position of the vehicle is denoted as
[

X Y Z
]T

in the inertial coordinates (earth-fixed).

Linear velocities
[

u v w
]T

and angular velocities
[

p q r
]T

are expressed in the body-fixed
coordinates. There exists [ .

X
.

Y
.
Z
]T

= J1

[
u v w

]T
(1)

where

J1 =

⎡⎢⎣ cos θ cos ψ sin ϕ sin θ cos ψ− cos ϕ sin ψ cos ϕ sin θ cos ψ + sin ϕ sin ψ

cos θ sin ψ sin ϕ sin θ sin ψ + cos ϕ cos ψ cos ϕ sin θ sin ψ− sin ϕ cos ψ

− sin θ sin ϕ cos θ cos ϕ cos θ

⎤⎥⎦ (2)

J1 is the coordinate transformation matrix from the body-fixed to the earth-fixed frame, J1
−1 = J1

T ,
and J1 and J1

−1 are both units of an orthogonal array.
Similarly, the relationship between the angular velocities and the attitude angles can be obtained

as follows: [
.
ϕ

.
θ

.
ψ
]T

= J2

[
p q r

]T
(3)

where

J2 =

⎡⎢⎣ 1 sin ϕ tan θ cos ϕ tan θ

0 cos ϕ − sin ϕ

0 sin ϕ sec θ cos ϕ sec θ

⎤⎥⎦ (4)

3.2. ROV Dynamic Model

In the 6-DOF motion equations of the ROV, v1 =
[

u v w
]T

denotes the ROV’s velocity in

the body-fixed frame, v2 =
[

p q r
]T

represents the angular velocity, and rg =
[

xg yg zg

]T

is the coordinate of the center of gravity. The momentum equation and the moment of momentum
equation of the ROV are expressed as follows [25]:

m
[ .
ν1 + ν2 × ν1 +

.
ν2 × rG + ν2 × (ν2 × rG)

]
= F (5)

I0
.
ν2 + ν2 × (I0ν2) + mrG × (

.
ν1 + ν2 × ν1) = M (6)
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where m denotes the mass and I0 represents the inertial mass moment matrix of the ROV in the
body-fixed frame. F and M denote the forces and the moment acting on the center of the ROV,
respectively. The two abovementioned equations can be combined as follows:

MRB
.
x + CRB(v)x = τ (7)

where x =
[

v1 v2

]T
, MRB denotes the general mass matrix, and CRB represents the Coriolis matrix.

If rg =
[

0 0 0
]T

, then

MRB =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

m 0 0 0 0 0
0 m 0 0 0 0
0 0 m 0 0 0
0 0 0 Ix −Ixy −Ixz

0 0 0 −Ixy Iy −Iyz

0 0 0 −Ixz −Iyz Iz

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(8)

CRB(x) =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 mw −mv
0 0 0 −mw 0 mu
0 0 0 mv −mu 0
0 mw −mv 0 −Iyzq− Ixz p + Izr Iyzr + Ixy p− Iyq
−mw 0 mu Iyzq + Ixz p− Izr 0 −Ixzr− Ixyq + Ix p

mv −mu 0 −Iyzr− Ixy p + Iyq Ixzr + Ixyq− Ix p 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(9)

τ =
[

F M
]T

, τ includes all of the external forces, such as gravity, buoyancy, inertia, and viscous
forces due to the fluid, propulsion, and the cable tension.

3.3. Added Mass Force on ROV

The added mass force acting on the ROV is defined as follows:

FA = −MA
.
x− CA(x)x

where MA denotes the general mass matrix and CA represents the Coriolis matrix corresponding to
the added mass of the ROV. MA and CA can be further expressed as follows:

MA = −

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

X .
u X .

v X .
w X .

p X .
q X .

r
Y .

u Y .
v Y .

w Y .
p Y.

q Y.
r

Z .
u Z .

v Z .
w Z .

p Z .
q Z .

r
K .

u K .
v K .

w K .
p K .

q K .
r

M .
u M .

v M .
w M .

p M .
q M .

r
N .

u N .
v N .

w N .
p N .

q N.
r

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(10)

CA(x) =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 −a3 a2

0 0 0 a3 0 −a1

0 0 0 −a2 a1 0
0 −a3 a2 0 −b3 b2

a3 0 −a1 b3 0 −b1

−a2 a1 0 −b2 b1 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(11)
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where ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

a1 = X .
uu + X .

vv + X .
ww + X .

p p + X .
qq + X .

rr
a2 = X .

vu + Y .
vv + Y .

ww + Y .
p p + Y.

qq + Y.
rr

a3 = X .
wu + Y .

wv + Z .
ww + Z .

p p + Z .
qq + Z .

rr
b1 = X .

pu + Y .
pv + Z .

pw + K .
p p + K .

pq + K .
rr

b2 = X .
qu + Y.

qv + Z .
qw + K .

q p + M .
qq + M .

rr
b3 = X .

ru + Y.
rv + Z .

rw + K .
r p + M .

rq + N.
rr

(12)

3.4. Viscous Hydrodynamic Damping Forces

Viscous resistance is a function of the velocity with respect to the current velocity. The relative
velocity state vector of the ROV gives xr = [ur, vr, wr, p, q, r]T , xr = x− xc, and xc = [uc, vc, wc, 0, 0, 0]T ,
where xc is the ocean current velocity. Moreover, the viscous resistance FV can be written in a simplified
form as follows:

FV = −Dxr (13)

where D = DL + DQ, DLxr denotes the linear damping term, and DQxr represents the quadratic
damping term. DQ is very complex, and only its diagonal elements are kept as the influence of the
coupling term is small. This is applicable to the modeling and simulation of a slow underwater vehicle.
The hydrodynamic coefficients owing to the accelerations and angular accelerations of the vehicle can
be obtained by using the planar motion mechanism model tests. D can be expressed as follows:

D = −

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

Xu + Xu|u||ur| Xv Xw Xp Xq Xr

Yu Yv + Yv|v||vr| Yw Yp Yq Yr

Zu Zv Zw + Zw|w||wr| Zp Zq Zr

Ku Kv Kw Kp + Kp|p||p| Kq Kr

Mu Mv Mw Mp Mq + Mq|q||q| Mr

Nu Nv Nw Np Nq Nr + Nr|r||r|

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(14)

3.5. Weight and Buoyancy

The gravity and the buoyancy of the ROV in the earth-fixed coordinate system give W and B,
respectively. The gravity and the buoyancy in the body-fixed coordinates Wb, Bb can be obtained
as follows:

Wb = J1
−1

⎡⎢⎣ 0
0

W

⎤⎥⎦, Bb = −J−1
1

⎡⎢⎣ 0
0
B

⎤⎥⎦ (15)

Thus, the restoring force FR has the following form:

FR =

[
Wb + Bb

rG ×Wb + rB × Bb

]
(16)

The gravitational force and the buoyant force are defined in the global coordinate system,
and therefore, they should be transformed to the local coordinate system as follows:

FR = −g = −

⎡⎢⎢⎢⎢⎢⎢⎢⎣

(W − B) sin θ

−(W − B) cos θ sin ϕ

−(W − B) cos θ cos ϕ

−(yGW − yBB) cos θ cos ϕ + (zGW − zBB) cos θ sin ϕ

(zGW − zBB) sin θ + (xGW − xBB) cos θ cos ϕ

−(xGW − xBB) cos θ sin ϕ− (yGW − yBB) sin θ

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(17)
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where rG = [xG, yG, zG]
T and rB = [xB, yB, zB]

T denote the locations of the gravitational and the
buoyancy center of the ROV in the body-fixed frame, respectively.

3.6. Thruster Force and Moment

The ROV model considered in this study is equipped with seven thrusters. That is, T1, T2, T3,
and T4 are installed horizontally and are responsible for the forward and sideward motions, while T5,
T6, and T7 are installed vertically at an inclined angle to induce the ascending and descending motions.
The resultant forces and moments induced by all of the thrusters acting on the centroid in the body-fixed
coordinate frame can be expressed as follows:

FT =
[

FTx FTy FTz MTx MTy MTz

]T
(18)

where FTx, FTy, FTz are the three axial components of the resultant thrust force in the body-fixed
coordinate system, and MTx, MTy, MTz are the three axial components of the resultant thrust moment.

3.7. Umbilical Cable Force

The umbilical cable plays an important role in facilitating the power supply and the
communication function between the ROV and the support vessel. However, the attachment of
the cable and the drag relative to the current places some restrictions on the maneuverability of the
ROV. Therefore, the estimation of the corresponding effect caused by the umbilical cable and the
current will be helpful for the controller design of the ROV. However, thus far, most of the researchers
have neglected the effect of the umbilical cable because of the complexity involved, particularly in
including the current effect.

There are two types of modeling techniques available to predict the response of tethered systems:
continuous analytical methods and discrete numerical models [26]. Discrete numerical models are
valid for some nonlinear properties such as the quadratic drag and the spatially varying properties of
cables. The nonlinear coupling motion principle between the tether and the vehicle can be included
in these models. The most prevalent numerical approaches used nowadays for determining the
hydrodynamic performance of an underwater tethered system are the lumped mass method [27],
the finite difference method [28,29], and the finite element method [30,31]. The lumped mass method
is adopted in this study for cable simulation because of its simplicity and effectiveness [26].

In the present study, for simplifying the problem, the following assumptions are made to solve
the configuration and tension of the umbilical cable attached to the ROV:

1. The umbilical cable is incompressible.
2. The cable surface is relatively smooth, ignoring the attachments on the cable.
3. The bending stiffness of the cable is ignored. The umbilical cable can only resist the tension force,

but not the bending moment and the compression force.
4. The torsional rigidity and the quality of cable point rotation effect, which do not consider the

torque, are ignored.

The umbilical cable force is one of the most important nonlinear disturbance forces on the ROV
when the current is strong and the cable length is sufficiently long. The movement of a flexible cable
moving in a fluid can be described by the following lumped parameter equations.

The cable model is described using the lumped parameters in the earth-fixed frame of O-XYZ.
The coordinate system for analyzing the umbilical cable is shown in Figure 4. The origin O coincides
with the end point of the umbilical cable. As shown in the figure, the cable is divided into n segments
by (n + 1) nodes. The node number is sorted from the bottom to the top. The first node is on the ROV,
and the last node is on the tether management system (TMS) or the surface ship. The jth segment
refers to the segment between the jth node and the (j + 1)th node. Moreover, the segment is considered
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a linear elastic unit with the same tension directing along the tangent of the segment as that shown in
Figure 4.

β

Figure 4. Discrete cable obtained using the lumped mass method.

According to the lumped mass model, the mass of each segment is distributed on the two
boundary nodes equally and the nodes are connected with a light spring. Therefore, the first node
bears half of the mass of the first segment as well as the last node in particular.

For the nodes except the first and the last, the kinetics equations of each node can be obtained by
using Newton’s laws of motion as follows:

mi
dui
dt

= Wi − Bi + FAi + Di + Ti − Ti−1 (19)

dri
dt

= ui (20)

where mi is the ith lumped mass of the cable, ui and ri are the velocity and position vectors of the ith
lumped mass with respect to the fixed inertial reference, and Wi and Bi are the gravity and buoyancy
of the ith lumped mass. Di represents the drag force, and Ti represents the tension force of the ith
segment unit. FAi represents the additional mass force of the lumped mass with the following form:

FAi = ma

(
duc

dt
− dui

dt

)
(21)

where ma is the additional mass, ma = kaρAl0, ρ is the sea water density, ka is the additional mass
coefficient, A is the cross-sectional area, l0 is the initial segment length of the cable, and uc is the current
velocity.

As the cable shape is cylindrical, the drag force can be obtained according to the resistance formula
of cylindrical objects in the current, and the resistance of each segment unit is distributed to the nodes
at both the ends as follows:

D = −1
2

ρCS
∣∣v′∣∣v′ (22)

where ρ is the sea water density; C is the cable resistance coefficient, which is often determined by
tests; S is the incident flow area of the cylinder; and v′ is the relative velocity to the flow. The drag
force can be decomposed into the tangential and the normal components. The drag force lumped onto
the ith node can be expressed as follows, and the hydrodynamic force on the umbilical cable can be
resolved into the tangential component and the normal component.

Dti = −ρdlCt(|li−1|+ |li|)|uriτi|[(uriτi)τi]/4 (23)
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Dni = −ρdlCn(|li−1|+ |li|)|uri − (uriτi)τi|[uri − (uriτi)τi]/4 (24)

where Ct, Cn are the tangential and the normal drag coefficients of the cable in the ith link, respectively,
and li, uri can be calculated as follows:

li = ri+1 − ri, (i = 1 · · · n) (25)

uri = ui − uc, (i = 2 · · · n) (26)

Thus, the lumped drag force on each node can be expressed as follows:

Di = Dti + Dni (27)

In fact, the cable is curved in the sea, and resistances at different points usually have different
directions. To reduce the error due to the resistance direction, a tangential vector of average resistance
is introduced. The unit tangential vector at the ith node is defined as follows:

τi = (ri+1 − ri−1)/|ri+1 − ri−1| (28)

As the cable is equivalent to a discrete segmented spring model, the tension can be calculated
according to Hooke’s law when the tensile deformation of the spring unit occurs, as follows:

T = EAε (29)

where E denotes the elastic modulus of the piecewise cable unit, A is the cross-sectional area of the
cable, and ε is the longitudinal strain. For an actual cable that can only be stretched, but not be
compressed, the strain ε can only be positive. That is, there exists tension inside the cable when the
segment unit is stretched more than the initial segmented length; otherwise, the tension is zero.

The tension force exerted in the ith link can be calculated by using the position of the nodes
as follows:

Ti =

{
πdi

2Ei(|li| − l0)li/(4l0|li|), |li| ≥ l0
0, |li| < l0

(30)

3.8. Interaction Between the ROV and Umbilical Cable

When the ROV moves, it is pulled by the cable with tensile force. In turn, the movement of the
ROV changes the position and the velocity of the end of the cable, thus changing the shape and the
internal tension of the cable. The tension variation also affects the movement of the ROV and is a cyclic
process. The interaction between the ROV and the umbilical cable can be described as follows:

un+1 = J1(v1 + v2 × rc) (31)

rn+1 = rrov + J1rc (32)

where J1 is the transformation matrix and rc is the position vector of the cable’s tying point on the ROV
in the body coordinate system.

For the ith node, ui and ri represent the displacement and the velocity, respectively. For the last
node on the TMS or surface vessel without motion,

u1 = us(t) (33)

r1 = rs(t) (34)
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Because the cable is built on a fixed coordinate system, the tension is relative to the fixed system.
The conversion matrix transformation is still required to calculate the ROV cable force in the O-xyz
coordinate system as follows:

Fbcable = −J−1
1 Tn+1 (35)

Mbcable = rc ×
(
−J−1

1 Tn+1

)
(36)

Considering all of the abovementioned forces acting on the ROV, we can express the vector form
of the dynamic model of the ROV in still water as follows:

M
.
x + C(x)x + D(x)x + g = FT + Fbcable (37)

where {
M = MRB + MA

C(x) = CRB(x) + CA(x)
(38)

C(x) is the Coriolis and centripetal force matrix, D(x) is the damping term, g is gravity and buoyancy,
FT is the control thrust, and Fbcable is the cable disturbing force in the body-fixed frame. When the
existing currents,

.
xr =

.
x− .

xc,
.
xc = 0, are calculated using the relative velocity vector xr to replace the

ROV velocity x in the equations of motions, the general vector expressions for the dynamics equation
of the ROV in the current can be expressed as follows:

M
.
xr + C(xr)xr + D(xr)xr + g = FT + Fbcable (39)

where {
M = MRB + MA

C(xr) = CRB(xr) + CA(xr)
(40)

4. Numerical Methods for the Solution

4.1. Numerical Integration Method

A set of coupled differential equations of the multi-body system can be solved simultaneously
with dynamic equilibrium at each time step. The static equilibrium position of the system can be
used to provide the initial condition. All of the nonlinearities (material, geometric, explicit loads,
and hydrodynamic loads) are treated in a consistent manner. These governing equations are integrated
by using the Runge–Kutta method.

4.2. Parameters and Calculation Steps

Because Equations (11) to (16) are a set of first-order ordinary differential equations with two-point
boundary values, the Runge–Kutta method is applied to solve these equations. On the basis of the
dynamic model of the ROV and the umbilical cable, the programming flow chart of cable simulation
with the lumped parameter method is as follows (Figure 5):

For solving the nonlinear equations, an initial value must be given. In the previous studies,
most researchers considered the straight line running steadily to be the initial configuration, and the
vertical line of the cable in the still water was assumed as its initial state in this study. Further,
the program allows running steadily in advance as the initial configuration.

An ROV with the principal dimensions of 3.17 m (length) × 1.81 m (beam) × 1.76 m (depth)
is adopted as the numerical model for the calculations. The ROV is neutrally buoyant in the water.
All the corresponding hydrodynamic coefficients of the maneuvering characteristics of the ROV can be
obtained from previous work [32]. The connected point at the free surface near the supported vessel is
assumed to be fixed at (0 m, 0 m, 0 m), and the other point of the cable connected to the ROV is set at
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the gravitational center of the ROV. Parameters of the lumped parameter method for ROV simulation
are shown in Table 2.

Figure 5. Flow chart of tethered ROV motion simulation.

Table 2. Parameters of the lumped parameter method (LPM).

Parameters Values Parameters Values

Seawater density (kg/m3) 1025 Cable length (m) 150
Drag coefficient in transverse direction Cn 1.2 Cross-sectional area (cm2) 12.56

Drag coefficient in longitudinal direction Ct 0.024 Segment length (m) 15
Relative working depth (m) 100 Number of links 10

Diameter (m) 0.04 Segment mass (kg) 18.3
Young’s modulus (N/m2) 1.0 × 109 Mass in the water (kg/m) 0

Mass in the air (kg/m) 1.22 Minimum fracture strain (kN) 90

4.3. Comparison with Experiment

A small tank experiment is taken for comparison. The cable is fully immersed and allowed to
reach the initial static configuration at the beginning. The experimental cable is initially suspended
vertically and statically in the tank. The flow velocity is 1.543 m/s (3 kn), pulling a ball weighing 8.9 N
in the water. The cable is 3.66 m long, and its diameter is 3.05 mm. The simulation time is 12 s.

The comparisons indicate that the simulated results are in fairly good agreement with the
experiment (Figure 6). The slight discrepancy may be attributed to the inaccurate drag coefficients or
certain non-modeled effects such as the bending stiffness of the cable.
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Figure 6. Comparison of the simulation results with the experimental results.

5. Nonlinear Observer

5.1. Nonlinear Observer Design

The ROV is a highly nonlinear and time-varying system with coupling between the degrees of
freedom. For cases of weak maneuvering, the ROV’s motion can be divided into horizontal and vertical
motion, which can obtain satisfactory results. The control system of the ROV is often the integration of
the multiple function modules, including the observer, controller units, and dead reckoning units.

Because the number of sensors that the ROV carries onboard is limited, only some of the state
information can be measured. The nonlinear observer uses the measurable variables to estimate the
velocities and the cable disturbing force information that cannot be measured online and in real-time.
The structure diagram of the control system is shown below (Figure 7).

Figure 7. Control system structure of the ROV.

The observer structure (Figure 8) includes two parts: (1) The ROV dynamic model represents
the dynamic and kinematic characteristics of the ROV in the water, including the ideal ROV model
and the external disturbing cable force model, which is generated by using the lumped parameter
method; (2) The observer model includes the ideal ROV model and a simplified model of the cable
disturbing force.

The observer inputs are the thruster outputs FTx, FTy, FTz, MTz in the body-fixed coordinates.
The observer also needs measurements uem, vem, wem, rem provided by the dead reckoning units.
û, v̂, ŵ, r̂ represent the observed values of ue, ve, we, re. eu, ev, ew, er represent the observation
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error. The observer outputs are the velocity estimation ûc, v̂c, ŵc and the cable disturbing force
Fcablex, Fcabley, Fcablez.

Tx Ty Tz TzF F F M em em em mu v w r

u v w re e e e

u v w r

c c c cablex cabley cablezu v w F F F

Figure 8. Observer structure.

Different types of sensors are installed on the ROV, such as the gyroscope, three-axis accelerometer,
compass, Doppler velocity log, and the baseline system. Considering the equipment cost and the
installation space, the number of sensors installed on ROV is limited. Some information cannot be
obtained with sensors, such as the flow rate and the cable disturbing force. The nonlinear observer
uses the measurable information to estimate the unknown state variables without any increase in the
peripheral sensor equipment, and improves the overall performance of the system effectively.

An ROV always has a bilateral symmetrical structure, and its rolling and pitching motion velocities
are small. Therefore, the influence of the rolling and pitching motion terms is often ignored. For the
convenience of discussion, the ROV model can be simplified into a 4-DOF expression as follows:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

.
ur =

1
m−X .

u

[
(m−Y .

v)vrr + Xuur + Xu|u|ur|ur|+ (FTx + Fbcablex)
]

.
vr =

1
m−Y.

v

[
−(m− X .

u)urr + Yvvr + Yv|v|vr|vr|+
(

FTy + Fbcabley

)]
.

wr =
1

m−Z .
w

[
Zwwr + Zw|w||wr|wr + (W − B + FTz + Fbcablez)

]
.
r = 1

Izz−N.
r

[
(Y .

v − X .
u)urvr + Nrr + Nr|r|r|r|+ (MTz + Mbcablez)

] (41)

The motion function can be written as follows:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

.
X = ur cos ψ− vr sin ψ + uc.
Y = ur sin ψ + vr cos ψ + vc.

Z = wr + wc.
ψ = r

(42)

The current model can be expressed as follows:⎧⎪⎨⎪⎩
.
uc = −μcxuc + ωcx
.
vc = −μcxvc + ωcy
.

wc = −μcxwc + ωcz

(43)

where μcx, μcy, μcz > 0, ωcx, ωcy, ωcz are the white noise with a mean value of zero. (41)–(43) express the
4-DOF model. Next, a reasonable state observer is designed to observe the unmeasurable parameters
with sensors such as uc, vc, wc.

For linear systems, the observer theory is almost complete and mature. Research on the nonlinear
system state observer began in the 1970s, and various types of nonlinear observers have been developed
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and applied to different fields since then. In 1974, Utkin proposed a sliding mode observer using
a switch function, which is often used in sliding mode control [33]. Its advantage is that when
the nonlinear term and the disturbance of the system are bounded, it exhibits good robustness.
This observer has invariance for the disturbance and uncertain factors when the matching conditions
are satisfied. In view of the above advantages, sliding mode observers have been widely used
and studied.

As the exact mathematical model of an ROV is difficult to build and will be affected by the external
disturbance, the sliding mode observer is considerably suitable for such a system. Therefore, (41)–(43)
can be rewritten as follows: { .

χ = f (χ) + BFT + Bσ

η = Jχ
(44)

The observation function is as follows:

y = η −ω (45)

where ω represents the measurement noise. χ = [ur, vr, wr, r, uc, vc, wc]
T , η = [

.
X,

.
Y,

.
Z,

.
ψ]

T
,

FT represents the control input, and σ represents the sum of the model error and the external
disturbance. Further, σ is assumed to be bounded, that is, ‖σ‖ ≤ β1.

A nonlinear observer is designed as follows:⎧⎪⎨⎪⎩
.
χ̂ = f (χ̂) + BFT + Lỹ + Γ

η̂ = Jχ̂

ŷ = η̂

(46)

where ỹ = y − ŷ, Γ = ρsgn(ỹ) is the switching compensation term, ρ ≥ β1. The switching
compensation term is used to represent the effects of the system modeling error and the external
disturbance to enhance the robustness of the observer.

Taking (44) and (45) minus (46), and e = χ− χ̂, η̃ = η− η̂, we obtain the following error functions:⎧⎪⎨⎪⎩
.
e = f (χ)− f (χ̂) + Bσ− Lỹ− Γ

η̃ = Je
ỹ = η̃ −ω = Je−ω

(47)

Then:
.
e = f (χ)− f (χ̂) + Bσ− LJe + Lω− Γ (48)

Let ‖Lω‖ ≤ β2, as e ≈ 0; then, f (χ)− f (χ̂) can be expressed as follows:

f (χ)− f (χ̂) = Ae + Δ(e) (49)

where Ae represents the linear part and Δ(e) represents the nonlinear part. Assuming ‖Δ(e)‖ ≤ β3

and substituting (49) into (48) yields the following equation:

.
e = Ae + Δ(e) + Bσ− LJe− Γ + Lω

= (A− LJ)e− Γ + Δ(e) + Bσ + Lω

= A0e− Γ + Δ(e) + Bσ + ω1

(50)

where ω1 = Lω, A0 = A− LJ, and (50) is the differential equation of the observed error.
The following assumptions are put forward:

(1) If (A, J) is observable, then there exists L making A0 stable.
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(2) There exists a positive definite symmetric matrix P and a positive definite matrix Q, satisfying
Lyapunov’s equation as follows:

AT
0 P + PA0 = −Q (51)

The stability of the nonlinear observer as shown in (49) is proven as follows:
Let Lyapunov’s function V(e) = eT Pe; then,

.
V =

.
eT Pe + eT P

.
e

= (A0e− Γ + Δ(e) + Bσ + ω1)
T Pe + eT P(A0e− Γ + Δ(e) + Bσ + ω1)

= eT(AT
0 P + PA0)e + 2eT P(Δ(e) + Bσ + ω1 − Γ)

= −eTQe + 2eT P(Δ(e) + Bσ + ω1 − ρsgn(ỹ))

(52)

Let λmin(Q) and λmax(P) be the minimum characteristic root of Q and the maximum characteristic
root of P, respectively; then,

.
V ≤ −λmin(Q)‖e‖2 + 2‖e‖λmax(P)(β1 + β2 + β3 + ρ) (53)

As
.

V ≤ 0 and ‖e‖ ≥ 0,
‖e‖ ≥ Re (54)

where Re = 2 λmax(P)
λmin(Q)

(β1 + β2 + β3 + ρ). Therefore, when (54) exists, the observer is stable and the
observation error decreases gradually until it enters the spherical domain with a radius of Re centered
on the origin in an n-dimensional space. After entering the spherical domain, the state estimation error
reduces to a certain degree and oscillates, meeting the following condition:

‖e‖ ≤ Re (55)

From (55), we infer that the observer error is uniformly bounded. To reduce the observer error,
when given P, Q, β2, β3, an effective method is to model the disturbing force and the disturbance
compensation to reduce β1. Even though the disturbance model cannot fully represent the actual
disturbance, it can effectively reduce the upper bound of the observation error and considerably
weaken the chatter of the observer.

5.2. Cable Disturbance Force Simplified Model

To improve the precision of the observer, there are usually two methods. One is to improve the
structure of the observer and design an optimization algorithm and an adaptive method to improve
the robustness of the observer. The advantage of this method is that the algorithm robustness for the
parameter perturbation can be proven in theory for a particular system. However, its limitation is that
it is difficult to find a universal observer satisfying the requirements of different systems.

The other method is to model the unknown disturbing force. Modeling the disturbing force
can reflect the main factors of the disturbing force and make the feedforward compensation for
the observer, thus reducing the upper bound of the unknown disturbance force and improving the
precision of the observation. The advantage of this approach is that it is applicable to any observer for
performance improvement.

The observer state variables are χ = [ur, vr, wr, r, uc, vc]
T , and the observer formula can be

expressed as follows: ⎧⎪⎨⎪⎩
.
χ̂ = f (χ̂) + B

(
FT + J−1Fcable(χ̂)

)
+ Lỹ + Γ

η̂ = Cχ̂

ŷ = η̂

(56)
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6. Results and Discussion

6.1. Simulation of Cable Disturbing Force

The spatial changing rule of the cable disturbing force is analyzed and discussed, and a simplified
model of the cable disturbing force is attempted for use in the design of the observer to reduce the
influence of the cable disturbing force on the observer.

In the numerical calculation model, the cable disturbing force is calculated using the lumped
mass method iteratively and is regarded as the true value of the cable force in a real circumstance.
A simplified model of the cable disturbing force also needs to be built for the observer as the disturbing
compensation. The cable disturbing force is generated by the relative motion of the cable in the water
and is influenced by various parameters, such as the current velocity, displacement and velocity
boundary conditions of the cable ends, cable length, and the cable material properties.

The simulation results are given below for different operating conditions, and the simplified
model structure of the cable disturbing force is discussed.

Case one: The top end and the bottom end of cable are static at the initial time; the top end
coordinates of the cable are (0 m, 0 m, 0 m), and the bottom end coordinates of the cable are (0 m, 0 m,
100 m). Further, the current velocity is (uc, 0 m/s, 0 m/s). Tension results under different conditions of
cable length and working depth are shown in Table 3.

Table 3. Tension on the ROV at the end of the cable under different conditions.

Cable Length (m) Working Depth (m) uc (m/s) Fcablex (N) Fcabley (N) Fcablez (N)

120 100

0 0 0 0
−0.25 −55.45 0 −45.58
−0.3 −79.44 0 −68.01
−0.5 −220.21 0 −190.68
−0.75 −495.29 0 −428.54
−1 −880.45 0 −761.07
−1.25 −1375.20 0 −1186.70
−1.5 −1979.45 0 −1704.94

150 100

0 0 0 0
−0.25 −44.96 0 −19.66
−0.5 −179.66 0 −82.12
−0.75 −404.16 0 −184.76
−1 −719.00 0 −329.74
−1.25 −1123.27 0 −514.93
−1.5 −1617.16 0 −740.76

150 125

0 0 0 0
−0.25 −68.47 0 −58.53
−0.5 −275.12 0 −237.54
−0.75 −619.05 0 −535.34
−1 −1100.30 0 −950.30
−1.25 −1718.30 0 −1480.80
−1.5 −2472.94 0 −2125.86

Case two: The top end of the cable is static with the coordinates (0 m, 0 m, 0 m), and the bottom
end of the cable moves with the absolute velocity (u, 0 m/s, 0 m/s); the relative current velocity is (ur,
0 m/s, 0 m/s), and the current velocity is (uc, 0 m/s, 0 m/s). Tension results under different relative
velocity conditions are shown in Table 4.
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Table 4. Tension on the ROV under different relative velocity conditions.

Cable Length (m) Working Depth (m) uc (m/s) ur (m/s) u (m/s) Fcablex (N) Fcablez (N)

150 100

−1.5 1.5 0 −1617 −741
−1.5 1.6 0.1 −1731 −790
−1.5 1.8 0.3 −1970 −895
−1.5 2 0.5 −2230 −1000
−1.5 2.2 0.7 −2500 −1125
−1.5 2.4 0.9 −2800 −1250

It can be seen that when the top end of the cable is static and the bottom end moves, the tension
components Fcablex and Fcablez at the end of the cable on the ROV have a linear relationship with the
relative velocity with respect to the current, and have the opposite direction of the relative velocity.

To conclude, the tension at the end of the cable on the ROV is a complex function of the relative
velocity to the current, displacement, and velocity boundary conditions of the cable ends, the cable
length, and so on. When the cable length is 150 m and the top end of the cable is static, the expressions
of the cable terminal tension versus the relative velocity and the spatial position under the typical
velocity conditions can be expressed as follows.

When the current velocity is (−1.5 m/s, 0 m/s, 0 m/s), the top end of the cable is static with the
coordinates (0 m, 0 m, 0 m) and the bottom end of the cable or the ROV moves. The ROV often swims
against the current in the water, and the lateral and vertical velocities are relative small. Therefore,
the effect of the longitudinal velocity on the cable tension is mainly considered here. The tension
components at the bottom end of the cable to the ROV can be expressed as follows:

Fcablex = 366− 1308ure +
[
−0.3381X− 0.0164Y2 − 0.025(Z− 100)2 − 3.1634(Z− 100)

]
× 9

Fcabley = −0.9126Y× 9

Fcablez = 114− 564ure +
[
−0.0076X2 + 0.5277X− 0.0125Y2 − 0.077(Z− 100)2 − 3.6955(Z− 100)

]
× 9

(57)
where ure is the relative current velocity component along the x direction in earth coordinates,
ure = ue − uc. Further, ue is the absolute velocity in earth coordinates and uc is the current velocity.
Equation (57) is mainly used for estimating the disturbance compensation in the observer.

The tension components at the end of the cable Fcablex, Fcablex, Fcablez are obtained in the earth
coordinate system. The cable tension in the body-fixed coordinate system of the ROV can be obtained
with a coordinate transformation.

6.2. Observer Simulation under Ideal Condition without Cable Disturbing Force

The state variables adopt q = [ur, vr, wr, r, uc, vc]
T , the observer variables adopt η = [

.
X,

.
Y,

.
Z,

.
ψ]

T
,

and the observer parameters adopt L = diag{5, 5, 5, 5, 5}, ρ = diag{0.5, 0.5, 0.5, 5, 5}. When there is no
cable disturbing force, σ is zero in (44). The parameters of the slowly varying current flow field model
are μcx = 1, μcy = 1. ωcx and ωcy are composed of the Gaussian white noise signal and the step signal.
The amplitudes of the step signals are −0.4 and −0.3, respectively, and the power spectrum density
of the white noise is 10−5. The current velocity generated by (43) is regarded as the true value of the
current velocity, and the current velocity averages (−0.4 m/s, −0.3 m/s, 0 m/s). The effects of the
measurement noise are ignored, and the propeller thrust acting on the ROV is FT = (2000N, 500N, 0N).
The simulation time is 100 s, and the simulation step size is 0.001 s.

From the above figures, we can infer that if the effect of the sensor noise is not considered, when the
system model does not have the current velocity and the cable disturbing force, the observer can rapidly
track the observation state variables, including the ROV’s position, attitude angle, velocity, and current
velocity (Figures 9–11). The tracking error is small, as the velocity observation error is less than 0.02 m/s,
and the displacement observation error is less than 0.03 m (Figure 12). This shows that the designed
state observer has good observation performance without divergence in the ideal circumstance.
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6.3. Observer Simulation under Conditions of Cable Disturbing Force without Compensation

To observe the effects of the cable disturbing force on the performance of the observer, the cable
force is considered in the ideal ROV model. The cable disturbing force mentioned above is generated
by using the lumped parameter method, regarded as the true value in practical environments.
The parameters adopted by the lumped parameter method are presented in Table 2. The observer
simulation is conducted under the conditions of a cable disturbing force without the disturbance
compensation and depends only on the observer’s own robustness. The parameters of the observer
remain unchanged. The effects of the measurement noise are ignored. The current velocity averages
(−0.5 m/s, 0 m/s, 0 m/s), and the propeller thrust acting on the ROV is FT = (2000N, 0N, 0N).
The simulation time is 50 s, and the simulation step size is 0.001 s. The simulation results are
presented below.

As can be seen from the observation results, the observation errors of the current velocity and
the relative velocity of the ROV increase obviously (Figure 13). Although the observer has certain
robustness, the added cable disturbing force (Figure 14) affects the accuracy of the observation
(Figures 15 and 16). Therefore, when there exist external disturbances in the model or the actual
system, the external disturbance has a considerable influence on the observation accuracy, and part of
the observation information may possibly exhibit a divergence trend.

 
(a) (b) 

Figure 9. Observed results of current velocity: (a) current velocity in the X direction of earth-fixed
frame; (b) current velocity in the Y direction of earth-fixed frame.

 
(a) (b) 

Figure 10. Observed results of relative velocity: (a) relative velocity of ROV in the x direction of
body-fixed frame; (b) relative velocity of the ROV in the y direction of body-fixed frame.

52



Appl. Sci. 2018, 8, 867

 
(a) (b) 

 
(c) (d) 

ψ

Figure 11. Observed results of position and heading of ROV: (a) X; (b) Y; (c) heading; (d) trajectory of
ROV in the XY plane.

  
(a) (b) 

 
(c) 

Figure 12. Observed errors of velocity and position: (a) velocity error; (b) position error; (c) angular
velocity error.
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(a) (b) 

Figure 13. Observed result of velocity: (a) current velocity in the X direction; (b) relative velocity of
ROV in the x direction.

 
(a) (b) 

Figure 14. Cable disturbing force (LPM): (a) cable force in the X direction; (b) cable force in the
Z direction.

  
(a) (b) 

Figure 15. Observed result of ROV position: (a) X; (b) Z.
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(a) (b) 

Figure 16. Observed error of velocity and position: (a) velocity error; (b) position error.

6.4. Observer Simulation under Conditions of Cable Disturbing Force with Compensation

To observe the effects of the cable disturbing force compensation on the performance of the
observer, the cable force is considered in the ideal ROV model. The cable disturbing force mentioned
above is generated by using the lumped parameter method, regarded as the true value in practical
environments. The initial cable shape in the vertical plane is shown in Figure 17. The observer
simulation is conducted under the conditions of a cable disturbing force with disturbance compensation.
The parameters of the observer remain unchanged, L = diag{5, 5, 5, 5, 5}, ρ = diag{0.5, 0.5, 0.5, 5, 5}.
The effects of the measurement noise are ignored. The current velocity averages (−0.5 m/s, 0 m/s,
0 m/s). The simulation time is 100 s, and the simulation step size is 0.001 s.

Figure 17. Initial cable shape in the vertical plane.

When the propeller thrust acting on the ROV is FT = (2000N, 0N, 0N), the following simulation
results are obtained.

The simulation results show that when the longitudinal thrust acts on the ROV system,
the observation accuracy of state variables ur, wr, uc is improved considerably by the addition of
the cable disturbing force compensation to the observer model compared with the observations
without compensation (Figures 18 and 19). The absolute value of the velocity observation error
decreases from 0.05 m/s to 0.01 m/s, and the vertical displacement observation error becomes 0.12 m
after 100 s (Figure 20), which is acceptable. The cable disturbing force error between the observed
value and the true value is small, and the observed result can accurately reflect the variation in the
disturbance force (Figure 21).
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(a) (b) 

Figure 18. Observed result of velocity: (a) current velocity in the X direction; (b) relative velocity of
ROV in the x direction.

 
(a) (b) 

Figure 19. Observed result of ROV position: (a) position in the X direction; (b) position in the
Z direction.

 
(a) (b) 

Figure 20. Observed error of velocity and position: (a) velocity error; (b) position error.
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(a) (b) 

Figure 21. Cable disturbing force (LPM): (a) cable force in the X direction; (b) cable force in the
Z direction.

It is concluded that as the existence of the disturbing force deteriorates the observer performance,
modeling the disturbance force and compensating for the observer is an effective method to increase
the accuracy of the observer without modifying its parameters, although disturbing force modeling
cannot fully characterize the cable disturbing force.

When the ROV’s resultant thrust is FT = (3000N, 0N, 0N), the simulation results are as follows.
When the ROV’s vertical thrust increases from 2000 N to 3000 N, the observation results of the

state variables ur, wr, uc are still effective and have a high observation precision (Figures 22 and 23).
The absolute value of the velocity observation error converges within 0.01 m/s (Figure 24). The vertical
displacement observation error is relatively large, mainly because the vertical component error between
the observed value and the true value of the cable disturbing force is relatively large, of which the
relative error is around 10% (Figure 25). It is illustrated that the established simplified model of the
cable disturbing force can accurately reflect the change in the disturbing force at different velocities,
which is effective and universal.

  
(a) (b) 

Figure 22. Observed result of velocity: (a) current velocity in the X direction; (b) relative velocity of
ROV in the x direction.
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(a) (b) 

Figure 23. Observed result of ROV position: (a) position in the X direction; (b) position in the
Z direction.

 
(a) (b) 

Figure 24. Observed error of velocity and position: (a) velocity error; (b) position error.

  
(a) (b) 

Figure 25. Cable disturbing force: (a) cable force in the X direction; (b) cable force in the Z direction.

7. Conclusions

A nonlinear observer for the ROV was investigated, and a 4-DOF nonlinear sliding state observer
was designed in this study. A 6-DOF dynamic model was set up under the condition of ocean current.

58



Appl. Sci. 2018, 8, 867

The lumped mass method was adopted for the dynamic simulation of the umbilical cable and verified
by a comparison with the experimental data. A coupling dynamic model of the ROV and the umbilical
cable was established. Further, a 4-DOF nonlinear sliding mode observer for the ROV system was
set up, and the ocean current model and the simplified flexible cable disturbance force model were
established. The convergence and the stability of the observer were proven, and the applicability
and the performance of the observer were verified by simulation under different working conditions.
Unmeasured states such as the velocity state, current velocity, and cable disturbance were observed
with the designed observers. We concluded that establishing a simplified disturbance model that
could effectively estimate the actual disturbing force, and adopting the disturbing force compensation
method effectively improved the observation precision and reduced the chattering of the observer
outputs; doing so can also provide a basis and a reference for the design and application of other
tethered ROV systems.
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Abstract: Load carriage is a key risk factor for Muscular Skeletal Disorders (MSDs). As one
way to decrease such injuries, some exoskeletons have been developed for regular load carriage.
We examined the ergonomic potential of an augmentation exoskeleton. Nine subjects completed eight
trials of carrying tasks, using four loading levels (0, 15, 30, and 45 kg) and two carrying conditions
(with and without the exoskeleton). Electromyography (EMG) and the extended NASA-TLX rating
scales were investigated and analyzed by linear mixed modeling and two-way ANOVA methods.
Noraxon MR3.8, SPSS19.0, and MATLAB R2014b software were adapted. The results show that most
of the muscle mean activities increased significantly (p < 0.05) with exoskeleton assistance. However,
the interactive effects illustrate a decreasing trend with increase of load level. The mean discomfort
rating scale values were generally higher, but subjects generally preferred using the exoskeleton
in heavier loading tasks. The exoskeleton can effectively augment the performance of humans in
heavy load carriage. The main reasons for higher muscle activity are from inflexible structures and
inharmonious human–robot interactions. In order to decrease the MSD risks and increase comfort,
optimal human–robot control strategies and adaptable kinematic design should be improved.

Keywords: exoskeleton; load carriage; muscle activities; human–robot interaction; discomfort

1. Introduction

Regular load carriages are criteria risk factors for Muscular Skeletal Disorders (MSDs) in hikers,
backpackers, and soldiers [1,2]. The prevalence of MSDs is significantly related to the weight and
mode of carrying a backpack among the load carrying population [3]. For military populations, high
injury rates and high stress fracture rates have been associated with load carriage [1]. Knapik reported
that while carrying heavy loads, 79 out of 335 infantry soldiers suffered from marching-related injuries
in one road march [4].

Various preventive measures have been proposed for decreasing load carriage-related MSDs,
such as mechanical aids like cranes [5]. However, with the development of new technologies,
some potentially preventive strategies have emerged. One of these could be the use of wearable
exoskeletons [6–8]. A wearable exoskeleton is defined as an active mechanical device, which is “worn”
by an operator and fits closely to their body and works in concert with the operator’s movements [9].
These newly developed exoskeletons proved to some extent helpful in decreasing the feeling of burden
of the operators. Some positive study results reported the benefits of specific exoskeletons in reducing
the internal muscle forces in corresponding body regions [8] and reducing high physical demands in
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standing status [10]. These exoskeletons have been designed to make load carriage easier by providing
a parallel load path to the ground. These research results represent remarkable achievements in the
field of load carrying magnitudes. However, the mean metabolic consumption and muscle force of
human beings significantly increased despite the assistance of an exoskeleton [11]. This situation
might be caused by kinematic misalignments between the complex human body structure and the
simplified exoskeleton, since the augmentation devices were designed to adapt to the movement of
human beings and to be “worn” by an operator. The design features determined that the augmentation
devices could not self-stablilize and would start work in concert with the operator when they form
a closed system [12]. Therefore, load carriage processes with an augmentation exoskeleton resulted
in more load on human beings because of the adaptability to the movement of the human beings.
The incompatibilities might actually increase the risks of muscular skeletal injuries, disorders, and
discomforts as well. These potential problems are enormous challenges because they are influenced
by some serious factors. For example, there are compromises to mobility, agility, and cognitive and
physical performance in the human–exoskeleton interaction system with exoskeleton assistance, which
may arise from aligning the exoskeleton to biological joints of human beings, the inertia compensation
of the exoskeleton system [13], and adaptable control strategies of human–robot interactions. Therefore,
in human–exoskeleton interaction processes, human beings have to spend energy and power to start,
overcome hindrances, and stabilize the whole system. This might cause added load and fatigue.

Recently, a new series of studies reported a kind of elastic multi-joint soft exosuit which can help
to decrease 7.3 ± 5.0% of the metabolic power during carriage of a load equivalent to 30% human body
mass. However, the lower limbs’ electromyography (EMG) activity reduction in the experiment was
not significantly different (p < 0.05). The small benefits have no clear effect on stress fractures and risk
of sustaining injuries from heavy load carriage [8,14]. The soft exosuit needs no aligning to the human
joints and overcomes most defects of the rigid exoskeletons. However, the device only augments the
power of the operators’ muscles and less is considered about the skeleton of the human beings and the
injuries and MSDs which may happen in conditions of heavier loads and longer time of carriage.

Both of the above mentioned augmentation exoskeletons may form new kinds of risks of
increasing Musculoskeletal Disorders and discomfort. To the authors’ knowledge, however, there
is still a lack of a readily available exoskeleton device for heavy load carriage to reduce muscular
discomfort and the risk of MSDs. Most experiment studies were focused on oxygen consumption and
muscle activity, with no further consideration to the discomfort, muscle activity patterns, and risk
factors of MSDs [11].

Actual and virtual experiments in assessing the performance of the exoskeletons have already
been undertaken [15,16]. In order to investigate the ergonomic performance of the augmentation
exoskeleton developed by Southwest Jiaotong University, the effects on subjective discomfort and
objective leg muscle activity are studied by a series of actual load carrying tasks. We investigated
the subjective performance based on an extended questionnaire for discomfort and all six indices of
the NASA TLX rating scale. We measured the surface electromyography signal of the knee extensor
and ankle planter flexor to study the muscle activity patterns in the with-EXO condition. The results
should display the ergonomic potentials of the augmentation exoskeleton. At the same time, the results
might inspire kinematic design choices and optimal human–robot control strategies for exoskeletons
in improving the usability and ergonomic comfort and decreasing the MSDs risk factors from the
exoskeleton itself.

2. Materials and Methods

2.1. Subjects and Prototypes

In this study, nine healthy male participants (years: 25 ± 8; body mass: 71 ± 12.4 kg; height:
176 ± 10 cm) volunteered to take part in the study. None of the participants reported muscular-skeletal
disorders in the previous three months. All subjects gave their informed consent for inclusion before

62



Appl. Sci. 2018, 8, 2638

they participated in the study. The study was conducted in accordance with the Declaration of Helsinki,
and the protocol was reviewed and approved by the Ethics Committee of the Southwest Jiaotong
University (approval number 2017_001).

A powered augmentation exoskeleton prototype, which was developed by the Southwest Jiaotong
University, was used (as shown in Figure 1). The exoskeleton was described in detail by F.Liu and
M.K.Zhang et al. [17,18]. The experimental prototype is the third generation prototype. Its mechanical
structures consist of a backpack and two powered legs which power the knee joints via two hydraulic
actuating cylinders. Using the servo valve to realize the servo-control for displacement of the hydraulic
cylinder, the feedback Proportion-Integral-Derivative (PID) control law of the hydraulic cylinder
displacement was designed to carry out force-assisted demands in a portable system under changing
conditions of different weights and different poses. Each link could be adjusted to suit for the length
of the human extremities. Additionally, the whole exoskeleton could be adjusted to suit human
dimensions ranging from 165–185 cm, covering 95% of the anthropometry population. Each leg
has 6 degrees of freedom (DOFs): three hip joint DOFs, one knee joint DOF, and two ankle joint
DOFs. The backpack is connected to the human trunk by shoulder girdles and a flexible waist
bandage. The lower exoskeleton links are connected to the thighs by flexible bandages. Additionally,
the operator’s feet are put into the exoskeleton shoes.

Figure 1. The argumentation exoskeleton prototype for load carriage experiments.

The exoskeleton is composed of rigid parts, two hydraulic cylinders, and some damping
components, which are implanted in the exoskeleton to reduce vibration impacts. The Rigid–Flexible
Coupling System has intrinsic compliance due to damping parts which allow for, and passively
counteract, deviations from a target position in a safe way. Subjects were strapped to the exoskeleton
by flexible, adaptable bandages, allowing free movement at the human joints [17].

The whole system control strategy was a kind of combination of position control and ZMP
(zero moment point) control. The control scheme was shown in Figure 2. There are five different
control strategies corresponding to five walking modes: level walking, level running, climbing slope,
ladder walking, and standing. In order to study the basic muscle activities and subjective discomfort,
we selected the level walking control mode to mimic free treadmill walking while carrying a load.
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Figure 2. The overall control scheme.

2.2. Testing Procedures

Subjects completed two groups of contrast tasks, carrying 0 kg, 15 kg, 30 kg, and 45 kg weight in
each group of trials, with and without the exoskeleton prototypes. All subjects had recently completed
about 30 min basic training on the treadmill, walking with the exoskeleton and without loads in
order to familiarize them with the device. Each participant performed 3 trials of 8 min walking
in succession with 2 min rest between the trials. The training section had been carried out a week
before the formal experiment. All volunteers were healthy and without muscular-skeletal injuries
or disorders. We started with the group of trials without the exoskeleton, followed by the group of
tasks with exoskeleton; the order of the two groups (with and without exoskeleton) within the tasks
was assigned and based on a Latin square approach. The order of presentation of the load conditions
was randomly assigned and based on a Latin square approach, as shown in Figure 3b. In order to
keep the consistency of the trials, the subjects completed all of the trials with the help of the treadmill
handlebars in case of falling down when carrying heavier loads. All sessions were performed in
a laboratory at a constant ambient temperature of 22 ◦C.

(a) (b) 

Figure 3. Process of the experiments. (a) Testing procedure: the orange square block means 6–8 min
walking trial and the blue rectangle means 5 min rest; (b) the Latin square arrangement: the capital
letters A, B, C, and D are used to represent the load level 0 kg, 15 kg, 30 kg, and 45 kg separately.

Prior to testing, the exoskeleton was adjusted for each participant, ensuring that an acceptable
fit was achieved, as determined independently by an exoskeleton engineer. The criteria was to keep
the exoskeleton links fitting the length of the shank and thigh of each subject, as measured by a ruler
and the engineer’s experience. Each volunteer then completed a total of 6–8 min warm-up with
the exoskeleton. According to the completed training session, the volunteers become familiar with
carrying each load while wearing the exoskeleton whilst walking on the treadmill at 1 m/s (3.6 km/h).
Participants walked on the treadmill for 6 min in each trial at a speed of 3.6 km/h. At the beginning of
the fourth minute of trial, 30 s data of human kinematics and muscle activity was collected; the signals
used for controlling the exoskeleton were collected as well. It concerns about 12 walking cycles.
After each trial was completed, all load components were removed and the volunteer was allowed
approximately 5 min to rest between trials.
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After each test section, the participants were asked to rate a subjective questionnaire on a visual
rating scale form. They marked their rating on seven linear rating scales that ranged from 0 (low) to
100 (high) points, as shown in Figure 4.

Figure 4. The extended NASA-TLX rating scales [19].

2.3. Measurements

The Noraxon Desktop DTS 8-channel wireless electromyography (EMG) system (Noraxon Ltd.,
Scottsdale, AZ, USA) was used in combination with bi-polar Al/AgCl surface electrodes. EMG data
were recorded through analysis software MR 3.8 (Noraxon Ltd., USA) at a sample rate of 2000 Hz.
EMG data of seven muscles on the right leg was recorded. The seven muscles are rectus femoris (RF),
vastus medialis (VM), vastus lateralis (VL), semitendinosus (ST), biceps femoris (BF), gastrocnemius
lateralis (GL), and peroneus longus (PL). Maximal voluntary contraction values (MVC) were also
recorded. The MVC was realized by Isometric contraction. The participants sat in a self-contained chair
designed by the Isomed2000 testing system. Knee joint angles of 105◦ and 150◦ were selected. Subjects
performed a 6 s maximal voluntary contraction. The bi-polar surface electrodes were located in the
positions shown in Figure 5, which complied with SENIAM recommendations (http://www.seniam.
org). Raw EMG signals were first filtered using a notch filter (50 Hz) to reduce effects of alternating
current. Then a band-pass (10–500 Hz) was used to reduce potential effects of transitional adjustments.
The integration was expressed as a percentage of the peak voltage of the MVCs. In each of these
trials, EMG root mean square (RMS) values were obtained. Similar processing was done for raw EMG
values obtained during reference contractions. Mean RMS values obtained during the task were then
normalized (nRMS) to the corresponding reference RMS values.

 

Figure 5. The body parts and points where the bi-polar surface electrodes were located.
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An extended NASA TLX rating scale is used to record the discomfort of the size indices [19]. After
each subject complete the eight trials, the TLX rating scales were acquired.

2.4. Subjective Performance and Discomfort

The rating scale is an extended NASA TLX questionnaire with an extra scale of discomfort,
as introduced by Hart and Stavenland. The discomfort index and the six standard indices were defined
as the following [17]:

(1) Discomfort (C): How comfortable was the appointed loading during walking?
(2) Mental Demand (MD): How mentally demanding was the task?
(3) Physical Demand (PD): How physically demanding was the task?
(4) Temporal Demand (TD): How hurried was the pace of the task?
(5) Performance (OP): How successful were you in accomplishing the task?
(6) Effort (EF): How hard did you have to work to accomplish the task?
(7) Frustration (FR): How insecure, discouraged, irritated, stressed, and annoyed were you?

After all eight trials, the weighting factors for the standard rating scales were acquired for each
subject by pair-wise comparison and computed into an overall set of group weights. At the same time,
the subjects would be asked by the experimenter which body part experienced the most discomfort in
the trials.

2.5. Data Analysis

Linear mixed modeling analyses were applied to explain differences in mean EMG activity over
time by the factored type of walking (“with- or without-EXO”) and load carriage (four-level factor
“loading”). Differences in average EMG activation, subjective performance between the two walking
types, and four loading tasks were therefore analyzed using a two-way ANOVA for repeated measures
with independent factors for the exoskeleton (with or without) and loading (four-level factor “loading”).
To evaluate the effects of the exoskeleton in the EMG gait patterns, unilateral gait pattern differences
in two types of walking, four-level loading, and two-level factor intervals (stance and swing) were
analyzed. A paired sample t-test was carried out for the loading tasks.

After carefully inspecting data, the Kolmogorov-Smirnov and Shapiro-Wilk test were performed.
The NASA-TXL rating scores were not normally distributed. Differences between the two walking
conditions (with or without exoskeleton) during the loading tasks were analyzed using Wilcoxon
signed rank tests (i.e., using participants as their own controls). Significance was accepted at p < 0.05
and all statistical analyses were performed using SPSS (IBM SPSS Statistics 19.0).

3. Results

The experimental results should be presented and briefly discussed in the following order:
(1) Overall Stance and Swing durations, with- or without-Exo load carriage. (2) Overall gait pattern and
characteristics, with- or without-EXO load carriage through a case study. (3) For the two independent
variables, load and with- or without-Exo, the mean and maximum muscle activities from EMG data
will be presented for the knee extensors (RF, VM, VL), knee flexors (ST, BF), and ankle planter flexors
(PL, GL). (4) The two-way ANOVA interaction effects of load × with- or without-EXO are presented.
(5) The NASA-TXL discomfort and standard subjective performance.

3.1. The Overall Stance and Swing Duration for with- or without-Exo Carriage Condition

As shown in Figure 6, the investigation of the stance and swing duration shows that the stance
duration was prolonged with increased loading in the without-Exo condition. And in the with-Exo
condition, the stance and swing durations were almost the same. However, the statistic results
illustrated that there were no significant difference (p > 0.05) between with-Exo and without-Exo
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condition. The reason for the increase of the stance phase with the EXO might be the trigger time of
the EXO since the exoskeleton must be started by human beings.

0 kg 15 kg 30 kg 45 kg
0

10

20

30

40

50

60

70

D
ur

at
io

n 
tim

e 
%

 Stance
 Swing

Load

Without-exo Stance/Swing duration

 
0 kg 15 kg 30 kg 45 kg

0

10

20

30

40

50

60

Load

With-exo Stance/Swing duration

D
ur

at
io

n 
tim

e 
%

 Stance
 Swing

 

(a) (b) 

Figure 6. Comparison of gait phase stance and swing duration time. (a) without-Exo; (b) with-Exo.

3.2. Unilateral Gait Report of with-Exo and without-Exo in a 45 kg Load Carriage Trial

The unilateral gait report is a kind of time normalized gait cycle EMG pattern which can show
the typical muscle activity characteristics and coordination of muscle groups during a walking
trial. With appropriate test standardization, the averaged EMG pattern of gait cycles in a trial is
highly reproducible. The averaged gait cycle data could be used to analyze the overall patterns and
characteristics of the muscle activity within one gait cycle. It could be also used to compare the
muscle activations under loaded (stance) and unloaded (swing) gait phases between with-Exo and
without-Exo trials in the same load carriage condition.

The exoskeleton prototype was designed to augment human beings’ performance of heavy
load carriage. Therefore, a comprehensive case study was carried out on the heaviest load carriage
condition, which was 45 kg load level, in order to access the loading performance of the exoskeleton
prototype. The comparison was carried out between the conventional 45 kg carriage walking trials
and exoskeleton-assisted 45 kg carriage walking trials.

The results are shown in Figure 7. Under the 45 kg carriage, the overall patterns and characteristics
of the muscle activities were almost the same for the both with- or without-Exo load carriage conditions.
In the loaded (stance) stage, the averaged activity of exoskeleton augmenting conditions were a little bit
lower than the ones for conventional load walking conditions, except for the planter flexor PL. However,
in the unloaded (swing) conditions, the curves’ trends were almost contrary to the loaded (stance)
phase. This situation complied with the poor adaptability and impedance effect from inertia. However,
the load carriage performance was good. Considering the standard deviations, the conventional load
carriage gait graphs are smoother than the assistive ones, as shown in Figure 7b,c.
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Figure 7. Time normalized EMG gait patterns for the measured right leg muscle groups during
with-Exo and without-Exo walking in the case of 45 kg load carriage.

3.3. Mean Muscle Activity

As shown in Table 1, in the conventional carriage, the mean muscle activity of knee extensors
RF, VM, and VL increased almost linearly with increasing of loads. The R2 were 0.917, 0.992, and
0.991, respectively. However, there was no obvious change for knee flexor BF and ST. Additionally, the
R2 were 0.829 and 0.562, respectively. Relating to the load level, the changes of the planter flexor PL
is linear.

Table 1. Mean Muscle Activities During 0 kg, 15 kg, 30 kg, and 45 kg Load Levels Without the
Exoskeleton. (Note: The determination coefficient R2 and the statistics F of Fischer used to confirm the
linearity in whole cases are shown. The bold and italic style indicates linearity.)

Muscles
Load (Mean Activities)

F R2 p
0 kg 15 kg 30 kg 45 kg

RF 7.315 8.265 11.16 16 22.15 0.917 0.042
VM 10.02 13.95 18.5 23.9 393.00 0.992 0.003
VL 18.65 22.25 28.15 33.3 233.17 0.991 0.004
BF 4.45 4.35 4.94 5.215 9.71 0.829 0.09
ST 6.61 4.755 5.41 4.645 2.56 0.562 0.25
PL 7.675 8.935 10.28 14.4 19.24 0.906 0.048
GL 5.045 4.155 5.535 7.49 3.51 0.637 0.20

However, in Table 2, the with-Exo conditions, RF, VM, and VL activities are not increasing with
load level, as shown in Table 2. Some muscle’s mean activities even decrease with heavier load
level, such as the knee extensor muscles RF and VM. The PL muscle activities are far higher than the
other muscles.
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Table 2. Mean Muscle Activities During 0 kg, 15 kg, 30 kg, and 45 kg Load Levels With the Exoskeleton.
(Note: The determination coefficient R2 and the statistics F of Fischer used to confirm the linearity in
whole cases are shown. The bold and italic style indicates linearity.).

Muscles
Load (Mean Activities)

F R2 p
EXO + 0 EXO + 15 EXO + 30 EXO + 45

RF 16.35 23.15 25.8 24.35 4.17 0.68 0.17
VM 19.2 18.15 21.45 26.2 6.68 0.77 0.12
VL 26.1 20.45 22.4 22.2 0.78 0.28 0.47
BF 4.81 6.28 6.57 8.285 32.40 0.94 0.03
ST 4.39 4.94 7.96 8.81 24.12 0.92 0.04
PL 22.8 31.5 53.75 65.5 72.34 0.97 0.014
GL 10.75 11.915 10.81 12.76 1.54 0.43 0.34

Most of the muscles’ mean activities increased when using the assistive exoskeletons, especially in
the planter flexor PL (p < 0.001), as shown in Figure 8. As far as knee flexors BF and ST were concerned,
although the mean activities are higher than the conventional condition, there were no obvious change
to the muscle activities with increasing loads. According to the experiment, it could be concluded
that the flex process was seriously affected by the exoskeleton. For the plantar flexor muscles PL and
GL, much more activity was needed when using the EXO, especially for PL. It may be caused by the
exoskeleton self-weight and adaptability.
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Figure 8. Normalized averaged muscle activities of with-Exo and without-Exo load carriage walking.

3.4. Main and Two-Way ANOVA Interaction Effects of with or without * Load Level of EMG Values

A summary of ANOVA for the effects of load (L) with- or without-Exo (W) for nRMS values
of nEMG data are given in Table 3. The two-way ANOVA method was used in the calculations.
Significant changes of the load main effects in nRMS are found for almost all the measured muscles
(p < 0.05), except for the muscle BF (p > 0.05). nRMS values greatly increased over load levels in the
knee extensors RF, VM, and VL (p < 0.001). The main effects of with- or without-EXO are significantly
different for almost all the muscles (p < 0.05), except for the muscle VM (p > 0.05). Load * with or
without interaction effects were significant in some muscles such as RF, PL, and GL (p < 0.05).

The main and interactive effects could also be seen from plots of Figure 9. Although the overall
characteristic is that the mean nRMS from the exoskeleton assisted load walking was higher than those
from the conventional load walking, almost all the rates of nRMS that increased during the exoskeleton
assisted load walking slowed down with the increasing of load level. Even in some muscles the rates
are decreasing with the increase of the load level, such as muscles BF, ST, and GL. Especially for the
loaded muscle VM, when the load level is over 30 kg, the exoskeleton augmentation potential appears.
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Table 3. Summary of Two-Way ANOVA Results for the Main and Interaction Effects of With or Without
and Load Final EMG Values. W × L stands for with or without and load interaction. F means F test
value. Lower-case p means statistical significance and the significant differences were bolded.

Muscles
With- or Without-EXO

(Main Effects)
F (p)

Load Level
(Main Effects)

F (p)

W × L
(Interaction Effects)

F (p)

RF 6.418 (p = 0.017) 26.124 (p = 0.000) 3.356 (p = 0.04)
VM 0.058 (p = 0.810) 16.320 (p = 0.000) 0.734 (p = 0.427)
VL 6.373 (p = 0.017) 19.836 (p = 0.000) 1.185 (p = 0.312)
BF 22.653 (p = 0.000) 1.407 (p = 0.250) 2.472 (p = 0.078)
ST 12.637 (p = 0.001) 5.240 (p = 0.005) 2.767 (p = 0.062)
PL 15.496 (p = 0.000) 6.728 (p = 0.005) 4.158 (p = 0.031)
GL 21.391 (p = 0.000) 9.287 (p = 0.000) 6.729 (p = 0.003)
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Figure 9. With-Exo or without-Exo and four loading levels effects on initial values of normalized RMS
(nRMS) for (a) the right knee extensors (RF, VM, VL); (b) for the right knee flexors (BF, ST); (c) the
right plantar flexors (PL, GL). The star (*) indicates the significant difference (p < 0.001) between two
related factors.

3.5. The Discomfort Index and Six Indices of NASA-TXL Rating Scales

For the subjective performance, the two primary independent factors were still: (1) without-EXO
and with-EXO carrying condition and (2) the four loading levels. The dependent experiment variables
were: (1) the discomfort rating C and (2) the group weighted ratings of the NASA TLX scales (MD,
PD, TD, OP, EF, FR). Because there were just nine investigated samples, the data abnormality was
tested by boxplot. The Shapiro-Wilk method was used to test the data normality. A Levene variance
homogeneity test was used. The results indicated that there were no abnormal data. The residual
errors were normal (p > 0.05).

According to the literature [19], this experiment is a kind of Continuous SINGLE-axis MANUAL
task. Considering the fact that the TLX index was developed for significantly more complex tasks, the
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combined numeric value of the TLX is too coarse to be sensitive to the relatively small variations in the
task elements. Therefore, the effect of “with or without” variation on the individual mean discomfort
rating scales is shown in Figure 10a. Additionally, the individual mean MD, PD, TD, OP, EF, and FR
rating scales are shown in Figure 10b. It is noticed that in the conventional load carriage, the workload
demands for all effort required and the extended discomfort C for 0 kg level were defined as “1”. With
increasing load level, the subjective discomfort increased linearly and significantly in the conventional
carriage, while in the exoskeleton assisted carriage condition, the discomfort increased much slower.
Similar trends for the standard six rating scales could also be observed in Figure 10b.
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Figure 10. (a) The subjective discomfort performance. (b) The comparisons of mean rating value plots
of the six workload factors.

3.6. The Weighting Factor and the Results

The mean group weighting factors of the two carriage conditions were determined for the NASA
TLX rating scales after the experiment, as shown in Figure 11. The results of the paired t-test illustrate
that the MD and PD weights are significantly different in the two carriage conditions. The MD weight
in the with-EXO condition is significantly higher (p = 0.037) than the one which is in the conventional
carriage. It means the assistive exoskeleton increases the mental demand of the subjects. According
to the experiment process, the reason may be the subjects have to stabilize the human–robot system
not only by providing force and torque, but by providing mental control strategies. As far as PD was
concerned, the PD weight in the with-EXO condition is significantly lower (p = 0.005) than the one
in the conventional carriage. It means the assistive exoskeleton successfully shared the loadings in
the experiment process. There were no significant differences for the weighting factors TD, OP, and
EF. For the weighting factor FR, it indicated that subjects were more insecure, discouraged, irritated,
stressed, and annoyed with exoskeleton assisted loading walking. This indicates a poor ergonomic
user interface for the exoskeleton.

According to the comparison of weight factors, the discomfort C, mental demand MD, physical
demand PD, and frustration FR were selected into the two-way ANOVA analysis. The results are
shown in Table 4. Although there is no interaction effect in the statistical results of Discomfort, Mental
Demand, and Physical Demand with carrying condition and load level, the ordinal interactions existed
in the interaction plot, as shown in Figure 12. In reality, soldiers often carry loads over 55 kg. If the
load level was increased, a disordinal interaction may have appeared. The with- or without-EXO
main effects on the three workload factors were significantly different (p < 0.0001). The load level
main effects on the Physical Demand were significantly different (p < 0.0001), and also on Discomfort
and Mental Demand. The “with or without” main effects were pair-wise compared. The unweight
marginal mean values were 31.208 ± 5.502, p < 0.0001. The with-Exo discomfort level was higher
21.438 (95%CI is from 20.890–42.328) than the without-Exo.
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Figure 11. The comparison of weight factors between without-exo and with-exo walking conditions.

Table 4. Summary of Two-Way ANOVA Results for the Main and Interaction Effects on the Discomfort,
Mental Demand and Physical Demand. (Note: The significant differences were indicated as bold and
italic style. F means F test value. Lower-case p indicates statistical significance.)

NASA-TLX Rating
Scale Values

With- or Without-EXO
(Main Effects)

F (p)

Load Levels (L)
(Main Effects)

F (p)

W × L
(Interaction Effects)

F (p)

Discomfort 32.177 (<0.0001) 5.764 (<0.05) 1.288 (=0.292)
Mental Demand 14.513 (<0.0001) 4.030 (<0.05) 0.570 (=0.638)

Physical Demand 20.006 (<0.0001) 15.008(<0.0001) 1.564 (=0.213)
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Figure 12. The interaction trend plot of with-Exo or without-Exo × load level.

4. Discussion

Regular load carriage often happens in specific situations, such as for soldiers, school children,
hikers, and assembly line workers. It was one of the most frequent risk factors for MSDs which
have been confirmed by EU-OSHA. Although a few exoskeletons have been developed to decrease
the loading effects on the human body, there is still lacking evidence that these assistive devices
allow human beings to move or walk freely or make carriage-loaded MSDs decrease. In this
study, one exoskeleton prototype was examined as a potential ergonomic device for application
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in regular loading tasks. Some advices should be provided to improve the ergonomic performance
and human–robot interaction performance so as to decrease carriage-loaded MSDs.

A few assistive exoskeletons for the lower extremities are already commercially available. Some
have been introduced into rehabilitation centers, industry assembly lines, and military training [20–22].
Some measures and analyses on the metabolic effects, muscle activities, and human gait patterns have
been carried out on the related exoskeletons [11,23,24]. This study remains one of the first to quantify
muscle activities for which the exoskeletons are not specifically designed to decrease the metabolic
cost. In particular, this investigation aims to quantify muscle amplitude and activities that result from
performing four levels of load carriage walking on a treadmill, with and without an exoskeleton. At the
same time, this study examined the subjective performance of the exoskeleton using the extended
NASA-TLX questionnaire.

Most research has examined muscle activities of the lower limb, comparing the mean and
peak amplitude from free treadmill walking to exoskeleton treadmill walking, and have reported
a significant increase in muscle activity with the exoskeleton [24]. Few studies have reported decreased
muscle activity when using an exoskeleton [25]. It is important to note that the existing augmenting
exoskeletons have reported no decrease in muscle activity and oxygen consumption [11,20]. However,
this is not to say the assistive exoskeletons pose no use to human beings. It is reported that any
real metabolic advantage imparted by the EXO may be dependent on the magnitude of the load
carried, such that the metabolic energy cost per unit of mass becomes lower than non-EXO assisted
load carriage only when heavy loads (greater than 50% of body mass) are carried by the device [11].
The results of this study are consistence with the former mentioned results. As shown in Figure 9,
the interaction of the Load level × with or without-EXO should happen with increasing of load level.

When comparing the load level main effects on muscle activity, it is illustrated that the structure
of the effects are different for the with- and without-Exo walking conditions. By looking further into
the research results, we can see in the loaded (stance) gait stage, muscle activities decrease with same
load level for the with-Exo walking condition. However, in the unloaded (swing) gait stage, the
muscle activities increase. This result suggests that the assistive exoskeleton could effectively share
the load with human beings. However, exoskeleton weight and adaptability are not yet good enough.
The structure design and control strategy should be reconsidered from an ergonomic point of view to
improve the agility, ease of push-off, and adaptability of human–robot systems, or the assistive devices
could form a new risk factor for MSDs from loaded carriage.

Loading of the lower limb is increased when carrying load. Therefore, a longer ground contact
time would increase the amount of time the limb is subjected to increased loading. This may result in
increased loading of lower limb structures, such as increased metatarsal compression [24]. Alternatively,
a longer ground contact time may be a protective mechanism to lower the rate of loading on the internal
structures in order to reduce the potential negative effects of increased load magnitude. It is therefore
unclear whether a longer ground contact time is associated with the development of injury, or if it is
a mechanism to minimize the risk of injury. Therefore, interventions for increasing muscular strength
and endurance of the plantar flexor and knee extensor muscles may be beneficial [2].

EMG data indicated increased ankle plantar, flexor, and knee extensor muscle activity whilst
carrying load, in support of the hypotheses. The use of the exoskeleton most significantly increased
max and mean muscle activities in the ankle plantar flexor PL in loaded carriage. A significant increase
in muscle activation also happened for the knee extensor and hip flexor RF, and the knee flexor and
hip extensor ST. However, these significant differences could not be found for the other four pair-wise
comparisons (VL, VM, BF, and GL).

The very high rates of PL (peroneus longus) muscle activity which were observed may have been
the result of a greater contribution of the plantar flexor muscles while knee extensor moments were
reduced. Plantar flexor muscle activation has previously been associated with both tibia and metatarsal
stress fractures [26]. The suggested interventions to reduce fatigability of the plantar flexor muscles
during load carriage activity should be considered, since there is no activation in the exoskeleton ankle
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joint. Furthermore, the observed significant increases in PL muscle activity which appeared in the
exoskeleton assisted load carriage is more likely a result of the loose fastening, rigidity, and inertia
of the exoskeleton shoes. Therefore, the structure of exoskeleton shoes and the human–robot shoe
interface should be redesigned.

In the early stance, the quadriceps muscles act to control knee flexion, while the plantar flexors act
at the end of stance to contribute to push-off [27]. In theory, carrying heavier loads is more demanding
on the knee joint musculature than that of the ankle. Therefore, the exoskeleton prototype is designed
to be activated only in the knee joints. However, the increased GL and PL muscle activity suggests
a greater plantar flexor force production is required for push-off when carrying a load of 45 kg,
as shown in Figure 4. The activation of the ankle joints is significant.

It is clear from the results that load level has a strong influence on the subject’s discomfort.
The exoskeleton itself also seriously affects the subject’s discomfort. However, during the trials with
assistance of the exoskeleton, the subject’s discomfort increased more slowly with increasing load level.
When asked directly, the participants preferred to use the exoskeleton at the heavier load levels of
30 kg and 45 kg. Although no more than a 45 kg load level was tested, ordinal interactions existed
in the interaction plot, as shown in Figure 10. That means if the load level was added, the disordinal
interaction may appear.

Considering the six standard NASA-TLX indices, the load level also has stronger influence on the
subject’s performance metrics than the with- or without-Exo has. However, during the with-EXO load
carriage, the MD weight is higher and PD weight is lower than during the without-EXO load carriage.
This means the exoskeleton increased the mental demand and decreased the physical demand. This
situation is consistent with the experiment experience. The subjects reported they had to pay attention
to the push-off of the swing for the exoskeleton and the stabilization of the overall system. Furthermore,
there existed an interaction force about the lower limb which the subjects had to counteract. This again
verified that the adaptability and human–robot interaction performance have to be improved, or the
extra risk factors for MSDs may arise for the exoskeleton wearers.

In order to actually help the human being in heavy load carriage and decrease muscle activities,
a better ergonomic mechanical structure should be proposed for the tested prototype. Especially for
the ankle or foot parts, power should be supplied and the human–exoskeleton connections should
be reconsidered. At that point, human beings should be included in the control scheme of the
human–exoskeleton system.

5. Conclusions

Although the activities of the knee extensors VM and VL decreased with the help of the powered
exoskeleton under the heaviest carriage level, this study indicated much stronger muscular activities of
most tested muscles when carrying loads using the assistive exoskeleton, especially the planter flexor
PL. These increased muscular responses may result in new muscular skeletal injuries. The subjective
comfort performance was lower than that in the conventional carriage condition. The findings show
that the argumentation exoskeleton can help reduce the burden of the load, while stabilization and
recruitment are severely mentally and physically demanding. This is consistent with the investigation
results of more mental demands and lower physical demands in the NASA-TLX factors. Such
investigations may have important implications related to the construction design and human–robot
control strategies of an augmentation exoskeleton. Some of the results in this article may possibly be
used as empirical data for sensorimotor interactions when walking with different types of exoskeletons.
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Abstract: In this paper, we present a hierarchical path planning framework called SG–RL
(subgoal graphs–reinforcement learning), to plan rational paths for agents maneuvering in continuous
and uncertain environments. By “rational”, we mean (1) efficient path planning to eliminate
first-move lags; (2) collision-free and smooth for agents with kinematic constraints satisfied. SG–RL
works in a two-level manner. At the first level, SG–RL uses a geometric path-planning method,
i.e., Simple Subgoal Graphs (SSG), to efficiently find optimal abstract paths, also called subgoal
sequences. At the second level, SG–RL uses an RL method, i.e., Least-Squares Policy Iteration
(LSPI), to learn near-optimal motion-planning policies which can generate kinematically feasible
and collision-free trajectories between adjacent subgoals. The first advantage of the proposed
method is that SSG can solve the limitations of sparse reward and local minima trap for RL agents;
thus, LSPI can be used to generate paths in complex environments. The second advantage is that,
when the environment changes slightly (i.e., unexpected obstacles appearing), SG–RL does not need
to reconstruct subgoal graphs and replan subgoal sequences using SSGs, since LSPI can deal with
uncertainties by exploiting its generalization ability to handle changes in environments. Simulation
experiments in representative scenarios demonstrate that, compared with existing methods, SG–RL
can work well on large-scale maps with relatively low action-switching frequencies and shorter path
lengths, and SG–RL can deal with small changes in environments. We further demonstrate that the
design of reward functions and the types of training environments are important factors for learning
feasible policies.

Keywords: subgoal graphs; reinforcement learning; hierarchical path planning; uncertain environments;
mobile robots

1. Introduction

In this paper, we focus on the problem of planning rational paths in continuous and uncertain
environments. By “rational”, we mean that, firstly, computational costs, mainly the time consumed,
brought by the planning algorithm must be low enough, so requirements such as avoiding
first-move lags and providing human users with an excellent experience can be met; secondly,
resultant paths must be collision-free and smooth, and thus, feasible to follow given kinematic
constraints. One typical application of this problem lies with agents who maneuver in time-sensitive
scenarios (e.g., service robots working in the real world and Non-Player Characters (NPCs) engaging
movement tasks in video games). Briefly, application fields such as robotics and video games strongly
require time-saving path-planning methods which can quickly generate realistic paths.

The problem of path planning is extensively researched in the literature [1–6]. A* on grid maps [6]
is regarded as a fundamental and standard path-planning algorithm based on search. It is complete
and optimal, which means A* can find an optimal path if there is at least one from the start point
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to the goal point. There are at least two shortcomings of A* on grid maps: (1) path symmetry [3],
i.e., the existence of symmetrical paths forces A* to generate same states multiple times along different
paths, which consumes more time; (2) cell-wise expansion, i.e., since successors of a cell which are
expanded are just its adjacent cells, this short-ranged expansion brings about a huge open list and
a large number of operations. These two problems cause many unnecessary cell generations and
expansions, and, as a result, A* is so slow that it cannot meet the first requirement for rational paths.

To overcome the above disadvantages, methods for map abstraction attract many researchers’
attention. Subgoal graphs (SG) [5] is an archetypical map-abstraction-based algorithm, whose
preprocessing stage is responsible for building subgoal graphs. Similar to visibility graphs, its
simple version—SSG—places subgoals at the corners of obstacles. SSG links cells, between which
a reachability relationship called direct-h-reachability is satisfied, and all symmetrical paths are
traversable. Then, over subgoal graphs, A* is used to obtain the abstract path. Finally, depth-first
search is safely utilized to refine it into a ground-level path. As a result, A* on subgoal graphs works
far better than that on grids and satisfies the first requirement mentioned above. As for the second
requirement, however, the optimal ground-level path is constrained to grid edges (i.e., the heading
changes are artificially constrained to specific angles) [7], which causes sharp turns in the generated
paths, and cannot meet kinematic constrains. Moreover, it is time-consuming for SG to deal with
changing environments by reconstructing subgoal graphs.

To plan kinematically feasible paths, interpolating curve planners [8] construct and insert a new
set of data within the range of a previously known set. For example, in Reference [9], hypocycloidal
curves were used to smooth sharp turns, which can maintain a safe clearance in relation to the
obstacles. However, when unexpected obstacles often appear in the detection range of robots, these
kinds of planners need to recalculate a new path frequently, causing more time consumption. It is
also difficult for sampling-based planners, such as Probabilistic Roadmaps (PRM) [10] and rapidly
exploring Random Trees (RRT) [11], to deal with unexpected obstacles. Furthermore, the generated
paths are random and suboptimal.

To deal with uncertain environments and improve the path quality, Reinforcement Learning (RL)
can be used to learn near-optimal policies to find paths in the real world under certain constrains. RL is
learning what to do—how to map situations to actions—to maximize a numerical reward signal [12].
Specifically, RL is an agent that interacts with the environment, and learns an optimal policy by trial
and error [13]. RL emerged as a practical method for robot control [14] and was successfully applied to
solve complex robot manipulation problems [15] and learn complex skills like playing Go [16] and
Atari games [17]. There are two categories of RL (i.e., model-based RL and model-free RL). Since we
cannot provide complete models of uncertain environments for RL, model-free RL is more suitable
for our scenarios. However, RL cannot be used directly to plan paths in complex environments
due to two limitations: (1) sparse reward, i.e., reward is sparsely distributed in large state spaces,
causing difficulties for learning feasible policies; (2) local minima trap, i.e., RL agent may be trapped in
local minima, like goals on the other side of box canyons.

In this paper, to overcome the abovementioned limitations of SG and RL methods, we present a
hierarchical path planning framework, called SG–RL, to integrate the geometric path-planning method
(i.e., SG) and the ground-level motion planning method (i.e., RL), which can plan rational paths in
uncertain and continuous environments. SG–RL solves this path-planning problem in a two-phase
manner. The first phase is a global abstract path-planning phase that focuses on the first requirement
for rational paths. The second phase is a feasible trajectory-planning phase that focuses on the second
requirement. In the first phase, SG–RL uses SSG to find global abstract paths, also called subgoal
sequences, from start points to goal points with high computational efficiency. In the second phase,
considering kinematic constraints, SG–RL uses an RL method, i.e., Least-Squares Policy Iteration
(LSPI) [18], to learn near-optimal motion-planning policies which can generate kinematically feasible
and collision-free trajectories between adjacent subgoals.
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Compared with RL methods, SG–RL can use SSG to plan paths more efficiently so as to eliminate
first-move lags, and owing to the direct-h-reachability of adjacent subgoals, SG–RL can support RL
agents to realize long-range navigation on complex maps by overcoming sparse reward and local
minima trap. Then, compared with SG methods, SG–RL can use LSPI to generate smooth paths that
follow kinematic equations and preserve G1 continuity [9], and due to the generalizability of LSPI,
SG–RL can deal with small changes (i.e., unexpected obstacles) over maps.

The rest of this paper is organized as follows: Section 2 discusses some related work on
path-planning methods based on A*, RL, and hierarchical path planning. Section 3 presents the
hierarchical path-planning approach based on SG and RL. In Section 4, the performance of the proposed
approach is evaluated by simulation experiments. Finally, this paper is concluded in Section 5.

2. Related Work

In this section, studies of three kinds of methods (i.e., path-planning methods based on A*, RL,
and hierarchical path planning) in the path-planning field are introduced.

2.1. Path-Planning Methods Based on A*

Hart, Nilsson, and Raphael jointly proposed the A* algorithm, which is a widely used best-first
search algorithm and can search an optimal path over grid maps [6]. A* plays an important role in areas
that do not require real-time response. However, with many real-time applications getting prevalent in
fields such as real-time strategy games and robotics, A* faces severe challenges (e.g., searching in large
scale and dynamic environments). A* tends to scale poorly as it must compute complete and optimal
paths for agents before agents can move, which brings the first-move lag problem. In brief, A* on
grid maps has two mentioned weaknesses (i.e., path symmetry and cell-wise expansion). These two
weaknesses cause a huge search space and unnecessary cell generations, which renders A* very slow.

To solve these problems, some recent studies focusing on map representations were proposed.
Such kinds of studies mainly construct particular map representations via abstracting topological
structures and key information of original maps to reduce the search space. Jump point search (JPS) [2]
proposed by Harabor and Grastien uses the canonical ordering method to solve the path symmetry
problem and identifies jump points over grid maps to reduce the search space. Then, the optimal
canonical path is searched among jump points. However, in JPS, jump points do not really “jump”
to one another; instead, they just “roll” between jump points, namely to check cells one by one
online. To increase the search speed between jump points, JPS+ [3] builds jump-point maps via
preprocessing. Since the distance information regarding adjacent jump points exists in the jump-point
map, the path between jump points can be directly found. There is another kind of method named
Contraction Hierarchy (CH) [4] that can search over grid maps faster than JPS+ [19], due to its
distinctive preprocessing. The preprocessing of CH involves the contraction of one node at a time out
of the graph and adds shortcut edges to the remaining graph. However, CH costs more preprocessing
time and memory space than JPS+. SSG [5], proposed by Tansel Uras and Sven Koenig, constructs
subgoal graphs by identifying subgoals and checking direct-h-reachability in the preprocessing stage.
Compared with the original map, the subgoal graph abstracts the information of key points, so as to
reduce the search space. The direct-h-reachability ensures that any shortest paths between adjacent
subgoals are not blocked by obstacles, allowing the path symmetry problem can be solved. To reduce
the size of subgoal graphs, the two-level subgoal graphs method [5] relaxes connection conditions
between subgoals and adds a subgoal-pruning strategy. To further increase the search speed, the n-level
subgoal graphs approach [20] was proposed. These above path-planning methods based on A* can
meet the first requirement of rational paths. However, these methods cannot solve the ground-level
motion-planning problem under certain constraints and cannot deal with changes of environments.
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2.2. Reinforcement Learning

In the field of ground-level motion planning, RL recently gained prevalence for systems with
unknown dynamics [14]. Q-learning and Sarsa [12] can be useful for dealing with discrete state spaces.
For example, Mihai Duguleana et al. [21] combined Q-learning with the artificial neural network for
solving the problem of autonomous movement of robots in environments that contain both static and
dynamic obstacles. However, in large or continuous state spaces, the abovementioned tabular RL
methods are inefficient or impractical for applications. Function approximation methods that estimate
value function can be used to tackle this problem [22]. There are many function approximators,
such as artificial neural networks, decision trees, linear basis functions, and so on. In this paper,
we focus on linear-basis-function approximators. The least-squares temporal-difference learning
(LSTD) algorithm [23] proposed by Bradtke and Barto, an ideal method for prediction problems,
uses linear basis functions to approximate the value function of a fixed policy. Though LSTD has many
good properties like data efficiency and fast convergence, it cannot be straightforwardly used to learn
good control policies. To solve this problem, the LSPI [18] algorithm proposed by Lagoudakis and
Ronald introduces LSTDQ, an algorithm similar to LSTD that learns approximate state-action value
functions of fixed policies. LSPI adds LSTDQ into the approximate policy-iteration structure, allowing
it to get an optimal policy quickly by combining the policy-search efficiency of policy iteration with the
data efficiency of LSTDQ. Due to its generalizability, LSPI can handle changes in environments. In this
paper, we choose LSPI as the RL method. However, RL cannot be used directly in path planning in
complex environments due to two limitations: (1) sparse reward; and (2) local minima trap.

2.3. Hierarchical Path Planning

To overcome limitations of path-planning methods based on A* and ground-level motion-planning
methods, hierarchical path-planning approaches are widely researched in the literature [24–28].
In Reference [24], a two-level-based, goal-driven architecture is used to solve mobile robot navigation
in real life with vision systems and infrared sensors. In Reference [25], a two-stage path-planning
algorithm uses a variant of A* search to obtain a kinematically feasible trajectory in the first
stage and improves the quality of the solution via numeric non-linear optimization in the second
stage, for an autonomous vehicle operating in an unknown semi-structured (or unstructured)
environment where obstacles are detected online by a robot’s sensors. In Reference [26], to guarantee
the consistency between high and low levels of planning, Cowlagi and Tsiotras proposed a
hierarchical motion-planning framework with a novel mode of interaction between the geometric
path planner and the vehicle trajectory planner. In Reference [27], a novel hierarchical global
path-planning approach for mobile robots in a cluttered environment with multi-objectives was
proposed. This approach has a three-level structure which combines triangular decomposition,
Dijkstra’s algorithm, and a proposed particle swarm optimization called constrained multi-objective
particle swarm optimization. In Reference [28], to find an optimal maneuver that moves a car-like
vehicle between two configurations in minimum time, a two-phase algorithm firstly solves a
geometric optimization problem and then finds the optimal maneuver with system dynamics and its
constraints satisfied.

In this paper, to overcome the abovementioned disadvantages of SSG and LSPI, we designed a
suitable hierarchical framework to combine a global abstract path planner based on SSG with a feasible
trajectory planner based on LSPI, which can improve the computational efficiency of hierarchical
path-planning methods by optimizing the relationship between high and low levels of planning.

3. Materials and Methods

In this section, the problem description and the tracked robot used in the simulation experiments
are briefly introduced in the first subsection. Next, the architecture of the proposed hierarchical
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path-planning method—SG–RL—is presented. Then, the SG-based global abstract path planner and
the LSPI-based feasible trajectory planner are described in detail.

3.1. Problem Description

The path-planning problem investigated in this paper can be stated as follows: in continuous and
uncertain environments, the problem is to plan rational paths for tracked robots from a start position
to a goal position.

In this paper, we used the Cartesian coordinate system. The schematic diagram of the tracked robot
is shown in Figure 1. The position state of the tracked robot in this paper is defined as s = (xr, yr, θ)

by the global coordinate related to the map, where xr and yr are the tracked robot’s abscissa and
vertical coordinates, respectively, and θ is the angle between the forward orientation of the tracked
robot and abscissa axis. We equipped six ultrasonic sensors at the front of the tracked robot to perceive
the external environment. The detection angle of each ultrasonic sensor was 30 degrees. The max
detection distance of each sensor was Dmax. The tracked robot was driven by the left and right tracks.
The kinematic equations of the tracked robot were⎛⎜⎝
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where R is the radius of the driving wheels in the tracks, ωl and ωr are the angular velocity of left
tracks and right tracks (rad·s−1), respectively, and lB is the distance between left tracks and right tracks.

Figure 1. Schematic diagram of the tracked robot.

3.2. The Architecture of the Proposed Algorithm

As mentioned above, we decomposed the complex path-planning problems into two phases: the
first for the global abstract path planning and the second for the feasible trajectory planning. In the
first phase, we used SSG to find global abstract paths with low computation costs. In the second phase,
we chose LSPI as the RL method. Then, a feasible trajectory planner based on LSPI took subgoals,
which are cells of abstract paths, as input, and planned collision-free trajectories between subgoals
with kinematic constraints satisfied. Moreover, there were online stages and offline stages in both
phases. Figure 2 shows an overview of this approach.
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Figure 2. Subgoal graphs–reinforcement learning (SG–RL) flowchart.

The main task of the first phase was providing subgoal sequences which began with the start
point and ended with the goal point. During the offline stage, firstly, considering sizes of robots and
user-defined safety distance, we added alert areas into original maps based on the distance map to plan
safe and feasible paths. Then, we used SSG to construct subgoal graphs from modified maps by placing
subgoals at the corners of obstacles and adding edges between related subgoals. During the online
stage, we could use A* to search global abstract paths over the subgoal graph. It was not necessary
to obtain the optimal ground-level paths between subgoals and assemble them into a complete one.
Since basic search methods can hardly generate smooth and feasible solutions, SG–RL passes the task
to the RL phase.

The main task of the second phase was planning feasible trajectories between subgoals. During the
offline stage, firstly, this task can be divided into two sub-tasks which involve approaching subgoals
with kinematic constraints and avoiding initially known or unknown obstacles. By analyzing the key
information abstracted from sub-tasks, two Markov Decision Processes (MDPs), which were built
separately, formally describe an environment for the RL method, LSPI. Next, according to MDPs,
we collected samples arbitrarily from training environments which were smaller than test environments.
Then, by carefully tuning parameters, LSPI could train feasible trajectory planners for robots. During
the online stage, taking subgoal sequences and local sensor data as input, trajectory planners could
choose the best action to generate collision-free and kinematically feasible paths. Note that LSPI uses
the original map as the working environment, since alert areas were built by us, and the robot cannot
recognize alert areas from local sensor data.

The first strength of SG–RL is that the excellent performance of SSG can be fully utilized, and some
limitations of applying LSPI to plan paths in complex environments can be solved by SSG. (1) SSG
uses A* to efficiently plan subgoal sequences over subgoal graphs constructed based on maps with
alert areas, which can eliminate first-move lags. (2) SG–RL does not select subgoals from the optimal
geometrical path according to certain standards [24]; however, it utilizes the intermediate, the abstract
path regarded as subgoal sequences, which greatly increases the speed of providing subgoal sequences.
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Subgoals are placed at the exit of the local minima area, and the adjacent subgoals are direct-h-reachable,
which ensures that all symmetrical paths between them are traversable, so as to eliminate the local
minima trap for LSPI. (3) SG–RL uses SSG to generate subgoal sequences that are the input of LSPI.
Since the distance between adjacent subgoals is shorter than the distance between the start and goal
point, the reward distribution becomes relatively dense, which solves the limitation of sparse reward
for LSPI. In conclusion, SSG used in SG–RL not only meets the first requirement of rational paths,
but also overcomes the two abovementioned limitations of LSPI.

The second strength is that, based on optimal abstract paths over discretized grid maps, LSPI can
train near-optimal feasible trajectory-planning policies which can plan collision-free and smooth
continuous paths, following kinematic equations. Owing to linear-basis-function approximators,
policies can take continuous state spaces as input to deal with continuous environments. Consequently,
SG–RL satisfies the second demand for rational paths.

The third strength is that the SG–RL method can quickly adapt to uncertain environments via the
generalizability of LSPI. When the map changes slightly, SG needs to reconstruct all subgoal graphs and
replan paths. The constructed subgoal graphs cannot be directly applied to changing environments.
Until now, there is no research regarding locally reconstructing subgoal graphs. Therefore, SG–RL
uses the generalizability of LSPI to deal with small changes in environments based on original subgoal
sequences without reconstructing subgoal graphs.

In conclusion, SG–RL not only makes good use of outstanding advantages of SG and RL, but also
overcomes each limitation, allowing it to plan rational paths in continuous and uncertain environments.

3.3. The SG-Based Global Abstract Path Planner

Figure 3 shows the offline work concerning building alert areas and constructing subgoals.
Since paths found by SSG over the original map are close to obstacles, they are not safe for robots to
follow. To tackle this problem, we added alert areas into original-map-based distance maps.

  
(a) (b) 

Figure 3. Cont.
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(c) (d) 

Figure 3. (a)This is the original map. (b) The Euclidean distance map. Black represents occupied cells.
The brightness of cells increases with distance. (c) The map with alert areas. The light-yellow cells
denote the alert areas. (d) The subgoal graph. The light-blue cells represent subgoals, and the red lines
signify the direct-h-reachability of adjacent subgoals.

During the phase of building alert areas, the dynamic brushfire algorithm [29] was used to build
the Euclidean distance map (Figure 3b) based on the original map (Figure 3a). Then, the map with alert
areas was constructed based on the Euclidean distance map. The size of alert areas was determined by
the sizes of the robot and user-defined safety distance. One distinctive advantage of using a distance
map to build alert areas is that one distance map can be used to construct various sizes of alert areas.

Then, we used the SG algorithm to find abstract paths on maps with alert areas and provide
subgoal sequences for the feasible trajectory planner. There are three kinds of SG algorithm,
namely simple, two-level, and n-level subgoal graphs [5,20]. We chose SSG as the method at this
phase because, in SSG, all symmetrical paths between adjacent subgoals are not blocked by obstacles,
which can provide better subgoal sequences for the trajectory planner.

First of all, in Reference [5], there are some key definitions.
Heuristic h(s, s′) is the octile distance between cells s and s′.

Definition 1. An unblocked cellsis a subgoal iff there are two perpendicular cardinal directions c1 and c2 such
that s + c1 + c2 is blocked and s + c1 and s + c2 are not blocked.

Definition 2. Two cellssand s′ are h-reachable iff there is a path of length h(s, s′) between them. Two h-reachable
cells are safe-h-reachable iff all shortest paths between them are not blocked by obstacles. Two h-reachable cells s
and s′ are direct-h-reachable iff none of the shortest paths between them contains a subgoal s′′ /∈ {s, s′}.

Definition 3. A subgoal graphGS = (VS, ES) is an undirected graph where VS is the set of subgoals and ES
is the set of edges connecting direct-h-reachable subgoals. The lengths of edges are the octile distances between
subgoals they connect.

In SSG, there are two steps to find the shortest paths from a start cell to a goal cell.
The preprocessing stage abstracts subgoal graphs from the underlying grid maps with alert areas,
by identifying subgoals and checking direct-h-reachability. This sparse space representation can
eliminate the path symmetry with the strict reachability check and generate subgoals which are not
close to each other, as successors. As for the online phase, given the start and goal point, it applies a
connect–search–refine approach to return ground-level paths. For our scenarios, the refinement was
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replaced by LSPI to obtain a smooth and collision-free path. Thus, a connect–search method remained,
as shown in Algorithm 1.

Algorithm 1 shows how to find the shortest paths over subgoal graphs. Firstly, the start cell and
the goal cell are regarded as subgoals and are connected to subgoal graphs. Then, A* is used to search
global abstract paths over modified subgoal graphs. As proven in Reference [5], SSG is a complete and
optimal global search algorithm.

In Figure 3d, the grid map with alert areas is 12 × 12. However, the size of VS of the subgoal
graph is 7, and the size of ES is 7. Obviously, the search space of the subgoal graph is smaller
than the grid map’s. Moreover, subgoals are placed at the exit of the box canyon on the left side
of Figure 3d, and adjacent subgoals are direct-h-reachable, which brings greater security for the
trajectory-planning phase.

Algorithm 1 Searching subgoal graphs Pseudo-code of simple subgoal graph (SSG).

function ConnectToGraph(cell s):
if s /∈ VS then

VS = VS ∪ {s};
S← GetDirectHReachable(s);
for all s′ ∈ S do

ES = ES ∪ {(s, s′)};
function FindAbstractPath(cells s, s′):
ConnectToGraph(s)
ConnectToGraph(s′)
Π ← find a shortest path from s to s′ over the modified subgoal graph
return Π;
function FindPath(cells s, s′)
Π ← TryDirectPath(s, s′);
if Π �= nopath then

return Π;
Π ← FindAbstractPath(s, s′);
return Π;

3.4. The LSPI-Based Feasible Trajectory Planner

3.4.1. LSPI Method

LSPI can deal with continuous state spaces and be more data-efficient and time-efficient than
other conventional temporal-different RL methods. Figure 4 shows the overview of the entire LSPI
framework [18]. It is a completely off-policy and offline algorithm, and can use sample sets collected
arbitrarily from the simulation environment or the real world. At the policy evaluation step, it uses the
linear structure to obtain the approximate state-action value function, which is easy to implement and
use. At the policy improvement stage, it obtains greedy policies by maximizing state-action values,
based on approximate value functions. Furthermore, the transparent inner mechanism is beneficial for
users to see how it works and why failures occur.

Theoretically, samples from any policy can be collected arbitrarily. Even during policy iteration,
samples from the current policy can also be collected and added to train policies. LSPI provides great
flexibility for collecting samples, which brings much convenience in practical uses. However, similar to
using samples to approximate linear or nonlinear functions, the sample distribution in the state
space affects the speed and result of approximating. Therefore, when sample sets are of poor quality,
LSPI causes a worse effect via fitting biased distribution based on the data-efficient feature. To solve
these problems, in this paper, we not only used random policies to collect samples, but we also tried
using random environments to collect samples. Details on how samples are collected are given in
Section 4.1.
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Figure 4. The flowchart of least-squares policy iteration. LSTDQ: least-squares temporal-difference
learning for the state-action value function.

The prominent advantage of LSPI is its ability to deal with continuous or large state spaces,
while tabular RL methods (e.g., Q-learning and Sarsa) cannot solve them, since it is impractical and
computationally expensive to use the table structure to store state-action values, (i.e., Computer Go:
10170 states and Helicopter Control: continuous state spaces). The key of LSPI is that, during the policy
evaluation stage, it uses linear architectures to approximate value functions (i.e., uses Q̂π(s, a; ω) to
approximate Qπ(s, a) via linear basis functions with free parameters ω). Qπ(s, a) is the state-action
function under policy π. The design of basis functions is fundamental work in LSPI. It is popular to use
radial basis functions or polynomial basis functions, and we chose polynomial basis functions, since,
compared with radial basis functions, polynomial basis functions have clear structures for designers.
The definition of Q̂π(s, a; ω) is

Q̂π(s, a; ω) =
k

∑
j=1

ϕj(s, a)ωj, (2)

where ωj is the weight parameter, ϕj(s, a) is the fixed basis function that is linearly independent, s is
the state, a is the action, and k is the number of basis functions.

Two kinds of value-function approximation projections (i.e., Bellman residual minimizing
approximation and least-squares fixed-point approximation) are used to approximate value functions.
Because learning the Bellman approximation requires “doubled” samples [18] which are impossibly
collected from the model-free system, we chose the second approximation that is more practical for the
learning task and evaluates the state-action value more accurately.

In the policy-evaluation step, LSTDQ was used to find the solution of least-squares fixed-point
approximation which is equivalent to learning ω. Since the model was unknown, samples were used
to learn ω in an incremental way [18].

Aω = b, (3)

where matrix A and vector b are

At+1 ≈ Ãt+1 = Ãt + ϕ(st, at)
(

ϕ(st, at)− γ ∗ ϕ
(
s′t, π(s′t

))
)T , (4)

bt+1 ≈ b̃t+1 = b̃t + ϕ(st, at)rt, (5)

where γ is the discounted factor, π is the policy function, and rt is the immediate reward.
As seen in the pseudo-code of LSPI [18] in Algorithm 2, during the policy iteration, the same

sample sets are used in every iteration, and the iteration ends until ω is stable. Since sample sets are
important for LSPI, the collected sample sets should cover the entire state-action space as uniformly as
possible to improve the training effect.
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Algorithm 2 Pseudo-code of Least-Squares Policy Iteration (LSPI).

function LSPI(D, k, ϕ, γ, ε, π0)
// D: set of samples (s, a, r, s′)
// k: The number of basis functions
// ϕ: Basis functions
// γ: Discount factor
// ε: Stopping criterion
// ω0: initial weight parameters
Ã← 0
b̃← 0
ω′ ← ω0

Repeat
ω← ω′
for each (s, a, r, s′) ∈ D

Ã← Ã + ϕ(s, a)(ϕ(s, a)− γ ∗ ϕ(s′, π(s′)))T

b̃← b̃ + ϕ(s, a)r
end

ω′ ← Ã
−1

b̃
until (|ω−ω′| < ε)
return ω

3.4.2. Definitions of Subgoal-Approaching (SA) and Obstacle-Avoiding (OA) MDPs

In the feasible-trajectory-planning phase, to increase training efficiency, we decomposed the
problem of finding feasible trajectories between subgoals into two sub-problems—approaching
subgoals and avoiding obstacles. Since LSPI is used to find a solution to discrete-time MDPs
with continuous state spaces, given as a tuple of states, action, rewards, and next states, (s, a, r, s′),
we separately built two MDPs via abstracting key information from the two sub-problems, to formally
describe environments for LSPI. One MDP, named Subgoal-Approaching (SA), describes the process of
approaching subgoals with kinematic constraints satisfied. The other MDP, named Obstacle-Avoiding
(OA), describes the process of preventing collisions with obstacles. Definitions of SA and OA are
described in Table 1. In these two MDPs, we used kinematic equations to update trajectories of the
robot, so that the trajectories could preserve G1 continuity. Figure 5 shows the process of planning
feasible trajectories. At first, we check the sensor data, and then decide which MDP to execute.

Table 1. Definitions of Subgoal-Approaching (SA) and Obstacle-Avoiding (OA) Markov Decision
Processes (MDPs).

Type of MDP SA MDP OA MDP

States (dg, ag) (S1, S2, S3, S4, S5, S6)

Actions
move forward: (0.5, 0.5) move forward: (0.5, 0.5)

turn left: (0.5, 0) turn left: (0.5, 0)
turn right: (0, 0.5) turn right: (0, 0.5)

Reward
+10 if dg < dn Comparative value reward in

Table 4, where P = 0.9−ãg if ãg > 0

1− d̃g − ãg else
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Figure 5. The flowchart of the trajectory planner.

In the SA MDP, state dg denotes the distance between the robot and the goal, state ag denotes the
angle between the robot’s orientation and the direction from the robot heading to the goal, and the
range of ag is [−π, π]. When the goal is on the left side of the robot’s orientation, the value of ag is
positive. Otherwise, the value is negative. There are three actions (i.e., going forward, turning
left, and turning right) that the robot can execute. Each action corresponds to values of ωl and ωr.
For example, the action of going forward is equal to setting ωl and ωr to 0.5. And the action’s execution
is through the use of kinematic equations to calculate the next positions of the robot via inputting
ωl and ωr (i.e., the angular velocity of left and right tracks). The definition of reward plays an important
role in MDP, which is directly related to the training speed and the validity of the resulting policy.
When arriving into the predefined acceptable area of subgoals, the robot gets a +10 scalar reward; dn is
the goal tolerance. If ãg is more than 0, the reward function is −ãg, where ãg is the absolute value of
normalization of ag. Otherwise, the reward function is 1− d̃g − ãg, where d̃g is the normalization of dg.

In the OA MDP, state Si (i ∈ (1, 2, 3 . . . , 6)) denotes the reading of sensor i. The range of Si is
[0, 5]. The first three sensors belong to left-side sensors and the others belong to right-side sensors.
The setting of action is the same as the SA MDP’s. Because of complexities of the obstacle-avoiding
process, in general, it is tempting to add prior experience into reward functions, but it may not improve
the training effect, which is discussed in Section 3.4.3. To explore the effects of adding prior experience
into reward functions, we designed two kinds of reward functions—concise reward and comparative
value reward. The first is a simple reward function (i.e., colliding with obstacles means receiving −4,
otherwise 0). The comparative value reward adds prior experience about the risk of the current state
based on the concise reward, which is shown in Table 2. Smin = min(S1, S2, . . . , S6). Sli (i ∈ (1, 2, 3))
denotes the i-th minimum reading of left-side sensors. Sri (i ∈ (1, 2, 3)) denotes the i-th minimum
reading of right-side sensors. P is a constant value to tune the reward function. Dur denotes the brake
distance for tracked robots. Dsa denotes the ideal safe distance for tracked robots keeping away from
obstacles. These conditions are checked in order, as shown in Table 2. To increase the performance of
learned policies, an action-changing penalty (i.e., when the current action is different from last one,
the agent obtains −0.2) can be combined with abovementioned reward functions, which is verified in
Section 4.2.1.
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Table 2. Comparative value reward in obstacle-avoiding MDP.

Order Conditions Annotation Reward

1 Smin < Dur
The minimum reading of all sensors is
less than the brake distance. −4

2 Smin > Dsa
The minimum reading of all sensors is
greater than the safe distance. +0

3 Smin < Dsa
Sl1 �= Sr1

The minimum reading of all sensors is
less than the safe distance, and the
minimum reading of left-side sensors is
not equal to the right-side sensor’s
minimum reading.

−P ∗
(Dsa −min(Sl1, Sr1))

4 Smin < Dsa
Sl2 �= Sr2

The minimum reading of all sensors is
less than the safe distance, and the
second minimum reading of left-side
sensors is not equal to the right-side
sensor’s second minimum reading.

−P ∗
(Dsa −min(Sl2, Sr2))

5 Smin < Dsa
The minimum reading of all sensors is
less than the safe distance.

−P ∗
(Dsa −min(Sl3, Sr3))

3.4.3. Improvements of Training with LSPI

To make the proposed feasible trajectory planner more efficient, we focused on the factors
described below, including training environments and reward functions.

Firstly, from the view of input of LSPI, one significant element of successful training is whether
sample sets can cover the entire state-action space. It affects the accuracy of the transition probability
function, P : S× A× S→ R. P denotes given current action a, the probability of transferring current
state s to next state s′.

Sample sets depend on two key factors, which are ways of collecting samples, and training
environments. For better sampling, we use not only random policies to ensure that every action is
selected with the same probability, but also random positions to make all kinds of different situations
happen. When starting the new sampling epoch, the goal position and the robot position are set
randomly. We designed two kinds of training environments including simplified office maps and
maps with random obstacles. In maps with random obstacles, various collected sample sets contribute
to learning the transition probability function, which is proven in Section 4.2.2.

Secondly, scalar reward is important for RL methods. In reinforcement learning, there is a reward
hypothesis: realizing goals means the maximization of the expected value of the cumulative sum of
a received scalar signal (called reward). The hypothesis is described as follows: [12]

Gt = Rt+1 + γRt+2 + γ2Rt+3 + · · · = ∑∞
k=0 γkRt+k+1. (6)

It is critical that rewards truly indicate what we want agents to achieve, and generating a reward
signal does not depend on knowledge of how the agent chose correct actions. Therefore, the reward
signal is not the place to impart to the agent prior knowledge about how to achieve the goal state.
When we design the reward function, we should model this function from the brain of intelligent
agents, which can realize what designers desire. If environments are well defined, designing the
reward function is simple, such as winning +1 and losing 0 in chess. However, if environments are
unknown and tasks are complex, it is tempting to add prior experience into reward functions and give
the agent a supplemental reward for completing sub-tasks. The reward signal with well-intentioned
supplemental rewards may lead agents to behave very differently from what is intended, and agents
may end up not achieving the overall goal at all [12]. For example, in OA MDP, the comparative value
reward is a reward with well-intentioned supplemental rewards, which is compared with the concise
reward in Section 4.2.1, to show the effects of prior experience in reward functions.
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4. Results

In this section, firstly, we evaluate the performance of SG–RL on static and dynamic maps. Static
maps are constructed by laser sensor data from robots that are deployed with the Robot Operating
System (ROS). Dynamic maps mean that some uncertainties such as unexpected obstacles appear along
the abstract path. Note that unexpected obstacles mean static obstacles which are not known initially
because of errors from sensors or environment models. Secondly, we evaluate the effect of reward
function and different types of training maps in the obstacle-avoiding MDP. This paper implements
the proposed algorithm based on the source code from http://www2.cs.duke.edu/research/AI/LSPI and
http://movingai.com/GPPC. We run experiments on a 3.4-GHz Intel Core i7-6700 (Intel, Santa Clara, CA,
USA) central processing unit (CPU) with 16 GB of random-access memory (RAM).

In the simulation experiments, we exploited numerical methods (i.e., solved equations in small
steps) to calculate trajectories via kinematic equations. If the step approximates zero, the computed
trajectory (a series of discrete trajectory points) will be equivalent to a continuous trajectory computed
by analytical methods. However, small steps require more computational resources and also slow
down the computation speed. Considering our experiment platform, we chose the step of simulation
time as 0.1 s, which is relatively large in order to achieve higher speed and less memory consumption.

4.1. Performance of the SG–RL Method

SG–RL is a method used to find rational paths from a start position to a goal position,
which decomposes complex path-planning problems into two phases: the first for the global abstract
path planning and the second for the feasible trajectory planning.

In the first phase, we used the SSG method to generate subgoal sequences. The time to find
subgoal sequences, called H-time, is a key assessment indicator, which can evaluate the ability to
eliminate first-move lags. SSG has constrained heading changes, which cannot generate smooth paths
for agents moving in continuous environments. By contrast, the proposed hierarchical method, SG–RL,
has free heading changes. We evaluated its ability to deal with continuous environments by comparing
its path lengths of it with those of SSG.

In the second phase, we used a feasible trajectory planner based on LSPI to find safe paths between
subgoals, and all trajectory segments between subgoals could be linked to obtain complete feasible
trajectories from the start position to the goal position. In the LSPI method, some parameter values
came from Reference [18] and others came from trials. The discounted factor γ was 0.9. Basis function
ϕ was polynomial. In OA MDP, the order of basis function ϕ was 3, and in SA MDP, the order was 4.
The subgoal tolerance was 1.5 and the final goal tolerance was 0.5. The subgoal tolerance was bigger
since subgoals only play auxiliary roles in the trajectory planner. The time interval of action choice
was 0.5 s. The way of collecting samples was to choose actions randomly per second. If robots collided
with obstacles or boundaries, this sampling epoch ended and robots started from random positions.

Action-switching frequency is a significant factor which can evaluate the performance of planned
trajectories. Its definition is the ratio of the sum of the current action that is different from the last
action to all actions. For robots, it cannot be high because of limitations of hardware systems and
network latency. Realizing fast and frequent responses requires more precise chassis gears and more
energy. Meanwhile, in areas with signal interference, network latency is relatively high.

4.1.1. Performance on Static Maps

We evaluated the SG–RL method with four maps described in Figure 6. We trained the robot to
learn to avoid obstacles with LSPI in Figure 6a. The three maps for navigation tasks (Figure 6b–d) were
between 250 and 521 times larger than the training map. Since the resolution of these three original
maps (i.e., 2.5 cm per pixel) was too high for doing experiments on them, a down-sampling method
was used to compress them. These original maps were composed of grayscale information, and we

90



Appl. Sci. 2019, 9, 323

transformed them into grid maps (if there existed an obstacle in a cell, then the value of this cell was
set to 1, otherwise 0).

  
(a) (b) 

  
(c) (d) 

Figure 6. (a) Training environment—50 by 50. The training environment was a simplified office.
(b–d) Given the start position and the goal position, the blue line is the path planned by the simple
subgoal graph (SSG), and the black line is the trajectory planned by SG–RL. The dark-gray region is
unpassable while the light-gray region is traversable for robots. Red regions deemed close to obstacles
denote alert areas. (b) Building 1—820 by 820, (c) Building 2—1142 by 1142, (d) Building 3—792 by 792.

Table 3 shows the action-switching frequency of the robot completing the whole path on different
maps. Since the learned policy was deterministic, this indicator was also fixed given the same start–goal
location pair. All these values were below 10%, which indicates that the robot maneuvered by SG–RL
can work well in large and realistic environments with low action-switching frequencies. In Table 4
the path length of SG–RL in Building 1 was almost equal to that in Building 3; however, in Table 3,
the action-switching frequency of Building 3 was larger than that of Building 1, since there were more
narrow passages in Building 3, where the robot needed to quickly change its actions for adapting
to the complex environment (i.e., the robot changed its action to traverse many left and right turns).
As a consequence, as the complexity of test maps increased, the action changes that were essential
for the environment accordingly increased in number, which finally, increased the action-switching
frequency. Action-switching frequency is also related to the performance of learned policy. If the
performance of learned policies improves, the evaluation factor will decrease. Therefore, in Section 4.2,
we present two ways to improve the performance of learned policies (i.e., by modifying reward
functions and by choosing suitable training maps).
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Table 3. Action-switching frequency of SG-RL.

Method Building 1 Building 2 Building 3

SG-RL 0.0492 0.0849 0.0827

Table 4. Path length of SSG and SG–RL.

Method Building 1 Building 2 Building 3

SSG 563.23 958.72 587.58
SG–RL 558.18 931.38 574.68

As shown in Table 4, although SSG could obtain an optimal path over the grid map which was the
discretization of continuous environments, SG–RL could plan even shorter paths, showing that SG–RL
can deal with continuous environments and plan trajectories following kinematical equations. Briefly,
SG–RL without constrained heading changes can work well in continuous environments, which is
suitable for robots navigating in the real world.

Table 5 shows, given the start position and the goal, the average value of H-time of A* and SG–RL
on different maps. The H-time of A* is 195 times that of SG–RL on the Building 2 map and 107 times
that of SG–RL on the Building 3 map. The H-time of SG–RL was below 1 millisecond on large-scale
maps, which can meet the practical requirements and eliminate first-move lag. SG–RL used SSG
with great success to obtain subgoal sequences, which benefitted from reducing the search space by
abstracting topological structures of maps.

Table 5. H-time of A* and SG–RL.

Method Building 1 (ms) Building 2 (ms) Building 3 (ms)

SG–RL 0.117 0.541 0.371
A* 20.828 105.582 39.860

4.1.2. Performance on Dynamic Maps

To evaluate SG–RL’s ability to deal with uncertainties in environments, we added some
random shapes of obstacles along the subgoal sequence. Certainly, by reconstructing the subgoal
graphs and replanning abstract paths, SG–RL could still cope with the new environment.
However, the preprocessing stage plus the path replanning needs some time, which is not suitable for
use online. To tackle the problem elegantly, SG–RL continues using the initial subgoal sequence, but
deals locally with unexpected situations. Owing to the capacity of generalizability, SG–RL behaves
well enough in uncertain environments, as demonstrated in Figure 7. Even though there were
some obstacles blocked in the path between subgoals, the robot controlled by SG–RL could achieve
non-collision moves.

92



Appl. Sci. 2019, 9, 323

  
(a) (b) 

  
(c) (d) 

Figure 7. (a,b) The blue line is the path planned by SSG based on the map without unexpected
obstacles. The black line is the trajectory planned by SG–RL without replanning the subgoal sequence.
The dark-gray region is unpassable, while the light-gray region is traversable for robots. Red regions
deemed close to obstacles denote alert areas. (a) Simplified office map with unexpected obstacles,
(b) real office map with unexpected obstacles; (c,d) Two magnified details. (c) Magnified detail 1,
(d) Magnified detail 2.

4.2. Influence Factors of the Obstacle-Avoiding MDP

During the second phase, SG–RL formalizes the problem of finding smooth and collision-free
trajectories into two MDPs. OA MDP is an important part of the feasible trajectory planner, and it
is difficult to train this MDP since it needs to deal with complex states. Therefore, it is essential to
research its influence factors like reward functions and training environments.

4.2.1. Reward Functions

Firstly, to explore the effects of prior experience in reward functions, we compared the
concise reward with the comparative value reward. The comparative value reward consists of the
concise reward and some supplemental rewards concerning the risk of the current state. Secondly,
to reduce action-switching frequencies, we added action-changing punishment into the original
reward functions.

To reduce the randomness of training, we trained 100 times and randomly collected 60,000 samples
each time. To evaluate the learned obstacle-avoiding policy, we let the robot move from the start
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position to the finish line on the test map (Figure 8). If the robot collided with obstacles, the policy was
considered as a failure, otherwise it was considered a success.

 

Figure 8. This is a successful sample of one robot with learned obstacle-avoiding policy completing the
test. The red square is the start position, and the pink dotted line is the finish line. The green square is
the position that the robot arrived at the finish line.

As seen in Table 6, the ratio of successful OA policies with the concise reward is five times
higher than that with the comparative value reward. The other evaluation indicator of concise reward
is over five times higher than that of the comparative value reward. Obviously, training with the
concise reward can more easily get an obstacle avoidance policy than training with the comparative
value reward. The comparative value reward including prior experience makes rewards dense;
however, meanwhile, it brings difficulties for training. Therefore, training with the concise reward can
perform better, and adding prior experience into reward functions may bring some negative effects on
training. The better place to impart to the agent prior experience may be the initialization.

Table 6. Comparison of concise reward and comparative value reward.

Reward Function
Ratio of Successful OA

Policies
Ratio of Policies with Action-Switching

Frequency Below 30%

concise reward 45% 38%
comparative value reward 9% 7%

As seen in Table 6, the learned policies did not perform well in the aspect of action-switching
frequencies; thus, we brought the punishment concerning action changes into reward functions to
reduce action-switching frequencies while avoiding obstacles.

The punishment concerning action changes suggests that when current action is different from last
one, the agent obtains a value of−0.2. Then, the entire combined reward has “strong” requirements (i.e.,
avoid obstacles) and “weak” requirements (i.e., reduce action changes) which means that, after “strong”
requirements are satisfied, “weak” requirements can be satisfied as much as possible.

Shown in Table 7, the evaluation factor is the ratio of policies with action-switching frequency
below 30%. Obviously, original reward functions with action-changing punishment can increase
this evaluation factor. Therefore, action-changing punishment does a great favor to both the concise
reward and the comparative value reward, reducing the action-switching frequency by increasing the
performance of learned policies, thereby also demonstrating that the combined rewards work better
than separate ones.
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Table 7. Effect of adding action-changing punishment.

Reward Function
Without Action-Changing

Punishment
With Action-Changing

Punishment

concise reward 38% 49%
comparative value reward 7% 14%

4.2.2. Different Types of Training Maps

In this section, there are two types of training maps. The first type is the simplified office map
(Figure 7a). The second type is the map with random obstacles, whose size is the same as the simplified
office map. To build the second-type map, we firstly set 0.05 as the ratio of obstacles in the whole
map. We randomly set cells as obstacles one by one under the same probability until the ratio of
obstacles reached 0.05. Random obstacles were uniformly distributed in the space represented in the
map. The test map was the same as the first type. The reward function we used was a concise reward
with action-changing punishment.

As shown in Table 8, using the second type of map can more easily obtain obstacle-avoiding
policies than using the first type. On the map with random obstacles, the robot chose action randomly,
which realized not only randomness in action selection, but also in training environments. It can
be seen that sample sets collected from the second-type map could cover more state-action spaces
than sample sets from the first type, which could help LSPI to converge useful policies. Applying the
second-type map could decrease the action-switching frequency as a whole. Using the second type
meant fewer iteration numbers, which could speed up the training process. The experimental result
shows that using the second type of environment could not only collect more different sample sets,
but could also increase the accuracy of the learned transition probability function, so as to increase the
performance of learned policies and decrease the action-switching frequency.

Table 8. Comparison of different types of training maps.

Reward Function
Ratio of Successful

OA Policies
Ratio of Policies with Action-Switching

Frequency Below 30%
Average Iteration
Numbers of LSPI

simplified office map 53% 48% 7.94
map with random obstacles 89% 57% 6.01

5. Conclusions

In this paper, we proposed a hierarchical path-planning framework called SG–RL in continuous
and uncertain environments. By “rational”, we mean (1) efficient path planning to eliminate first-move
lag; (2) collision-free and smooth for agents with kinematic constraints satisfied. SG–RL plans
rational paths in a two-phase manner (i.e., the first phase for global abstract path planning and
the second for feasible trajectory planning). In the first phase, SG–RL uses SSG to generate subgoal
sequences efficiently for eliminating first-move lag, and overcome sparse reward and local minima
trap for LSPI. In the second phase, following kinematical equations, SG–RL uses LSPI to plan
feasible trajectories for agents between adjacent subgoals, and handles unexpected obstacles without
replanning subgoal sequences.

In simulation experiments, firstly, SG–RL was evaluated on realistic and large-scale maps
constructed by laser sensor data. The action-switching frequency was below 10% and the time to
obtain subgoal sequences was between 195 times and 107 times faster than A* on grid maps. The path
length of SG–RL was shorter than that of SSG. Secondly, evaluated on dynamic maps, SG–RL can deal
with uncertainties based on original subgoal sequences without reconstructing subgoal graphs from
the changed map.

We demonstrated that the design of reward functions and the type of training environment are
important factors for learning feasible policies. A concise reward with action-changing punishment
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achieved the best results in the obstacle-avoiding MDP, which means that reward functions with prior
experience may bring difficulties for agents to learn effective policies. The map with random obstacles
increased the accuracy of the learned transition probability function, whose ratio of getting an effective
obstacle avoidance policy was 89%. SG–RL, as a hierarchical path-planning method, combines the
strengths of SSG and LSPI to overcome their limitations, greatly improving the efficiency of finding
rational paths.

In future work, continuous action spaces can be taken into consideration. Specifically, the range
of angular velocity can be [−0.5, 0.5], which means that robots can do more free and complex actions,
such as going backward. In the second phase of SG–RL, if the number of state-action pairs is not huge,
LSPI can keep the relative size of Q-value for every state-action pair to ensure the right action choice.
However, since adding continuous action space will greatly increase the state-action space, it is difficult
for linear basis functions to evaluate the Q-value precisely. Inspired by the idea of asynchronous
advantage Actor-Critic [30], we can use an artificial neural network to approximate state-action value
functions, and use another network to approximate policy functions, which can increase the accuracy
of evaluating the Q-value.
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Abstract: In this study, we aim to optimize and improve the efficiency of a Tetris-inspired
reconfigurable cleaning robot. Multi-criteria decision making (MCDM) is utilized as a powerful
tool to target this aim by introducing the best solution among others in terms of lower energy
consumption and greater area coverage. Regarding the Tetris-inspired structure, polyomino tiling
theory is utilized to generate tiling path-planning maps which are evaluated via MCDM to seek a
solution that can deliver the best balance between the two mentioned key issues; energy and area
coverage. In order to obtain a tiling area that better meets the requirements of polyomino tiling
theorems, first, the whole area is decomposed into five smaller sub-areas based on furniture layout.
Afterward, four tetromino tiling theorems are applied to each sub-area to give the tiling sets that
govern the robot navigation strategy in terms of shape-shifting tiles. Then, the area coverage and
energy consumption are calculated and eventually, these key values are considered as the decision
criteria in a MCDM process to select the best tiling set in each sub-area, and following the aggregation
of best tiling path-plannings, the robot navigation is oriented towards efficiency and improved
optimality. Also, for each sub-area, a preference order for the tiling sets is put forward. Based on
simulation results, the tiling theorem that can best serve all sub-areas turns out to be the same.
Moreover, a comparison between a fixed-morphology mechanism with the current approach further
advocates the proposed technique.

Keywords: self-reconfigurable robot; cleaning robot; Tetris-inspired; polyomino tiling theory;
coverage path planning; area decomposition; multi-criteria decision making

1. Introduction

Robots are deployed in a wide range of applications and are, therefore, rapidly becoming an
integral component of our everyday life. In particular, with several million units sold worldwide,
robots developed and implemented for floor cleaning tasks will become an elemental part of the
household in the near future. Such a massive market in robotic floor cleaning products involves
dominant market players such as IRobot, Dyson, Samsung, Xiaomi, and Neato. These robots can
autonomously navigate through a given area using onboard sensors and are typically characterized
by circular, square, and D-shaped morphologies. The suitability of current robots to assist in daily
domestic tasks is investigated in [1] from the human user viewpoint. Additionally, the study presented
in [2], analyses and models floor-cleaning coverage performances of some commercial domestic
mobile robots. Moreover, not only in the commercial market but also in the academic literature, there
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exist numerous cleaning robot studies within a wide spectrum from mechanical design to autonomy.
A Swedish wheeled mechanism for a floor cleaning robot was presented in [3] in order to attain efficient
locomotion in a populous area. In terms of robot autonomy, an innovative neural network approach is
presented in [4] which is utilized for path planning and obstacle avoidance for a cleaning robot in a
random environment. On the other hand, since numerous robotic floor cleaning products are available
in the marketplace, it is critical to have benchmark schemes to validate the robot’s cleaning performance
and coverage efficacy [5]. In addition, multi-robot schemes have been proved to be useful in cleaning
applications [6]. Although there are numerous studies that highlight the benefits of cleaning robots, the
efficiency of traditional cleaning robots is still affected by factors such as fixed morphology. Since such
a rigid structure highly limits the accessible spaces like room corners and narrow corridors, one viable
approach to overcome this restriction in a traditional cleaning system is to develop next-generation
robots with shape-shifting abilities to maximize the area coverage performance.

So far, in the field of reconfigurable robotics, three different architectures are introduced, namely,
intra-reconfiguration, inter-reconfiguration, and nested reconfiguration. Intra-reconfiguration deals
with a single robotic system that could change its morphology on its own without any external
supports [7]. Robots proposed under the inter-reconfigurable principle are basically modular robots
that can possess different morphologies by undergoing assembling and disassembling processes [8].
Modular robots can be investigated at higher levels to benefit from swarm intelligence. In this
regard, modular swarm robots are utilized to gain advantages on self-reconfigurability, self-replication,
and self-assembly [9]. On the other hand, nested reconfiguration can perform both inter and intra
reconfigurations. Hinged Tetro presented in [10], is an example of such nested reconfigurable robots.
Although numerous studies in the literature address reconfigurable robotics, they are primarily limited
to mechanism design and are hardly implemented to an area coverage task like floor cleaning. In order
to bridge this gap, in our previous work, we presented a novel reconfigurable floor cleaning robot
called hTetro [11,12]. This Tetris-inspired structure can change its morphology to any of the one-sided
Tetris pieces and as a result, could achieve superior coverage performance through its shapeshifting
ability. In addition, in a couple of our previous works, we utilized polyomino tiling theory to introduce
a coverage path planning technique for Tetris-inspired polyomino robots [13,14].

Polyomino tiling theory has been extensively studied in combinatorial mathematics as a distinct
branch of mathematics with Golomb as the pioneering inventor in this field. The applications of this
theory span a wide variety of fields including medicine [15], graphics, and gaming [16]. However,
polyomino tiling theory has rarely been applied to the field of robotics and, therefore, presents a scope
for tremendous research. As briefly mentioned above, in [13,14], a novel approach is introduced to
harness the polyomino tiling theory as a way of suggesting navigation strategies for reconfigurable
cleaning robots. These tiling theorems equip the reconfigurable robots with superlative navigation
abilities and make corners and narrow spaces more accessible. In pursuance of [14], this paper utilizes
the polyomino tiling theory to propose tiling sets as navigation strategies of the Tetris-inspired cleaning
robot in a static environment but goes a step further to definitively select the optimal tiling set for each
area under cleaning. This will suggest the navigation strategy that improves the overall efficiency from
the viewpoint of area and energy. This way, we will be entering the borders of optimal navigation for a
Tetris-inspired reconfigurable cleaning robot.

In our previous experiments on shape-shifting cleaning robots, we only considered area coverage
as a single parameter for assessing the robot’s performance, which is actually insufficient when the
robot is functioning in real-time scenarios [13,14]. Since the amount of energy consumption is also
a significant issue in any electromechanical system, the current paper aims at balancing a trade-off
between energy consumption and area coverage. Thus, in this study, we consider these two key factors
as decision criteria in a Multi-Criteria Decision Making (MCDM) process in order to choose the best
navigation strategy (defined by the tiling set) for achieving higher efficiency in terms of less energy
with superior area coverage.
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MCDM is a general term referring to all methods that help to make decisions based on preferences
where there is more than one conflicting criterion [17]. The reason why we apply MCDM is that
generally, real applications require the consideration of several possibly conflicting objectives to be
fulfilled, thus a multi-objective problem is required to be solved. On the other hand, usually a trade-off
between the objectives exists and we rarely have an alternative that can best satisfy all the objectives
simultaneously. Accordingly, the intelligent agent must efficiently balance the facing trade-off.

Despite the fact that MCDM methods may be widely diverse, many of them share certain aspects
in common [18], such as the concepts of alternatives, criteria, and the weights of importance.

• Alternatives represent the different choices available to the decision maker. Usually, the set of
alternatives is assumed to be finite.

• Criteria represent the different factors on the basis of which the alternatives can be investigated.
• Importance factors (weights of importance) are considered as a measure of the significance of each

criterion in the decision-making process. Usually, these weights are normalized to add up to one.
It is also assumed that the decision maker has determined the weights of the decision criteria
based on relative significance.

If the number of alternatives is infinite, then we will face a multi-objective optimization (MOO).
Here, since we have a finite set of tiling sets proposed based on the tiling theorems, we are supposed
to solve a MCDM regarding the area coverage and energy as the decision-making criteria. Moreover,
there are many ways to classify MCDM methods:

• Classification based on the data type: deterministic, stochastic, or fuzzy MCDM methods [19].
However, some situations require combinations of all the above [20].

• Classification based on the number of decision makers: Single vs. group MCDM [21].
• Classification based on the approach applied on the data: The WSM (Weighted Sum Model)

or SAW (Simple Additive Weighting), WPM (Weighted Product Model), AHP (Analytic
Hierarchy Process), revised AHP, ANP (Analytic Network Process), TOPSIS (Technique for Order
Preference by Similarity to Ideal Solution), ELECTRE (Elimination and Choice Translating Reality),
PROMETHEE (Preference Ranking Organization Method for Enrichment Evaluations); VIKOR
(VlseKriterijumska Optimizacija I Kompromisno Resenje), and LINMAP (Linear Programming
for Multidimensional Analysis of Preference) are the methods which are of more use in
practice [17,18,22].

In addition, MCDM plays a significant role in many intelligent systems and is widely utilized
in many fields such as operation research and soft computing [21,23]. Moreover, regarding the links
between MCDM and robotics, it is mostly utilized for the allocation of resources and task scheduling
in robotic swarms [24], robot selection in automated industry operations [25], and defining exploration
strategies for search and rescue robots [26]. Similarly, in this paper, MCDM will be applied to
choose between navigation strategies defined by given tiling sets. Here, we will be focused on single
decision-making deterministic MCDM applying concepts of the SAW (Simple Additive Weighting)
method [22].

In summary, all aspects of this research are quite novel. In better words, all aspects of it
have recently emerged: The mechanical design of the Tetris-inspired cleaning robot is proposed
in 2017 [11,12] and the path-planning idea is raised in 2018 in terms of a tiling theory approach [13,14].
However, the previously raised tiling-path planning approach only considers area coverage as a
single performance metric with absolutely no consideration of energy consumption issues. The main
contributions of this study in comparison to our previous works are as follows:

• In this study, energy consumption is considered as a second significant performance metric in
tiling path planning.

• This paper proposes an energy estimation scheme for the novel self-reconfigurable
robotic platform.
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• The current work suggests the optimal path-planning approach by means of MCDM, i.e., creating
an optimal balance between maximum area coverage and minimum energy. In other words,
however the tiling-theoretic path planning approach is introduced in [13,14], this paper goes
beyond previous works to some degree by taking into account the energy factor and aims at
adding some optimality utilizing MCDM.

• In addition, in this study, a more recent tiling theorem has been utilized that is not investigated
in previous studies [13,14] and surprisingly, based on simulation results, this specific theorem
(here illustrated as Theorem 1 [27]) turns out to be the most-promising tiling theorem that can
best serve all the areas targeted for optimal cleaning.

On the whole, tiling-path-planning is a novel concept only related to the novel hTetro, and it is our
belief that expanding a novel idea (by considering more parameters) and adding optimality to a novel
concept is invaluable.

The rest of the paper is organized as follows. Section 2 introduces the experimental environment
and explains the utilized Tetris-inspired robot structure. Section 3 casts light on the concepts of
Polyomino Tiling Theory applied to our robotic platform and elaborates the four utilized tiling
theorems. Moreover, this section is also concerned with the reason (and also technique) for the
area decomposition process and finally presents five distinguished tiling sets under each theorem
applied on each sub-area. Section 4 is concerned with explaining the method of extracting the data
for energy and area coverage as the two decision criteria. Section 5 clarifies the general concepts
of a MCDM method called Simple Additive Weighing (SAW) and then applies concepts of this
method on the tiling-based path planning for the robot by means of defining a special fitness function.
Finally, Section 6 is dedicated to a thorough analysis of the results in terms of fitness function values.
In addition, a preference order for different theorems applied to different sub-areas is presented along
with the best possible combination of tiling sets for the whole area. Section 7 presents an evaluation of
the robot performance with and without the tiling. Consequently, Section 8 concludes the results and
suggests possible works in the future.

2. An Overview of the Experimental Environment

An image of the experimental environment can be seen in Figure 1 which includes the hTetro robot
and five obstacles. The outline of hTetro robot is shown in Figure 2, where all the four square-blocks
are linked together with hinges. These blocks are driven by actuating the hinges with the smart servo
motors mounted on it. The dimension of each hTetro block has a length, width, and height of 140 mm,
140 mm, and 55 mm, respectively. Owing to the smaller and compact design structure of hTetro, each
box is assigned to perform a specific function: Block 1 manages the locomotion of the robot, while
control and power modules are located on block 2. Meanwhile, all the blocks are equipped with
cleaning functions, but while the robot is performing reconfigurations, the cleaning function is turned
off in order to devote the actuation energy fully to the servo motors controlling hinges. The aggregate
weight of hTetro, including all its peripheral devices is approximately 3 kg. For the mobility and
transformation, hTetro is equipped with a set of six geared DC motors and three actuator servo motors,
respectively. The three actuated servo motors, placed at hinges, are controlled to switch the robot
between the seven possible configurations illustrated in Figure 3. For the actuation of hinge points
during reconfiguration, Herkulex DRS-0101-7 V smart servos are utilized with a maximum rotation
angle of 270◦. The microcontroller used in hTetro is an Arduino Atmega 2560 16-Bit which performs
three major functions:

• Receiving the command from the user by means of a smartphone which is connected
wirelessly through a Bluetooth serial communication protocol. Arduino uses UART (Universal
Asynchronous Receiver-Transmitter) for this communication.
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• Generating control signals to the motor driver which controls multiple DC motors; in addition,
using PWM (Pulse Width Modulation), it controls the speed of the motor by providing the
required current for the motor to run.

• Establishing full duplex serial communication with the servomotors where Arduino sends the
control signals to the servo motors and simultaneously receives feedback from them.

For a thorough explanation of the mechanical design of hTetro and a detailed report on the content
and functionality of each block, the reader is referred to [11,12]. The detailed system architecture of
electrical conventions is given in Figure 4.

 

Figure 1. The experimental environment.

Figure 2. The hTetro architecture.

Figure 3. Seven one-sided tetrominoes.
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Figure 4. Architecture of electrical conventions in hTetro.

3. Polyomino Tiling Theory Applied to Our Robotic Platform

Polyominoes are two-dimensional geometric figures that have equal sized constituent squares
joined to each other by the edges [28]. They are also defined as n-ominoes, depending upon the number
of squares that form the polyomino. The robotic platform used in this paper is hTetro that resembles
a tetromino, i.e., a polyomino with four squares. As mentioned earlier, each of these hTetro square
blocks moves about a hinge connection making it capable of reconfiguring into all seven one-sided
shapes of a tetromino, as illustrated in Figure 3.

Polyomino tiling theory recommends mathematical theorems that allow for complete tiling with
polyomino tiles without any overlap, via translations, rotations, and reflections, of tiles in the regions
that fall within the constraints of the theorem. If these regions strictly adhere to the conditions of
the theorems, tiling sets would not produce any gaps and should result in complete (exact) area
coverage [28]. As with [13,14], in this paper, polyomino tiling theory is utilized to define the navigation
strategies for reconfigurable floor-cleaning robots. To this end, initially, the entire space under cleaning
is visualized as a large grid divided into congruent squares with dimensions that match the dimensions
of robot blocks. These theorems can provide multiple tiling sets depending upon the dimensions of
the region, obstacles contained, and the shapes permitted to be utilized in the theorem. Eventually, by
reconfiguring from one shape to another, hTetro follows these tiling sets as a map for its navigation.

3.1. Elaborating on the Applied Tiling Theorems

The theorems enlisted below are applied to the experimental environment regarding the physical
characteristics of hTetro cleaning robot. With the aim of applying the results to the experimental
environment, only the concepts of the theorems are illustrated in this work. For further illustration on
the proofs, the reader is referred to the references mentioned alongside each theorem statement.

In addition, before delving into theorem concepts, it should be mentioned that each theorem
employs specific shapes of tetrominoes. Moreover, it should be clarified that, if the space is regarded
as a grid divided into congruent square cells:
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- A modified rectangle is simply an a × b rectangle with both the upper-left and lower-right corner
cells removed [29].

- A deficient rectangle means a rectangle in which some of its square cells are ignored or occupied
by obstacles [30].

Theorem 1. A deficient square of area 3N × 3N, with one square removed, can be tiled by set A [27] where Set
A includes tiles O, T, and J, as illustrated in Figure 3.

Theorem 2. A conventional rectangle a × b can be tiled by the set B if, and only if, either of the following is
true [29] where Set B includes tiles Z, S, and T, as illustrated in Figure 3.

1. One side is divisible by 4,
2. a, b ≡ 2 (mod 4) and a + b > 16.

Theorem 3. A modified rectangle a× b can be tiled by the set C, if and only if, either of the following is true [29]
where Set C includes tiles Z, S, and T, as illustrated in Figure 3.

1. a ≡ 2 (mod 4) and b is odd,
2. b = 2 and a ≡ 1 (mod 4)

Theorem 4. A deficient rectangle a × b can be tiled by set D, if and only if [30]:

1. a and b are odd and the rectangle is sized (2n + 1) × (2n + 1) when n ≥ 1, and,
2. The missing cell in the deficient rectangle will have

• odd coordinates if the rectangle is sized (4m + 1) × (4m + 1) when m ≥ 1, or
• even coordinates if the rectangle is sized (4m + 3) × (4m + 3) with m ≥ 1.

where Set D includes O, L, and J tiles, as illustrated in Figure 3.

Furthermore, it should be mentioned that in order to reach a complete and exact tiling,
the dimensions of the entire area must exactly follow the statement of the theorem and if they do
not, a smaller rectangle inside the entire area could be considered that better fits the statement of the
theorem. Also, in order to follow the requirements of the theorem, the entire area can be split into
several smaller rectangles in a process called area decomposition.

3.2. Area Decomposition Based on Furniture Layout

As mentioned before, reconfigurability allows the robot to navigate around and under obstacles
with different shapes. This results in accessing narrow spaces and inaccessible corners. However,
this is possible while adhering to a tiling map as the navigation strategy; therefore, we can utilize the
polyomino tiling theory. In order to apply these theorems perfectly for full area coverage, any space
must satisfy the conditions of the theorem accurately, which is an unrealistic claim. That is why in this
study, the entire area is manually decomposed into five sub-areas such that each sub-area will better
satisfy the conditions of a theorem.

This decomposition depends on the position of each obstacle (furniture layout). In ideal
circumstances, the robot must autonomously detect the presence, shape, and accessibility of the
obstacles and tiny or unusual corners that require more attention. This experimental aspect is
currently under investigation applying SLAM (Synchronous Localization And Mapping) and sensor
fusion techniques. Consequently, depending upon the theorems in the robot’s database, it will
accordingly decompose the entire floor space into sub-areas for optimal area coverage. However,
such decompositions do not always guarantee a perfect coverage of the sub-areas, resulting in untiled
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zones. That is why, optimizing the area decomposition based on furniture layout would serve as a
future scope for this paper. Furthermore, the area decomposition will help to reduce the on-board
computational cost working in each individual area with a restricted number of cells to be covered,
which is the second reason supporting an area decomposition approach.

In this paper, the positions of randomly-placed obstacles are considered to manually divide
the entire space into five sub-areas, as depicted in Figure 5. Notice that, in Figure 5, the sub-areas
are numbered, and the yellow sections represent the obstacles. The floor space chosen for this
paper is an area of 11.54 m2, such that the entire area can be covered exactly by 598 square cells.
In correlation with the numbering on Figure 5, the respective areas of these distinct sub-areas are
2.058 m2, 0.7056 m2, 3.3124 m2, 3.3124 m2, and 2.156 m2 without subtracting the area occupied by
obstacles. After subtracting the obstacle-occupied area, the entire area to be cleaned is 10.5448 m2

which is the sum of 1.8228 m2, 0.7056 m2, 3.0184 m2, 2.9988 m2, and 1.9992 m2 respectively for each
numbered sub-area.

The general approach is to apply all four previously introduced theorems reasonably in each
sub-area and propose consequent tiling sets that cover each sub-area. Finally, the resulting tiling sets
will be analyzed in a Multi-Criteria Decision Making (MCDM) framework to test the effectiveness of
these tiling theorems. Based on the MCDM results, the most efficient theorem for each sub-area is
introduced that can result in a better balance between energy and area coverage.

Figure 5. Area Decomposition based on furniture layout.

3.3. The Resulting Tiling Sets (Navigation Strategies)

Finally, all the aforementioned theorems are applied in each sub-area to generate five tiling sets
which are indeed the robot’s navigation strategies.

The proposed tiling sets are summarized in Figure 6, in which yellow rectangles represent
obstacles and pink areas represent untiled zones. Each column of Figure 6 contains the results of
applying a specific theorem on the whole area, and each row (under each column) represents a sample
tiling solution (TS), applying the theorem mentioned in the header. Having four theorems with five
tiling samples for each, we will have 20 tiling solutions for the whole area (100 tiling solutions to
analyze for all sub-areas). In order to make it highly descriptive, the coloring of each sub-area in
Figure 6 goes with Figure 5.

Due to the conditions imposed by each theorem, if the area in question does not perfectly match
the conditions, the tiling set does not tile the entire area, resulting in distinct untiled zones within
each sub-area. Realistically, the area covered by the tiled zones (tiled area) as shown in Figure 6
differs from the actual area spanned by the robot even when it is strictly following the tiling set for
navigation. This is because, every time the robot reconfigures from one shape to another, some area
may be traversed that is not tiled and does not exist in the tiling set (fake coverage), or some area will
be traversed more than once during the reconfiguration process (re-coverage). However, as mentioned
previously, the cleaning function of the robot is switched off while performing reconfigurations in
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order to devote the actuation energy fully to the servo motors controlling the hinges. This way, any
unnecessary area that is not traversed for cleaning is disregarded.

 

Figure 6. Five sets of tiling sets for all four theorems.

4. Extracting the Data for Area Coverage and Energy

The aim is to use the amounts of area coverage and energy consumption as decision criteria in a
multi-criteria decision-making (MCDM) process.

On one hand, since all the blocks of hTetro are equipped with cleaning functions, tiling sets, as
depicted in Figure 6, will represent area coverage values.

On the other hand, since the effect of time is not considered as a decision-criteria in this study, the
consumed energy can be reported in terms of the consumed current [31,32]. Moreover, the consumed
current by the robot can be estimated using a current estimation algorithm developed based on
Newton–Raphson’s algorithm [33,34] which is illustrated by the pseudo code in Figure 7.

In each sub-area, the starting point of the reconfigurable robot is set as a fixed position for all the
tiling patterns to avoid the difference in the starting voltage and current. When the robot begins to
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navigate, the energy values can be obtained with uniformity by fixing the common starting point and
utilizing the same starting current for all the individual tiling sets [33].

 

begin{recording} 
caption {Current Estimation for Individual tiling pattern} 
Input: Sensor current Value 
start= motor: record (rotation: torque: speed ;) 

%identifying the Locomotion type% 
setup_DC Motors status ON; 

%fixing the test bench% 
Use case:: PWM::H-bridge::(Axial rotation); 

%fixing voltage and speed % 
Clock (timer ON) 

Control mechanism initialization; 
setup:: no load~voltage (); 

set~duty~cycle (); 
load inertia and frequency values 

Request to send next step input; 
{Start~route (); 

Control to receive and store data for next gait pattern; 
if {data delivery status is yes; 

Check_signal (strength<passband and frequency); 
Check_battery(threshold level) 

else 
halt motor off (); 

stop operation. 
Analyse local workspace for current values; 

Repeat (next tiling combination) 
Next step function; 

Check for obstacle and reconfiguration; 
Check for untiled area; 
If (perimeter is same) 

Repeat (next gait movement) 
else {route alteration} 

save_time_slot=0; 
save_locomotion pattern; 

save_current and area covered data; 
Output: Data sheet with current and area covered; 
end{recording} 

Figure 7. Pseudo code for the energy estimation scheme.

Using the pre-defined tiling set, given in Figure 6, the robot’s energy consumption is calculated for
individual gaits, while the amount of energy consumed by all the motors for a single-step movement
containing all types of locomotion, shapeshifting, and angular movements, overall, is called the gait
pattern [33]. Supported by the experimental results, and considering only gait patterns as input, the
motor torque, no-load speed, current, and the rated DC voltages are obtained by allowing the robot
to traverse within the given tiling set. In the experiments, the output voltage amplitude is taken as
the same as the offset value of the DC motor and the duty cycle, while applying the PWM technique,
is calculated for the full 12 V DC supply. The total current ratio is set as 7.4 A before starting the
area coverage.

Generally, based on the Newton–Raphson algorithm, we developed an energy estimation scheme
that characterizes the energy cost in terms of the current consumed with respect to specific locomotion
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gaits across all valid morphologies. This approach was adopted in our work to compute the current
consumed by our hTetro robot for covering a given area.

Tables 1–5 summarize the area coverage and energy values (in both percentages and real values)
for each sub-area applying different tiling sets given by the introduced theorems. In addition, it should
be mentioned that the obs-free in the Tables 1–5 stand for the area which is the result of subtracting the
area occupied by obstacles from the entire sub-area.

Table 1. Data for area coverage and energy for sub-area 1.

Area Coverage Energy

Area % Real Value (m2) Energy % Real Value (A)

Sub-Area 1
2.058 m2

1.8228 m2

(obs-free)

Theorem 1

Tiling set 1 90.322 1.6464 16.11 1.192
Tiling set 2 94.623 1.7248 15.09 1.117
Tiling set 3 86.021 1.568 14.90 1.103
Tiling set 4 90.322 1.6464 15.92 1.178
Tiling set 5 94.623 1.7248 15.01 1.111

Theorem 2

Tiling set 1 68.817 1.2544 15.60 1.419
Tiling set 2 68.817 1.2544 16.78 1.423
Tiling set 3 64.52 1.2548 14.31 1.431
Tiling set 4 68.817 1.2544 16.30 1.428
Tiling set 5 60.215 1.0926 15.76 1.428

Theorem 3

Tiling set 1 77.419 1.4112 16.29 1.442
Tiling set 2 86.02 1.568 16.01 1.433
Tiling set 3 86.021 1.568 15.37 1.440
Tiling set 4 86.021 1.568 14.98 1.466
Tiling set 5 73.118 1.3328 15.24 1.441

Theorem 4

Tiling set 1 73.118 1.3328 15.75 1.449
Tiling set 2 88.172 1.6072 14.23 1.440
Tiling set 3 86.021 1.568 14.76 1.480
Tiling set 4 86.021 1.568 15.90 1.466
Tiling set 5 90.32 1.6464 15.12 1.473

Table 2. Data for area coverage and energy for sub-area 2.

Area Coverage Energy

Area % Real Value (m2) Energy % Real Value (A)

Sub-Area 2
0.7056 m2

No Obstacle

Theorem 1

Tiling set 1 88.888 0.6266 11.98 0.866
Tiling set 2 88.888 0.6266 12.55 0.929
Tiling set 3 88.888 0.6266 12.21 0.903
Tiling set 4 88.888 0.6266 12.02 0.889
Tiling set 5 100 0.7056 11.45 0.847

Theorem 2

Tiling set 1 88.888 0.6266 12.91 1.101
Tiling set 2 77.777 0.5488 12.11 1.126
Tiling set 3 88.888 0.6266 11.52 0.998
Tiling set 4 77.777 0.5488 12.10 1.012
Tiling set 5 66.666 0.4704 11.00 1.110

Theorem 3

Tiling set 1 55.555 0.3914 11.78 0.989
Tiling set 2 55.555 0.3914 12.41 0.961
Tiling set 3 66.666 0.4704 11.56 1.003
Tiling set 4 66.666 0.4704 12.30 1.120
Tiling set 5 55.555 0.3914 12.23 0.890

Theorem 4

Tiling set 1 88.888 0.6266 12.90 0.994
Tiling set 2 88.888 0.6266 11.89 1.102
Tiling set 3 88.888 0.6266 12.32 1.119
Tiling set 4 88.888 0.6266 12.12 1.103
Tiling set 5 88.888 0.6266 11.95 0.988
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Table 3. Data for area coverage and energy for sub-area 3.

Area Coverage Energy

Area % Real Value (m2) Energy % Real Value (A)

Sub-Area 3
3.3124 m2

3.0184 m2

(obs-free)

Theorem 1

Tiling set 1 82.825 2.8224 19.81 1.466
Tiling set 2 83.116 2.5088 19.06 1.410
Tiling set 3 90.909 2.744 19.59 1.449
Tiling set 4 83.116 2.5088 18.36 1.358
Tiling set 5 93.506 2.8224 19.48 1.442

Theorem 2

Tiling set 1 77.92 2.352 18.43 1.710
Tiling set 2 80.519 2.4304 17.78 1.702
Tiling set 3 70.12 2.1168 18.01 1.691
Tiling set 4 72.227 2.1952 17.44 1.699
Tiling set 5 75.32 2.2736 18.07 1.710

Theorem 3

Tiling set 1 81.8181 2.4696 19.91 1.701
Tiling set 2 83.116 2.5088 18.21 1.699
Tiling set 3 85.714 2.5872 19.35 1.701
Tiling set 4 83.116 2.5088 19.71 1.717
Tiling set 5 77.922 2.352 19.22 1.729

Theorem 4

Tiling set 1 75.32 2.2736 17.41 1.711
Tiling set 2 80.519 2.4304 19.09 1.737
Tiling set 3 80.519 2.4304 19.45 1.712
Tiling set 4 80.519 2.4304 19.32 1.724
Tiling set 5 80.519 2.4304 19.88 1.718

Table 4. Data for area coverage and energy for sub-area 4.

Area Coverage Energy

Area % Real Value (m2) Energy % Real Value (A)

Sub-Area 4
3.3124 m2

2.9988 m2

(obs-free)

Theorem 1

Tiling set 1 91.503 2.744 18.23 1.349
Tiling set 2 94.117 2.8224 16.79 1.242
Tiling set 3 86.2745 2.5872 17.10 1.265
Tiling set 4 91.503 2.744 17.39 1.287
Tiling set 5 96.732 2.9008 16.58 1.227

Theorem 2

Tiling set 1 77.124 2.3128 16.89 1.779
Tiling set 2 80.392 2.4108 17.66 1.767
Tiling set 3 73.202 2.1952 15.16 1.795
Tiling set 4 84.313 2.5284 16.78 1.801
Tiling set 5 81.045 2.4304 17.09 1.780

Theorem 3

Tiling set 1 81.04 2.4304 16.51 1.771
Tiling set 2 83.66 2.5088 16.66 1.770
Tiling set 3 86.274 2.5872 17.71 1.799
Tiling set 4 75.816 2.2736 15.39 1.787
Tiling set 5 78.431 2.352 17.41 1.770

Theorem 4

Tiling set 1 73.202 2.1952 15.89 1.799
Tiling set 2 83.66 2.5088 17.55 1.769
Tiling set 3 83.66 2.5088 16.70 1.767
Tiling set 4 81.045 2.4304 17.45 1.775
Tiling set 5 83.66 2.5088 16.10 1.778
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Table 5. Data for area coverage and energy for sub-area 5.

Area Coverage Energy

Area % Real Value (m2) Energy % Real Value (A)

Sub-Area 5
2.156 m2

1.9992 m2

(obs-free)

Theorem 1

Tiling set 1 98.039 1.96 18.30 1.354
Tiling set 2 94.117 1.8816 18.68 1.382
Tiling set 3 90.196 1.8032 19.46 1.440
Tiling set 4 94.117 1.8816 20.04 1.483
Tiling set 5 94.117 1.8816 19.23 1.4237

Theorem 2

Tiling set 1 81.372 1.6268 19.09 1.489
Tiling set 2 86.27 1.7248 20.31 1.491
Tiling set 3 82.352 1.6364 20.80 1.511
Tiling set 4 82.352 1.6464 18.31 1.534
Tiling set 5 86.28 1.7248 21.03 1.487

Theorem 3

Tiling set 1 90.19 1.8032 20.53 1.512
Tiling set 2 94.117 1.8816 19.41 1.490
Tiling set 3 90.196 1.8032 19.05 1.506
Tiling set 4 86.27 1.7248 19.69 1.493
Tiling set 5 86.28 1.7248 21.10 1.510

Theorem 4

Tiling set 1 78.43 1.568 17.26 1.497
Tiling set 2 78.43 1.568 17.87 1.487
Tiling set 3 86.274 1.7248 20.33 1.503
Tiling set 4 78.431 1.568 17.65 1.480
Tiling set 5 82.352 1.6464 19.77 1.501

5. Multi-Criteria Decision Making

5.1. Simple Additive Weighing (SAW) Method—A Very Brief Review

Owing to its simplicity, the SAW method is probably the most popular and most commonly used
method for multiple-criteria decision making (MCDM), especially in single-dimensional problems. If
there are M alternatives and N criteria then, the best alternative is the one that satisfies Equation (1).

A∗ = {Ai|max
i

N

∑
j=1

wjrij
}

i = 1, 2, . . . , M (1)

where, N is the number of decision criteria, rij is the normalized value of the i-th alternative in terms of
the j-th criterion, and wj is the weight of importance of the j-th criterion. The values are normalized in
order to make it possible to add the measurements with different units.

5.2. SAW Concepts Applied to Tiling-Based Path Planning

The energy consumption level is a key factor of any electromechanical system, and for cleaning
applications, the amount of area coverage signifies another aspect of the performance. Here, we
want to apply MCDM regarding these key factors (area and energy) as the decision-making criteria.
As mentioned above, an area decomposition is defined based on the obstacle layout and the whole
environment is divided into five sub-areas, as shown in Figure 5. Then, the four introduced tiling
theorems are applied to each sub-area and five tiling sets are devised for each theorem in each sub-area.
Regarding the given tiling sets for each sub-area, the results for the decision criteria are summarized
within Tables 1–5. The final aim is to introduce a superior theorem for each sub-area; the theorem
which could best tile the area in terms of area coverage and energy consumption. In order to do this,
a fitness function for each given tiling set is described, as in Equation (2), in which c1 is a positive
weighting factor and c2 is a negative weighting factor since we would like to increase the area coverage
and decrease the energy utilization and create a balance between the two. For now, we assume that
the area coverage and energy are of the same importance for the user and assume the importance
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weights c1 and c2 are equally 0.5. In order to make the concepts of area and energy commensurable
and make the addition possible, first we must normalize the values or we can simply use the values in
percentage, which is representative of the real value regardless of units.

f (s) = c1 A(s)− c2E(s) (2)

6. Result Analysis and Discussion

In order to apply the proposed approach, Tables 1–5 are considered as the input data. For each
sub-area, we have 20 given tiling sets, i.e., 20 alternatives: Four theorems that each give five tiling sets.
In each sub-area, the value of the fitness function for each of the alternatives is calculated through (2),
and consequently, making a comparison amongst the fitness values gives the best tiling set for each
sub-area. In addition, not only a preference order between the individual tiling sets is suggested, but
also a theorem that can better handle the environment is introduced based on sum of rankings for the
tiling sets. Tables 6–10 summarize the ranking of the tiling sets based on the fitness function.

Consequently, based on the sum of rankings summarized in Tables 6–10, the preference order of
the Theorems for each sub-area is given by the following (the option with the least sum of rankings
appears to be the best).

• For sub-area 1: Theorem 1 > Theorem 4 > Theorem 3 > Theorem 2
• For sub-area 2: Theorem 1 > Theorem 4 > Theorem 2 > Theorem 3
• For sub-area 3: Theorem 1 > Theorem 3 > Theorem 4 > Theorem 2
• For sub-area 4: Theorem 1 > Theorem 3 > Theorem 4 > Theorem 2
• For sub-area 5: Theorem 1 > Theorem 3 > Theorem 2 > Theorem 4

Table 6. Ranking of the tiling sets based on the fitness value for sub-area 1.

Sub-Area 1 Rank Rank Sum

Theorem 1

Tiling set 1 5

20
Tiling set 2 2
Tiling set 3 8
Tiling set 4 4
Tiling set 5 1

Theorem 2

Tiling set 1 16

90
Tiling set 2 18
Tiling set 3 19
Tiling set 4 17
Tiling set 5 20

Theorem 3

Tiling set 1 13

58
Tiling set 2 12
Tiling set 3 10
Tiling set 4 9
Tiling set 5 14

Theorem 4

Tiling set 1 15

42
Tiling set 2 6
Tiling set 3 7
Tiling set 4 11
Tiling set 5 3
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Table 7. Ranking of the tiling sets based on the fitness value for sub-area 2.

Sub-Area 2 Rank Rank Sum

Theorem 1

Tiling set 1 5

30
Tiling set 2 10
Tiling set 3 8
Tiling set 4 6
Tiling set 5 1

Theorem 2

Tiling set 1 12

56
Tiling set 2 14
Tiling set 3 2
Tiling set 4 13
Tiling set 5 15

Theorem 3

Tiling set 1 18

90
Tiling set 2 20
Tiling set 3 16
Tiling set 4 17
Tiling set 5 19

Theorem 4

Tiling set 1 11

34
Tiling set 2 3
Tiling set 3 9
Tiling set 4 7
Tiling set 5 4

Table 8. Ranking of the tiling sets based on the fitness value for sub-area 3.

Sub-Area 3 Rank Rank Sum

Theorem 1

Tiling set 1 8

22
Tiling set 2 6
Tiling set 3 2
Tiling set 4 5
Tiling set 5 1

Theorem 2

Tiling set 1 15

81
Tiling set 2 9
Tiling set 3 20
Tiling set 4 19
Tiling set 5 18

Theorem 3

Tiling set 1 10

40
Tiling set 2 4
Tiling set 3 3
Tiling set 4 7
Tiling set 5 16

Theorem 4

Tiling set 1 17

67
Tiling set 2 11
Tiling set 3 13
Tiling set 4 12
Tiling set 5 14
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Table 9. Ranking of the tiling sets based on the fitness value for sub-area 4.

Sub-Area 4 Rank Rank Sum

Theorem 1

Tiling set 1 4

15
Tiling set 2 2
Tiling set 3 5
Tiling set 4 3
Tiling set 5 1

Theorem 2

Tiling set 1 18

73
Tiling set 2 15
Tiling set 3 19
Tiling set 4 8
Tiling set 5 13

Theorem 3

Tiling set 1 12

60
Tiling set 2 9
Tiling set 3 6
Tiling set 4 17
Tiling set 5 16

Theorem 4

Tiling set 1 20

62
Tiling set 2 11
Tiling set 3 10
Tiling set 4 14
Tiling set 5 7

Table 10. Ranking of the tiling sets based on the fitness value for sub-area 5.

Sub-Area 5 Rank Rank Sum

Theorem 1

Tiling set 1 1

18
Tiling set 2 2
Tiling set 3 7
Tiling set 4 5
Tiling set 5 3

Theorem 2

Tiling set 1 16

69
Tiling set 2 10
Tiling set 3 17
Tiling set 4 14
Tiling set 5 12

Theorem 3

Tiling set 1 8

40
Tiling set 2 4
Tiling set 3 6
Tiling set 4 9
Tiling set 5 13

Theorem 4

Tiling set 1 18

83
Tiling set 2 20
Tiling set 3 11
Tiling set 4 19
Tiling set 5 15

On the other hand, a graphical analysis of the results is illustrated in Figures 8–12 in which
the different tiling sets given by different tiling theorems are depicted based on the ranking of their
corresponding fitness function. In the given bar graphs, for each sub-area, the results given by Theorem
1, Theorem 2, Theorem 3, and Theorem 4 are shown in red, green, blue and yellow bars, respectively.
Meanwhile, regarding the vertical axis, there is a labeling applied to the real fitness values to increase
the visibility for comparison: The first ranking tiling set (with highest fitness function) is given the
value 20 and the last ranking one (with lowest fitness function) is given the value of 1. Moreover, in the
horizontal axis, the expressions Th i-Ts j stands for Theorem i-Tiling set j. It is clear that Figures 8–12
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introduce a precise preference order between each given tiling set, regardless of the theorem applied.
However, the overall performance of each theorem is visualized through the total area occupied by the
corresponding colored bars.

 
Figure 8. Ranking of fitness values for tiling sets under each theorem-sub-area 1.

Figure 9. Ranking of fitness values for tiling sets under each theorem-sub-area 2.

 
Figure 10. Ranking of fitness values for tiling sets under each theorem-sub-area 3.
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Figure 11. Ranking of fitness values for tiling sets under each theorem-sub-area 4.

 

Figure 12. Ranking of fitness values for tiling sets under each theorem-sub-area 5.

It is evident that in all five sub-areas, Theorem 1 has been performing better than other theorems
with regard to fulfilling the balance between area coverage and energy consumption. To add a further
illustration, a sketch of the best given tiling set is shown in Figure 13, which shows the following tiling
sets together:

• Tiling set 5 given by Theorem 1 for sub-area 1,
• Tiling set 5 given by Theorem 1 for sub-area 2,
• Tiling set 5 given by Theorem 1 for sub-area 3,
• Tiling set 5 given by Theorem 1 for sub-area 4,
• Tiling set 1 given by Theorem 1 for sub-area 5,

With reference to Tables 1–5, the whole additive energy value for this composition of the
highest-ranking tiling sets is 5.981 A and the whole area covered by this superior tiling set is 10.1136 m2

(95.9% of the entire area required to be cleaned). As it can be seen, the decision goal is fulfilled to a
satisfying extent in terms of the defined criteria since the entire energy can be provided by a one-time
battery charge (less than 7.4 A), and the area coverage is the highest available one.
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Figure 13. A composition of best tiling sets for each sub-area.

7. Evaluating the Robot Performance with and without the Tiling

Providing access to narrow and difficult spaces, self-reconfiguration is totally reasonable for
maximizing the area coverage. However, shape-shifting may sound a waste of energy. In this section,
a comparison is illustrated with a fixed-morphology robot with the same size (O reconfiguration
in Figure 3) that follows no tiling theory but tries to cover the area like the current commercialized
cleaning robots. Figure 14 shows nine such sweeping solutions for the entire experimental environment
in which each of the solutions appears with the corresponding numbering and each yellow square is
an O morphology, as depicted in Figure 3. In addition, the gray area is the area totally inaccessible
and the purple area is the area that is accessible at the expense of re-coverage. The total area coverage
percentage and utilized energy amount in each sweeping solution is summarized in Table 11 in which
the reported area is the covered area with avoidance of re-coverage, i.e., the whole area subtracted by
the gray and purple areas and the area occupied by obstacles.

Figure 14. Sample sweeping solutions with fixed morphology and no tiling theory.
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Table 11. Energy and area coverage for fixed-morphologies with no tiling theorem.

Sweeping Solution Area-Coverage (%) Energy (A)

1 496/538 = 92.19% 5.23
2 496/538 = 92.19% 5.44
3 496/538 = 92.19% 5.87
4 496/538 = 92.19% 5.91
5 484/538 = 89.96% 6.67
6 484/538 = 89.96% 6.312
7 484/538 = 89.96% 6.18
8 496/538 = 92.19% 6.22
9 484/538 = 89.96% 6.48

Considering Table 11, it is obvious that the fixed-morphology performance was not as
energy-efficient as expected and its energy consumption for sweeping the entire space is almost
the same as the best alternative selected by MCDM (5.981 A) or even higher (worse) than that in some
cases (sweeping solution 5, 6, 7, 8, 9). However, the shape-shifting morphology evidently results in
higher area coverage. The results in Table 11 also justify this fact: In a fixed-morphology scheme with
no tiling-path-planning, we have, at most, 92% area coverage, but the approach presented in this paper
results in almost 96% area coverage, see Figure 13.

To summarize, when a higher area coverage is guaranteed by self-reconfiguration, and the
energy consumption in a fixed-morphology scheme is at the level of shape-shifting morphology
(slightly better: 5.98 − 5.23 = 0.75 (A) or even worse: 5.98 − 6.67 = −0.7 (A)), it sounds reasonable
to apply the MCDM-supported tiling path-planning even though it requires a slight compromise in
energy consumption.

8. Conclusions

By providing self-reconfiguration abilities for the cleaning robot, it can cope with limitations
associated with sweeping narrow corridors and far-to-access corners, making self-reconfigurable
robots very interesting for use as cleaners. In this regard, a Tetris-inspired mechanism has already been
proposed in our previous studies and, additionally, polyomino tiling theory has been introduced as a
means of path planning for such a mechanism. Previous studies in this field, have only considered area
coverage as the performance metric for the cleaning robot. Moreover, besides the amount of cleaned
area, the amount of battery usage (energy) is a significant issue. In this paper, we applied a MCDM
approach aimed at efficient cleaning in terms of energy and area coverage. This study has moved a
step forward regarding the quest to find the best alternative among given tiling maps in order to orient
the robot towards the optimal navigation.

To this end, in this study, four tiling set theorems are utilized to define the navigation maps for
the robot. Before applying the tiling theorems, the entire area is decomposed to five sub-areas based on
furniture layout. Then, the tiling theorems are applied to each sub-area separately to generate several
distinguished tiling sets. These are the alternatives analyzed from the area and energy viewpoint.
To balance the facing trade-off, a MCDM approach is applied by defining a fitness function in terms
of the decision criteria and finally, all the alternatives are ranked in terms of the resulting fitness
function. Based on the results of this ranking, one of the most recent theorems stood out, showing
a more efficient performance throughout all the sub-areas. Furthermore, a comparison between the
performance of a fixed-morphology and a shape-shifting mechanism is presented that further suggests
the MCDM-supported tiling path planning.

As a scope of future work, the area decomposition method can be improved based on cellular
decomposition supported by SLAM. Additionally, here, only the effect of area coverage and energy
are investigated as the decision criteria, while time is also an influencing factor in the hectic timetables
of people nowadays. Considering the required time as another aspect of the efficiency of a cleaning
application could be another aspect of future work. On the other hand, in this study, both the decisive
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factors in a MCDM process are regarded to be of the same value to the user. Defining the partial
importance of the decision criteria based on user preferences is actually not difficult to imagine.
This can also open an opportunity for incorporating fuzzy logic.
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Abstract: In many areas, such as mobile robots, video games and driverless vehicles, path planning
has always attracted researchers’ attention. In the field of mobile robotics, the path planning problem
is to plan one or more viable paths to the target location from the starting position within a given
obstacle space. Evolutionary algorithms can effectively solve this problem. The non-dominated
sorting genetic algorithm (NSGA-II) is currently recognized as one of the evolutionary algorithms
with robust optimization capabilities and has solved various optimization problems. In this paper,
NSGA-II is adopted to solve multi-objective path planning problems. Three objectives are introduced.
Besides the usual selection, crossover and mutation operators, some practical operators are applied.
Moreover, the parameters involved in the algorithm are studied. Additionally, another evolutionary
algorithm and quality metrics are employed for examination. Comparison results demonstrate that
non-dominated solutions obtained by the algorithm have good characteristics. Subsequently, the path
corresponding to the knee point of non-dominated solutions is shown. The path is shorter, safer and
smoother. This path can be adopted in the later decision-making process. Finally, the above research
shows that the revised algorithm can effectively solve the multi-objective path planning problem in
static environments.

Keywords: mobile robot; static environments; path planning; multi-objective optimization; NSGA-II;
evolutionary operators

1. Introduction

Path planning (PP) has been fundamental in many areas in recent decades, for instance mobile
robots [1–3], unmanned surface vehicles (USVs) [4,5], wireless sensor networks (WSNs) [6–8] and video
games [9]. For mobile robots, path planning is devised to find one or more feasible routes from the
initial location to the target in a given workspace. The related algorithms in the field of path planning
are reviewed in [10,11]. In [12], several path planning and navigation algorithms commonly employed
in the domain of unmanned aerial vehicles (UAVs) were studied. The commonly-used methods
are the probabilistic roadmap method (PRM) [13], the artificial potential field method (ARF) [14],
the rapidly-exploring random tree method (RRT) [15], A* and its variants [16,17], and so on. In [18],
the fast marching method (FMM) was applied to the path planning problem. Moreover, the research
revealed that the algorithm can successfully attain the collision-free shortest route in many static
environments. Most conventional approaches attain available paths and seldom optimize several
objectives concurrently.

However, optimization problems in most disciplines should study multiple objectives
simultaneously, not just a single one. For example, in the product design process, the cost and
quality of the product are often contradictory, that is and decrease in the price of the product and the
quality has to decrease, and vice versa. How to decrease the cost of the product and enhance the quality
comprise a dual-objective optimization problem. Path planning problems are no exception. In this
study, three objectives are presented. Path length is related to the operation time of the mobile robot.
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Path safety represents the length from the path to the nearest obstacle. Path smoothness indicates the
degree of bending of the path. In general, at least two objectives are conflicting.

At present, based on the complexity of the path planning problem, this issue is identified as
NP-hard [19]. Multiple competing goals need to be considered concurrently. Subsequently, common
multi-objective weighting methods are employed to solve problems [20,21]. The principle of the
weighting method is to set the weighting factors of the objectives and combine the targets into a
new one. However, because there is no apparent measurable relationship between these objectives,
it is difficult to set their weighting factors. In other words, the transformation process itself is also
a multi-objective optimization problem. Therefore, the weighting method is not proper. On the
other hand, some researchers extended the deterministic heuristic A* algorithm to multi-objective
cases [22–24]. In these algorithms, the heuristic function of any node in the graph search space is
a vector.

In later years, evolutionary algorithms (EA) were universally employed for path planning.
A practical framework of multi-objective evolutionary algorithm (MOEA) was designed in [25].
Besides, several practical evolution operators were presented. To further advance the computational
efficiency, in the initial step, some individuals were generated by the Dijkstra algorithm. In [26],
the traditional method was first employed to generate the roadmap in the workspace, and then,
the Hopfield neural network was applied to improve path length and safety. In [27], the modified
rapidly-exploring random tree was presented to obtain the path. Then, the path length and smoothness
were improved based on the neural network curve post-processing strategy. In [28], the Q-learning
method was developed to optimize the path. A fast two-stage ant colony optimization algorithm was
shown in [29]. This algorithm contained two phases: map preprocessing and ant colony optimization.
In the map preprocessing, they calculated the minimum number of steps from all free nodes to the
target node. Next, the path length was optimized by the modified ant colony optimization. In [30],
the modified tabu search algorithm was designed for the optimal path length in grid environments.
In [31], path length and smoothness were enhanced by two multi-objective memetic algorithms. In [32],
an intelligent water drop algorithm was proposed to increase the length and safety. An available
path was found by the artificial bee colony algorithm in [33], then the length and smoothness of the
obtained path were optimized by evolutionary programming. In [34], a model of path length and
danger degree was solved by the improved particle swarm algorithm. The degree of risk and path
length were minimized by particle swarm optimization (PSO) in unknown circumstances [35]. In [36],
the chaotic particle swarm optimization algorithm was used to enhance the control points of the Bezier
curve to reach a short and smooth route. The hierarchical global path planning method was introduced
in [37]. The method designed a three-stage structure to obtain an optimal route. First, a free geometric
configuration space was determined with the triangular decomposition method, and then based on the
configuration space, the Dijkstra algorithm was utilized to obtain a viable route. Finally, constrained
particle swarm optimization was designed to optimize length and smoothness. Similar hierarchical
strategies could be found in [38]. Individuals within the initial population were generated by the
surrounding point set algorithm. Then, the length and smoothness were enhanced by the particle
swarm optimization algorithm.

In this study, the multi-objective path planning is solved with the improved NSGA-II. The work
is shown below:

• The framework of the improved NSGA-II is introduced. Several practical evolutionary operators are
presented to enhance the feasibility of the route and optimize three objectives (length, smoothness
and safety). They can enhance the local search capabilities of the improved NSGA-II.

• The parameters in the algorithm are systematically studied. The results show that larger
population sizes, larger numbers of generations and high operator probabilities are indispensable
in complex environments.
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• The improved NSGA-II is tested with an existing evolutionary algorithm and different quality
metrics. The comparisons show that the non-dominated solutions received via the improved
NSGA-II have good characteristics.

• The path corresponding to the knee point of non-dominated solutions is shown. The route is
shorter, smoother and safer.

The rest of the work is designed below. The associated work is introduced in Section 2. Section 3
defines environmental modeling, representation of the path and the objectives that need to be
optimized. Section 4 details NSGA-II and evolutionary operators. The parametric study is presented in
Section 5. Section 6 exhibits the comparison results. Lastly, the conclusions are displayed in Section 7.

2. Related Work

Since the advent of the genetic algorithm, it has been favored by many scholars due to its
simple operation process and powerful search ability [39,40]. Genetic algorithms demonstrate robust
optimization performance in various areas [41–43]. In path planning, genetic algorithms have also
received extensive attention. In [44], the genetic algorithm was designed to shorten the path length
in the grid space. In [45], the efficiency of probabilistic roadmap (PRM) and genetic algorithm
(GA) for attaining a viable route was studied. NSGA-II was employed to optimize path length and
clearance in the grid environments [46]. In [47], multiple techniques of representing a path in the
grid environments were presented. Moreover, NSGA-II was used to improve length, smoothness
and safety. A new selection operator was designed to avoid falling into a local trap and premature
convergence [48]. Then, the adaptive method based on GA was designed to optimize path length.
In [49], control points of the Bezier curve were enhanced by NSGA-II to reach the Pareto-optimal
solutions. In [50], an efficient initialization technique based on directed acyclic graphs was proposed.
This technique can provide multiple feasible minimum paths for the genetic algorithm, which enhances
the computational efficiency of the entire genetic algorithm. In [51], a viable route was given with
the genetic algorithm and then smoothed by the piecewise cubic Hermite interpolation polynomial.
In [52], the environment was converted with a matrix-binary code-based genetic algorithm (MGA).
Then, the navigation time and the path length were optimized. Control points of the Bezier curve
were optimized with an improved genetic algorithm in [53]. Then, the optimum smooth path could be
selected by choosing these control points. In [54], an improved crossover operator was designed in
static environments. In [55], NSGA-II was used to improve the clearance and smoothness of the path
by optimizing the three parameters obtained by the potential field method. Moreover, the position
of the virtual obstacle was redefined for the case where the end point of the path was farther away
from the obstacle. This can help the robot safely drive away from obstacles. Finally, a method for
identifying obstacles that affect the robot in cluttered environments was presented. As far as we know,
genetic algorithms show great vitality in path planning problems. However, due to the existence of
obstacles, after using the traditional operators (crossover, mutation), the newly-generated individuals
are generally no longer feasible paths. More practical evolutionary operators are needed to further
enhance evolution efficiency.

In this study, the path planning problem is resolved with the improved NSGA-II in static
environments. Multiple objectives are considered. More practical evolutionary operators are presented.
In the remainder of this article, the improved algorithm is proposed in detail.

3. Path Planning Problem

Path planning is to find one or more available paths in the workspace. In this article, statically
known environments are considered. That is, all obstacles within the workspace are static, and their
location information is entirely known to the robot. The starting location and target of the robot are
signified as S and T, respectively. Then, path planning is devised to find one or more paths from S to T
that do not collide with obstacles. Next, the environment modeling, path representation and the three

122



Appl. Sci. 2018, 8, 2253

optimization objectives are defined. In this work, two-dimensional space is adopted. Any obstacle
is supposed to be an arbitrary polygonal shape. Moreover, a polygon robot can be converted into
a single point by using the Minkowski sums in the field of computational geometry [56]. A path is
signified with p = [S = p0, p1, p2, ..., pn, pn+1 = T]. pi is the i-th rotation points (RPs). pi and pi+1 are
connected by straight segments. The representation of a path is shown in Figure 1. The coordinate of
pi is denoted as (Xi, Yi).

Figure 1. The representation of a path is given.

3.1. Objectives

In this paper, three objectives are introduced: smoothness, safety and length. The energy loss is
associated with path smoothness and length. In addition to considering energy loss, the safety of the
driving path cannot be ignored. When the distance of the robot from the obstacles during driving is
less than the safe range of the sensors, this can be a critical situation, even damaging the robot and the
items that are seen as obstacles. Therefore, the farther away from the nearest obstacle, the safer the
route. Considering the above factors, the three objectives are designed to enhance the driving route of
the robot. This is the multi-objective optimization problem. For convenience, it can be converted into a
minimization problem. Next, the mathematical definition of these objectives is presented.

3.1.1. Path Length

The line segment formed by any two points in the space can be calculated based on the Euclidean
distance. Thus, for two consecutive rotation points (pi = (xi, yi), pi+1 = (xi+1, yi+1)), the line segment
of the points can be computed. Then, the path length can be given by summing all the ordered line
segments. The mathematical expression is presented in Equation (1):⎧⎨⎩ dis(pi, pi+1) =

√
(xi − xi+1)2 + (yi − yi+1)2

Length(p) =
n
∑

i=0
dis(pi, pi+1).

(1)

3.1.2. Path Smoothness

Path smoothness denotes the degree of sleekness of the path. The smoother the route, the less
energy the robot consumes as it travels along the way. In this paper, it is defined by the average turning
angle of the path. The corner formed by two consecutive line segments can be determined. Then,
the average turning angle of the route can be calculated by Equation (2).⎧⎪⎨⎪⎩

Angle[pi, pi+1, pi+2] = π − cos−1
(
(xi+1−xi)(xi+2−xi+1)+(yi+1−yi)(yi+2−yi+1)

dis(pi ,pi+1)×dis(pi+1,pi+2)

)
Smoothness(p) = 1

n

n−1
∑

i=0
{Angle[pi, pi+1, pi+2]}.

(2)

3.1.3. Path Safety

Firstly, the secure interval is defined. It is the minimum distance of the path from the nearest
obstacle. The barrier set (O = O1, O2, ..., Om) contains all the obstacles in the space; the number is
m. MinDis(pi pi+1, Oj) is the minimum length between the line segment (pi pi+1) and the obstacle
(Oj). Thus, Min

0≤i≤n
Min

1≤j≤m
{MinDis(pi pi+1, Oj)} is the safe interval. For convenience, the maximum safety

interval problem is converted to a minimum problem. The general operation is to add a negative sign
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before the safe distance to convert the function to a negative number. The safety objective of the path
can be expressed by Equation (3):

Sa f ety(p) = −Min
0≤i≤n

Min
1≤j≤m

{MinDis(pi pi+1, Oj)}. (3)

At this time, a model of path planning is presented below:⎧⎪⎪⎪⎨⎪⎪⎪⎩
p = [S = p0, p1, p2, ..., pn, pn+1 = T]
Minimize f1(p) = Length(p)
Minimize f2(p) = Smoothness(p)
Minimize f3(p) = Sa f ety(p).

(4)

In the above model, the only constraint is that the path does not collide with the obstacle, but it
is allowed to reach the edge of the obstacle. If the path intersects the obstacle, then it is not feasible.
The edge of the workspace is also regarded as an obstacle.

In general, at least two goals are contradictory. That is to say, one or more other objectives have to
be sacrificed while increasing one objective. This problem is a typical multi-objective optimization
problem. There is no longer one best solution, but a set of solutions. Moreover, these solutions are
non-dominated. In other words, when one or more objectives of one solution are better than the other,
there must be at least one or more poor objectives. In recent years, some surpassing evolutionary
algorithms have emerged for solving path planning problems. However, due to the complexity and
practicality of this issue, many scholars remain interested.

4. NSGA-II for the Multi-Objective Path Planning Problem

NSGA-II is one of the most popular multi-objective genetic algorithms [40]. It has the advantage
of fast running speed and good convergence of solutions. Moreover, it has become the benchmark
for evaluating numerous optimization algorithms. NSGA-II is the second generation non-dominated
sorting genetic algorithm, and its improvements mainly include three aspects:

• A fast non-dominated sorting algorithm is designed, which stratifies the population according to
the non-domination level of the individuals. Individuals within the same layer are non-dominated.

• The crowding distance of individuals in the same layer is calculated. Then, the individuals with
higher values are preferentially selected, so that the same layer individuals can be more evenly
distributed in the objective space to preserve the population diversity.

• The elite strategy combines the parental population with the offspring population. First, infeasible
solutions within the collection are eliminated. Secondly, the remaining individuals are ranked
according to the non-dominated sorting algorithm. From the low to high levels, the individuals in
each layer are placed sequentially in the new population until the number of individuals exceeds
the capacity of the population. Finally, according to the crowding distance metric, the individuals
in the specific layer are placed into the new population in descending order until the population is
full. The elite strategy preserves all the good individuals in the parental and offspring populations,
thereby improving the accuracy and robustness of the optimization results.

Due to the above characteristics, NSGA-II has strong optimization capabilities. Therefore, the path
planning is solved with NSGA-II. However, individuals formed by the traditional operators are
generally not feasible paths. It is not enough to rely solely on traditional operators. This requires a
larger population capacity and more evolutionary algebra. In the work, several practical evolutionary
operators are introduced to solve this problem. These evolutionary operators are more purposeful to
reduce the length and improve the smoothness and safety. Next, NSGA-II and all the operators are
described in detail.
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4.1. Flowchart

The process of NSGA-II is as follows:

1 The population (POP) is initialized.
2 In the population (POP), the objectives of each individual are evaluated.
3 An empty set (NDPOP) is generated to save the found feasible non-dominated individuals.
4 While the termination condition has not been reached, DO:

(1) Two empty populations (NEWPOP, POPc) are generated.
(2) The individuals are chosen from the population (POP) by the selection operator and put

into the population (POPc).
(3) Individuals within the population (POPc) are paired. Then, the crossover operator is

performed on the two individuals. Next, new individuals are generated and stored in the
population (NEWPOP).

(4) For any individual in the population (POPc), the practical operators are sequentially
executed. Then, the generated individuals are put into the population (NEWPOP).

(5) Each individual within the population (NEWPOP) is evaluated, and the feasible solutions
are put into the set (NDPOP). Then, the non-dominated individuals of the set (NDPOP)
are retained.

(6) Parental and children populations (POP) and (NEWPOP) are merged. Individuals in the
combined population are classified according to the individual feasibility: feasible solutions’
set and infeasible solutions’ set. Then, the non-dominated sorting and crowding distance
metric are performed on the two sets respectively. Next, individuals are picked from the
two sets, and a new population (POP) is formed. The size of the population (POP) remains
the same.

(7) The loop counter is incremented by one.

In the entire algorithm, a viable individual is a collision-free path. Steps 1–3 are the initialization
process. The initial population (POP) is generated and evaluated. An empty set (NDPOP) is then made
to store the found non-dominated solutions. This set is only used for storage and does not participate
in the evolution of the population. Step 4 is the core of the algorithm, and the total iterative process is
completed in this step until the termination condition is reached.

In each iteration, two empty populations (POPc and NEWPOP) are created. The population (POPc)
is used to store the selected individuals of the parental population (POP). The population (NEWPOP)
stores the children individuals. First, the selection operator is applied to choose individuals from the
population (POP), and the selected individuals are stored in the population (POPc). Individuals of the
population (POPc) are then paired. New individuals are generated by using the crossover operator and
then placed in the child population (NEWPOP). Next, a series of operators is executed for each within
the population (POPc). When each operator is applied, a new individual is generated and stored in
the child population (NEWPOP). After the individuals in the population (POPc) are treated with the
evolutionary operators, the individuals in the children population (NEWPOP) are evaluated, and the
feasible individuals are put into the set (NDPOP). Then, individuals of the population (NDPOP) are
updated; in other words, the non-dominated solutions of the population (NDPOP) are retained; other
individuals are excluded.

Then, the elite strategy is executed. The parental population (POP) and the offspring population
(NEWPOP) are merged, and the individuals in the merged set are classified according to individual
feasibility: feasible solutions’ set and infeasible solutions’ set. Then, the non-dominated sorting and
crowding distance metric are performed on the two sets, respectively. Then, individuals are picked
from the two sets to form a new population (POP). In this step, the infeasible individuals are not
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entirely discarded, but some better individuals are preserved. Besides, the size of the population (POP)
is unchanged. Then, the loop counter is incremented by one.

Step 4 is iterated until the end condition is satisfied. At this point, the entire algorithm ends,
and the set (NDPOP) is output. Furthermore, the operators are introduced. Each operator acts on an
individual, and a new individual is generated and then stored in the child population (NEWPOP).
Besides the traditional operators, these evolutionary operators can improve the length, smoothness and
safety of the path more effectively. Next, these operators and the initialization process are presented
in detail.

4.2. Selection Operator

The selection operator is to elect individuals from the parental population (POP). The constrained
tournament selection operator is applied. It selects two solutions at a time, then the tournament
between them is run, and the winner participates in the succeeding evolution. For two chosen
individuals, if one is not attainable and the other is available, the victor is the viable one. If none are
feasible or viable, the non-dominated regulation is applied to pick the victor. If both are non-dominated,
the individual with a larger crowding distance is picked as the winner. Finally, the winners are stored
in the population (POPc).

4.3. Crossover Operator

For two randomly-selected individuals in the population (POPc), the crossover operator is used
to form new individuals by swapping parts of the individuals. The newly-generated individuals are
stored in the child population (NEWPOP). Suppose that p = [S, p1, p2, ..., pi−1, pi, ..., pj, pj+1, ..., pn, T]
and q = [S, q1, q2, ..., qk−1, qk, ..., qm, qm+1, ..., qn′ , T] are two randomly-chosen paths, pi and pj are two
randomly-selected rotation points (RPs) on path (p). Similarly, qk and qm are two randomly-selected
rotation points on path (q). The line segments connecting pi with pj and the line segments linking
qk with qm are exchanged. Finally, two new paths (p′ = [S, p1, p2, ..., pi−1, qk, ..., qm, pj+1, ..., pn, T],
q′ = [S, q1, q2, ..., qk−1, pi, ..., pj, qm+1, ..., qn′ , T]) are generated. Figure 2 shows the result of exchanging
line segments with the crossover operator.

Figure 2. The crossover operator is shown. In the left sub-figure, the yellow circles are the two rotation
points randomly selected on the path. Similarly, the black circles are the two rotation points on the
other path. The line segments between the yellow circles are exchanged with the line segments between
the black circles. Finally, two new paths are generated and displayed in the right sub-figure.

4.4. Invalid Solution Operator

The invalid solution operator is used to convert the path (p = [S, p1, p2, ..., pi, pi+1, ..., pn, T]) that
collides with the obstacles (O = O1, O2, ..., Om) into a feasible path. The design process of this operator
is expressed as follows:
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Along the path, it is determined in turn whether the line segment (pi pi+1) of the path collides with
the obstacles. If so, the intersection points and the obstacles (O(i)) that collide with the line segment
are found.

Then, the vertices of the obstacles (O(i)), the two rotation points (pi, pi+1) and the intersection
points form the vertices of the graph. Any two vertices within the set of vertices are linked to form the
set of edges. Meanwhile, the edges that collide with all obstacles (O) are deleted. Then, based on the
vertices and edges of the graph, the Dijkstra algorithm can be applied to attain a feasible shortest path
(q = [pi, q1, q2, ..., qk, pi+1]) from pi to pi+1. Next, the line segment (pi pi+1) of path (p) can be replaced
with the path (q), and the path (p′ = [S, p1, p2, ..., pi−1, q, pi+1, ..., pn, T]) is generated. Finally, the viable
path (p′) is made by repeating the above operation from i = 0 to n. The invalid solution operator is
presented in Figure 3.

Figure 3. The invalid solution operator is presented. In the sub-figure on the left, the blue circles
represent the intersection points of the path and the obstacle. The right sub-figure shows the new path
generated by the Dijkstra algorithm.

4.5. Mutation Operator

The single point variation is used in this operator. A rotation point on the path is arbitrarily
chosen and displaced by an arbitrary free point. It should be noted that the path after the mutation
may be worse or better than before the variation. The mutation operator is displayed in Figure 4.

Figure 4. The mutation operator is presented. In the left sub-figure, a randomly selected rotation
point (indicated by a blue circle) on the path is replaced by a free point (indicated by a yellow circle)
randomly generated in the space. The resulting new path is shown in the right sub-figure.
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4.6. Shortness Operator

The path is changed in arbitrary deleting manner in this operator. It randomly removes a rotation
point. Figure 5 displays the shortness operator.

Figure 5. The shortness operator is presented. In the sub-figure on the left, a rotation point (indicated
by a blue circle) on the path is randomly selected and removed. Then the new path is shown in the
right sub-figure.

4.7. Insertion Operator

A single point insertion is adopted to design the insertion operator. A line segment on the path
is randomly selected, and then, a random free point is inserted on the segment. The practice of the
insertion operators is similar to the mutation operator. The random points in free space are used in
both operators. The difference is that the mutation operator changes a rotation point and two line
segments. The insertion operator increases a rotation point and converts one line segment into two
new line segments. Figure 6 is an illustration of the insertion operator.

Figure 6. The insertion operator is shown. In the left sub-figure, a line segment on the path is randomly
selected and indicated by a blue line. A free point is randomly generated in space and inserted into the
blue line segment. The generated path is shown in the right sub-figure.

4.8. Safety Operator

The path safety is improved with the safety operator. On each line segment, the nearest point
to the obstacles can be found. The point is named the critical point. Next, the region near the critical
point can be meshed. Eight nearby lattices of the critical point are found. By comparing the safety
distances of the lattices, the lattice with the largest safety distance is the winner. The center point of
the lattice is chosen as a rotation point and then inserted into the line segment. The above method is
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iterated until all line segments on the route have been considered. At this point, the safety operator is
over. Figure 7 shows the safety operator.

Figure 7. The safety operator is shown. In the left sub-figure, the critical point (indicated by a yellow
circle) of each line segment on the path can be replaced by a point with a larger safe distance near the
critical point. The sub-figure on the right shows the generated path.

4.9. Smoothness Operator

A smoother route can be found by the smoothness operator. In this operator, it is improved by
decreasing the maximum turning angle formed by two consecutive segments on the path. Two free points
are randomly generated on the two line segments and replace the intersection of the two line segments.
Therefore, the maximum corner of the route is reduced. Figure 8 exhibits the smoothness operator.

Figure 8. The smoothness operator is presented. In the left sub-figure, two free points are randomly
generated on the two line segments where the maximum turning angle is located and are represented
by blue squares. Then the intersection of the two segments is replaced with these two points. The right
sub-figure shows the generated path.

4.10. Shortest Operator

The length of the path (p = [S = p0, p1, p2, ..., pi, ..., pn, pn+1 = T]) can be minimized by the
shortest operator. For the rotation point (pi), another rotation point (pj) is sequentially selected as a
candidate from the target point (pn+1) to the rotation point (pi+2). If the new line segment (pi pj) is
feasible, other rotation points between the rotation points (pi, pj) are deleted. The above operation
is repeated from i = 0 to n− 1. The shortest operator can remove extra rotation points to obtain the
shortest path. Figure 9 presents this operator.

4.11. Position Update Operator

The idea of this operator comes from particle swarm optimization (PSO). Based on the positions
of three continuing rotation points (pi−1, pi and pi+1), the position of the middle point (pi) is updated
by Equation (5). This operator is shown in Figure 10.
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Figure 9. The shortest operator is presented. In the left sub-figure, blue circles indicate the sequentially
selected candidate points. The resulting path is shown in the right sub-figure.

Figure 10. The position update operator is displayed. In the left sub-figure, some line segments of a
path are shown. For three consecutive rotation points on the path, the new position of the middle point
can be generated using Equation (5) and represented by a blue circle. The right sub-figure presents
some line segments of the new path.

v f = pi−1 − pi
vl = pi+1 − pi
v = r1 × v f + r2 × vl

pnew
i = pi + v.

(5)

In Equation (5), the vector (v) should meet a restraint. The restraint is set to be ±1% of the
workspace coordinates. In addition, the position (pnew

i ) and the line segments (pnew
i−1 pnew

i and pnew
i pi+1)

should be feasible. The position (pnew
i ) is adjusted continually by using Equation (6) until the above

conditions are satisfied. Furthermore, r1, r2 and r3 are set to random numbers from zero to one.

pnew
i = r3 × pi + (1− r3)× pnew

i . (6)

4.12. Initialization

In general, the initialization process is essential. In the initial phase, the initial population is
generated. Each within the population is a randomly generated path. That is, the rotation points on
the path are random points in free space. The number of rotation points is set to a random number
from one to three. Of course, these initial individuals are generally not feasible in a complicated
space. Three objectives are designed to evaluate the path. They are the path length, smoothness and
safety, respectively. Additionally, all parameters involved are displayed. The maximum number of
generations and population size are 100 and 80 individually. The probabilities of selection, crossover
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and shortest operators are 1, 0.8 and 0.1. The probabilities of the remaining operators are set to 0.5.
Next, through the parameter study, the parameters of the genetic algorithm are reasonably set.

5. Parametric Study

In this section, the parameters studied are population size, the number of generations, crossover
rate, mutation rate, insertion rate, invalid solution operation rate, safety operator rate, smoothness
rate, position update operator rate, short operator rate and shortest operator rate. The likelihood of
optimality (Lopt) is used to evaluate the non-dominated solutions obtained by different parameter
selections [57]. Based on the same parameter setting, the algorithm is run n times independently. If the
optimal solution is found m times, the likelihood of optimality (Lopt) of this set of parameters is the
estimated probability m/n. This measurement technique was originally used to evaluate the parameter
setting of the single-objective optimization algorithm. For multi-objective problems, the optimal
solution can be understood as the optimal values of each objective. In the d-dimensional solution
space, the Loptk of any parameters setting k is the estimated probability (m1 + m2 + ... + md)/(d× n).
In this work, Let n be 100. Figure 11A is considered. The starting and target points of this map is
displayed in Table 1. These maps will be used to test the algorithm in detail in Section 6.

Loptk =
m1 + m2 + ... + md

d× n
. (7)

A B

C D

E

Figure 11. Five maps are used to test the algorithm. These maps have various obstacles.

Table 1. The start and destination of the maps.

Maps Start Destination

Figure 11A (1500, 1200) (3900, 3900)
Figure 11B (400, 100) (1450, 1450)
Figure 11C (253.6, 403.5) (1895.3, 1206.9)
Figure 11D (1007.2, 1400) (1908.6, 1008.1)
Figure 11E (120, 120) (1800, 1800)

Figures 12–22 present the effects of these parameters. Figure 12 presents the effect of population
size. Other parameters remain the same as mentioned before. This figure shows that when the
population size exceeds 60, the algorithm can run stably. For more safety, the population size is set to
80. The effect of the number of generations is shown in Figure 13. When the number of generations
exceeds 80, Lopt is already good. In view of this, the maximum generation of the population is set to 80.
The effect of the invalid solution operator rate on Lopt is given in Figure 14. The figure shows that the
higher the invalid solution operator rate, the more stable the algorithm. In the next parametric study,
the invalid solution operator rate is set to 0.5. Next, Figure 15 presents the effect of the safety rate.
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The higher the safety operator rate, the better the Lopt. The value is also set to 0.5. Figure 16 shows
that an excessively low crossover rate can affect the stability of the algorithm. Therefore, the crossover
rate is set to 0.8. Figure 17 implies that when the shortness operator rate changes from 0.4 to one, Lopt
is basically unchanged. The shortness operator rate is set to 0.5. The effect of smoothness operator
rate is shown in Figure 18. We set the smoothness operator rate to 0.5. Figures 19–21 display the
effects of the position update operator rate, insert rate and mutation rate, respectively. The effect of the
shortest operator rate is presented in Figure 22. When the shortest operator rate changes from 0.1 to
one, the algorithm is robust. This is different from other parameters.

The above parameter study also confirms the setting of the parameters in the initialization process.
For more complex scenarios, it may be necessary to choose a higher population size, a larger number
of generations, a higher invalid solution operator rate, a higher safety operator rate, a higher crossover
rate and a higher smoothness operator rate.

Population Size

L
o
p
t

Figure 12. Effect of the population size.

Number of Generations

L
o
p
t

Figure 13. Effect of the number of generations.
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Invalid Solution Operator Rate
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Figure 14. Effect of the invalid solution operator rate.

Safety Operator Rate
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Figure 15. Effect of the safety operator rate.
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Crossover Rate
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Figure 16. Effect of the crossover rate.

Shortness Operator Rate
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Figure 17. Effect of the shortness operator rate.
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Smoothness Operator Rate

L
o
p
t

Figure 18. Effect of the smoothness operator rate.

Position Update Operator Rate
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Figure 19. Effect of the position update operator rate.
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Insert Operator Rate
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Figure 20. Effect of the insert operator rate.

Mutation Rate
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Figure 21. Effect of the mutation rate.
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Shortest Operator Rate

L
o
p
t

Figure 22. Effect of the shortest operator rate.

6. Results

In this work, the results of the improved non-dominated sorting genetic algorithm (NSGA-II) in
various spaces are presented. To better examine the results, different quality metrics [58,59] and the
multi-objective evolutionary algorithm (MOEA) algorithm [25] were employed.

The hypervolume indicator (HV) [58] can be used to evaluate the volume of non-dominated
solutions in the solution space. In the d-dimensional solution space, the related concepts are defined.
A = {a1, a2, ..., an} is the non-dominated solutions, and r = (r1, r2, ..., rd) denotes the reference
point, respectively. The Lebesgue measure [60] can be used to compute the hypervolume area of
the non-dominated solutions bound by the reference point. The calculation of the HV is shown in
Equation (8).

h(ai) = [ai1 , r1]× [ai2 , r2]× ...× [aid , rd]

HV(A, r) = L(
|A|∪
i=1

h(ai)|ai ∈ A).
(8)

Furthermore, the set coverage metric (SCM) [59] can be applied for computing the dominance ratio
of the two sets of non-dominated solutions. A = {a1, a2, ..., an} and B = {b1, b2, . . . , bm} denote the two
sets. Consequently, scm(A, B) can be computed with Equation (9). As the relationship (�) represents a
weak dominance relationship and is asymmetrical, it is also essential to determine scm(B, A).

scm(A, B) =
|{b ∈ B|∃a ∈ A : a � b}|

|B| . (9)

In this work, several maps are considered in Figure 11. There are different shapes of obstacles on
each map. The starting and target points for these maps are displayed in Table 1. On each map, both
algorithms run 30 times. In each run, the two sets of non-dominated solutions obtained by the two
algorithms are compared with the quality metrics. The results of the hypervolume are given in Table 2.
In contrast, these two sets are dense. Besides, in Table 3, the results of the set coverage metric (SCM)
are exhibited. The average of scm (NSGA-II,MOEA) and SCM (MOEA,NSGA-II) is 95.01% and 94.47%,
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respectively. It is evident that the most solutions within any set are non-dominated relative to another
set. This also implies that the solutions obtained by these two algorithms are close to the Pareto front.

Table 2. Hypervolume results of NSGA-II and MOEA.

Maps NSGA-II(MedianInterquartile) MOEA(MedianInterquartile)

Figure 11A 0.88730.0577 0.89050.0495
Figure 11B 0.89670.0339 0.88400.0391
Figure 11C 0.89750.0837 0.89340.0885
Figure 11D 0.89310.0386 0.90000.0422
Figure 11E 0.89630.0301 0.89500.0322

Table 3. The results of the set coverage metric.

Maps scm(NSGA-II, MOEA) scm(MOEA, NSGA-II)

Figure 11A 0.9077 0.9032
Figure 11B 0.8974 0.8882
Figure 11C 0.9947 0.9894
Figure 11D 0.9878 0.9680
Figure 11E 0.9630 0.9747

Average 0.9501 0.9447

Additionally, in each map, the reference points need to be calculated. The ideal reference point is
optimal in every dimension, and the nadir reference point is worst. Table 4 shows the reference points.
An ideal shortest route is the line segment from the start to the destination. The smoothness of the
ideal smoothest path should be zero. For the minimum safety of path, this value can be estimated with
enhancing the safety of the safest route by 10% in the non-dominated solutions. At this point, the three
values of the ideal reference point have been set. Next, the three values of the nadir reference point are
set. For the length and smoothness of the nadir reference point, the two values can be calculated by
referring to the above means of estimating the minimum safety. The maximum safety of path is zero.

Table 4. Reference points.

Maps Ideal Nadir

Figure 11A (3612.5,−60.5, 0) (6602.0, 0, 48.5)
Figure 11B (1710.3,−35.4, 0) (8445.0, 0, 59.1)
Figure 11C (1827.7,−15.4, 0) (3545.2, 0, 31.8)
Figure 11D (982.9,−88, 0) (6062.9, 0, 82.5)
Figure 11E (2375.9,−52.3, 0) (4931.6, 0, 63.2)

Figures 23–27 present the approximate Pareto front of maps. The yellow circle is the ideal reference
point. Red triangles and black asterisks are the non-dominated solutions with the improved NSGA-II
and MOEA, respectively. In non-dominated solutions, the knee spot is a solution closest to the ideal
reference point. Figures 28–32 show the path of the knee point obtained via NSGA-II. Comparison
results are analyzed as follows. From the two different quality metrics of hypervolume and set
coverage, the improved NSGA-II demonstrates a characteristic that is no worse than MOEA. Moreover,
the non-dominated solutions generated via NSGA-II are denser. Besides, the path corresponding to the
knee point also takes into account several designed objectives. The path is shorter, smoother and safer.
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Figure 23. Based on Figure 11A, the approximate Pareto fronts generated by the two algorithms
NSGA-II and MOEA. The sub-figure of the upper left corner shows the image of the approximate
Pareto front in three-dimensional space. The remaining three sub-figures are the projections of the
approximate Pareto front in the two-dimensional space.

Figure 24. Based on Figure 11B, the approximate Pareto fronts generated by the two algorithms
NSGA-II and MOEA. The sub-figure of the upper left corner shows the image of the approximate
Pareto front in three-dimensional space. The remaining three sub-figures are the projections of the
approximate Pareto front in the two-dimensional space.
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Figure 25. Based on Figure 11C, the approximate Pareto fronts generated by the two algorithms
NSGA-II and MOEA. The sub-figure of the upper left corner shows the image of the approximate
Pareto front in three-dimensional space. The remaining three sub-figures are the projections of the
approximate Pareto front in the two-dimensional space.

Figure 26. Based on Figure 11D, the approximate Pareto fronts generated by the two algorithms
NSGA-II and MOEA. The sub-figure of the upper left corner shows the image of the approximate
Pareto front in three-dimensional space. The remaining three sub-figures are the projections of the
approximate Pareto front in the two-dimensional space.
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Figure 27. Based on Figure 11E, the approximate Pareto fronts generated by the two algorithms
NSGA-II and MOEA. The sub-figure of the upper left corner shows the image of the approximate
Pareto front in three-dimensional space. The remaining three sub-figures are the projections of the
approximate Pareto front in the two-dimensional space.

Figure 28. Path of the knee point generated via NSGA-II for Figure 11A.
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Figure 29. Path of the knee point generated via NSGA-II for Figure 11B.

Figure 30. Path of the knee point generated via NSGA-II for Figure 11C.

Figure 31. Path of the knee point generated via NSGA-II for Figure 11D.
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Figure 32. Path of the knee point generated via NSGA-II for Figure 11E.

7. Concluding Remarks

In this work, an improved non-dominated sorting genetic algorithm (NSGA-II) is presented
to solve the multi-objective path planning problem in statically known environments. The model
and the three objectives to be optimized are introduced. Based on the framework of NSGA-II, more
practical operators are proposed to accelerate the evolutionary speed of individuals. These operators
help individuals become shorter, safer and smoother. Then, the parameters in the algorithm are
systematically studied. To discern the capabilities of the algorithm, an effective multi-objective
evolutionary algorithm is employed for comparison. The set coverage metric and hypervolume
are adopted. Comparison results demonstrate that the non-dominated solutions generated by the
improved NSGA-II have excellent characteristics in the solution space. Finally, the path corresponding
to the knee point is displayed. The path is shorter, smoother and safer. It can be adopted as the tracking
path of the mobile robot in the later decision.

Due to the speed of the operators in the algorithm, it is currently only applicable to offline path
planning. Moreover, the kinematics of the robot is not considered. Besides, the improved algorithm
only consider the statically known environments, so the situation with dynamic obstacles in the
unknown environments deserves further research.
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16. Duchoň, F.; Babinec, A.; Kajan, M.; Beňo, P.; Florek, M.; Fico, T.; Jurišica, L. Path Planning with Modified a
Star Algorithm for a Mobile Robot. Procedia Eng. 2014, 96, 59–69. [CrossRef]

17. Ammar, A.; Bennaceur, H.; Châari, I.; Koubâa, A.; Alajlan, M. Relaxed Dijkstra and A* with linear complexity
for robot path planning problems in large-scale grid environments. Soft Comput. 2016, 20, 4149–4171.
[CrossRef]

18. Mrudul, K.; Mandava, R.K.; Vundavilli, P.R. An Efficient Path Planning Algorithm for Biped Robot using
Fast Marching Method. Procedia Comput. Sci. 2018, 133, 116–123. [CrossRef]

19. Canny, J. The Complexity of Robot Motion Planning; The MIT Press: Cambridge, MA, USA, 1988.
20. Elshamli, A.; Abdullah, H.A.; Areibi, S. Genetic algorithm for dynamic path planning. In Proceedings of the

Electrical and Computer Engineering, Niagara Falls, ON, Canada, 2–5 May 2004; pp. 677–680. [CrossRef]
21. Chen, X.; Li, Y. Smooth Path Planning of a Mobile Robot Using Stochastic Particle Swarm Optimization.

In Proceedings of the IEEE International Conference on Mechatronics and Automation, Luoyang, China,
25–28 June 2006; pp. 1722–1727. [CrossRef]

22. Mandow, L.; De La Cruz, J.L.P. Multiobjective A* search with consistent heuristics. J. ACM 2010, 57, 27.
[CrossRef]

23. Lavin, A. A pareto optimal D* search algorithm for multiobjective path planning. arXiv 2015, arXiv:1511.00787.
24. Oral, T.; Polat, F. MOD* Lite: An incremental path planning algorithm taking care of multiple objectives.

IEEE Trans. Cybern. 2016, 46, 245–257. [CrossRef] [PubMed]
25. Xue, Y.; Sun, J.Q. Solving the Path Planning Problem in Mobile Robotics with the Multi-Objective

Evolutionary Algorithm. Appl. Sci. 2018, 8, 1425. [CrossRef]
26. Ghatee, M.; Mohades, A. Motion planning in order to optimize the length and clearance applying a Hopfield

neural network. Expert Syst. Appl. 2009, 36, 4688–4695. [CrossRef]
27. Zhang, P.; Xiong, C.; Li, W.; Du, X.; Zhao, C. Path planning for mobile robot based on modified rapidly

exploring random tree method and neural network. Int. J. Adv. Robot. Syst. 2018, 15. [CrossRef]
28. Konar, A.; Goswami, I.; Singh, S.J.; Jain, L.C.; Nagar, A.K. A Deterministic Improved Q-Learning for Path

Planning of a Mobile Robot. IEEE Trans. Syst. Man Cybern. Syst. 2013, 43, 1141–1153. [CrossRef]
29. Chen, X.; Kong, Y.; Fang, X.; Wu, Q. A fast two-stage ACO algorithm for robotic path planning.

Neural Comput. Appl. 2013, 22, 313–319. [CrossRef]

144



Appl. Sci. 2018, 8, 2253

30. Châari, I.; Koubâa, A.; Bennaceur, H.; Ammar, A.; Trigui, S.; Tounsi, M.; Shakshuki, E.; Youssef,
H. On the Adequacy of Tabu Search for Global Robot Path Planning Problem in Grid Environments.
Procedia Comput. Sci. 2014, 32, 604–613. [CrossRef]

31. Zhu, Z.; Xiao, J.; Li, J.Q.; Wang, F.; Zhang, Q. Global path planning of wheeled robots using multi-objective
memetic algorithms. Integr. Comput.-Aided Eng. 2015, 22, 387–404. [CrossRef]

32. Salmanpour, S.; Monfared, H.; Omranpour, H. Solving robot path planning problem by using a new elitist
multi-objective IWD algorithm based on coefficient of variation. Soft Comput. 2017, 21, 3063–3079. [CrossRef]

33. Contreras-Cruz, M.A.; Ayala-Ramirez, V.; Hernandez-Belmonte, U.H. Mobile robot path planning using
artificial bee colony and evolutionary programming. Appl. Soft Comput. 2015, 30, 319–328. [CrossRef]

34. Gong, D.W.; Zhang, J.H.; Zhang, Y. Multi-objective particle swarm optimization for robot path planning in
environment with danger sources. J. Comput. 2011, 6, 1554–1561. [CrossRef]

35. Zhang, Y.; Gong, D.W.; Zhang, J.H. Robot path planning in uncertain environment using multi-objective
particle swarm optimization. Neurocomputing 2013, 103, 172–185. [CrossRef]

36. Tharwat, A.; Elhoseny, M.; Hassanien, A.E.; Gabel, T.; Kumar, A. Intelligent Bézier curve-based path planning
model using Chaotic Particle Swarm Optimization algorithm. Clust. Comput. 2018, 2018, 1–22. [CrossRef]

37. Mac, T.T.; Copot, C.; Tran, D.T.; De Keyser, R. A hierarchical global path planning approach for mobile robots
based on multi-objective particle swarm optimization. Appl. Soft Comput. 2017, 59, 68–76. [CrossRef]

38. Han, J.; Seo, Y. Mobile robot path planning with surrounding point set and path improvement.
Appl. Soft Comput. 2017, 57, 35–47. [CrossRef]

39. Goldberg, D.E. Genetic Algorithms in Search, Optimization and Machine Learning; Addison-Wesley: Boston, MA,
USA, 1989.

40. Deb, K.; Pratap, A.; Agarwal, S.; Meyarivan, T.A.M.T. A fast and elitist multiobjective genetic algorithm:
NSGA-II. IEEE Trans. Evol. Comput. 2002, 6, 182–197. [CrossRef]

41. Yao, L.; Lim, W.; Tiang, S.; Tan, T.; Wong, C.; Pang, J. Demand Bidding Optimization for an Aggregator with
a Genetic Algorithm. Energies 2018, 11, 2498. [CrossRef]

42. Martínez-Bahena, B.; Cruz-Chávez, M.; Ávila-Melgar, E.; Cruz-Rosales, M.; Rivera-Lopez, R. Using a Genetic
Algorithm with a Mathematical Programming Solver to Optimize a Real Water Distribution System. Water
2018, 10, 1318. [CrossRef]

43. Mahmood, A.; Khan, S.A.; Bahlool, R.A. Correction: Mahmood et al. Hard Real-Time Task Scheduling
in Cloud Computing Using an Adaptive Genetic Algorithm. Computers 2017, 6, 15. Computers 2018, 7, 35.
[CrossRef]

44. Ismail, A.T.; Sheta, A.; Al-Weshah, M. A Mobile Robot Path Planning Using Genetic Algorithm in Static
Environment. J. Comput. Sci. 2008, 4, 341–344. [CrossRef]

45. Santiago, R.M.C.; De Ocampo, A.L.; Ubando, A.T.; Bandala, A.A.; Dadios, E.P. Path planning for mobile
robots using genetic algorithm and probabilistic roadmap. In Proceedings of the Humanoid, Nanotechnology,
Information Technology, Communication and Control, Environment and Management, Manila, Philippines,
1–3 December 2017; pp. 1–5. [CrossRef]

46. Davoodi, M.; Panahi, F.; Mohades, A.; Hashemi, S.N. Multi-objective path planning in discrete space.
Appl. Soft Comput. 2013, 13, 709–720. [CrossRef]

47. Ahmed, F.; Deb, K. Multi-objective optimal path planning using elitist non-dominated sorting genetic
algorithms. Soft Comput. 2013, 17, 1283–1299. [CrossRef]

48. Karami, A.H.; Hasanzadeh, M. An adaptive genetic algorithm for robot motion planning in 2D complex
environments. Comput. Electr. Eng. 2015, 43, 317–329. [CrossRef]

49. Mittal, S.; Deb, K. Three-dimensional offline path planning for UAVs using multiobjective evolutionary algorithms.
In Proceedings of the IEEE Congress on Evolutionary Computation, Singapore, 25–28 September 2007;
pp. 3195–3202. [CrossRef]

50. Lee, J.; Kim, D.W. An effective initialization method for genetic algorithm-based robot path planning using a
directed acyclic graph. Inf. Sci. 2016, 332, 1–18. [CrossRef]

51. Bakdi, A.; Hentout, A.; Boutami, H.; Maoudj, A.; Hachour, O.; Bouzouia, B. Optimal path planning and
execution for mobile robots using genetic algorithm and adaptive fuzzy-logic control. Robot. Auton. Syst.
2017, 89, 95–109. [CrossRef]

52. Patle, B.K.; Parhi, D.R.K.; Jagadeesh, A.; Kashyap, S.K. Matrix-Binary Codes based Genetic Algorithm for
path planning of mobile robot. Comput. Electr. Eng. 2017, 67, 708–728. [CrossRef]

145



Appl. Sci. 2018, 8, 2253

53. Elhoseny, M.; Tharwat, A.; Hassanien, A.E. Bezier Curve Based Path Planning in a Dynamic Field using
Modified Genetic Algorithm. J. Comput. Sci. 2018, 25, 339–350. [CrossRef]

54. Lamini, C.; Benhlima, S.; Elbekri, A. Genetic Algorithm Based Approach for Autonomous Mobile Robot
Path Planning. Procedia Comput. Sci. 2018, 127, 180–189. [CrossRef]

55. Shehata, H.H.; Schlattmann, J. Non-dominated sorting genetic algorithm for smooth path planning in
unknown environments. In Proceedings of the IEEE International Conference on Autonomous Robot
Systems and Competitions, Espinho, Portugal, 14–15 May 2014; pp. 14–21. [CrossRef]

56. De Berg, M.; Van Kreveld, M.; Overmars, M.; Schwarzkopf, O. Computational geometry. In Computational
Geometry; Springer: Berlin, Germany, 1997; pp. 1–17.

57. Sugihara, K. Measures for performance evaluation of genetic algorithms. In Proceedings of the Joint
Conference on Information Sciences, Durham, NC, USA, 1–5 March 1997; pp. 172–175.

58. Bader, J.; Zitzler, E. HypE: An algorithm for fast hypervolume-based many-objective optimization.
Evol. Comput. 2011, 19, 45–76. [CrossRef] [PubMed]

59. Zitzler, E.; Deb, K.; Thiele, L. Comparison of multiobjective evolutionary algorithms: Empirical results.
Evol. Comput. 2000, 8, 173–195. [CrossRef] [PubMed]

60. Bartle, R.G. The Elements of Integration and Lebesgue Measure; Wiley Classics Library: New York, NY, USA, 1995.

c© 2018 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

146



applied  
sciences

Article

A G3-Continuous Extend Procedure for Path Planning
of Mobile Robots with Limited Motion Curvature and
State Constraints

Tomasz Gawron * and Maciej Marcin Michałek
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Featured Application: The proposed method can be applied to planning of reference paths for

autonomous wheeled robots and intelligent vehicles maneuvering in cluttered environments.

Abstract: Provably correct and computationally efficient path planning in the presence of various
constraints is essential for autonomous driving and agile maneuvering of mobile robots. In this paper,
we consider the planning of G3-continuous planar paths with continuous and limited curvature
in a motion environment that is bounded and contains obstacles modeled by a set of (non-convex)
polygons. In practice, the curvature constraints often arise from mechanical limitations for the
robot, such as limited steering and articulation angles in wheeled robots, or aerodynamic constraints
in unmanned aerial vehicles. To solve the planning problem under those stringent constraints, we
improve upon known path primitives, such as Reeds–Shepp (RS) and CC-steer (curvature-continuous)
paths. Given the initial and final robot configuration, we developed extend-procedure computing
paths that can approximate RS paths with arbitrary precision, but guaranteeing G3-continuity.
We show that satisfaction of all stated path constraints is guaranteed and, contrary to many other
methods known from the literature, the method of checking for collisions between the planned path
and obstacles is given by a closed-form analytic expression. Furthermore, we demonstrate that our
approach is not conservative, i.e., it allows for precise maneuvers in tight environments under the
assumption of a rectangular robot footprint. The presented extend procedure can be integrated
into various motion-planning algorithms available in the literature. In particular, we utilized the
Rapidly exploring Random Trees (RRT*) algorithm in conjunction with our extend procedure to
demonstrate its feasibility in motion environments of nontrivial complexity and low computational
cost in comparison to a G3-continuous extend procedure based on η3-splines.

Keywords: path planning; mobile robots; curvature constraints; state constraints; extend procedure;
G3-continuity; car-like kinematics

1. Introduction

In this paper, we focus on the development of a path primitive and the so-called extend procedure
(i.e., a local planning algorithm generating a path connecting two robot configurations), which is crucial
for many path-planning algorithms utilized in the navigation of mobile robots. Despite a large body of
work concerning path planning for mobile robots and autonomous vehicles (e.g., References [1,2]),
this problem remains a challenge, especially in the presence of various constraints arising in practical
scenarios. On one hand, mechanical limitations of the robot, such as limited steering and articulation
angles in wheeled robots, or aerodynamic constraints in unmanned aerial vehicles, result in path
curvature limits. On the other hand, the presence of a bounded-motion environment with obstacles
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and forbidden areas leads to state constraints imposed on the robot, which reduces the set of feasible
paths. It is also important to maintain a high degree of path continuity to achieve smooth control
of the robot and increase the comfort of passengers or the safety of the payload. To account for all
these constraints, we built upon our approach introduced in Reference [3], where we proposed the
extend procedure generating G3-continuous planar paths (that is, paths with continuous curvature
derivative with respect to curve arc length) taking into account a limited curvature of motion in
cluttered environments. In contrast to Reference [3], we present the new extend procedure for the
carlike kinematics taking into account vehicle-body dimensions in planning collision-free paths,
admitting the nonconvex polygonal obstacles present in the operational space. As a consequence,
the motion-planning strategy presented in the current paper inherits beneficial properties of the
original approach presented in Reference [3], but extends its potential applications to more practical
path-planning scenarios.

2. Prerequisites and Problem Statement

While our considerations are quite general, meaning that the planar paths planned with our
approach can be applied to various systems and planning tasks, let us consider a rear-driven
carlike-vehicle kinematics as an illustratory example used throughout this paper. This is shown in
Figure 1. Using results from Reference [4], one can model this system by decomposition into unicycle
vehicle-body kinematics ˙̄q = G(θ)v and steering dynamics β̇ = u1 as follows:

˙̄q =

⎡⎢⎣1 0
0 cos θ

0 sin θ

⎤⎥⎦ [v1

v2

]
= G(q̄)v, (1)

β̇ = u1, v = [v1 v2] �
[

u2
L tan β u2

]� ∈ R2, (2)

u = [u1 u2]
� ∈ R2,

where q = [β θ x y]� = [β q̄�]� = [β θ q̃�]� ∈ Q = [−βm, βm] × R× P denotes a configuration
vector with βm < π/2 being a steering angle limit, P ⊆ R2 denotes a position space, v corresponds
to vehicle-body kinematics-control input, with v1 being vehicle-body angular velocity, and v2

corresponding to longitudinal velocity of the guidance point q̃ = [x y]� illustrated in Figure 1, while u
is the control input of carlike kinematics comprising steering angle rate u1 and longitudinal velocity
u2 ≡ v2. As a result of limited steering angle β ∈ [−βm, βm], the following constraint is present:

|κ| ≤ 1
L

tan βm =: κB, (3)

where

κ � v1

v2
=

1
L

tan β (4)

is the motion curvature of the robot, whereas L denotes the distance between the rear and the front
axle (see Figure 1).

Let us assume that control input u is continuous, which is often desirable in practical applications.
According to Equation (2), this implies that β̇ is continuous. Since β̇ is related to curvature κ(t) by
Equation (4), one concludes that admissible trajectories of the carlike kinematics must have curvature
κ(t) of class C1 (with a continuous time derivative), which satisfies Equation (3). As a consequence
of such requirements, admissible paths for the carlike kinematics must be G3-continuous, that is,
for a path q̃d(s) = [xd(s) yd(s)]�, its curvature κd(s) must be at least of class C1. In this paper we
consider three problems of planning such G3-continuous paths. They shall be solved under the
following assumptions:
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A1. Planned positional path q̃d(s) starts at s = 0 and finishes at s = s f in, i.e., s ∈ [0, s f in], s f in ≥ 0,
where s corresponds to the arc-length parameter.

A2. Initial reference steering angle βd(s = 0) and final reference steering angle βd(s = s f in) are fixed
to 0, i.e., βd(s = 0) = βd(s = s f in) = 0.

A3. Initial steering rate dβd
ds (s = 0) and final steering rate dβd

ds (s f in) are fixed to 0, i.e., dβd
ds (0) =

dβd
ds (s f in) = 0.

A4. P f ⊆ P is a free subset of position space bounded by a single (nonconvex) polygon and
containing (nonconvex) polygonal obstacles.

Assumption A1 is a consequence of not knowing the resultant path length in advance.
Assumptions A2 and A3 have been taken for simplicity of considerations since they help to fix
the path structure. Assumption A2 can be lifted by simply changing the initial order of path segments,
as explained in the description of the proposed extend procedure. Assumption A4 is used to efficiently
check for satisfaction of state constraints by the reference path.

Problem 1. Feasible path planning in free space. Given a collision-free initial and vehicle-body configurations
q̄dinit and q̄d f in plan a G3-continuous path q̃d(s) admissible for the car-like kinematics, such that q̄d(s = 0) =
q̄dinit and ∃s f in q̄(s f in) = q̄d f in. Curvature κd(s) of path q̃d(s), is limited as follows

∀s ∈ [0, s f in] |κd(s)| ≤ κB. (5)

Problem 2. Feasible path planning. Solve Problem 1 by planning a collision-free path, that is, the additional
constraint

∀s ∈ [0, s f in] q̃d(s) ∈ P f

shall be satisfied.

Problem 3. Feasible path planning with rectangular footprint. Solve Problem 1 by planning a collision-free
path for a robot with rectangular footprint, that is, the reference path shall additionally satisfy

∀s ∈ [0, s f in] V(q̄d(s)) ∈ P f , (6)

where q̄d(s) = [θd(s)q̃d(s)]� is the reference vehicle-body configuration along the path, and θd(s) is the
reference robot orientation tangent to path q̃d(s), while V(q̄d(s)) � R2 is a position space subset occupied
by rectangular footprint of the robot (see Figure 1). Rectangular footprint V(q̄d(s)) can be expressed in local
coordinate frame {L} of reference vehicle-body configuration q̄d(s) as follows:

V L � {xL, yL : −c ≤ xL ≤ a ∧
∣∣∣yL
∣∣∣ ≤ b/2}.

Note that even though we only plan a position path q̃d(s), orientation component θd(s) is known
due to the differential flatness of vehicle-body kinematics. The foundations for solving Problem 1
are given in Sections 4.1–4.3, whereas the final solution is presented in Section 4.4. In Section 4.5, we
extend our solution to Problem 1 with collision checking, such that it is capable of solving Problem 2
when coupled with a global motion-planning algorithm (e.g., sampling-based planner). Similarly, in
Section 4.6 we extended the collision-checking method to rectangular robots. In Section 4.6 we discuss
applications of the proposed extend procedure, and show how it can be applied to solve Problem 3.
Before fully explaining our approach, let us briefly survey current path-planning primitives in the
next section.
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Figure 1. (a) A carlike robot with a rectangular footprint. (b) A level-curve representation of a transition
path segment T, with path shown in red.

3. Related Work

Planning paths of limited curvature has been addressed with various methodologies. The most
relevant properties of selected known approaches have been gathered in Table 1. A fundamental result
from Reference [5] characterizes the shortest paths of bounded curvature as particular combinations
of line segments and circle arcs, i.e., Reeds–Shepp (RS) paths. Note that this result does not consider
obstacles, which have been partially taken into account for Dubins paths in Reference [6]. The drive
toward paths with continuous curvature and a continuous-curvature arc-length derivative has led to
the development of the CC-steer method [7] and its G3-continuous variant introduced in Reference [8].
Our work can also be viewed as a G3-continuous extension of the CC-steer method. However, contrary
to the approach from Reference [8], our transition segments are not represented by curvature profiles.
We propose transition segments with explicit representation of x as a function of y, which can easily
be used with known path-following controllers (e.g., Reference [9]). We also devised a closed-form
expression utilized to check for collisions between our G3-continuous path primitive and an obstacle,
which leads to efficient and exact collision checking. There has also been some work on improving
the computational cost of finding RS-like paths in Reference [10]; however, path-continuity and
collision-checking issues for paths of high continuity were not explicitly addressed, to the best of
our knowledge.

One can also find various methods of generating paths with a different structure to RS paths.
For example, polynomial spline-based path primitives such as η3-splines [11] and η4-splines [12] have
been developed. Their advantages are generality, conceptual simplicity, and high continuity. However,
collision and curvature-constraint checking must usually be done numerically in the case of such
primitives, which leads to significant computational cost. Furthermore, the parameters of such
primitives can be hard to tune, even though this was partially addressed in Reference [13]. Another
group of path primitives and extend procedures relies on B-splines [14–16] providing a limited
curvature, curvature continuity (but not G3-continuity), and parameters that are easy to tune. Collision
checking is done numerically in this case as well.

There are also various application-specific methods using the path primitives mentioned
above, such as planning algorithms for environments with a roadlike structure similar to
References [17,18], a method used to design curvature profiles of paths passing through waypoints [19],
a spline-based approach exploiting sum-of-squares optimization to handle exact collision checking,
or an elastic-band-like algorithm [20]. Those methods share the various benefits and drawbacks of
different path primitives. However, thanks to the proposed path primitive, our approach combines
G3-path continuity with analytically guaranteed curvature limits, as well as fast and exact analytic
collision checking. To the best of our knowledge, such a combination of features is not exhibited by
most known path primitives, as shown in Table 1.
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Table 1. Comparison of the proposed G3-continuous path primitive with known path primitives.

Path Primitive Continuity Bounded κ Collision Checking Length Computation

Reeds–Shepp [5] G1 yes analytic analytic
η3-splines [11] G3 no numerical numerical
η4-splines [12] G4 no numerical numerical
Clothoid-based G2 yes numerical analytic

Fermat’s spiral [21] G2 yes numerical numerical
Low-order B-Splines [14,15] G2 yes numerical numerical
Cubic curvature splines [8] G3 yes numerical numerical

High-order B-splines G3+ no approx. analytic numerical
HC-Steer [10] G1 yes analytic numerical

G3-continuous path primitive G3 yes analytic numerical

4. The G3-Continuous Extend Procedure

4.1. Main Concept

We introduce the so called G3-continuous path primitive, which consists of a transition segment
(further explained in Section 4.2), a circle arc, a reversed transition segment, and a line segment.
Similarly to the form of path encoding taken from Reference [5], we introduce a language for encoding
paths with three words corresponding to path segments:

• T(w1, w2, μ) denotes a transition segment connecting w1 with w2 (defined in Section 4.2),
• C(w1, w2) is a circular arc of radius 1/κc connecting w1 with w2,
• S(w1, w2) corresponds to a straight line connecting w1 with w2,

where wk � [wkθ wkx wky]
� = [wkθ w�k ]� for k = 1, 2, 3, 4, 5 correspond to the reference vehicle-body

configurations at endpoints of path segments. Using this encoding, one can describe the proposed
G3-continuous path primitive connecting w1 with w5 as

T(w1, w2, μ1)C(w2, w3)T(w4, w3, μ2)S(w4, w5).

The geometric interpretation of our G3-continuous path primitive is shown in Figure 2 (please,
note the intentionally reversed order of the arguments in T(w4, w3, μ2) in the above formula; it simply
corresponds to a reversal of the segment’s endpoints). Note that, by taking transition segments of zero
length, one can obtain an RS path. Depending on a choice of parameters μ1, μ2, one can compromise
between path length and smoothness resulting from longer transition segments. Since properties of RS
paths are well known and problems such as collision checking or curvature limit checking are trivial in
their case, we focused on transition segments in the sequel, and show how solutions to Problems 1–3
can be obtained with their help.

The extend procedure utilizing the G3-continuous path primitive consists of the following
main stages:

1. Choose parameters μ1, μ2, and curvature κc �= 0.
2. Find a sequence of G3-continuous path primitives connecting two prescribed vehicle-body

configurations.
3. Check for collisions.
4. Return computed path or a collision signal.
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Figure 2. (a) Structure and parameters of the proposed G3-continuous path primitive. (b) Collision
checking between transition segment and a line segment connecting pi and ri. Only points pi and ni

have to be checked for collisions because point ri lies outside the domain of interest.

4.2. Transition Segments and G3-Continuous Path Primitives

Since computing the endpoints of a line segment and a circle arc given its radius and length is
straightforward, we explicitly only define relations concerning transition segments T(w1, w2, μ). Let us
denote variables expressed in a local coordinate frame fixed at point w1 by (·)1, that is, w1

2 corresponds
to w2 expressed in coordinates of w1. A transition segment connecting vehicle-body configuration w1

with w2 is defined by the following curve, expressed in the coordinates of endpoint w1:

x1 = f (y1) =

⎧⎪⎨⎪⎩
−sgn(w1

2x)|y1|
2

[(
y1

p

)μ
−
(

y1

p

)−μ
]

for y1 �= 0,

0 for y1 = 0,
(7)

p � w1
2y exp

⎛⎝
∣∣∣arsinh

(
w1

2x/w1
2y

)∣∣∣
μ

⎞⎠ , w1
2y =

K
κc

y∗, w1
2x =

K
κc

x∗, (8)

with

K =
y∗
(
−μ + μ2 x∗

r

)
− (r)2 (1 + μ2 − 2μ x∗

r
)3/2 , r �

√
(x∗)2 + (y∗)2, x∗ = f (y∗),

y∗ =
((

4
3

p5 − p3

)1/3
− −6μ3 + μ2 + 2μ + 3

(6μ + 3) (μ + 1)2 + p2

)1/2μ

,
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whereas

p1 = −6μ4 − 5μ3 + 3μ2 + 5μ + 3,

p2 =
4μ2 (18μ4 + 3μ3 − 17μ2 − 11μ + 7

)
9p1 (μ + 1)4 (2μ + 1)2 ,

p3 =
(p1)

3

27(2μ + 1)3(μ + 1)9 +
(2μ− 1)(μ− 1)3

(4μ + 2)(μ + 1)3 − p4,

p4 =
p1(−6μ4 + 5μ3 + 3μ2 − 5μ + 3)

6(2μ + 1)2(μ + 1)6 ,

p5 =

√
μ6(μ− 1)3(−36μ4 + 33μ2 − 29)

(2μ + 1)4(μ + 1)9 ,

where y∗ is a rational function of μ ∈ (0.5, 1), κc ∈ [−κB, κB] \ {0} denotes the curvature of adjacent
circle arc C, while μ ∈ (0.5, 1) is a design parameter influencing the supremum value of curvature
arc-length derivative |dκd(s)/ds| during the transition segment and its length, as shown in Figures 3
and 4.
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Given a particular value of μ and transition segment endpoint w1, one can compute coordinates
of the other endpoint w2 from Equation (8). The curve representing a transition segment is given by
Curve (7) with particular value of parameter p resulting from Equation (8). Curve (7) was derived and
analyzed in Reference [22]. It corresponds to an integral curve of the convergence vector field from the
Vector Field Orientation (VFO) control law for the waypoint-following task. Its beneficial properties,
proved in Reference [22], are instrumental in the construction and analysis of the G3-continuous path
primitive. Given such a G3-continuous path primitive structure, we analyze its properties in the sequel.

Remark 1. Transition segments are not explicitly parameterized by arc-length s, but they can immediately be
used with path-following controllers utilizing level curves, such as the one from Reference [9].

4.3. Path Continuity and Curvature Limit Satisfaction Analysis

Let us begin by showing that Curvature Limit (5) is satisfied. Since κc ∈ [−κB, κB] \ {0}, circle
arcs and line segments satisfy the path curvature limit by construction. The curvature limit is also
satisfied by both transition segments, since their curvature is limited by κc, as proven in Property 2 in
Reference [22].

We now turn to path continuity. To ensure G3-continuity of the proposed primitive, one must
guarantee that, for every transition segment T, the following relations hold:

lim
s→s1

κd(s) = 0 lim
s→s1

dκd
ds

(s) = 0, κd(s2) = κc,
dκd
ds

(s2) = 0,

where s1 and s2 are the values of s, such that q̄d(s1) = w1 and q̄d(s2) = w2. Note that a limit is
sufficient to ensure G3-continuity in the case of point s1, since at this point only a connection with line
segments or boundary conditions of the path can occur, which guarantees continuity on the other side
of the transition segment connection.

Condition κd(s2) = κc is immediately satisfied since point w1
2y is defined in such a way, that

it corresponds to the point of maximal curvature for the transition segment (assuming μ ∈ (0.5, 1),
which is satisfied in our case) as shown in the proof of Property 2 in Reference [22]. Since a curvature
maximum occurs at s2, it also implies that dκd

ds (s2) = 0 holds, because s2 is a stationary point of
κd(s). In the proof of Property 2 from Reference [22], we have also shown that limy1→0 κ f (y1) = 0 for
μ ∈ (0.5, 1), where κ f denotes curvature of the transition segment as a function of y1. We conclude
that this implies lims→s1 κ(s) = 0.

Therefore, it remains to show that lims→s1
dκd
ds (s) = 0. Let us recall that, by the definition of

curve’s curvature, a transition segment curve T has a curvature that can be represented as

κ f (y1) =

d2 f 1

d(y1)2(
1 +
(

d f
dy1

)2
)3/2 . (9)

One can also compute the arc-length derivative of curvature
dκ f
ds as follows:

dκ f

ds
=

dκ f (y1)

dy1
dy1

ds
=

dκ f (y1)

dy1 sinθd(s) =
dκ f (y1)

dy1
m sgn (μ) y1√
f (y1)2 + (y1)2

, (10)

where m = const > 0, whereas the second equality results from the consideration of Equation (1)
expressed in terms of parameter s (i.e., t = s), and the last equality results from the definition of θd(s)
tangent to the transition segment T, which can be found from the definition of the VFO convergence
vector field as shown in, e.g., Reference [22]. Then, differentiation of Equation (9) with respect to s and
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substitution of the result into the final form of Equation (10) results in a relation, which, after some
tedious algebra, can be written as follows

dκ f

ds
=

8 μ sgn
(
w1

2x
)
(1− 5μ + (y1)2μ h1 + (y1)4μ h2 + (y1)6μ h3)(

(y1)1−2μ((y1)2μ + 1)7/2(1− μ2)5
) ,

h1 = −6μ4 + 6μ3 + 3μ2 − 5μ + 3,

h2 = −6μ4 − 5μ3 + 3μ2 + 5μ + 3,

h3 = 2μ4 + 7μ3 + 9μ2 + 5μ + 1.

This clearly implies that, for μ > 0.5, limit limy1→0
dκ
ds (s) = 0. As a consequence, lims→s1

dκ
ds (s) = 0,

which concludes our analysis and proves that the proposed primitive is G3-continuous.

4.4. Computing Reeds–Shepp-Like Paths Using a G3-Continuous Path Primitive

In our extend procedure, we assume that parameters μ1, μ2, and κc are selected or randomly
sampled by the global planning algorithm. For simplicity of considerations, we also assume
μ1 = μ2, but the proposed procedure can be trivially adapted for the case of μ1 �= μ2. Finding
parameters of two G3-continuous primitives T(w1, w2, μ1)C(w2, w3)T(w4, w3, μ2)S(w4, w5) and
T(w5, w6, μ3)C(w6, w7)T(w8, w7, μ4)S(w8, w9) connecting prescribed vehicle-body configurations
w1 and w5 is a nontrivial task. However, one can leverage extensions of the procedure devised by
Reeds and Shepp, which were presented in Reference [7] and later Reference [8]. This path-construction
procedure requires knowledge of auxiliary circles, on which endpoints w4 and w8 of the transition
segments must lie. One must also know the difference between an orientation tangent to this circle
and orientation tangent to the transition segment at endpoints w4 and w8. This difference is denoted
by ν in Figure 2.

The reference path is computed during an extend procedure as follows:

1. The four possible transition segments T1, T2, T3, T4 starting at the prescribed initial vehicle body
configuration are computed (Curve (7)). They correspond to forward motion with curvature κc,
forward motion with curvature −κc, backward motion with curvature κc, and backward motion
with curvature −κc. See Figure 5 for visual interpretation.

2. Step 1 is repeated for the four possible transition segments, T5, T6, T7, T8, ending at a prescribed
final vehicle-body configuration.

3. For every transition segment T(w1, w2, μ) computed up to this step, find center q̃c = [xc yc]�

of the auxiliary circle, on which the next transition segment must lie according to a simple
geometric formula:

q̃c = [w2x w2y]
� + 1/κc[− sin w2θ cos w2θ ]

�.

4. For every transition segment T(w1, w2, μ) computed up to this step, find auxiliary circle radius R
as follows:

R =
∥∥∥ q̃c − [w1x w1y]

�
∥∥∥ .

5. For every transition segment T(w1, w2, μ) without a fixed value of w1, find ν, which is
straightforward given the knowledge of transition segment Curve (7) and the auxiliary circle.

6. For every circle segment C(w1, w2), compute its remaining unknown endpoint using the
algorithm from Reference [7].

7. If motion cost J is defined, compute the cost for all the paths and choose the optimal path.
Otherwise, return a random path, or all found paths (depending on the utilized global
planning algorithm).

155



Appl. Sci. 2018, 8, 2127

Figure 5. Visualization of the path computation procedure. Free endpoint positions must lie on
auxiliary circles of radius R. Such circle arc lengths can be computed that allow for the connection of
two free endpoints (i.e., endpoints of paths connected to the initial and final configuration, respectively)
by a line segment without discontinuity in the reference orientation.

Note that the choice of μ should depend on the assumed motion costs. For example, if smooth
paths are desired, then our computational studies summarized in Figure 4 show that choosing μ = 0.82
leads to the paths with minimal |dκd(s)/ds|. On the other hand, for the shortest paths, choose μ close
to 0.5. The proposed extend procedure solves Problem 1; however, to solve the other problems one
must account for obstacles. This is solved in the next sections.

4.5. Satisfaction of State Constraints for Point Robots

Thanks to Assumption A4, set P f can be described by all the obstacle edges and environment
boundary edges (see Figure 2) gathered in the set of N line segments:

E � {(pi, ri)}N
i=0 , pi = [pix piy]

�, ri = [rix riy]
�, (11)

where pi and ri are endpoints of an i-th line segment. Condition (2) from Problem 2 is satisfied if
no line segments from set E are crossed by the reference path. It is straightforward to analytically
check this condition for circle arcs C and line segments S. We now show how to check this condition
analytically for a transition segment T(w1, w2, μ) with w1

2x > 0, since the proposed approach is easy to
generalize for other cases.

After expressing edge pi and ri in the coordinates of a transition segment endpoint w1, one
concludes that a transition segment does not collide with line segment (pi, ri) if

∀k ∈ [0, 1] and d1
x such that d1

x ∈ [0, w1
2x] sgn

(
f (d1

y)− d1
x

)
= const, (12)

where
d = [dx dy]

� = kpi + (1− k)ri.

This condition is illustrated in Figure 2. To explain, we consider curve f as a function and conclude
that all points from the i-th line segment must lie either entirely above or below its graph. However,
since the transition segment is bounded by its endpoints w1 and w2, we only consider such points from
the i-th line segment that lie in subdomain [0, w1

2x] of curve f corresponding to the transition segment.
Condition (12) can be checked for the whole i-th line segment by simply checking it just for the

maximal and minimal value of d1
x satisfying the left-hand-side conditions from Equation (12) and
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an additional critical point ni � [nix niy]
� computed according to Equation (42) from Reference [22].

At critical point ni, the orientation tangent to curve f is also tangential to the i-th line segment; thus, ni
is the point closest to or farthest from a line containing the i-th line segment. Note that, contrary to the
approach from Reference [22], we check point ni only if ∃k ∈ [0, 1], such that dx = nix.

4.6. Satisfaction of State Constraints for Robots with Rectangular Footprint

Following Reference [15], we only perform collision checking for the key points of a rectangular
robot footprint. Namely, it was proven in Reference [15] that, apart from initial and final configuration,
it is sufficient to check for the clearance of 0.5b m (see Figure 1) around the path and check for collisions
of point po on the robot footprint (see Figure 2). The collision-checking procedure is performed
as follows:

1. Using a simple algebra check if all footprint edges in the initial and final vehicle-body
configurations are collision free.

2. Inflate the obstacles by 0.5b m. Perform the collision checking using our proposed fast method
verifying condition (12).

3. Upon the instantaneous center of rotation compute the orientation θo tangent to instantaneous
velocity of the point po (see Figure 2). Check for collisions of circle arcs and transition segments
connected to a vehicle-body configuration [θo p�o ]� with modified curvature κa = κo(κc) instead
of κc, where

κo(κ) = 1/
√
(1/κ + b/2)2 + L2, (13)

where κo is the motion curvature of the point po which is furthest from the path, whereas κ is the
curvature of robot motion.

As shown in Figure 6, the approach taken in Step 3 is conservative for the transition segments
because by taking κa for collision checking, one assumes the motion curvature of point p0 to change
linearly with respect to the curvature of the robot motion. However, it is also computationally efficient,
and, as shown by our computational examples, its conservativeness does not hinder maneuverability
of the robot in tight environments due to the ability to plan short transition segments.
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0
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 [m -1]

a
 [m -1]

B

Figure 6. Curvature κo of motion for the outer vehicle point p0 (see Equation (13)), which is furthest
from the path, expressed as a function of path curvature κd for a = 5.9 m and b = 2.5 m. Dashed line
corresponds to a conservative inner approximation of this relation utilized during collision checking.

One can reason about the completeness of the presented extend procedure as follows.
The proposed G3-continuous extend procedure leads to the solution of Problem 3 for its application to
every complete global planning algorithm if there exists a collision-free RS path with ε-clearance for
ε > 0 solving this problem without the constraint of G3-continuity of the reference path. To illustrate
why this is the case, let us consider that Equation (13) is not conservative for κ(s) = 0 and κ(s) = κB,
that is, κo = κa = 0 and κo = κa = κB, respectively. Furthermore, due to Property 2 from Reference [22]
and continuity of y∗, one concludes that y∗ → 0 as μ→ 0.5. This means that, as μ→ 0.5, the length of
the transition segments tends to 0, and paths obtained from the concatenation of our G3-continuous
path primitives approximate RS paths arbitrarily closely. Therefore, if there exists a feasible RS path
that is no closer to obstacles than ε, one can always find such μ sufficiently close to 0.5, so that the
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maximal distance between the RS path and corresponding G3-continuous path is less than ε, meaning
that the G3-continuous path is feasible.

5. Computational Results

To verify feasibility and effectiveness of planning with the proposed G3-continuous path primitive,
it was investigated how it impacts computation times for the most crucial primitive operations in
path planning, such as collision checking, checking of curvature-constraint satisfaction (κ checking),
and extension procedure computation. Similarly, we tested the computational performance of our
approach in path-planning scenarios S1–S3, shown in Figures 7–9. The proposed extend procedure was
integrated with the RRT* motion-planning algorithm (see Reference [23] for details). All simulations
were performed with the following parameters: L = 5.7 m, b = 2.5 m, a = 5.9 m, βm = 0.96 rad.

We used motion cost J � l̄ +
∫ s f in

0

(
dκ
ds (s)

)2
ds, where l̄ corresponds to the total path length. Note

that the planning procedure was finished when the obtained motion cost was within 5% of the value
precomputed over the time of 600 s.
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Figure 7. Planned path and curvature profile for forward parking Scenario S1. Only forward robot
motion was allowed.
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Figure 8. Planned path and curvature profile for parking Scenario S2. Both forward and backward
robot motion were allowed.
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Figure 9. Planned path and curvature profile for Scenario S3 corresponding to a lane-change-like maneuver.

The computation times obtained in MATLAB are presented in Tables 2 and 3. One can observe
that the G3 path continuity of our approach comes with the price of increased computational cost in
comparison to the classic RS paths with curvature discontinuities. This was expected, since one has
to specifically account for additional transition segments during collision checking, and also check
a larger amount of paths due to availability of additional combinations of transition segments and
circle arcs. However, we note that the computational cost for the more general η3-splines, which are
also G3-continuous, is significantly higher than in our approach. This observation holds even if one
assumes that numerical checking of curvature constraints and collision checking can be performed in
parallel. Unsurprisingly, since collision-checking procedures can account for over 90% of planning time,
those computational performance tendencies propagate to computation times of a full path-planning
procedure for example Scenario S2. Such results suggest that our approach can represent a viable
alternative when the planning of G3-continuous paths is necessary due to task-specific constraints or
the mechanical construction of the robot.

Table 2. Average computation times of primitive operations for 1000 random scenarios.

Path Primitive Collision Checking (μs) κ Checking (μs) Extend Procedure (μs)

Reeds–Shepp 24 0 27
η3-splines 1397 1264 63

G3-continuous path primitive 124 0 67

Table 3. Average computation times in MATLAB for 10 planning trials in Scenario S2.

Path Primitive Planning Time of S2 (S)

Reeds-Shepp 27
η3-splines 86

G3-continuous path primitive 39

Figures 7 and 8 illustrate the results of path planning with the proposed G3-continuous extend
procedure for parking Scenarios S1 and S2, whereas in Figure 9 we show a challenging lane-change-like
maneuver in Scenario S3. During Scenario S3, only forward robot motion was assumed admissible.
Obstacles are shown in black, whereas the planned path is in blue. The magenta rectangles correspond
to robot footprints at the endpoints of path segments comprising G3-continuous path primitives,
whereas the green and red rectangles illustrate the initial and final robot configuration, respectively.
It can be seen that planning is successfully performed in a severely constrained environment despite
the conservative approximation utilized in our collision-checking algorithm. Curvature profiles and
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curvature arc-length derivative profiles are continuous; however, in some cases, e.g., in Scenario S3,
relatively low μ values corresponding to relatively high curvature arc-length derivative values have
been planned. This is due to the environment boundaries, which prohibited smoother curvature
profiles, since those would lead to collision between the environment boundaries and the robot
footprint, specifically point po of the footprint. One can also find that, in some cases, paths contain
more reversals (changes in motion strategy), because additional space is needed for transition segments,
which allow smooth evolution of path curvature. Such a tendency can be eliminated by putting a
bigger emphasis on path length in the planning motion cost; however, this inevitably leads to low μ

values and less smooth paths.

6. Conclusions

The G3-continuous path primitive proposed in this paper allows for an extension of the
well-known RS paths, and constitutes an easy-to-implement component for various path planners
available in the literature. The proposed method guarantees that planned paths are collision-free,
satisfy curvature constraints, and preserve continuity of the curvature arc-length derivative. It is worth
emphasizing the computational efficiency of the method due to the fact that distance between the
robot with a rectangular footprint and obstacles can be effectively checked in a continuous domain
using the derived analytical formulas. As opposed to other solutions (e.g., those using clothoid-based
approaches), the introduced G3-continuous path primitives are represented by closed-form expressions,
which can be conveniently utilized by path-following feedback controllers. Upon the results included
in the paper, one may conclude that the proposed planning strategy provides all the mentioned
beneficial properties under a reasonable computational cost when compared to other methods known
from the literature.
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Abstract: In this study, the authors focus on the structural design of and recovery methods for a
damaged quadruped robot with a limited number of functional legs. Because the pre-designed
controller cannot be executed when the robot is damaged, a control strategy to avoid task failures in
such a scenario should be developed. Not only the control method but also the shape and structure
of the robot itself are significant for the robot to be able to move again after damage. We present
a caterpillar-inspired quadruped robot (CIQR) and a self-learning mudskipper inspired crawling
(SLMIC) algorithm in this research. The CIQR is realized by imitating the prolegs of caterpillars and
by using a numerical optimization technique. A reinforcement learning method called Q-learning is
employed to improve the adaptability of locomotion based on the crawling behavior of mudskipper.
The results show that the proposed robotic platform and recovery method can improve the moving
ability of the damaged quadruped robot with a few active legs in both simulations and experiments.
Moreover, we obtained satisfactory results showing that a damaged multi-legged robot with at least
one leg could travel properly along the required direction. Furthermore, the presented algorithm can
successfully be employed in a damaged quadruped robot with fewer than four legs.

Keywords: fault recovery; reinforcement learning; gait adaptation; legged robot; bio-inspired robot

1. Introduction

In recent years, legged robots have been widely utilized in several applications due to the fact that
legged robots are more flexible than wheel-based robots in terms of mobility and energy efficiency [1].
Despite the agility and complex maneuverability of legged robots over wheeled robots, one major
drawback is their inability to operate when they are damaged. In general, legged robots can function
properly with predesigned controllers. However, there are some failures that occur when some parts
of robots are not working, such as encoder drifting, broken legs, and joint failure [2,3]. Prior control
strategies cannot be employed efficiently with the transferred models of damaged robots. Researchers
have discovered and developed solutions to overcome this problem. The ability of system that can
continue functioning in the presence of faults is known as fault tolerance [4]. In fault tolerant system,
there are four processes to be considered which are fault detection, fault location, fault containment,
and fault recovery. Fault detection is a process to determine that a fault has occurred. Fault location
is a process to determine where a fault has occurred. Fault containment is a process to isolate a fault
from the system. Fault recovery is a process to make the system recover from a fault. Fault-tolerant gait
planning is the recovery method used with multi-legged robots after a failure has occurred and hampers
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its ability to walk or maintain stability [5]. According to the study in the literature, we can categorize
recovery methods for damaged multi-legged robots into four main groups, namely, evolutionary-assist
method, gait transition method, task-based method, and learning method [6]. Josh Bongard et al.
proposed an algorithm that help damaged robot walk again [7] . In their work, the robot could start
the process of identifying its current model and employing an evolutionary algorithm to determine
the behavior (self-learning method) that provided the best movement. They showed that a robot
with the broken legs can travel forward. However, this method was not successful in all scenarios.
Other similar methods have been reported by Qiu G. al. and Liang et al. [8,9]. They employed the
evolutionary methods, such as a Genetic Algorithm (GA), to create sequential actions that can guide
the robot to move forward. However, these methods are time-consuming tasks. The robots are required
to execute actions repeatedly until they receive the maximum outcome. The problems include not
just the time spent but also the gap between the results of simulation and real experiments. Typically,
the evolutionary methods require a level of numerical processing that is tough enough to perform with
the hardware available on the robot body. Therefore, the researchers used a simulation model on a
computer to discover the maximum-distance-traveled actions, which is the cause of the aforementioned
mismatch between the simulation and the experimental results. Koos et al. presented a method that
works in simulation as well as in reality [10]. Using this method, the robot can identify suitable actions
in a simulation and then execute such actions on real robots. This method provided very good results in
terms of moving ability and time efficiency. However, given that the method required some processing
time, the same research group came up with a new idea called “the robot that can adapt like an animal”
that was published by Cully et al. [11]. They used the trial-and-error technique combined with a
large search space. The robot performed many possible actions in the simulation beforehand (which
lasted approximately one week) and these actions were stored in the search space to be picked up
when the robot needed to adapt. By using this algorithm, the robot spent less than two minutes for
recovery. Even though this method was applied successfully with a hexapod robot and manipulator
systems, implementation with a quadruped robot was not reported. In another work, gait transition
using a central pattern generator or CPG was presented [12]. Changes in frequency are applied to
CPG to help a robot overcome the limitation on movement due to damage to its body. This method
uses multiple chaotic CPGs in conjunction with online learning to let a robot execute fault tolerant
movement. The result shows that the robot can move along the desired path and reach its destination.
However, the method uses multiple infrared and force sensors for feedback sensing. As a result, it can
be applied only in specific scenarios, as reported by Ren et al. in [12]. Most existing methods do not
consider legged robots with fewer than four legs. Only the algorithms proposed by Qiu et al.and Liang
et al. were tested in scenarios in which the robot had only three legs [8,9]. These methods suffer from a
number of pitfalls as mentioned earlier. Moreover, not only the recovery algorithm but also the robot
hardware can ensure that the robot remains movable even after sustaining damage, as reported by
Zhang, in which it was suggested that, with hardware improvement, the robot would become more
resilient [13]. Because a self-reconfigurable robot can change its structure when it is damaged, structural
design is important from the view point of ensuring that the robot can move even after it is damaged.

In this study, we focus on two key problems associated with self-recovery robots, namely,
robot structure (inspired by caterpillar) and recovery method (inspired by mudskipper). We propose a
novel structure of quadruped robots legs based on the behavior of a caterpillar. Caterpillar-like robots
have been developed because they can perform not only crawling but also climbing. Caterpillars
employ multiple prolegs, to perform crawling, as shown in Figure 1. Because a caterpillar can move
forward by using its prolegs to propel its body, this concept is applied to a quadruped robot by using
only one leg for motion in the case of damage. However, the structure of the leg must be designed
considering the fact that the proleg can limit the reachable space of the robot legs when operating in
the normal quadruped gait. In this study, a new shape of robotic legs is designed with the inspiration
from caterpillar legs. The Particle Swarm Optimization (PSO) algorithm is employed to optimize
the design because the optimized parameter is floating numbers. The fitness function of the PSO
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is set as the distance that the robot can travel with both crawling and trotting gait. The proposed
robotic platform is called Caterpillar-inspired Quadruped Robot or CIQR. The process of design and
performance testing are conducted in a simulation environment. The parts of the CIQR are printed
using a three-dimensional (3D) printer. Afterward, the performance of the proposed quadruped
platform is tested in both simulation and real experiment.

Figure 1. Caterpillar anatomy.

Moreover, a new recovery algorithm is also developed in this study. We attempted to use an
evolutionary method to find the best action for the damaged robot. A similar approach published by
Qiu et al. [8] was adopted, but, instead of GA, we applied the PSO algorithm. The reason for using PSO
algorithm is that, unlike GA, encoding and decoding processes are not necessary for PSO algorithms.
Hence, a new control method based on predefined tasks with a learning method is developed herein.
We have designed our algorithm based on mudskippers’ behavior. Mudskippers are fish that can crawl
on mud with only two fins. We define the mudskipper model to have two degrees of freedom (2-DOFs)
and create an action loop with sine and cosine functions. Additionally, the Q-learning method is
integrated with mudskipper-inspired behavior to enable the robot to move faster in a more efficient
manner. Both numerical simulation and practical experiment with a CIQR are conducted to test the
performance of proposed recovery algorithm.

The rest of the paper is organized as follows. Section 2 describes the development of a new
structural design of a quadruped robot. The system description and robot model, including forward
kinematics, inverse kinematics, and robot component, is explained in this section. Afterward,
optimization of robot structure inspired by caterpillar is presented. In Section 3, we present the
self-recovery methods for a damaged quadruped robot. The conventional self-recovery method is
presented along with the proposed method based on mudskipper-inspired behavior. Section 4 presents
the results and discussion of both robotic structure design and self-recovery algorithm. The results
of the optimization of the robotic structure followed by the simulation and experiments of CIQR
are discussed. The evaluation of the proposed method (SLMIC) is presented with simulation and
experimental results. Finally, Section 5 provides the conclusion of this study.

2. Development of Quadruped Robots

2.1. System Description and Robot Model

In this study, a new quadruped robot is developed to increase the maneuverability of
ordinary-legged robots after sustaining damage. Recently, several self-recovery algorithms have
been investigated successfully and implemented in robots with at least six legs. However, in most
of the test cases, a maximum of two legs lost was considered, meaning that the robots still had four
legs to perform any movement. By contrast, in this study, we focus on robots that have a fewer legs
to begin with. Figure 2 shows the quadruped robot model considered in this study. The quadruped
robot developed herein has four legs and each leg contains three links, which means that the robot has
12-DOFs.
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Figure 2. Quadruped robot model used in this study.

2.1.1. Forward Kinematics of Robot Legs

The forward kinematics of robot legs was analyzed using Denavit–Hartenberg parameters (also
called DH parameters) [14], which are used widely for describing robotic systems and other mechanical
problems [15]. In the set of DH parameters, four parameters are defined as transformation parameters,
namely, di, θi, ai, and αi. The notation of each of the parameter can be described as follows [16]:

• di (joint displacement):length between the two joints.
• θi (joint angle): angle measured between the orthogonal of the common normals. This parameter

is variable for revolute joint while the other parameters remain constant.
• ai (link length): mathematical link length (distance between common normals).
• αi (link twist): angle measured between the orthogonal of the joint axes. For a prismatic joint,

the other parameters are fixed, but this parameter is variable.

The top and side views of the geometrical model of the robot’s leg are shown in Figure 3. Moreover,
the link coordinate frame is illustrated herein. As aforementioned, each leg comprises three links,
namely, link1, link2, and link3. Joint 1 rotates in the horizontal direction, and joints 2 and 3 move the
leg upward and downward along the vertical direction. The joint angles θ1, θ2, and θ3 are the angles of
link1, link2, and link3, respectively. According to the parameters shown in Figure 3, we can define the
DH parameters of the systems as summarized in Table 1.

Table 1. DH parameter for robot legs.

Link di θi ai αi

1 0 θ1 a1 90
2 0 θ2 a2 0
3 0 θ3 a3 0

Position of the robot leg end-effector can be written as follows:

x = a3 · cos(θ1) cos(θ2 + θ3) + a2 · cos(θ1) cos(θ2) + a1 · cos(θ1), (1)

y = a3 · sin(θ1) cos(θ2 + θ3) + a2 · sin(θ1) cos(θ2) + a1 · sin(θ1), (2)

z = a3 · sin(θ2 + θ3) + a2 · sin(θ3). (3)

165



Appl. Sci. 2019, 9, 799

Figure 3. Geometrical model of robot legs.

2.1.2. Inverse Kinematics of Robot Legs

Forward kinematics, which is used to transform joint information into end-effector position, is
explained in the previous subsection. Here, we explain how to control the joint angles of a robot
leg to achieve the desired goal. In robotics and animation, this method is generally called “inverse
kinematic”. Several methods to obtain the inverse kinematics of a system are available, such as
numerical calculation, Jacobian transpose method, and geometric approach. In this study, the geometric
approach is used to solve the inverse kinematic because the robot leg has only 3-DOFs. As shown in
Figure 3, we have Lleg, L1, and L2 as follows:

Lleg =
√

x2 + y2, (4)

L1 = a1 · cos(θ1), (5)

L2 =
√
(Lleg − L1)2 + Z2

o f f , (6)

and the angles of the joints can be described as

θ1 = tan−1
( y

x

)
, (7)

θ2 = tan−1

(
Lleg − L1

Zo f f

)
+ tan−1

(√
1− A2

A

)
− 90, (8)

θ3 = 90− tan−1

(√
1− B2

B

)
, (9)
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where A and B are a2
2+L2

2−a2
3

2·a2·L2
and a2

2−L2
2+a2

3
2·a2·a3

, respectively.

2.1.3. Robot Components

The design of the quadruped robot is geared towards the concept of modularity so that the robot
can be assembled easily. The proposed robotic platform comprises of five main components, namely,
actuator, controller board, power supply, sensor, and control station. Figure 4 shows the block diagram
of the overall system and the details of the connections among the components. Three components are
mounted on the robot body, namely, the motors, inertial measurement unit (IMU), and controller board.

Figure 4. Block diagram of robotic system.

In this study, we used 3D printed parts for fabrication and making the robot allowing for
faster prototyping and design changes. The final design was later fabricated using higher grade
materials. The ABS filament was employed as the material supply in the 3D printer owning to its
favorable characteristics. It is beneficial for the components that will be assembled together. Moreover,
the original parts provided by RobotisTM company are integrated on the robot body.

2.2. Caterpillar-Inspired Structure

In nature, an animal can adapt itself extraordinarily for survival. Flexibility is the main key to
survival and reproduction. We believe that a bio-inspired robot mechanism would be more robust.
According to Trimmer et al. [17], caterpillars are excellent at climbing with their body and prolegs,
and they can achieve fault-tolerant maneuverability. As a result, caterpillar-inspired robots have been
researched and developed for use in many applications, for instance, wall-climbing [18]. Because the
prolegs and body movements can be used to achieve forward propulsion, this concept is applied to
help a quadruped robot move by using only one leg in the case of damage. In this study, the design of
the CIQR is based mainly on the structure of a caterpillar’s prolegs. Each robot limb is designed to have
triangular shape to imitate the caterpillar’s prolegs. The proleg mounted on the robot leg will increase
the number of contact points between the robot and environment. Hence, the movement of robot
becomes more flexible such that the robot can use prolegs or end-effector for locomotion. The parameter
l is the distance from the beginning of the limb to the foot of the altitude, and h is the altitude (height)
of the triangle. The quadruped robot used in this study has 3-DOFs per leg. Additionally, the prolegs
are added only on the upper and lower limbs, as shown in Figure 5. The reason for using triangular
prolegs is to ensure smooth robot motion.
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Figure 5. Leg structure of quadruped robot.

2.3. Optimization of Robot Structure

To ensure that the CIQR can perform well with both normal quadruped gait and
caterpillar-inspired crawling gait, the robot structure was optimized by operating with two types of
locomotion. The first type of locomotion is trotting gait to control the robot because it is the fastest
gait as reported by Darici et. al. in [19]. Two pairs of diagonal legs are moved back and forth between
two states, as shown in Figure 6. For the second type of locomotion, a sinusoidal generator is used to
produce the rhythmic motion of caterpillar-like locomotion (crawling gait). This method can ensure
smooth motion and easy control over the motion [20]. The joint rotating angle can be calculated
as follows:

yi = Ampi sin(
2π

T
t + φi) + Oi, (10)

where yi is the rotation angle of joint i, Ampi the amplitude, T the control period, t the time, φi the
phase, and Oi the initial offset. Because the limb of robot is designed to be united, two parameters
must be optimized, as expressed by Equation (11),

P = {l, h} , (11)

where l and h are the parameters of the prolegs of link2 and link3, as illustrated in Figure 5.
The quadruped robot is programmed to execute the crawling and the trotting gaits to ensure that the
designed model can move properly when crawling using one leg and when performing the normal
quadruped gait. Therefore, the fitness function is set as the traveling distance, as follows:

D = μ1 · dc + μ2 · dt, (12)

where μ1 and μ2 are weight parameters and dc and dt are the distance traveled by robot with
caterpillar-crawling and trotting gait, respectively.

Figure 6. Trotting gait.
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3. Self-Recovery Method

3.1. Conventional Self-Recovery Method

We adopted a modified version of the work described in [8,9]. PSO was employed over GA due
to its simplistic modeling and optimization convergence. The method can be described into three main
parts, namely, movement sequence coding, objective function, and evolutionary process.

3.1.1. Movement Sequence Coding

As aforementioned, we employed smart electric actuators, DynamixelTM(ROBOTIS, Seoul, Korea),
to control the joints to the programmed angles. The PSO particles were designed based on the idea of
sequence actions. Each motor is required to perform five sequential actions. The robot performs each
action for t seconds (t = 0.2). Every joint is driven by a self-desired action at the same time. Hence,
we can define the actions of each motor as follows:

Si = [Angi1, Angi2, . . . , Angi5] , (13)

where S is the sequence of actions, i the number id of joint motor, and Ang the control motor angle.
Then, the PSO particles (P) can be described using Equation (14):

P = [S1, S2, . . . , SN ] , (14)

where N is the number of joints of the legged robot. The proposed robot has 12-DOFs so N is equal to
12. The overall parameters of one particle are 5× 12 = 60 values. An example of robot movement is
shown in Figure 7. The robot performs five actions iteratively until it completes the desired task.

Figure 7. Example of robot movement with sequential actions. Robot will start executing from action 1
to action 5 continuously in round-robin fashion.
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3.1.2. Objective Function

The criteria to achieve the recovery movement of a damaged robot can be set in a form of
an objective function. This function is used to judge which solutions can provide the best result.
To overcome damage, movability is the main objective of the recovery process. If the robot cannot
move properly, it will be impossible to fix the robot. By contrast, if the robot can move to the desired
position, we can repair the broken parts of the robot and can send it back to complete its mission.
Accordingly, we set movability as the travel distance in a given direction. The damaged robot that can
move faster to the required position is said to have the maximum of movability. The distance traveled
by the robot can be calculated after the robot moves for T seconds. Figure 8 shows the performance of
the broken robot traveling from the original position to the final position. The distance traveled D can
be determined using a basic geometrical approach as follows:

D =
√
(x f − xo)2 + (y f − yo)2, (15)

where xo and x f are the position of the robot along the x-axis of the original and the final position,
respectively. In addition, yo and y f are the robot position along the y-axis of the original and the final
positions, respectively. To follow the required direction, the parameter θ f is put mathematically in the
objective function F to decrease its value in case if the robot travels the wrong distance. In addition,
we focus on straight line motion in this study. If θ f becomes 0, it means that the robot has traveled
straight and F is maximized:

F = e−θ2
f · D, (16)

where θ f denotes the different angles between the original and the final positions. Moreover,
the calculated value of F is used to process the evolutionary method.

�

Figure 8. Trajectory of damaged robot traveling from original position to final position.

3.1.3. Evolutionary Process

The evolutionary process is similar to the PSO process, as discussed in the previous sections.
A flowchart of the overall process is shown in Figure 9. The process starts with the generation
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of random populations of n particles (P). Thereafter, all particles execute the actions for time T.
Next, the performance of each particle is judged based on the value of the objective function F.
The evolutionary method is executed under the following conditions:

• Normal: If a particle is allocated to this state, the action parameter will be updated according to
the PSO rule.

• Capsizing: In practice, the robot attitude should be considered because sensors and loads, e.g.,
camera, are generally integrated on top of the robot. If the robot flips over during recovery,
the sensor or loads may break. Therefore, the particles that cause the robot to flip over should
reset all of their parameters randomly.

• Moving Backward: If the particles cause the robot to move backwards, their parameters should
be set as random values, likewise.

• Mutant: Given the probability prob < 0.2, a few particles should be mutated to avoid the
local maximum.

The process will be terminated if the objective function reaches the desired value or if the
generation reaches the set value.

Figure 9. The procedure of an evolutionary based self-recovery method.

3.2. Mudskipper-Inspired Behavior

Because a quadruped robot needs at least three legs to balance its body [19], it is not feasible for
the robot to execute movements after it is damaged. In the existing recovery methods, robots cannot
walk properly even if one leg has minor damage. As a result, we investigated an alternative method
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to control the robot based on specific actions. Because such actions can be designed manually based
on careful observation, it can be guaranteed that the robot will maintain a good posture at all times.
To decide what actions to perform, we consider the motion of a fish called “mudskipper”, as shown
in Figure 10. Mudskippers are amphibious fish, which means that they can use pectroral fins to
“walk” on land. We mimicked crawling behavior of mudskippers because it activates only two fins
and the tail to achieve the excellent locomotion over the different types of terrains [21]. Recently,
mudskipper-inspired robots have been developed and analyzed. According to McInroe et al. [22],
MuddyBot uses its tail and fins to improve its ability to move. This behavior can possibly be used to
help a broken quadruped robot move.

Figure 10. Mudskipper laying on a rock.

Mudskipper Behavior

In this study, we focus only on the operation of the two fins of a mudskipper. The simplified
model of mudskippers fins is defined as a 2-DOF system, containing two revolute joints with respect
to the vertical and the horizontal directions. Figure 11a shows the design model of the mudskipper
fins. According to the robot model discussed herein, a quadruped robot consists of 3-DOF per each
leg as shown in Figure 11b. Then, the angular rotations of θ2 and θ3 are set along a reverse direction.
Hence, we can describe the setting of each angle as follows: θ1 = φ1, θ2 = φ2 and θ3 = −φ2. To imitate
fin movement, we performed numerical calculation using the sine and cosine functions of time t and
one-time-moving period T, as shown below:

φ1 = wm · cos(
2πt
T

), (17)

φ2 = hm · sin(
2πt
T

), (18)

where wm and hm are the width and the height of the moving trajectory, respectively. The moving
phase of the leg consists of two different phases, namely, swing and touch. At time t = 0 s, the leg will
start from the beginning and cover a circular trajectory, and, at t = T s, the leg will end at the starting
point. Note that the swing phase is the action in which the leg lifts off the ground, and the touch phase
is the action in which the leg touches the ground.
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Figure 11. The model of mudskipper’s fin and quadruped robot: (a) 2-DOFs mudskipper fin; (b) robot
used in present study.

To control the robot direction, the robot orientation θr is used as the control parameter to tune
the direction of motion. A simple feedback control scheme is used in this case. The corresponding
closed-loop control diagram is shown in Figure 12. In this study, the parameter hm is set as a constant
because a large change in hm can destabilize the robot’s posture, whereas wm is varied. For example,
in case of the loss of two legs, we can adjust the parameter wm of two legs to increase the size of the
trajectory loop along the horizontal direction. If the parameters wm are set diversely, the robot can be
maneuvered to turn left or right. However, it is difficult to tune the parameters. In the next section, we
integrate the mudskipper-inspired movement with reinforcement learning to improve the robot with
the flexibility to perform in various scenarios.

Figure 12. Feedback control diagram for mudskipper-inspired movement.

3.3. Self-Learning Mudskipper-Inspired Crawling Algorithm (SLMIC)

To enhance the performance of the robot’s mudskipper-inspired movement, the learning approach
is integrated to help the robot move in the straight direction. For decades, researchers have made
attempts to combine the learning algorithm with robots to improve the flexibility and efficiency of
robots. Reinforcement learning have been used in many applications in the field of robotics. In [23],
a wheeled robot was programmed to be able to learn online. In addition to high-DOF robots, humanoid
robots can learn to walk and crawl successfully by using the methods described in the papers of Lin
and Yamaguchi [24,25]. Moreover, the walking speed of quadruped robots can be increased by using
the method proposed by Kohl and Stone [26]. Although these reinforcement learning based studies
were successful in their own right, a key problem with many of approaches in the literature is the size
of the state and action space. Generally, for a multi-joint robot, the state is set as the current position of
the joint angles, which means that based on the number of DOFs of the quadruped robot developed,
the state would be 12-dimensional. Thus, a new concept of state and action design is proposed in
this study.
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3.3.1. Q-Learning Algorithm

Reinforcement learning can be simply explained as the process of training pets, such as dogs and
cats, to perform certain actions. However, this process can be described as a trial-and-error problem
as well. In the beginning of a dog’s training process, it seems impossible for a dog to perform a
requested task without error. The dog will try to perform some action randomly, such as walking,
sitting, or jumping, to get a snack. After it gets the snack, the dog will remember the action that can
possibly get it a snack again. By contrast, the dog will not do any action that would lead to an adverse
outcome such as a scolding or a beating. Accordingly, the process of reinforcement learning can be
thought to be based on reward and punishment. In this study, the quadruped robot is controlled using
Q-learning and mudskipper-inspired behavior. The control policy will be adapted with the current
state, provided by the surrounding environment, following the Q-learning approach. For example, if
the robot is in a state in which it is heading north, but we command it to go to the east, the control
policy will be changed to make the robot go to the east. The three main parameters of reinforcement
learning are as follows:

• State (S): It is defined as the current scenario of a system, for instance, the position of the robot.
• Action (A): In one system, several actions would be required to be conducted in each state.

In wheel-based robots, the actions can be moving forward, turning left, and turning right.
• Reward (R): It depends on the current state and action. It can be positive, negative, or zero for the

win, lose, and draw scenarios, respectively. For example, when a robot encounters an obstacle,
it needs to avoid the obstacle. If the robot decides to move forward and hit an obstacle, it will get
a negative outcome in the form of a punishment. On the contrary, if the robot avoids an obstacle
properly, it will receive a positive reward.

Finally, the objective of learning, which is known as policy (π), will be achieved. The best
policy is the selection of actions that provide the highest reward, the so-called “Maximum Sum of
Expected Rewards”.

Q-learning is a reinforcement learning approach with non-model requirements. It employs the
concept of Markov decision process (MDP) with finite state arrays to arrive at the optimal policy [27].
The expected reward will be stored in a d-dimensional state-action array. The number of d can be set
manually by the user. Q-learning is one algorithm among the various algorithms associated with the
temporal-difference method. The Q-values are acquired as follows:

V∗(s) = max
a

Q(s, a). (19)

Because the Q-function does not need a model for learning and selecting actions, no model is
required for state transitions. Q is updated by using the new information obtained after performing an
action to correct the old policy. The Q-values are updated numerically based on the temporal-difference
concept using Equation (20) [28]:

Q(s, a) = Q(s, a) + α(R(s) + γ max
a′

Q(s′, a′)−Q(s, a)), (20)

where α and γ are the learning rate and the discount factor, respectively. The procedure of
the Q-algorithm is summarized in Table 2. The proposed method employs both Q-learning and
mudskipper-inspired behavior to control the damaged robot. The controller structure is illustrated in
Figure 13.
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Figure 13. Controller structure for the proposed method (SLMIC).

Table 2. Q-learning procedure for nth episode.

Algorithm: Q-learining Algorithm

1:
2:
3:
4:
5:

observes its current state sn.
selects and perform an action an.
observes the subsequent state s′n.
receives an immediate reward rn.
adjust it Qn−1 value using Equation (20)

3.3.2. State

In spite of using joint angles, we employ robot orientation as the state in the Q-learning. The yaw
angle of the robot is divided into seven regions, as shown in Figure 14. The regions that separate the
state are listed in Table 3. We select the robot orientations as the state to be able to control robot direction
properly, and another advantage of doing so is that a robot can learn other actions simultaneously if
provided with another Q-value table.

Table 3. The design space region and state rewards.

State Region Reward Rs

S0
S1
S2
S3
S4
S5
S6

θr < −25
−25 ≤ θr < −15
−15 ≤ θr < −5
−5 ≤ θr < 5
5 ≤ θr < 15

15 ≤ θr < 25
25 ≤ θr

−10
−5
−1
0
−1
−5
−10

3.3.3. Action

Because the mudskipper-inspired movement requires only two legs to realize crawling,
the number of robot actions is set to 7 for both legs by tuning the parameter wm in Equation (17).
The parameters wm1 and wm2 are used to control the legs L1 and L2 as shown in Figure 14, and wm1

and wm2 are calculated using the following equations:

wm1 = 5 + a1, (21)

wm2 = 5 + a2, (22)

where a1 and a2 are the adjusting parameters, and their values are set as given in Table 4. The numbers
used for each action are set unequally to ensure the robot perform different actions, such as turn left
and turn right. Therefore, the total number of Q-value is 7× 7 = 49, which is smaller than that in the
conventional setting.
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Table 4. Design action set.

Action
a1

(Leg L1)
a1

(Leg L2)

A0
A1
A2
A3
A4
A5
A6

4
3
2
1
1
1
1

1
1
1
1
2
3
4

Figure 14. State space of Q-algorithm for robot orientation θr.

3.3.4. Reward

Because the aim of the present study is to design a recovery method to ensure that a robot can
move after sustaining damage, we set the reward as the summation of two rewards, namely, state
reward (Rs) and action reward (Ra):

R = Ra + Rs. (23)

As a result, we can control not only the robot orientation but also the movability, that is, distance
traveled. To facilitate robot motion in straight line, the state reward was designed to be the values
listed in Table 3. The robot gets the negative reward (punishment) if it turns left or right. This ensures
that, after leaning, the robot moves in the desired direction. Furthermore, the action reward is used to
propel the robot to move forward faster, as expressed by Equation (24). If the robot moves backward,
it will be punished with −10 reward. By contrast, if the robot can move the longest distance, it will
receive +10 reward.

Ra =

⎧⎪⎨⎪⎩
10 if max distance,
d
−10 if moving backward,

(24)

where d is the distance traveled by the robot.

4. Results and Discussion

In this study, two major experiments were conducted in a simulation environment and with a
real robot to evaluate the performance and improvement of the proposed robot structural design
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and the recovery method. In addition, several sub-experiments were conducted to test the proposed
robot and recovery method in different scenarios. It starts with the first part of the experiments
that pertains to testing the design of the novel quadruped robot structure with caterpillar-inspired
prolegs. The performances of the self-learning mudskipper-inspired crawling algorithm (SLMIC) is
judged thereafter.

4.1. Results of Caterpillar-Inspired Quadruped Robot (CIQR)

To achieve the designed upright structure, the shape of the legs of CIQR was optimized by
numerical simulation as mentioned in the first part of this experiment. Thereafter, the advantages of
a new designed structure were analyzed by conducting two sub-experiments, namely, recovering a
robot by using conventional recovery methods in a simulation and operating the proposed robot with
caterpillar behavior in a real application. Note that, in both sub-experiments, the common structure
and the proposed CIQR structure were compared.

4.1.1. Optimization of Robotic Structure

The simulation was run for 20 iterations with μ1 and μ2 as 0.5. The weight parameters were set to
equal values because the CIQR is required to assign equal weights to both actions. Figure 15 shows the
fitness values of optimization with time, and it illustrates that the robot can discover a new structure
that can help it walk longer. The evolution of the robot leg can be seen in Table 5. At the beginning,
the high prolegs cause the robot to walk slowly in accordance with the fitness values shown in Figure 4.
After five iterations, the robot evolves to being suitable for crawling and trotting, such that the robot
structure changes, and the fitness value is increased. In iteration = 20, the robot structure changes
slightly. A comparison between the proposed model and the conventional model was made in this
study. The results show that the optimized model can travel 39.19 cm and 13.34 cm in the trotting and
crawling gaits, respectively. By contract, the normal structure can move 36.78 cm and 13.83 cm in the
trotting and crawling gaits, respectively. Figure 16 shows the actual CIQR model fabricated using a
3D printer.

Figure 15. Fitness function of optimization processes with PSO algorithms.
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Figure 16. Proposed robot (CIQR).

Table 5. Result of leg structure optimization with different numbers of iterations.

Iteration l (cm) h (cm)

0 4.50 3.50
5 3.67 3.38
10 3.67 3.38
15 5.41 3.46
20 5.47 3.33

4.1.2. Simulation Experiments of CIQR with Conventional Recovery Methods

In the experiment, the damage recovery algorithm was employed to compare the performance
of the normal design (quadruped robot without prolegs) and the proposed design. The evolutionary
adaptive gait, which involves creating sequential actions, was employed in this test; the concept
underlying this process was inspired by existing works presented in [8,29]. Three experimental
scenarios were tested in this study, namely, one leg loss, two leg loss, and three leg loss, as shown
in Figure 17. A simple algorithm was employed to control the damaged robot. For each joint,
five rotational angles are controlled in sequences. The robot performed motions step-by-step in
round-robin fashion, from the first angle to the last one. Because CIQR has 12 joints, 60 parameters in
total are used to control the robot. To determine 60 parameters, PSO was used to execute the discovery
process once again [30]. At the beginning, all parameters were set randomly. Next, the robot performed
the first action with the first rotational angle of each joint. At t = T, the robot performed the second
action. This step was iterated until t reached the setting time. The fitness function of this algorithm was
set as the distance that the damaged robot could travel. The test results obtained with the damaged
robot are given in Table 6. As can be seen, with only one leg lost, CIQR performed better than the
normal robot in terms of the total distance traveled. By contrast, the normal robot produced a good
result in the second case as it walk about 10 cm more than the proposed robot. The CIQR moved
slower in this case possibly because of the additional weight of the prolegs. In case of only one leg,
CIQR could travel longer than the normal robot. However, the control method used in this benchmark
could not efficiently control the robot because the robot motion was not smooth, and the possibility of
the robot flipping over during the evolutionary process prevailed. These problems were tested once
again using the proposed recovery algorithm (i.e., SLMIC) described in Section 3.3.
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Table 6. Distance traveled by damaged robots

Number of Normal Robot CIQR
Legs Lost (cm) (cm)

1 48.68 51.67
2 92.42 85.41
3 17.08 131.73

Figure 17. Test cases of damaged robots.

4.1.3. Experimental Results with Caterpillar-Inspired Crawling Behavior

To ensure that the proposed robot could function in real scenarios, an experiment with the actual
robot was conducted. In this case, the performance of CIQR was compared with that of the normal
robot. The evaluation was conducted with a damaged robot having one functional leg. As in the
simulation, both robots were programed to move forward according to Equation (21) with the same
set of parameters, that is, A2 = A3 = 40, φ2 = 0 and φ3 = 30, which are the amplitudes for controlling
link2 and link3, and the initial offsets of link2 and link3, respectively. Link1 was set to the fixed
direction of 0◦ to ensure the robot traveled straight. The results show that both robots could travel
straight but shifted slightly towards the right. However, the novel structure of CIQR traveled longer
than the normal robot in the simulation, as shown in Figure 18. The normal robot moved forward and
stopped after 20 s, traveling 34.17 cm in the course. In the same period, the CIQR traveled 52.08 cm.
Additionally, the positions of both robots in the experiment were measured using an overhead camera
and image processing technique.

Figure 18. Comparison of trajectories traveled by a conventional robot and CIQR-based robots with
three legs lost.
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4.2. Evaluation of Self-Learning Mudskipper-Inspired Crawling Method (SLMIC)

In the benchmark, the proposed recovery algorithm was tested in four different scenarios and
compared to the conventional evolutionary method without direction (EA), evolutionary method with
direction (EAD) and mudskipper-inspired movement (MUD), in the simulation. The test scenarios
were as follows:

• case A: one leg lost,
• case B: two adjacent legs lost,
• case C: two diagonal legs lost,
• case D: two adjacent legs and one limb lost.

All the simulation scenarios were run for 20 s with the four methods. After the simulations were
executed, only the proposed method, that is, SLMIC, was employed to operate the actual robot because
the evolutionary processes were time consuming and SLMIC provided the best performance in terms
of recovery distance. The performance of SLMIC was compared with the control method used to
control the robot before it was damaged. To achieve the robot position, Inertial Measurement Unit
(IMU) was incorporated into the robot and was used to measure the short distance that was required
in the recovery process. Image processing was additionally used to obtain the distance traveled by the
robot for reporting purposes.

4.2.1. Simulation Results of SLMIC Vis-à-Vis Other Methods

The numerical simulation was conducted separately for each case in the experiments. As shown
in Figure 19, the results of four different damage scenarios are as follows:

1. case A: The results show that all methods used in the simulation allowed the robot to be able
to move again. With one leg lost, it was easy for the robot to travel with three functional legs.
However, not all methods provided the acceptable results. EA helps the robot move the shortest
distance compared with other methods, as shown in Figure 19b. EAD helps the robot move
longer than EA but it lost out to the MUD and SLMIC methods. By employing the specific actions
of mudskippers, both MUD and SLMIC help the robot travel longer distances. However, SLMIC
provided the best result in this test because it helped the robot learn to move forward faster.

2. case B: The robot programmed using EA traveled faster than the robot programmed using
EAD, as shown in Figure 19c. However, EAD provided the better result in terms of direction.
It seemed that, with EAD, the robot optimized multiple objectives, namely, distance traveled and
direction of travel. As a result, the robot assigned more importance to direction in optimization,
which reduced the distance traveled. MUD and SLMIC provided decent results in terms of
distance traveled and direction of travel. Once again, SLMIC provided the best performance.

3. case C: Similar to the two cases in the experiments, with MUD and SLMIC, the robot covered
longer distances. However, SLMIC performed better in terms of direction of travel. Opposite to
case B, EAD could deal with only the distance traveled. At this time, EAD attempted to optimize
the distance traveled by the robot, but it failed to optimize the direction of travel, and thus the
robot failed to move straight ahead. With EA, the robot could not perform well because the two
diagonal legs affected its balance. The robot flipped over during the recovery process which
limited its ability to move. As a result, the robot programmed using EA could travel properly,
as shown in Figure 19d.

4. case D: This experiment was the most challenging because of the limited number of functional legs
and actuators, as shown in the results in Figure 19e. Given the extremities, the robot programmed
using SLMIC could learn to recovery itself with SLMIC and provided the best results in terms of
direction and distance. MUD with its specific control method was the second best performer in
this experiment. EAD exhibited the worst performance owning to the same reason as in case B,
and EA achieved a fair level of performance.
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Figure 19. Comparison of simulation results obtained using EA, EAD, MUD and SLMIC: (a) ground
truth of healthy robot walking with trotting gait; (b) one leg lost (case A); (c) two adjacent legs lost
(case B); (d) two diagonal legs lost (case C); (e) two adjacent legs and one limb lost (case D).

From the results, it can be concluded that the proposed method (SLMIC) can provide the best
results compared to the other methods in terms of direction of travel and the distance traveled.
However, a certain learning time is required to achieve the goal. The performance of MUD was inferior
to that of SLMIC, but, in most cases, it performed satisfactorily. However, the crucial aspect of MUD is
that it employs specific mudskipper-inspired actions with no time required for evolutionary process
or learning. The results indicate that it would be difficult to guarantee satisfactory performance in
terms of direction and distance traveled with both EA and EAD because differences in robot model can
cause task failures, and the methods can get stuck in local minima when performing multi-objectives
optimization, which can lead to failure.

4.2.2. Comparison of Experimental Results Obtained Using Previous Control Method and SLMIC

Because SLMIC exhibited the best performance in the simulation, we decided to conduct the
experiment involving the actual robot using only with SLMIC. We compared the performance of
SLMIC with the previous controller, that is, trotting gait (TG). The test cases were the same as those in
the experiments conducted in Section 4.2.1.

1. case A: The results of this test case clearly show that with SLMIC the robot could recover itself to
reach the goal, as shown in Figure 20b. Compared to the ground truth (in Figure 20a), the robot
programmed with SLMIC almost traveled the same distance as the healthy robot. By contrast,
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the robot could not move well when the previous control method (trotting gait controller) was
employed. It caused the robot to move back and fourth around a single point in a certain
working area.

2. case B: In this case, SLMIC with the damaged robot achieved the same result as the healthy robot.
However, the robot moved slightly towards the right part of the working space. By contrast,
the robot with two adjacent legs-lost and programmed by the previous method could not perform
well, traveling only around the starting point, as shown in Figure 20c.

3. case C: As shown in Figure 20d, with the trotting gait, the broken robot could not function
properly and moved backwards during the experiment. This can be one of the reasons why the
recovery method is significant for multiple-legged robots. By contrast, the proposed method
provided good performance with the learning process. According to the trajectory traveled by
the robot programmed with the proposed method, it moved towards the right at the beginning,
but it returned to the predetermined direction with the passage of time.

4. case D: Similar to results of the simulation in the previous section, the robot with two adjacent
legs and one limb lost found it difficult to achieve the same performance as the healthy robot.
However, SLMIC made a big difference compared to the previous controller. Even so, it could not
help the robot recover fully, but it did help the damaged robot cover more than half the distance
covered by the healthy robot.

Figure 20. Experimental results of SLMIC compared to previous controller (trotting gait): (a) ground
truth of healthy robot walking with trotting gait; (b) one leg lost (case A); (c) two adjacent legs lost
(case B); (d) two diagonal legs lost (case C); (e) two adjacent legs and one limb lost.
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After the experiments with actual robots were conducted properly, it was found that the damaged
robot could practically not move when the previous controller (trotting gait in this case) was used.
As a result, the recovery method that can provide an alternative solution for damaged robots is needed.
With SLMIC, the proposed recovery method based on specific actions that guarantee adaptable
movement owning to learning could solve most of the problems successfully, and, in one special
difficult case, it recovered by approximately 50 percent. The example of robot actions with SLMIC in
Figure 21 (case C) shows that the robot turned slightly to the wrong direction at the beginning, but it
recovered and moved along the correct direction at the end. Finally, the experiments confirmed that the
proposed method (SLMIC) is suitable for quadruped robots with a limited number of functional legs.

Figure 21. CIQR with two diagonal legs performing recovery action after learning with the
SLMIC method.

5. Conclusions

In this paper, a novel structure model of the quadruped robot and self-recovery method were
proposed. The CIQR was developed to imitate the crawling locomotion of the caterpillar for the case
in which the robot has a small number of active legs. Prolegs similar to those on a caterpillar were
added onto the robot limb to improve its ability to move after some parts of the robot were damaged.
The proposed bio-inspired quadruped robot structure was optimized to ensure that it can operate in
both normal and abnormal scenario, and PSO was used as the optimization method. Moreover, a new
bio-inspired locomotion method based on the movement of mudskipper in nature, called SLMIC, was
proposed in this paper. The reinforcement learning method, Q-learning, was integrated to improve
locomotion adaptability. The specific actions inspired by mudskippers were set as an action for
Q-learning processes. The orientation of the robot body was sent to the learning process as a state
(current scenario of the robot). The positive and negative rewards were given to the robot when it
performed the task. The robot received a positive reward when it moved forward in a straight direction.
On the other hand, it received a negative reward when it moved backward.
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The results confirm that the proposed structure with prolegs provided better results compared
to a normal structure when the robot legs were damaged, especially when the robot had only one
leg. With one functional leg, the robot with the proposed structure could travel almost eight times
longer than the robot without prolegs. According to the numerical simulation and experiments,
the recovery methods are feasible for implementation in a damaged robot that has at least one leg.
From the simulation, the robot programmed with SLMIC provided a straighter and longer path than
the robot performed with other methods. During the experiment, it was found that the damaged robot
controlled with SLMIC could travel in a straight path longer than the robot without recovery methods.
The most interesting finding is that, with carefully designed actions, which are based on the simple
behaviors of mudskipper, a robot can learn new habits to achieve the same goal as a healthy robot.
In the future, it is planned to apply and to develop the proposed structure and self-recovery method
with other legged robots to improve the performance.
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Abbreviations

The following abbreviations are used in this manuscript:

DOFs Degrees of Freedom
GA Genetic Algorithm
PSO Particle Swarm Optimization
DH Denavit–Hartenberg
CIQR Caterpillar-Inspired Quadruped Robot
EA Evolutionary Algorithm
EAD Evolutionary Algorithm with Direction
MUD Mudskipper-Inspired Movement
SLMIC Self-Learning Mudskipper-Inspired Crawling
TGC Trotting Gait Controller
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Abstract: This paper firstly presents the design and modeling of a quadruped wheeled robot named
Tarantula. It has four legs each having four degrees of freedom with a proximal end attached to
the trunk and the wheels for locomotion connected at the distal end. The two legs in the front and
two at the back are actuated using two motors which are placed inside the trunk for simultaneous
abduction or adduction. It is designed to manually reconfigure its topology as per the cross-sections
of the drainage system. The bi-directional suspension system is designed using a single damper to
prevent the trunk and inside components from shock. Formulation for kinematics of the wheels that
is coupled with the kinematics of each leg is presented. We proposed the cost-effective method which
is also an on-site approach to estimate the kinematic parameters and the effective trunk dimension
after assembly of the quadruped robot using the monocular camera and ArUco markers instead
of high-end devices like a laser tracker or coordinate measurement machine. The measurement
technique is evaluated experimentally and the same set up was used for trajectory tracking of the
Tarantula. The experimental method for the kinematic identification presented here can be easily
extended to the other mobile robots with serial architecture designed legs.

Keywords: design and modeling; kinematics; kinematic identification; monocular vision

1. Introduction

Drains are an integral part of every modern city, where drainage systems are entirely subsurface
in most countries. Statistics from Asia, Europe, United States show that major cities contain 4000 to
7000 km of drainage lines. The primary purpose of these surface and subsurface sewage systems is to
remove excess water in a safe and timely manner, which plays a vital role in controlling water-related
diseases or water-borne diseases. Drainage systems have its disadvantages, where these systems
give problems to mosquito-borne diseases, clogging, internal damages due to ageing, excessive traffic
which causes contamination of groundwater or overflow. To control these problems, serious inspection,
monitoring and maintenance of drainage systems is required. At present, this task is labor-intensive as
shown in Figure 1a that adds more difficulties in subsurface sewer lines like inaccessible areas with
poor lighting, ventilation and safety concerns associated with insect bites. The cross-section of the
drainage system with the approximate symmetric design shown in Figure 1b are widely found in
Singapore [1]. The width, W, of these drainages typically range from 1.1 to 1.8 m, w from 0.2–0.8 m
and the height h between 0.3–1.1 m. Thus, there is a requirement to design the robot to traverse inside
this type of drainage systems.
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Figure 1. Human collecting water samples inside the drain commonly found in Singapore [1].

The specially designed mechanism with suited locomotion as per the internal geometry of the
drainage system is essential. Classification of the inspection robots can be done on the basis of
locomotion as tracked, wheeled and legged. PIRAT [2] is a tracked small robot designed for the
quantitative assessment of sewer systems surveyed in real time. The development of autonomous
body for inspection of liquid filled pipes “pipe rover/pearl rover” has six-legged propulsion [3].
In another work, an autonomous sewer cleaning robot was published that cleans underwater
sewers [4]. KARO is a wheeled tethered robot for smart sensor-based sewer inspection equipped
with intelligent multi-sensors [5]. KANTARO is a wheeled platform and uses a special mechanism
called “naSIR Mechanism” to access straight and even bends pipelines without intelligence of sensors
or controllers [6]. KURT is a six-wheeled vehicle that can fit in 600 mm diameter pipelines [7] and
MAKRO a worm-shaped wheel, multi-segmented and autonomous bodies for navigation in drain
systems [8]. The wheeled robot with fixed morphology finds application in climbing of ropes for
inspection task as in [9,10]. Even though a bunch of studies in the literature validates for monitoring or
inspection of sewer systems, they mostly suffer from performance issues like modularity and adapting
its height as per the geometry of drains that diminish their full potential. One major factor that results
in the performance degradation associated with inspection robots design is their fixed morphology.
We have proposed the model of quadruped robot for drainage systems that are mainly constructed to
carry excess water to reservoirs, unlike the sewage pipes that are used to dispose of solid wastes and
water. Tarantula has four-wheel drive and steering locomotion. The drain inspection task can include
the identification of the potential mosquito inhabitants and locations that are prone to mosquito-borne
diseases as presented in [11] using the images grabbed from the camera mounted on Tarantula in the
near future.

Quadruped robots are gaining increased attention among robotics researchers across a wide range
of applications with its unique morphology to carry out various kinds of field work. These quadruped
robots bring with them the unique advantage of efficiency. Several developments have been made
after pioneering research on quadruped robot from MIT [12] and Tokyo University. Since then,
a large number of quadruped robots have been developed, such as BISAM [13], which has reptile-like
walking and stabilizes itself using a flexible spine. In another work, WARP1 [14] presents a standing
posture controller for walking robots, which was successfully tested in simulations and experiments.
The pioneering work of Hirose and Fukushima robotics laboratory mainly focused on legged robots for
about 40 years. Typical quadruped robots born from this laboratory is TITAN series [15–17] that is the
development of a sprawling-type quadruped robot and capable of high velocities and energy efficient
walking. Popular among these is TITAN VIII [17]. An introduction to several quadruped robots along
with its locomotion and control techniques were presented in [18]. The large dimension quadruped
robot equipped with drilling equipment and capable of walking on different terrains by incorporating
impedance control for the foot-ground contact was reported in [19]. These quadruped robots were
mainly used in the fields like mine detection, walking uneven terrain, etc., but to access the drainage
system with varying heights and cross-section, the robot should be designed accordingly to have the
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ability to reconfigure its morphology. In Table 1, a comparison was made among the existing drainage
and sewer inspection and cleaning robots. We have used the word quadruped with Tarantula since the
kinematics of wheel is coupled with the kinematics of leg. Note that it is not used here in the context
of walking, trotting, etc., capabilities of robots.

Table 1. Wheeled and legged robot discussed in this work.

System Locomotion nL, nW nB R M Environment

PCIRs [4] 2-Tracking wheels –, 2 3 N N SP (C)
KARO [5] 4-WID –, 4 2 N N SP (C)
KANTARO [6] Passively adapted wheels –,4 2 N Y SP (C)
KURT [7] Wheeled –, 3 3 N Y SP (C)
MAKRO [8] Wheeled –, 2n 3 Y Y SP (C)
BISAM [13] Legged 4, – 5 N Y RT
Warp1 [14] Legged 3, – 5 N Y RT
TITAN VIII [17] Legged 1, – 5 N Y RT
IPR [20] Legged 1, – 3 Y N SP (C)
Tarantula Wheeled 4, 4 4 Y Y D

R: Reconfigurable, M: Modularity in mechanism, hardware and software, nL Active degrees of freedom (DOF)
in each leg. nW : number of wheels, nB: DOF of the moving platform, (C): Circular cross-section. SP: Sewer
pipes, RT: Rough Terrain.

An interesting hybrid mode of locomotion robot named PAW used both the wheels and legs to
achieve gaits, such as bounding, galloping and jumping, was reported in [21]. In [21], the four legs were
having only a single degree of freedom which was used to incline the body and the formulation was
presented for inclined turning and the wheel at the distal end to provide the locomotion. Tarantula has
four degrees of freedom (DOF) in each leg to provide the change in the height of the body, contact with
the inclined surface and for independent steering action. The contribution of this work is the designed
mechanism, formulation for the coupled kinematics of legs and wheels along with the identification of
the kinematic parameters of each leg.

The mechanical structure and the mechanisms are designed and assembled in CAD.
The kinematics of legs is coupled with the wheel steering kinematics for the designed mobile
robot Tarantula. The accuracy of these geometric parameters is critical for the control and steering.
Hence, it becomes essential to identify the kinematic parameters of the legs after the assembly of the
robot. Kinematic identification is a well established area that uses a geometric approach [22] or the
optimization based technique [23] to estimate the kinematic parameters. Kinematic calibration of the
legged mobile robot is presented in [24] and used the optimization based approach that requires the
knowledge of its nominal or theoretical kinematic parameters for its initial guess to find the calibrated
parameters and consequently improves the positional accuracy. We have used the geometric approach
that needs no prior information of geometric parameters and used the circle point method formulation
as presented in [25] to identify the widely used kinematic representation defined by Denavit and
Hartenberg [26]. However, Ref. [25] did not account for the robots with prismatic joints. In this work,
we have extended the approach proposed in [25] for the prismatic joints as well and demonstrated it
with the kinematic identification of each of the four legs of the assembled quadruped robot.

Traditional strategies to recognize kinematic parameters of a robot includes taking the robot to a
controlled situation to take pose estimations utilizing a coordinate measurement machine (CMM) [27]
or laser tracker [28]. In this work, we have proposed the use of the monocular camera with the AruCo
markers to demonstrate it for the identification of Tarantula. Unlike the visual localization which is
done using a single marker reported in [29], we have used ArUco markers map (AMM) that resulted
in the improved measurement accuracy. The measurement performance of this approach is compared
using the standard industrial robot KUKA KR6 R900 robot (KUKA, Augsburg, Germany) [30].
Being cognizant of the above facts, we set the following objectives:
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• Design of the robotic platform that can change its height and is holonomic,
• Formulation for kinematics of the wheeled locomotion coupled with the leg kinematics,
• Identification of kinematic parameters after the assembly of the robot, using monocular vision

and ArUco markers,
• Trajectory tracking of the robot using the same set-up of monocular vision and ArUco markers.

This paper is divided into five sections. Section 2 lists the design requirements and the mechanical
layout, i.e., system architecture of the Tarantula is discussed in detail. Section 3 introduces the
workspace analysis of the Tarantula along with the kinematics of wheeled locomotion coupled with the
leg kinematics. Experiments for identification of the kinematic parameters of the assembled Tarantula
along with the trajectory tracking in Section 4. Finally, Section 5 concludes the paper.

2. Robot Architecture

In this section, the necessary design requirements for the quadruped robot specifically for the
drainage inspection task are discussed first. Then, the mechanical design as per the requirement is
discussed. Different components of the robot and the mechanisms developed are explained briefly.

2.1. Design Requirements

The central aspect of the Tarantula project is to design a robotic manipulator that can be utilized
for the inspection purpose in the hazardous environment inside the drainage system. After surveying
the specific drainage geometry and the inspection task to be performed by the robot, the fundamental
design considerations are:

• The robotic system should have the capability to move around inside the drain environment.
Hence, it must be mobile, unlike fixed industrial robots.

• The mobile platform should reconfigure its height as per the geometry of the drainages (Figure 1)
• The mobile robot should be able to manoeuvre the sharp angular turns inside the drains with

minimum turning radius.
• The robot should be modular so that the components can be replaced easily in case of damage.

Considering the above limitations and requirements, and the properties of the cleaning robots
reported in the literature, the four-legged, wheeled, and reconfigurable in height robot were
conceptualized and developed. Inspired by nature’s bilateral body plan of animals and insects,
four legs with a reconfigurable structure were used. Taking advantage of the symmetry of terrain as
shown in Figure 2, and its variable height, it will be useful to emulate the gate shown by the skater in
the designed robot as shown in [31], where the height is changed by maintaining the contact of the
wheels with the ground.

Figure 2. Line diagram of the Tarantula on the drainage pavement.
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2.2. Mechanical Layout

The Tarantula robot is shown in Figure 3. It has four legs each with the four degrees of freedom
(DOFs). The four DOF were provided in each leg to change the heights as per the geometry of
the drainage systems and for independent steering of each wheel by keeping it in contact with the
ground. The four DOFs were constituted by revolute (R), prismatic (P), and two revolute joints as
the RPRR (R: revolute and P: prismatic) mechanism. The wheel attached at the end of each leg was
considered as the end-effector for each leg. The wheels were used to provide the necessary locomotion.
Tarantula is a manually reconfigurable robot (Figure 3) unlike the family of self-reconfigurable cleaning
robots [32–36] developed. The mechanisms of the robot are discussed next.

Figure 3. Two manually reconfigurable states and rotating the legs by 180 degrees which turns the
body upside down.

2.2.1. Trunk

Figure 3 shows the trunk where the four legs were attached to it. Note that the trunk body has U-
and V-cross-sections. This was selected as per the geometry of the drainage cross-section (Figure 2).
Figure 3 shows the two manually reconfigurable states in which the robot can be placed. This feature
will help to place the trunk of the robot parallel to the drain section. Three passive wheels were
provided on the top and the bottom of the trunk respectively to prevent it from rubbing the ground.
Inside the trunk, a mechanism for the simultaneous actuation of the two proximal revolute joints
in frontal planes, i.e., (#1,1, #1,2) and the two rear legs (#1,3, #1,4) was placed. The trunk contains
the necessary electronics, energy source, and sensors. It has the suspension mechanism designed to
account for both upside and down configurations to safeguard the robot against jerks transmitted from
the ground.

A. Simultaneous Abduction/Adduction Mechanism

The platform is designed specifically for the drain inspection task with its cross-section shown in
Figure 1. Figure 4 shows the mechanism assembled inside the trunk to provide the revolute action
of each leg. A single motor is used to get the simultaneous abduction or adduction of two adjacent
legs in the frontal plane. It is achieved by the transmitting motion from the actuator placed inside the
trunk along its length in the sagittal plane. The motor shaft is connected to the gearbox and then to
the worm (W) which transfers the motion to worm wheel (WW). The shaft on which the worm wheel
is mounted is supported with a boss attached to the chassis, and the shaft ends are placed with the
two bevel (B) gears. Bevel gears were used to transmit the rotational motion to the proximal revolute
joints of the leg. Here, the two chains (C) and sprocket (S) arrangement were used to actuate each leg.
The two chains connected to the leg via sprockets provide the required stability and strength while
actuating the legs. This arrangement is suitable for the constrained space, and it also helped in making
the legs modular, since it can be easily replaced by removing the pins. The actuation of the proximal
joints was limited between zero to 180 degrees.
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Figure 4. Line diagram of the mechanism for simultaneous abduction or adduction of the links. In the
above figure W: Worm, WW: Worm Wheel, B: Bevel Gear, S: Sprocket, C: Chain, GB: Gear Box, M: Motor.

B. Suspension Mechanism

Bidirectional suspension mechanism using a single damper was designed and attached inside the
trunk. The adaptive linkages’ suspension mechanism was designed to work in two configurations.
One is when the U-section is facing towards the ground and the other is with a V-section facing towards
the ground as shown in Figure 3. The damper mechanism is attached to the chassis. The damper piston
was connected to the cap on which the stabilizer bars rest. Figure 5b shows the upside down position
of the mechanism. The Y-swing suspension linkage Y1 is attached to the motor shaft on which the
driving sprockets S1,1 and S2,1 were placed on both sides. These two driving sprockets were connected
to the driven sprockets S3,1 and S4,1 using chains C1,1 and C2,1, respectively; similarly for the other
legs, the Y2 is shown in Figure 5b. The same mechanism is placed for the rear legs. This arrangement
provided the suspension that offers a cushion for the actuators and the electronic circuits as well.
The compression length was approximately 10 mm. Figure 5c shows the top and front view of the
trunk with labeled components.
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Figure 5. Suspension system that provides depression and elevation at the proximal revolute joints.
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2.2.2. Telescopic Extension and Distal Revolute Joint

Figure 5d shows the arrangement of two pairs of the bevel gears with shafts used to actuate the
screw to get the telescopic action of the leg. Two motors were attached to the body of the telescopic link.
The proximal motor, i.e., close to the trunk was used to actuate the telescopic screws, and the distal
one was used to provide the revolute action parallel to the abduction/adduction motion. The distal
revolute joint was helpful in keeping the wheels in contact with the flat or inclined terrain (Figure 1).
The kinematics of the mechanism is discussed in Section 3.

2.2.3. Steering and Wheel Suspension

The wheeled modular mechanism provides the mobility of the robot. Each of the four identical
wheel modules has the actuator for steering and the in-wheel motor for the propulsion. The steering
action provided to each wheel gave the necessary four-wheel steering and four-wheel drive (FWSD).
The FWSD is essential as the terrain of the drainage system can have sharp turns and curvatures.
The control problem is non-trivial for the FWSD, but the requirement of moving the robot at relatively
low speed (1.8 to 2.5 Km h−1) using tethered communication and the simple controller is sufficient.
The suspension system provided with the three compressed springs (s1, s2, and s3) attached to each
wheel is shown in Figure 6, which provides the required traction to the four wheels. It is also helpful
in safeguarding the motor and the micro-controller that is mounted on the wheel hub.

Figure 6. Wheel with suspensions.

2.2.4. Tarantula Electronics

Tarantula is controlled using the simple mechatronics system that uses the mechanical model of
the vehicle and steering model to actuate the mechanism. The actuation and locomotion of the wheels
were achieved through the coordination between the micro-controller and actuators. An Arduino
Atmega2560 16-Bit micro-controller was mounted inside the trunk and was programmed to carry out
three major functions. Namely, (a) Control signal generation to the motor driver that controls the
motor speed, (b) To receive the feedback of the motor positions, and (c) To obtain the user command
from the remote device or the computer. To reduce the number of wires connecting the motors to the
controller, the controller area network (CAN) bus interface was used. Thin shielded cables were used
to connect the three Maxon motors (DCX22S, M11, M21, M31 as shown in Figure 5) with the connectors
for controlling the motor modules, i.e., the telescopic action, the distal revolute joint and the steering
with the CAN bus interface. The two motors placed inside the trunk for the simultaneous abduction
and adduction, namely M12 and M34 (Figure 4) were connected with the micro-controller separately.

The 24-volt Lithium polymer batteries were kept inside the trunk body cover as the power source.
The switching power supply fitted inside the servos allowed for running the servos efficiently at
voltages between 8 to 24 volts. These regulators allowed for using thinner wires between the modules
to supply sufficient power to the servos. The waterproof skateboard wheels with hub motors were
used. These were controlled with the speed and time period for the motors rotations which are defined
by pulse-width modulation (PWM) signals from the micro-controller. The system architecture of a
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single leg is shown in Figure 7. The camera feedback was directly taken to the laptop for the image
processing task as discussed in Section 4. A software interface was developed to provide the basic
locomotion and reconfiguring the height of the robot. In this reported version of Tarantula, we have not
placed any external sensors, i.e., proximity, ultrasonic, infrared (IR) sensors, LiDAR (to map the area),
etc. However, the provision for these exists and is part of the future work. The power distribution and
management system as done in [36,37] will also be carried out as part of future work.

Supervisory levelControl Units Vision

USB3 

Send/Receive joint positions

Form based application for basic gaits

Robot kinematicsCAN bus

Single leg motors
Hub wheel with 
BLDC motor

Rotation of wheels

PWM

Controller board

To other three legs

USB

Figure 7. System diagram of Tarantula.

3. Modeling and Simulation

This section presents the mathematical modeling for the kinematics of the wheeled robot Tarantula
coupled with its legged kinematics.

3.1. Kinematic Modeling

The forward kinematics of the robot is modeled using the DH convention [26]. The Denavit and
Hartenberg (DH) parameters uses four independent parameters, namely joint offset bi, joint angle
θi, link length ai, and twist angle αi for the ith link to represent the transformation between two
consecutive frames say i and (i + 1) in a kinematic chain. The Denavit–Hartenberg (DH) parameters
convention used in this paper with the Homogeneous Transformation Matrix (HTM) for a single link
are presented in Appendix A. Figure 8 shows the kinematic diagram of the robot platform and the legs.
The DH parameters of a single leg for the Tarantula robot are listed in Table 2.

Table 2. Denavit and Hartenberg (DH) parameters of the single leg of Tarantula robot.

α a b θ
Joint Limits Remarks

# Initial Final

1 90 a1 0 θ1 (JV) 0 deg.∗ 180 deg. Joint near trunk
2 −90 0 b2 (JV) 0 470 mm 950 mm To adjust height
3 90 0 0 θ3 (JV) 0 deg. 180 deg. θ3 = −θ1 ± ψ
4 0 0 b4 θ4 (JV) 0 deg. 360 deg. For steering

* deg. is degrees; ψ is the inclination angle of the ground as shown Figure 1.

Figure 8b highlights the second leg and the joint axis vectors attached at each of the joints. The joint
axis direction of each joint is denoted by the z-axis and W2 is the frame attached at the point of contact
of the wheel. Assuming all the legs as symmetric, the pose of the wheel Wk w.r.t. the frame Fk on
the moving platform attached to the trunk near the proximal revolute joint was calculated using the
successive multiplication of the homogeneous transformation matrix (HTM) as:

TW,k
F,k = T1

F,kT2
1T3

2T4
3TW,k

4 . (1)
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The subscript k is for the four legs of the quadruped, i.e., k = 1, · · · , 4. Here, it is assumed that
the geometry of the legs are identical, and hence the DH parameters remain the same for the four legs.
After substituting the values of DH parameters and post multiplying the HTM, the position of the
wheels in the frame attached to the proximal revolute joint is:

TW,k
F,k =

⎡⎢⎢⎢⎣
Cθ12,kCθ4,k −Cθ12,kSθ4,k Sθ13,k b4,kSθ13.k + a1,kCθ1,k + b2Sθ1,k
Sθ12,kCθ4,k −Sθ12,kSθ4,k 0 0

Sθ4,k Cθ4,k 0 b4,kCθ13.k − a1,kSθ1,k + b2Cθ1,k
0 0 0 1

⎤⎥⎥⎥⎦ . (2)

The above expression written in the fixed frame attached to the trunk of the robot by
prep-multiplying it with the HTM (coordinates and orientation of the frame shown in Figure 8) is:

TW,k
T = TF,k

T TW,k
F,k . (3)

The first three elements in the fourth column of Equation (2) give the position of the wheel,
i.e., [xw,k, yw,k, zw,k]

T . The y-coordinates are explicitly shown in Figure 8, and it does not vary w.r.t.,
the frame attached with the trunk. The two-dimensional graphical representation of the workspace
of a single leg is depicted in Figure 9a and, with four legs considering the constraint in Equation (5),
is shown in Figure 9b.
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Figure 8. The inertial frame {I}, body fixed frame {T} at the trunk, base frame {B} at the center of
the contact point of four wheels with the ground and the DH frames attached with leg 2 having
RPRR joints.

The kinematic constraint or dependencies that are utilized for the simultaneous abduction and
adduction of all four legs as per the actuation mechanism in the Trunk is written as:

θ1,1 = θ1,4 = −θ1,2 = −θ1,3. (4)

Another constraint to maintain the contact of the four wheels with the inclined surface can be
written as:

θ3,1 = −θ1,1 ± ψ, θ3,2 = θ1,2 ± ψ, θ3,3 = −θ1,3 ± ψ and θ3,4 = −θ1,4 ± ψ, (5)

where ψ is the angle of inclination of the pavement as shown in Figure 1. The above constraints
for any flat surface perpendicular to the direction of gravity were obtained by substituting ψ = 0.
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In Section 4.3, the kinematic parameters were identified along with the effective dimension of the trunk
in the plane ΠT (Figure 8a).

Figure 9. Graphical representation of the workspace of Tarantula.

3.2. Kinematics of Wheel

The kinematics of the platform depend upon the arrangement of the wheels and its type selected.
They are discussed in detail in [38]. The various architecture of mobile robots rely on the choice of
wheel arrangement like differential drive robots, omnidirectional wheels, traction wheels, etc. The four
motorized and steered standard wheels were selected, which resulted in greater maneuverability.
The formulation is presented for the steering with the varying dimensions of the base plane ΠB
(Figure 8b) that is dependent on the leg kinematics.

Figure 10a shows the position of four wheels (W1, W2, W3, W4) on the base plane. Note that the
location of the wheels is subjected to vary as per the change in joint angles θ1k of the legs. It changes
the dimension of the rectangle defined by the points of contact of the wheels in the base plane ΠB.
The position vector of the wheels in the frame attached with the base is denoted by lw,k. The magnitude
and the angle subtended by the position vector are given by:

lw,k =
√

x2
k + y2

k and γk = tanh−1(yk, xk), (6)

where tanh−1 is the inverse hyperbolic tangent function. The values of xk were found from Equation (2)
and yk was obtained from the geometry. These point of contacts were experimentally identified in
Section 4.3. In this section, the generalized kinematic modeling of the four wheels is presented. The sate
vector of the robot’s base frame is defined as:

vB =
[

ẋB ẏB α̇B

]T
, (7)

where ẋB, ẏB are the velocity vectors along the x- and y-directions and α̇B is the angular velocity vector
about the z-axis as shown in Figure 10b. Now, taking the component of the velocity vectors at the
origin of the base frame, the rolling wheel constraint of the kth wheel was written as:

[sin(γk + βk) − cos(γk + βk) lr,k cos βk]vB − rw ϕ̇ = 0, (8)
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where ϕ̇ ≡ [ϕ1 ϕ2 ϕ3 ϕ4]
T is the vector of rate of rotation for the wheels. In addition, the no-sliding

constraint for the kth wheel is written as:

[cos(γk + βk) sin(γk + βk) lw,k sin βk]vB = 0, (9)

where lw,k and γk were found as per Equation (6). Equations (8) and (9) were written for all the four
wheels as:

CRvB −Wφ̇ = 0, (10)

CSvB = 0. (11)

The matrix CR and CS are defined as

CR ≡

⎡⎢⎢⎢⎣
sin(γ1 + β1) cos(γ1 + β1) lw,1 cos β1

sin(γ2 + β2) cos(γ2 + β2) lw,2 cos β2

sin(γ3 + β3) cos(γ3 + β3) lw,3 cos β3

sin(γ4 + β4) cos(γ4 + β4) lw,4 cos β4

⎤⎥⎥⎥⎦ and CS ≡

⎡⎢⎢⎢⎣
cos(γ1 + β1) sin(γ1 + β1) lr,1 sin β1

cos(γ2 + β2) sin(γ2 + β2) lr,2 sin β2

cos(γ3 + β3) sin(γ3 + β3) lr,3 sin β3

cos(γ4 + β4) sin(γ4 + β4) lr,4 sin β4

⎤⎥⎥⎥⎦ , (12)

where the values of γk for k = 1, · · · , 4 are obtained from Equation (6). The degree of maneuverability
M was found using the sum of the mobility m, i.e., the dimensionality of the null space of the matrix
CR and steerability s, i.e., the rank of the matrix CS. In short, the maneuverability is found as 3
(M = m + s ≡ 0 + 3 = 3). The state vector in the inertial frame was found by pre multiplying the state
vector by the rotation matrix between the inertial and the trunk frames. The experimental results for
the trajectory followed by the robot is presented in Section 4.

Figure 10. Steering kinematics of the wheels with varying base dimensions.

4. Experiments

In the Introduction, it was mentioned that precision and tolerances in fabrication and assembly
errors result in the difference between the working model and the CAD. In addition, the robot
positioning performance relies on the kinematic model of the robot. This led us to experimentally
identify the kinematic parameters, namely the DH parameters by estimating the joint axes’ vectors.
Here, we have extended the circle point method (CPM) for the prismatic joint present in the RPRR
mechanism in each leg of Tarantula.
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4.1. Setup

Unlike the visual localization done using a single marker reported in [29], we have used ArUco
markers map (AMM) for two purposes: one is for the identification of the kinematic parameters of
each leg. The other is for the trajectory tracking of the robot. The advantage of using AMM over
a single calibration grid or a single marker is that, with a single marker, it is impossible to always
keep it in the line of sight of the camera. Figure 11 shows the printed markers from the ArUco library
(ARUCO_MIP_36H12) [39,40] on the flat boards.

Camera Calibration

Generate Markers Map

Camera moved while 
viewing the markers

Camera Matrix

Board: width x height : 29 x 29
Used grid square size: 7.8 mm

Distortion Matrix

Each used markers square size: 99.2 mm

Map with with the 3D 
location of the markers

Optimized Camera Matrix

Point cloud data of markers

Point cloud data of markers 
and camera pose
Pose of the camera movement

Overlapping Images to get the markers map

Calibration grid images

Movement of camera along with robot OpenCV, ArUco, C++
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each leg during identification
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and trajectory test

Figure 11. Flow diagram to obtain a pose from the calibrated camera using ArUco markers.

These multiple markers are distinct, and each having a dimension of 99.2× 99.2 mm was glued on
the flat board. These markers were glued without any waviness on the board, which can cause
the error in pose reading. The process required building a pairwise markers map database by
taking the sequence of images with the common markers appearing in consecutive images using
the calibrated camera. This database generated contains the relative pose of each marker concerning
one another [29]. We placed the markers such that multiple markers (more than five markers) were
visible in a single image or frame. This helped in achieving better pose estimation of the camera
using an optimization that involved minimizing the reprojection error of markers in the observed
frame [29]. Two approaches for using camera to make position measurements are presented in [41],
namely, monocular camera [43,44], and the other is stereo vision [42]. Stereo cameras allows direct pose
measurements, but it requires the processing of corresponding images which makes it computational
expensive. Whereas, monocular camera usage for pose measurement is an area of research interest
because of the following aspects: (i) Synchronizing the captured images taken from multiple cameras
is not needed; (ii) Pose readings over a larger workspace can be taken in a region without bothering
on the field of view of two or more cameras overlap; (iii) The space required for mount is reduced.
Therefore, the use of a monocular camera for pose measurement for kinematic identification and a
trajectory followed test is utilized.

Some details of the approach during the experiments are worth noting. The experiments were
carried out in ambient lighting conditions. For kinematic identification, the camera was mounted on
the last link of a leg, and each joint was actuated one at a time. The frames were grabbed using the
Chameleon3 camera from Ptgrey (FLIR Integrated Imaging Solutions Inc., Richmond, BC, Canada) [45]
with the 10 mm fixed focal length lens attached to it at 40 frames per second. The position of the
markers must not be changed after being placed for a given set of readings. By placing the markers in
spread fashion over a larger area, it was possible to actuate the robot’s joints in its full workspace as
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shown in Figure 9b. The frame was grabbed using the camera, and the pose was obtained using the
flow diagram presented in Figure 11. The evaluation of the measurement approach proposed here is
presented next.

4.2. Measurement Performance

Evaluation of the proposed measurement technique was done by mounting the camera on the
KUKA KR6 R900 robot that has the measurement performance of 0.03 mm [30]. The robot’s end-effector
with the camera mounted was made to move in the x-, y- and z-axis directions of the robots world
frame. The initial distance of the camera from the markers was 3.4 m. The initial and final coordinates of
the robot were recorded from the teach-pendent (Figure 12a) for movement along each axes. The pose
obtained from the camera is plotted in Figure 12b. The measured angle between the given motion
about each axis is shown in Figure 12c. Assuming the readings from the robot as the ground truth,
the trajectory of the robot end-effector is compared to the one obtained using the monocular camera.
Table 3 lists the ideal and the measured distances using the markers. It is observed that variation
along the y-direction is highest and in this case, the camera was moving towards the markers, i.e.,
perpendicular to the plane of the markers. In the rest two of the directions, the variations are within
3 mm. Hence the movement in a plane along the markers is closer to the ideal than the depth one.

Y(m)

89.84
89.89

90.07

Figure 12. Evaluation of measurements using the ArUco markers and monocular camera.

Table 3. Evaluation of measurement performance using monocular camera and ArUco markers.

X : AB (m) Y : CD (m) Z : EF (m) �(AB, CD) �(CD, EF) �(EF, AB)

Ideal (Robot) 0.400 0.7776 0.7467 90 90 90
Measured (Markers) 0.3987 0.7235 0.7494 89.89 89.84 90.07

X :, Y :, Z : means x-, y- and z-directions in robots world frame, �: Angles are in degrees.
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4.3. Identification of Kinematic Parameters of Tarantula

After the assembly of Tarantula, the identification of the proximal revolute joint positions and
kinematic parameters of each leg is essential. The mathematical analysis of the measured data to obtain
the joint axis vectors (JAVs) presented elsewhere [25] is discussed in short for brevity along with its
extension for the prismatic joints. The points traced by the end-effector, i.e., the three-dimensional (3D)
coordinates (xi ≡ [xi, yi, zi]

T) were logged and stacked in a matrix A (Equation (13)). The mean of the
logged pose data points was subtracted from the elements of A which resulted in the transformed set
of points in a matrix B whose mean is zero. Matrices of three-dimensional data points, D and D̄ are
shown below:

A = [x1 x2 · · · xm]
T

; Ā = [(x1 − x̄) (x2 − x̄) · · · (xm − x̄)]
T

, (13)

where x̄ ≡ [x̄ ȳ z̄]T = 1
m [∑ xi ∑ yi ∑ zi]

T , and m being the number of measurements.
Applying singular value decomposition (SVD) [46] on matrix Ā, two square orthogonal matrices
U and V and a rectangular matrix D were obtained as:

Ā = Vm×mDm×3U3×m. (14)

The orthogonal columns corresponding to the singular values (SVs) are listed in the column of
matrix U ≡ [u1 u2 u3]. The direction of the joint axis represented by the unit vector n in Figure 13a for
revolute and Figure 13b for prismatic is given as:

n ≡ u3 for rotary joints, (15a)

n ≡ u1 for linearactuating joints. (15b)

The above equations gave the joint axis vector direction. For a point on the JAV, the center of
circle c, i.e., the center of rotation for revolute joint was obtained using circle fitting method presented
in [25], where c ≡ c1u1 + c2u2 + x̄, c1 and c2 are the center of fitted circle in the plane spanned by
vectors u1 and u2. For prismatic joint the mean of the traced point, i.e., c ≡ x̄ was taken as the point on
the JAV of prismatic joints. The plane of link movement Π can be defined as:

Π ≡
[

n

−nT x̄

]
. (16)

Figure 13. Position data points on the circle and the line obtained with the revolute and prismatic joint
actuation respectively with its singular value direction.
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The above information, i.e., the direction of joint axis denoted with n and c being points on it,
were used to extract the DH parameters according to Algorithm 1. The identified parameters are listed
in Table 4. The effective length and breadth of the trunk were also identified from the JAVs.

The experimental set-up for the identification experiments is shown in Figure 14b,c. The robot’s
trunk was rigidly fixed with the frame. Each leg joint was actuated one by one and the frames were
grabbed to process it as per the flow diagram shown in Figure 11. The advantage of the circle point
method is that the coordinates of the proximal joints were also known. This is helpful in defining the
platform plane formed by proximal joints’ positions.

Table 4. Identified DH parameters of each leg.

b1 a1 α1 (deg.) b2 (mm) a2 α2 (deg.) b3 a3 α3 (deg.) b4 a4 α4 (deg.)

Leg 1 0 0 90.17 485.23 + var 0 −91.13 0 0 89.86 69.21 0 0
Leg 2 0 0 90.01 480.13 + var 0 −91.07 0 0 89.06 70.12 0 0
Leg 3 0 0 89.71 482.72 + var 0 −89.89 0 0 90.32 72.35 0 0
Leg 4 0 0 89.96 482.36 + var 0 −90.14 0 0 89.78 78.16 0 0

var: is the variable length of actuation varying from zero to 0.6 meters and the numeric value is at the
compressed state. b4: these joint offset values are till the position where the camera was placed.

Figure 14. Setup using AruCo markers for identification and localization of robot.
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The coordinates of the centre of rotation of the four proximal joints were found that are
depicted in Figure 14d as J1,1 ≡ [−0.7038,−1.8386, 0.1208], J2,1 ≡ [−0.8728,−1.8400, 0.1219],
J3,1 ≡ [−0.8693,−2.1265, 0.1205] and J4,1 ≡ [−0.6994,−2.1242, 0.1205], respectively, in meters, and the
dimensions of the rectangle fitted with these four points were found as lt = 0.2855 and dt = 0.1696 m.
The identified values were used as yk in Equation (6), i.e., the magnitude of yk is half the effective
length of the trunk. Next, we have evaluated the measurement technique and performed an initial
path followed test.

In order to compare the the identified DH parameters of the four legs using the monocular
vision, we selected the parameters from the CAD listed in Table 2. We have used the quintic trajectory
using the 3–4–5 interpolating polynomial [47] for the prismatic and revolute joints using l and θ

respectively as:

{l, θ}(t) = a0 + a1t + a2t2 + a3t3 + a4t4 + a5t5 ≡
5

∑
i=0

a{l,θ}iti, (17)

where ai(i = 1, · · · , 5) are the coefficients that were derived from the initial and final state of the
joints. The velocity and acceleration for linear actuation and rotation, i.e., l̇, θ̇ and l̈, θ̈ can be found by
taking the first and second order derivatives of Equation (17). The detailed trajectory equations with
its derivatives are discussed in [47]. The trajectory as per Equation (17) was used to actuate the joints
from its initial to final position, i.e., within the range of 0◦ to 90◦ with quintic profile. Figure 15a shows
the variation in the position of the wheel hub plotted in in each of the leg frames. The difference in the
X-, Y- and Z-positioning of each leg is plotted w.r.t. the CAD parameters in Figure 15a–c, respectively.
The variation in x- and y-directions are significant, and working with the identified values in the
kinematic model is useful.

Algorithm 1 Algorithm to find the Denavit–Hartenberg (DH) parameters.

– Fix the camera on the last link of the legged robot and keep the trunk fixed, (as shown in
Figure 14b).
For i = 1 to n
– Move one joint at a time starting from the first joint while locking the rest. The position of the
camera will trace the circular arc and prismatic joint will trace a straight line.
– Log the 3D positions of the camera using ArUco markers map set-up (Section 4). For revolute
joint actuate it by φ and record the video feed from the camera with aruco markers visible, while for
the prismatic joint it was actuated by distance l.
– Find the centre of the circle using 3D circle fitting method for revolute joints and mean of linear
points for prismatic joints with the direction of joint axis vector as the normal of the plane of
movement.
End for

For i = n to 1
Extract the DH parameters, i.e., bi, ai and αi, using JAVs as inputs to find the perpendicular
distances and angles between the two successive joint axis vectors.
End for

– Repeat the above steps for each leg.
– With the coordinates of center of rotation of proximal joints, estimate the effective dimension of
the plane of trunk ΠT as shown in Figure 8.

4.4. Trajectory Tracking

The purpose of this section is to test the trajectory followed by the robot. The ArUco markers
map were arranged as shown in Figure 16a. The monocular camera was now placed inside the trunk.
The same markers arranged in two directions were used to track the pose of the robot. The robot
was commanded to move four meters forward and then steer the wheels by 90◦ and again traverse
forward by a meter. Figure 16 shows the point cloud data (pcd) of the pose. Then, it was plotted with
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the coordinate frame attached at one of the markers. The trajectory followed obtained after fitting the
line is shown in Figure 16b with the angle of turn obtained as 87.8 degrees. Note that, in this case,
the frames were recorded after every 100 milliseconds for the total trajectory time of 2.3 s. The distance
traversed is shown in Figure 16c. The difference in the desired and the obtained trajectory is mainly
due to the friction and uncertainties in the model. The limitations of this approach are the measuring
variations in the pose that can be ±3 mm at a distance of 4–5 m of the camera from the markers and
also the lighting conditions affect the detection of the markers.

a) Comparison of the position of wheel hub of each
leg found using identified parameters  w.r.t., the CAD

b) Difference in X-positioning 
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Figure 15. Comparison of the positioning of each leg w.r.t. the CAD.

Figure 16. Experimental setup and the trajectory traced by the robot.
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5. Conclusions and Future Works

In this paper, Tarantula’s design, modeling, and its kinematic parameters identification are
presented. The robot was designed for the specific geometry of the drains. The designed manipulator
is modular and can adjust its height as per the environment. The simultaneous abduction or adduction
of the two legs in a frontal plane was provided using the chain sprocket mechanisms connected
using bevel gears arrangement with a single motor. A specially designed bi-directional suspension
mechanism was fixed inside the trunk as a shock absorber. The limitation of the chain sprocket is that
it imparts the rotational play because of slacking.

To the best of the author’s knowledge, this is the first attempt to estimate the kinematic parameters
of the assembled robot with four leg using monocular camera mounted on the assembled Tarantula.
This method also identified the effective dimension of the trunk where the proximal revolute joints
were connected. The limitations of the monocular vision and fiducial markers to obtain the pose is
that the camera must view the markers in the generated map. We also performed the experiments to
evaluate the trajectory tracked by Tarantula using a similar set-up. Overall, the contributions of this
paper are listed below:

• Design of the modular robot Tarantula with the ability to reconfigure its height, mainly for
inspecting the drains,

• A mechanism designed for the simultaneous abduction/adduction of legs,
• A methodology to identify the kinematic parameters using ArUco markers and monocular vision

for the assembled mobile robot with legs. First, using the calibrated camera, poses of ArUco
markers are reconstructed in 3D space. Second, by moving each joint and capturing images, a set
of the tracked pose is determined. Then, the DH parameters were evaluated.

The domains set for future research work will mainly focus on: design optimization of the legs to
reduce the total weight. Since the design is modular, the newly designed legs can be easily attached to
the existing trunk. The second focus will be to mount the Light Detection and Ranging (LiDAR) sensor
near the trunk opening of Tarantula to map the drains.
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Appendix A. DH Parameters Notation Used [48]

In this appendix, the definitions of Denavit–Hartenberg (DH) parameters are presented for
completeness of the paper. Note that four parameters, namely, bi, θi, ai and αi, relate the transformation
between two frames i and i + 1 which are rigidly attached to two consecutive links #(i− 1) and #(i),
respectively, as shown in Figure A1. Their notations and descriptions are summarized in Table A1.

#( 1)i
#( )i

Frame

Frame
#( 1)i

#( )i

Figure A1. Links and DH parameters.
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The resulting coordinate transformation between the frames connected to link i and i + 1 as:

Ti+1
i = Tbi

Tθi Tai Tαi (A1a)

=

⎡⎢⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 bi
0 0 0 1

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

Cθi −Sθi 0 0
Sθi Cθi 0 0
0 0 1 0
0 0 0 1

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

1 0 0 ai
0 1 0 0
0 0 1 0
0 0 0 1

⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣

1 0 0 0
0 Cαi −Sαi 0
0 Sαi Cαi 0
0 0 0 1

⎤⎥⎥⎥⎦ (A1b)

=

⎡⎢⎢⎢⎣
Cθi −SθiCαi SθiSαi aiCθi
Sθi CθiCαi −CθiSαi aiSθi
0 Sαi Cαi bi
0 0 0 1

⎤⎥⎥⎥⎦ . (A1c)

Table A1. Notations and descriptions of the DH parameters [26].

Parameters (Name) Description *

bi (Joint offset) Xi
⊥,distance−−−−−−→

@Zi
Xi+1

θi (Joint angle) Xi
ccw, rotation−−−−−−−→

@Zi
Xi+1

ai (Link length) Zi
⊥,distance−−−−−−→

@Xi+1
Zi+1

αi (Twist angle) Zi
ccw, rotation−−−−−−−→

@Xi+1
Zi+1

In the table read symbol −→ as “and”, ⊥ as “perpendicular”, @ as “along”and ccw as “counter clockwise”.
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Featured Application: The new stability-evaluation method can be used to guide the motion

planning and posture adjustment of the quadruped robots with dynamic gait.

Abstract: Dynamic-stability criteria are crucial for robot’s motion planning and balance recovery.
Nevertheless, few studies focus on the motion stability of quadruped robots with dynamic gait,
none of which have accurately evaluated the robots’ stability. To fill the gaps in this field, this paper
presents a new stability criterion for the motion of quadruped robots with dynamic gaits running
over irregular terrain. The traditional zero-moment point (ZMP) is improved to analyze the motion
on irregular terrain precisely for dynamic gaits. A dynamic-stability criterion and measurement are
proposed to determine the stability state of the robot and to evaluate its stability. The simulation
results show the limitations of the existing stability criteria for dynamic gaits and indicate that the
criterion proposed in this paper can accurately and efficiently evaluate the stability of a quadruped
robot using such gaits.

Keywords: quadruped robot; stability criterion; dynamic gait

1. Introduction

Legged robots that imitate animals have flexible joints and interact with the ground intermittently
through their feet, giving them excellent environmental adaptability, which makes them suitable for
working in complex environments such as mountains, disaster sites, and warehouses. Compared with
other legged robots, quadruped robots have better maneuverability and load capacity. Over the past
several decades, there has been an increasing interest in quadruped robots [1–4].

When considering the dynamic motion of legged robots, one must pay attention to their stability.
It is very important for robots to complete the assigned task while maintaining balance and moving on
an even keel. Researchers have proposed a variety of static- and dynamic-stability-analysis methods
to evaluate the stability of legged robot. The static-stability criteria and margins are only applicable
for analyzing low-speed static gaits rather than the dynamic motion because they do not consider
inertial forces or external impacts [5]. Fukuoka and Kimura proposed a stability criterion named wide
stability margin (WSM) [6]. They hypothesized that a robot can maintain its balance if the projection
of the center of mass (CoM) of the body is within the support polygon formed by the projection of
the current support and swing feet on the horizontal plane; the shortest distance from this projection
point to the boundaries of the support polygon is used to evaluate the robot’s stability. This stability
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criterion, in essence, is a static-stability criterion, and it is not suitable for analyzing the stability of
high-speed motion. The rationality of the definition of the support polygon has not been explained;
there is no experiment to verify that this stability criterion and margin can accurately evaluate the
robot’s stability. Many dynamic-stability criteria have been presented to address the limitations of
static-stability criteria.

The main idea behind the dynamic-stability criterion is that, at a certain state, the motion of the
robot is considered to be stable if the torque caused by the ground-reaction force can prevent the robot
from tumbling around any support boundary.

The most common dynamic-stability criteria are based on the zero-moment point (ZMP) or the
center of pressure (CoP). ZMP refers to a point on the ground where the net torque in the direction
parallel to the ground caused by the gravity and inertial forces of each part of the robot is zero. ZMP
shows the tendency of the robot to tumble. Researchers believe that the robot is stable if ZMP is
located inside the support polygon, which is connected to the support feet. The minimum distance
between ZMP and the support boundaries is used as the stability margin. The larger the minimum
distance is, the better the stability that the robot can achieve [7–10]. CoP refers to the point where
the net torque caused by the ground-reaction forces is zero; it coincides exactly with ZMP when the
robot is dynamically stable [11,12]. The traditional ZMP-based-stability criteria can only be applied
to planar motion, and some researchers have made improvement to analyze the motion on irregular
terrain by adjusting the support plane [11,13,14]. The stability criteria based on ZMP do not consider
the influence of the robot’s current speed on its stability, but speed is very important for dynamic
stability [15].

Methods using the leg-end-supporting moment (LSM) and tumble stability margin
(TSM) [13,16–19], among others, directly consider the resultant moment around each support boundary.
The robot will be stable if the resultant moments can counteract the torque which makes the robot
tumble. A simpler stability criterion is the force-angle-stability measure (FASM) [20], which considers
the angle between the resultant force of gravity, inertial force, and other external forces at the CoM and
the perpendicular line from CoM to the support boundary. Other researchers have proposed some
energy-based stability criteria [21,22], e.g., the normalized dynamic energy stability margin (NDESM).
These methods evaluate the stability of the robot by quantifying the maximum impact energy that the
robot can absorb without losing its stability.

The limitation of the above stability criteria is that they are all suitable to the situation in which a
support polygon exists when the legged robots are moving. They can be used to analyze the stability
of walking gait (when the supporting triangle exists), but are not suitable for dynamic gaits, which
only have a support line in most cases, such as trotting, pacing, and bounding.

There have been few studies concerning the stability criteria for quadruped robots with dynamic
gaits, all of which focus on trotting. Most researchers believe that a robot with a trot gait is stable only
when the current ZMP is located on the support line, because there is no tumbling moment around
the support line. The distance between ZMP and the support line (substantially equivalent to the
tumbling moment around the support line) is used to guide the motion control of the robot [14,23,24].
Such analytical methods do not consider the effect of the dynamic process of support-leg alternation
on the robot’s motion stability. In practice, even if ZMP is not located on the current support line, the
robot will not necessarily lose its balance and fall. Hence, it is difficult to correctly evaluate the stability
of the robot by directly using the distance between ZMP and the current support line. Therefore, the
dynamic-stability criterion requires further consideration.

Lang et al. [25] proposed a stability analysis method based on Lyapunov theory of switching
system. They built the dynamic model of the trotting robot as a nonlinear switching system, and
designed a Lyapunov function to prove that the switching system is uniform asymptotic stable. This
method is used to choose the landing position of the swing feet to make the position tracking errors
of the robot’s body converge to zero. The computational complexity of this method is too high, and
it cannot evaluate the stability of the robot’s motion. Another stability measure is called Landing
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Accordance Ratio (LAR) [26]. This method considers the time difference between the moments of the
feet in the same phase touch down. If the discordance amount is zero, there is no unexpected moment,
and the robot moves stably. There are three major shortcomings of this method: (1) it cannot evaluate
the stability of the robot in time, because LAR is updated when the two feet in the same phase both
touch the ground; (2) it is not suitable for the situation where the ground-reaction forces at current
support feet cannot prevent the robot from tumbling; and (3) it is hard to decide when to update the
value of LAR if the robot tips over, because one of the feet will never touch the ground.

The good stability criterion and evaluation method should have the following characteristics:
(1) it should determine the stability state of the robot efficiently and correctly; (2) it should evaluate the
robot’s stability accurately; and (3) it should provide guidance for the robot’s motion planning and
balance recovery. The purpose of this paper is to present a new stability criterion for the quadruped
robots with dynamic gaits over irregular terrain.

When animals experience impacts in nature, they quickly adjust the position of their next set
of support feet to maintain stability. This indicates that dynamic stability depends not only on their
current motion and support state but also on the positions of the next set of support points. Inspired
by quadruped animal moving gesture and referring to the previous dynamic-stability criteria, this
paper assumes that a robot is stable if the current or next set of support feet can provide the moment
necessary to prevent the robot from tipping in any direction. The less likely the robot is to tip over, the
smaller the difference among ground-reaction forces at each support foot are, meaning that the robot
has higher capability to stay stable.

Based on the above ideas, by defining and adjusting the virtual-support plane, the traditional
ZMP can be extended to three-dimensional (3D) space so that it can be used to analyze the motion state
on irregular terrain. An extra term containing the velocity of the robot’s body is added to the equation
for the calculation of ZMP to better reflect the robot’s motion state. Here, we define the virtual-support
quadrilateral and propose a stability criterion for quadruped robots with dynamic gaits. The robot can
stay stable if the expanded ZMP is located within this quadrilateral, because the current or next set of
support feet can provide the moment necessary to prevent the robot from tipping over. The stability is
quantified using the distance between ZMP and the boundary of the virtual-support quadrilateral,
the angle between the vector from CoM to ZMP and the normal vector of the support plane, and the
distance between ZMP and the support line. The simulation results show that the trotting robot can
still run stably even if ZMP is not on the current support line, and the distance between ZMP and
the current support line cannot accurately assess the robot’s stability. The results also indicate that
the proposed stability criterion and measure can efficiently and accurately evaluate the stability of a
quadruped robot using dynamic gaits.

This paper is outlined as follows. The method for expanding ZMP to 3D space is described in
Section 2. The stability criterion for the motion of a quadruped robot with a dynamic gait over irregular
terrain is introduced in Section 3. The method of calculating the dynamic-stability measurement
is presented in Section 4. The simulation results and discussion are reported in Section 5. Finally,
conclusions are presented in Section 6.

2. ZMP for Irregular Terrain

In this section, the traditional ZMP is modified to deal with the motion on irregular terrain.
Because most of the mass is concentrated in the body of the robot, the mass of the legs is ignored to
simplify our stability analysis. Traditional ZMP refers to a point on the ground at which the net torque
caused by gravity, the inertial force, and the inertial moment of each part of the robot is zero; it is only
applicable when analyzing the motion on the horizontal plane. In this paper, ZMP is extended to 3D
space by defining and adjusting the plane of the support feet, and the velocity term is introduced to
reflect the motion more efficiently and accurately.

On irregular terrain, ZMP should be considered as a point in 3D space.
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As shown in Figure 1, the position of the body’s CoM (C) in the inertial coordinate system (i)

is Pi
C =

[
xi

C yi
C zi

C

]T
. The gravity of the body is Gi =

[
G 0 0

]T
, the inertial force at CoM

is Fi
I =

[
Fi

Ix Fi
Iy Fi

Iz

]T
, and the inertial moment is Ni

I =
[

Ni
Ix Ni

Iy Ni
Iz

]T
. The position of

ZMP in the inertial coordinate system is assumed to be Pi
ZMP =

[
xi

ZMP yi
ZMP zi

ZMP

]T
; hence,

according to the definition of ZMP,(
Pi

C − Pi
ZMP

)
× Fi

I +
(

Pi
C − Pi

ZMP

)
× Gi + Ni

I = 0. (1)

Figure 1. Force-schematic diagram of the robot body.

The following can be obtained from Equation (1):

−
(

zi
C − zi

ZMP

)
Fi

Iy +
(

yi
C − yi

ZMP

)
Fi

Iz + Ni
Ix = 0; (2)

(
zi

C − zi
ZMP

)(
Fi

Ix + Gi
x

)
−
(

xi
C − xi

ZMP

)
Fi

Iz + Ni
Iy = 0; (3)

−
(

yi
C − yi

ZMP

)(
Fi

Ix + Gi
x

)
+
(

xi
C − xi

ZMP

)
Fi

Iy + Ni
Iz = 0. (4)

Only two of the three equations are linearly independent [14], but there are three unknowns. An
additional condition must be given to solve this problem.

Referring to the assumptions made in traditional ZMP, it is stipulated in this paper that ZMP
is always located on the current support plane (which can be nonhorizontal). For the convenience
of calculation, the support coordinate system (s) (Figure 2) is defined. The origin of this coordinate
system is located at the midpoint S of the current support line AB, the direction of zs is from the rear
foot to the front foot of the current support line, and xs is perpendicular to the current support plane
and points downward. Another coordinate system used in this paper is the principal axes coordinate
system of the body (c), whose origin is located at the body’s CoM.

 
Figure 2. Settings of the coordinate systems.
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The position of ZMP in the support coordinate system Ps
ZMP =

[
0 ys

ZMP zs
ZMP

]T
is

calculated by considering the force and moment balance in this system:

xs
ZMP = 0; (5)

ys
ZMP = ys

C −
xs

C

(
Fs

Iy + Gs
y

)
+ Ns

Iz

Fs
Ix + Gs

x
; (6)

zs
ZMP = zs

C −
xs

C
(

Fs
Iz + Gs

z
)− Ns

Iy

Fs
Ix + Gs

x
. (7)

It is difficult to ascertain the actual support plane for some dynamic gaits (trotting, pacing,
bounding, etc.) because only two support feet are used most of the time. To solve this problem, the
positions of the previous support line, AFBF, and the next support line, ALBL, are comprehensively
considered (for gaits with only one support point, such as gallops, more previous and later support
points should be used). The definition of the virtual-support plane is proposed.

The following assumptions are made for the current virtual-support plane: (1) this plane always
contains the current support line AB; and (2) from the disappearance of the previous support line to
the disappearance of the current support line, the virtual-support plane gradually changes from Σ1

(determined by the current and previous support lines) to Σ2 (determined by the current and next
support lines). In practice, for uneven terrain, AB and AFBF (or ALBL) may not lie on the same plane.
This paper presents a method to determine the virtual-support plane.

The unit normal of the plane on which A, B, and AF lie is n11 (the angle between this normal
and xi is acute), and that of the plane on which A, B, and BF lie is n12 (it also has an acute angle with
xi). The unit normal vector n1 of the plane Σ1 lies on the bisector of the angle formed by n11 and n12

(Figure 3):

n11 =

→
AB×

→
AAF

‖
→

AB×
→

AAF‖
; (8)

n12 =

→
AB× →

BBF

‖
→

AB× →
BBF‖

. (9)

Figure 3. Determination of the virtual-support plane.

Set n11 = n12, if
→

AB×
→

AAF is equal to the zero vector, and n11 = −n11, if the xi component of n11

is negative. A similar method is used to deal with Equation (9). Hence,

n1 =
n11 + n12

‖n11 + n12‖ . (10)

n21 is the unit normal of the plane on which A, B, and AL lie and n22 is the unit normal of the
plane on which A, B, and BL lie. n2 is the unit normal vector of Σ2:

212



Appl. Sci. 2018, 8, 2381

n21 =

→
AB×

→
AAL

‖
→

AB×
→

AAL‖
; (11)

n22 =

→
AB× →

BBL

‖
→

AB× →
BBL‖

; (12)

n2 =
n21 + n22

‖n21 + n22‖ . (13)

Then, from the disappearance of the previous support line to that of the current support line, the
unit normal vector of the virtual-support plane (i.e., xs in the inertial coordinate system) is

xi
s =

μn1 + (1− μ)n2

‖μn1 + (1− μ)n2‖ , (14)

where
μ = − 1

Tb
t + 1. (15)

Tb is the duration between two adjacent steps (half the duration of a gait cycle for trot gait), and t
is the time gap between the current running time and the time point when the previous support line
disappeared. The zs axis of the support coordinate system is

zi
s =

→
AB

‖
→

AB‖
, (16)

and the ys axis is
yi

s = zi
s × xi

s. (17)

The rotation matrix from the support to the inertial coordinate system is

i
sR =

[
xi

s yi
s zi

s

]
. (18)

The current velocity of the body, which can reflect the robot’s current motion state, is not taken
into account in the traditional ZMP-based stability criteria, however, the velocity is very important
for maintaining balance [15], especially under some special condition. For example, when the current
ground-reaction force cannot just offset the torque, the robot is made to tumble around a certain
direction; however, if the robot’s velocity is high enough to allow it to quickly enter a stable area, the
robot can maintain its balance. A more accurate assessment of the robot’s stability can be proposed by
taking the velocity into account. In this paper, the velocity terms are added to the calculation of ZMP:

xs
ZMP0

= 0; (19)

ys
ZMP0

= ys
ZMP + η

(
vs

yr − vs
yd

)
; (20)

zs
ZMP0

= zs
ZMP + η(vs

zr − vs
zd). (21)

The modified ZMP is denoted by ZMP0. ZMP0 still lies on the current virtual-support plane, and
the differences between the current actual velocity, vs

r, and the expected velocity, vs
d, in the ys and zs

directions are considered in the calculation of ZMP. η is a constant-value coefficient considering the
magnitude of the size and velocity of the robot:

η =
1
2 (L + W)

‖vd‖ 0.1 = 0.05
(L + W)

‖vd‖ , (22)
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L is the length of the robot’s body and W is the width. The expected benefits of doing so are the
following: (1) the current stability of the robot can be assessed more accurately and efficiently; and
(2) a reference can be provided to eliminate undesired velocity during motion planning.

3. Dynamic-Stability Criterion

The first problem to be solved when considering the stability of the robot is determining whether
the robot can maintain balance at the current state. The stability of a robot with a dynamic gait is closely
related to two factors: (1) the ground-reaction forces that act on the current support feet; and (2) the
ground-reaction forces that will acti on the next support feet. The robot is unstable if neither of these
forces can prevent it from tumbling. In addition, the elimination of unexpected speed is also taken into
account when evaluating the robot’s stability by adding the velocity term into the calculation of ZMP.

There are always two legs moving in the same phase for most dynamic gaits; hence, these two legs
can be equivalent to one virtual leg from the midpoint of the support line to the robot’s CoM. The stability
criterion is considered in the current virtual-support plane. AL

′ and BL
′ are the projection points on the

support plane of the next set of support feet, AL and BL, respectively, as shown in Figure 4.

 

Figure 4. Projection of the next set of support feet and contact force at the current support feet.

It should be noted that the direction of the support force, Fn, is perpendicular to the support plane
and points outward, and its main role is to support the robot standing and to maintain the stability of
the robot’s rotation around the ys and zs axes. The frictional force Ff is located on the support plane,
which is opposite to the direction of the feet’s motion trend with respect to this plane; its function is to
push the robot forward and to prevent the robot from rotating around the xs axis.

The contact forces act on the two support feet, A and B. Hence, the current support line cannot
provide the torque around the zs axis; its main role is to prevent the robot from tumbling around
the ys axis. The torque that prevents the robot from tipping around the zs axis can only be provided
by the next set of support feet. The contact forces at AL

′ and BL
′ also play a supplementary role in

maintaining rotational stability around ys. The rotation of the robot around xs is stopped by the friction
at the current support and next support lines, but this is not the main reason the robot loses stability.

ZMP0 can be considered to be on the extension line of the equivalent force, Fe, acting at the CoM
of the body (Figure 5).

 

Figure 5. Equivalent force and ZMP0.
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In the xsSzs plane, D1 represents the point with the largest zs-coordinate among the four support
points (A, B, AL

′, and BL
′), whereas the zs-coordinate of D4 is the smallest one, as shown in Figure 6.

 

Figure 6. Force diagram in the xsSzs plane.

For any moment,
4

∑
i=1

FnDi = −Fexz cos τxz; (23)

Mys =
4

∑
i=1

FnDi z
s
Di

+ Fexzzs
ZMP0

cos τxz. (24)

τxz is the angle between Fexz and the support plane; hence,

Mys =
4

∑
i=1

FnDi

(
zs

Di
− zs

ZMP0

)
. (25)

The ground-reaction force at the current or the next set of support feet is unable to maintain the
rotational balance of the robot around the ys axis if zs

ZMP0
is less than the minimum zs-coordinate of

the four support points, or larger than the maximum value, because the direction of the support forces
can only be perpendicular to the support plane and point outward. Similarly, the ground-reaction
force at the next set of support feet cannot prevent the robot from tumbling around the zs axis if ys

ZMP0
is less than the minimum or larger than the maximum ys-coordinate of the four support points.

However, it is insufficient to consider only the rotation around these two directions for stability
analysis. The direction of friction is determined, and the magnitude is also limited. Hence, in some
specific cases, it is difficult for the ground to provide sufficient friction to push the robot forward and
to maintain the rotational balance around the xs axis. Besides, it is necessary to consider whether
the robot can maintain stability easily when the next support line is formed and the current one
disappears because the two support lines do not always exist simultaneously. Therefore, referring to
the traditional stability criteria based on ZMP, this paper holds that the robot stays stable if ZMP0 is
located within the convex quadrilateral formed by A, B, AL

′, and BL
′. This quadrilateral is called the

virtual-support quadrilateral. The quadrilaterals AAL
′BBL

′ or ABBL
′AL

′ are formed depending on
whether AB intersects AL

′BL
′, as shown in Figure 7.

 

Figure 7. Virtual-support quadrilateral.
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4. Dynamic-Stability Measurement

The next problem to be solved is how to evaluate stability if the dynamic motion of the robot is
stable. It is clear that the robot rarely tips over if the difference between ground-reaction forces at the
support feet is small.

The following three quantities are taken into account to quantify the stability of the robot:

(1) Distances between ZMP0 and the boundaries of the virtual-support quadrilateral in the
virtual-support plane.

These distances not only show the stability of the robot with its current support line but also
consider the stability after the next support line appears. The vertical distance between ZMP0 and each
boundary is a comprehensive representation of the distances between ZMP0 and the two support feet
forming the boundary. From Equation (25), it can be seen that, in a certain direction, larger minimum
distances between ZMP0 and the two support feet located at both ends result in smaller differences
between the ground-reaction forces at these support feet. The instability of the robot is mainly caused
by unbalanced rotation in two mutually perpendicular directions. Therefore, the distances between
ZMP0 and the two sets of opposite boundaries (d11 and d12, and d21 and d22) should be considered
when evaluating the stability of the robot (Figure 8).

 

Figure 8. Distances between ZMP0 and each boundary of the virtual-support quadrilateral.

The two support points forming a certain boundary of the quadrilateral do not necessarily
exist at present. Hence, the distances between ZMP0 and boundaries should be multiplied by their
corresponding coefficients ωi, which are defined as follows:

ωi =

⎧⎪⎪⎨⎪⎪⎩
1, two support f eet both exist

0.5, only one support f oot exists

0.2, otherwise

(26)

The integrated minimum distance between ZMP0 and the boundaries is defined as

dedge = min{ω11d11, ω12d12}+ min{ω21d21, ω22d22}. (27)

dedge is expected to be as large as possible, and it is the most important quantity for evaluating the
robot’s stability.

(2) Angle between the vector pointing from CoM to ZMP0 and the normal vector of the
virtual-support plane.

The ground-reaction force can be divided into two parts: support and friction forces. The support
force is perpendicular to the support plane, and, in theory, it can be provided sufficiently to guarantee
the force balance in this direction. The direction of the friction force is opposite to that of the trend of
the foot’s motion with respect to the support plane if the foot does not slip; the largest static-friction
force that the ground can provide is proportional to the magnitude of the support force.

Under a constant equivalent force Fe, larger angles, τ, between the vector pointing from CoM to
ZMP0 (the direction is the same as Fe) and the normal vector of the virtual-support plane (Figure 9)
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result in lower support forces and greater required friction forces; thus, the feet are more likely to slip,
and the stability of the robot becomes worse. |sin τ| is used as a key quantity to measure the robot’s
stability, in which u represents the vector pointing from CoM to ZMP0:

cos τ =
u·xi

s
‖u‖‖xi

s‖
; (28)

|sin τ| =
√

1− cos τ2. (29)

 

Figure 9. Angle between Fe and xs.

(3) Distance between ZMP0 and the support line.

For dynamic gaits, the support lines are alternately formed so that the ground-reaction force can
push the robot to move forward and prevent it from falling. What really interacts with the ground are
the support legs; therefore, the distance between ZMP0 and the support lines is also very important for
the evaluation of robot stability. The larger is the distance between ZMP0 and a certain support line,
the easier it is for the robot to tip over around this support line.

The stability measurement may change suddenly when the current support line disappears and
the next support line forms if only the vertical distance between ZMP0 and the current support line
(denoted by dC) is considered. The vertical distance between ZMP0 and the next support line is
represented by dL, as shown in Figure 10. In practice, dC should be as short as possible during the first
half of the support phase, and dL should be as short as possible during the second half.

Figure 10. Distances between ZMP0 and the support lines (dC and dL ).

The distance between ZMP0 and the support line is defined as

dspt = ωcdc + ωLdL, (30)

where ωC and ωL are time-varying weights:

ωC =

⎧⎪⎪⎨⎪⎪⎩
1, 0 ≤ t < 0.25Tb

− 2
Tb

t + 1.5, 0.25Tb ≤ t < 0.75Tb

0, 0.75Tb ≤ t < Tb

(31)
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ωL =

⎧⎪⎪⎨⎪⎪⎩
0, 0 ≤ t < 0.25Tb
2
Tb

t− 1.5, 0.25Tb ≤ t < 0.75Tb

1, 0.75Tb ≤ t < Tb

(32)

The weights are illustrated in Figure 11.

Figure 11. Weights for the distance between ZMP0 and the two support lines.

Using the above three quantities, this paper proposes the stability measurement Mstability:

Mstability = λ1dedge − λ2|sin τ| − λ3dspt. (33)

A larger Mstability value indicates better motion stability. The value of the coefficients λi should
consider: (1) unification of the order of magnitude of the three terms on the right-hand side of
Equation (33) (which are related to the size of the robot); and (2) the importance of each parameter.
According to the definitions of dedge, |sin τ|, and dspt, for the dynamically stable gait:

0 < dedge ≤ 1
2
(L + W)× 0.5 =

1
4
(L + W), (34)

0 ≤ |sin τ| ≤ 1, (35)

0 ≤ dspt ≤W, (36)

where λi can be calculated by:
λ1 = 1, (37)

λ2 =
1
4
(L + W)× 0.5, (38)

λ3 =
1
4 (L + W)

W
× 0.9. (39)

According to the Equations (34)–(39),

Mstability > λ1 × 0− λ2 × 1− λ3 ×W = −0.35(L + W), (40)

which indicates the possible minimum value of Mstability, but this does not mean that the motion is
stable if Mstability > 0.35(L + W).

5. Results and Discussion

The simplified and mechanical models of the quadruped robot used in this paper are shown in
Figure 12. Each leg of the robot has three degrees of freedom.
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(a) (b) 

Figure 12. (a) Simplified; and (b) mechanical models of the quadruped robot.

The geometric and weight parameters are shown in Table 1.

Table 1. Geometric and weight parameters of the robot.

Symbol Value (Unit) Definition

L 0.5 (m) Length of the body
W 0.3 (m) Width of the body
H 0.48 (m) Height of the body
l1 0.055 (m) Length of the leg’s first segment
l2 0.2 (m) Length of the leg’s second segment
l3 0.2 (m) Length of the leg’s third segment

m0 15.14 (kg) Mass of the body
m1 0.9 (kg) Mass of the leg’s first segment
m2 1 (kg) Mass of the leg’s second segment
m3 0.3 (kg) Mass of the leg’s third segment

The moments of inertia of the body around the principal axes are Jxx = 0.74, Jyy = 0.56, and
Jzz = 0.22 (kg·m2).

A simulation model of the quadruped robot was built in the dynamic-simulation software
ADAMS. The contact parameters between each foot and ground are shown in Table 2 (referring to the
contact parameters between dry rubber and dry asphalt).

Table 2. Contact parameters between the feet and the ground.

Contact Parameters (Unit) Motion on Horizontal Plane

Stiffness (N/mm) 2855
Damping (N*s/mm) 0.57

Force exponent 1.1
Penetration depth (mm) 0.1

Static coefficient 0.5
Dynamic coefficient 0.3

Trotting is the most commonly used dynamic gait and has been the focus of previous studies; thus,
this study used the trot gait as the basic experimental gait. The trot-gait parameters for all simulations
are shown in Table 3.

Table 3. Trot-gait parameters.

Gait Parameters (Unit) Motion on Horizontal Plane

Step length (m) 0.2
Maximum height for the tip of swing legs (m) 0.03

Duration of a gait cycle (s) 1
Velocity (m/s) 0.2

Duty factor 0.6
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Three quadruped-robot offline-gait simulations were designed as follow:

• Simulation 1 verified that the quadruped robot can maintain its stable state during dynamic
motion when ZMP does not lie on the current support line.

• Simulation 2 verified that the stability criterion and measurement proposed in this paper can
determine the robot’s stability state efficiently and evaluate the stability accurately compared
with the stability margins that only consider the distance between ZMP and the current support
line and the stability analysis method called LAR.

• Simulation 3 showed that the stability-analysis method proposed in this paper is applicable to
motion in 3D space.

5.1. Simulation 1

Most existing stability criteria for trotting gaits assume that the robot is in stable motion only when
ZMP is located on the support line formed by the current support feet. However, this is inconsistent
with the movement of animals in nature. To illustrate that these stability criteria cannot accurately
determine the stability state of the robot, the following simulation was designed.

The projection of CoM in the direction of gravity onto the virtual-support plane is denoted by
CoG. In the trot-gait-motion planning used in this simulation, the CoM of the body moves forward at
a constant speed and, at each phase-changing point, CoG is located at the center of the quadrilateral
formed by the just-disappearing support line and the newly formed line (see Figure 13).

 
Figure 13. Movement of CoG.

The simulation animation is in Video S1. The position changes of the support lines, CoG, and
ZMP on the support plane (ziOyi plane) during the entire simulation process are shown in Figure 14.

 

Figure 14. Positions of the support line and ZMP.

The gray lines in Figure 14 are the support lines and are shown as several groups of line clusters
for two reasons. First, the active or passive compliance was not considered in this simulation process,
therefore the feet were bouncing for a short period after landing. Second, the feet were slipping during
the support phases. The blue line is the actual motion trajectory of CoG on the horizontal plane. The
motion trajectory of CoG was not completely consistent with the planned trajectory under the influence
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of the unbalanced moment around the current support line, the legs’ movement, and the impact force
at the feet. The red line is the trajectory of traditional ZMP. It can be clearly seen that, during this
simulation, ZMP was not always or mostly located on the current support line.

As shown in Figure 15, the running direction of the body was slightly skewed (see yaw angle), and
the absolute values of the pitch and roll angles were less than 0.11 rad (6◦). The curves of these attitude
angles show that the robot moved stably and had no obvious tendency to tumble. This indicates that
the existing stability criteria for the trot gait cannot accurately determine the stability state of the robot.

 

Figure 15. Attitude angles of the body.

5.2. Simulation 2

A second set of comparative simulations was designed to verify the following: (1) it is difficult to
correctly evaluate the stability by only considering the distance between ZMP and the current support
line; (2) the accuracy and effectivity of LAR are worse than the stability-evaluation method proposed
in this paper; and (3) the stability-evaluation method proposed in this paper can satisfy the first two
requirements of a good-stability criterion and evaluation method presented in Section 1.

In addition to the motion trajectory of the CoG used in Simulation 1 (denoted as Test 1), two
other CoG trajectories were used for off-line planning of the quadruped robot’s movement (the actual
trajectories of CoG did not necessarily coincide with the planned trajectory); refer to the animation
(Video S2).

• Test 2: CoG moves around the current support line (the velocity parallel to zi is 0.2 m/s, and the
velocity and acceleration parallel to yi at the two ends of this direction are zero), as shown in
Figure 17.

• Test 3: CoG starts to move from the midpoint of the current support line to that of the next
support line at a constant speed when the previous support line has just disappeared, as shown
in Figure 16.

 
Figure 16. Trajectory of the CoG in Test 3.

The posture angles, positions, and velocities of the body for the three tests are shown in
Figure 18a–c, respectively. The driving moments of the three joints of the left hind leg are shown in
Figure 18d.
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Figure 17. Trajectory of the CoG in Test 2.

 
(a) (b) 

 
(c) (d) 

Figure 18. Sensor data of the motion in Simulation 2: (a) posture angles; (b) positions; (c) velocities of
the body; and (d) driving moments of the left hind leg.

The wave heights of the data curves referring to the difference between adjacent peaks and troughs
show the severity of data fluctuations if the fluctuation period is similar. The wave-height-variation
range of each dataset and the driving-torque-variation ranges of the three joints of the left hind leg are
shown in Figure 19.
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(a) (b) (c) (d) 

Figure 19. Variation ranges of: (a) wave heights of posture angles; (b) wave heights of positions; (c)
wave heights of velocities; and (d) joint torques.

As shown in Figure 19, the motion of Test 3 was the steadiest and required the minimum
joint-driving torque, and the stabilities of the other two tests were about the same. In fact, stability
cannot be evaluated accurately using individual-sensor data, which is one of the reasons the stability
criterion and measurement must be proposed.

The generally accepted stability-evaluation method (denoted as Method 1), i.e., the one that
measures the distance between the traditional ZMP and the current support line; LAR (denoted as
Method 2); and the proposed stability measurement for the trot gait of a quadruped robot (denoted as
Method 3) were used to evaluate the stability of the three tests (Figure 20a–c).

 
(a) 

 
(b) 

Figure 20. Cont.
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(c) 

Figure 20. Stability measure of: (a) Method 1; (b) Method 2; and (c) Method 3.

The average values (over 15 s) of the stability evaluations obtained using these three methods are
shown in Table 4.

Table 4. Average values of stability evaluations.

Method 1 Method 2 Method 3

Test 1 0.0225 0.7899 0.1185
Test 2 0.0365 0.8181 0.1130
Test 3 0.0277 0.8630 0.1402

Test 2 had the lowest stability, followed by Test 3 and then Test 1 according to Method 1. However,
this result was not consistent with the actual movement of the robot. Method 2 indicated that the
stability of the robot in Test 3 was better than Test 2, followed by Test 1. Using the second method,
the stability of Test 1 was found to be slightly better than that of Test 2, with Test 3 being the most
stable case. The last two methods could both indicate that the stability of Test 3 was best, but one more
simulation should be designed to compare the stability of Test 1 and Test 2.

Two impact forces parallel to yc in the opposite direction were both applied to the CoM of the
body during the trotting in Test 1 and Test 2. The magnitudes, timings, and durations of these forces
are shown in Table 5.

Table 5. Impact forces applied in Test 1 and Test 2.

Timing (s) Magnitude (N) Duration (s)

5.1 100 0.2
5.1 −80 0.2

The robot is supported by the same set of diagonal legs during the first half of each gait cycle
of the trotting gait. The magnitude of the forces that the robot can bear differs in the positive and
negative directions of yc if the positions of ZMP0 and the next support line are fixed.

For example, in the case shown in Figure 21, the impact forces in the positive and negative
directions of yc can both drive ZMP0 closer to the boundaries of the virtual-support quadrilateral.
However, the force in the positive direction can reduce the distance between ZMP and the support
lines, whereas the force in the negative direction increases this distance. Thus, the robot can endure a
greater positive impact force along yc.

 

Figure 21. Position of ZMP0 and the support lines
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The changes of the posture angles of these two tests under impacts are shown in Figure 22.

 
(a) (b) 

Figure 22. Posture angles of the two tests with impact forces: (a) 100 N; and (b) −80 N.

The robot in Test 2 tumbled to the ground after those two impact forces acting in different
directions, while the robot in Test 3 could sustain the impacts without losing its stability. This means
that the stability of the motion in Test 1 was better than Test 2, thus the method proposed in this paper
could evaluate the stability of the quadruped robot with trotting gait more accurately than LAR.

Three impact forces parallel to yc were applied to the CoM of the body in the three trotting tests, as
described above, to further illustrate the accuracy of the proposed stability criterion and measurement.
The magnitudes, timings, and durations of these forces are shown in Table 6.

Table 6. Impact forces applied to the body.

Timing (s) Magnitude (N) Duration (s)

5 100 0.2
9.2 −82 0.2
14.1 130 0.2

The simulation results of these three tests after impacts are shown in Figure 23.

   
(a) (b) (c) 

Figure 23. Tumbling moments of the three tests: (a) Test 1: 9.76 s; (b) Test 2: 5.45 s; and (c) Test 3:
14.56 s.

Test 2 was the least able to bear the impact force in the positive direction of yc, since the positions
of the next set of support feet differed with respect to ZMP0 (as can be seen simply from the positions
of the next support lines with respect to CoG), tumbling after the first impact (Figure 23b). The robot
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walked stably in Test 1 until the second impact was applied to the body (Figure 23a), and the robot in
Test 3 lost its balance after the last impact (Figure 23c).

The three stability-evaluation methods were also used for the analysis of the three tests with
external impacts. To illustrate this intuitively, for Method 2, the stability measurement was set to
−0.3 if ZMP0 was outside the virtual-support quadrilateral and the robot lost its balance according to
Equation (40).

As shown in Figure 24, the distance between ZMP and the current support line was not zero for
most of the time, making it very difficult to determine when the robot would lose its balance. Using
Method 2, it was hard to decide when to update the value of LAR if the robot tips over, because one of
the feet would never touch the ground. From the results of Method 3, the robot was considered to lose
its balance at 9.753 s (Test 1), 5.109 s (Test 2), and 14.2 s (Test 3), which was consistent with the actual
motions of the robot.

 
(a) 

 
(b) 

 
(c) 

Figure 24. Stability measurements of the three methods: (a) Method 1; (b) Method 2; and (c) Method 3.

The simulation data from Test 3 were analyzed separately. Here, the three posture angles of the
principal-axes coordinate system and the velocities of the body in the yi and zi directions are shown in
Figures 25 and 26, respectively.

 

Figure 25. Posture angles of the principal-axes coordinate system.
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Figure 26. Velocities of the body in the yi and zi directions.

The impact forces caused large changes in the velocities along the yi and zi directions since the
current support lines and these forces were not vertical; thus, the posture angles of the body exceeded
the angle-fluctuation range of normal stable motion, reducing the stability of the robot. After the
first two impacts, the current ground-reaction force prevented the continued increase of undesired
speeds in these two directions to a certain extent since ZMP0 was located inside the virtual-support
quadrilateral, but did not affect the speed in the direction perpendicular to the support line. This part
of speed could only be eliminated when the next set of support feet hit the ground, causing a great
impact force at the next set of support feet, such that the stability of the robot was still poor and it
had to take several steps for the robot to restore normal stable state. Following the last impact, the
speed in the yi direction, the pitch angle, and the roll angle of the body changed sharply, and the
ground-reaction force at the support feet could not prevent the robot from tipping over, and the robot
lost its balance.

It can be seen in Figure 24 that, after the first impact, the distance between ZMP and the current
support line did not exceed the range of the normal stable trotting, and, after the second impact, it
was not until 9.8 s that the evaluated stability of Method 1 decreased markedly. Method 2 could show
the reduction of the robot’s stability correctly after impacts were applied in this test, but it could not
evaluate the stability in time, because LAR was updated when the two feet in the same phase both
touch the ground. However, from the curve of Method 3, the stability measurement of the robot
decreased very quickly and markedly after the first two impacts and then fluctuated significantly
within a few steps after impact. After the last impact, the robot lost its balance. This was consistent
with the movement previously analyzed.

The positions of ZMP and ZMP0 were both calculated in this simulation to illustrate that the
modified ZMP with a velocity term can reflect the motion state better than the traditional ZMP.
Figure 27 shows the curves of ZMP, ZMP0, and CoG in the yi direction.

 

Figure 27. Positions of ZMP, ZMP0, and CoG in the yi direction.

After each impact, yi of ZMP0 could show the movement trend faster than that of ZMP and CoG,
and there was not much difference between the peaks (or troughs) of ZMP and ZMP0 during the
whole movement, meaning that the measurement using ZMP0 could decrease response time without
misjudging the stability state of the robot. As shown in Figure 28, after the final impact, the stability
criterion using ZMP0 determined that the robot lost its balance at 14.2 s, whereas the criterion using
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ZMP showed instability at 14.5 s. The time difference between the two adjacent steps of the trot
gait used in this study was 0.5 s. Such a time difference is crucial for the robot to adjust the landing
positions of the next support line in time to maintain its balance during robot-motion control.

 

Figure 28. Stability measurements using ZMP and ZMP0.

5.3. Simulation 3

Simulation 3 was designed to prove that the stability-evaluation method proposed in this paper
is also applicable to the motion of a robot in 3D space (Figure 29). The robot moved on a 12◦ slope
as shown in the animation (Video S3), and the body’s trajectory was similar to that used in Test 3 of
the previous simulation: CoG started to move from the midpoint of the current support line to that of
the next support line at a constant speed when the previous support line had just disappeared. The
contact parameters between each foot and the ground and the trot-gait parameters of this simulation
were set to be identical to Test 3.

 

Figure 29. Simulation of Simulation 3.

The attitude angles of the principal-axes coordinate system, and the variation of the stability
measurements calculated using above three methods with time are shown in Figure 30a,b.

 
(a) (b) 

Figure 30. (a) Attitude angles; and (b) stability measurements of Simulation 3.
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The movement of the robot trotting on the slope was steady. The average values (over 15 s) of the
stability evaluations obtained using these three methods of Simulation 3 and Test 3 are listed in Table 7.

Table 7. Average values of stability evaluations when the robot trotting on the 12◦ slope and
horizontal plane.

Method 1 Method 2 Method 3

On slope (Simulation 3) 0.0278 0.9007 0.1354
On horizontal plane (Test 3) 0.0277 0.8630 0.1402

Method 1 showed that those two motions had almost the same stability. Method 2 indicated
that the stability of the motion on slope was much higher than that on horizontal plane, which was
contrary to the result of Method 3. Three same impact forces (as shown in Table 6) were applied to the
CoM of the body during Simulation 3. The posture angles of the principal-axes coordinate system, the
positions and velocities of the body are shown in Figure 31a–c, respectively.

 
(a) 

 
(b) 

 
(c) 

Figure 31. Sensor data of the motion with impact in Simulation 3: (a) posture angles of the
principal-axes coordinate system; (b) positions; and (c) velocities of the body.

The robot did not lose its balance before the last impact, but its feet skidded on the slope after the
first impact because it was hard for the ground to provide enough friction to push the robot upward.
The wave heights of the posture angles were not able to recover to the states before impact. Therefore,
the robot was more likely to lose its balance on the slope, and the stability of this motion was worse
than in Test 3. Three Methods were used to analyze the motion on slope with impacts (Figure 32). The
stability-evaluation method proposed in this paper could measure the stability of motion in 3D space
more accurately and efficiently than Methods 1 and 2.
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(a) 

 
(b) 

 
(c) 

Figure 32. Stability measurements of the motion on slope under the three methods: (a) Method 1;
(b) Method 2; and (3) Method 3.

6. Conclusions

Owing to the limitations in the previous studies based on the stability criteria of the dynamic gaits
of a quadruped robot, a new stability-evaluation method is proposed in this paper. First, the traditional
ZMP is improved so that it can be used to analyze the robot’s 3D motion, and the influence of velocity
on the motion state is considered. Then, the stability criterion for a dynamic gait of the quadruped
robot is presented to determine whether the robot can maintain its balance during movement. Finally,
the stability is evaluated using dedge, |sin τ| and dspt.

The following three conclusions can be obtained through simulation experiments: (1) the robot
may still maintain its stability even if ZMP is not located on the current support line; (2) the
dynamic-stability criterion and measurement proposed in this paper can determine the robot’s stability
state and evaluate the stability efficiently and accurately; and (3) the stability-evaluation method
proposed in this paper is applicable for measuring the stability of motion in 3D space. The new
stability-evaluation method is simple for calculations and has a wide range of applications. The future
work includes using this method to guide the motion planning and attitude adjustment of the robot
and extending it to the stability evaluations of other legged robots.

Supplementary Materials: The following are available online at https://zenodo.org/record/1525073#.W_
tT8naYOUk, Video S1: Animation of Simulation 1, Video S2: Animation of Simulation 2, and Video S3: Animation
of Simulation 3.
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Featured Application: The final product is an algorithm that allows a simulated robot to learn

sequences of poses (single configurations of its joints) in order to learn to walk (and extendable

to other tasks) by finding the combination of these poses.

Abstract: Programming robots for performing different activities requires calculating sequences of
values of their joints by taking into account many factors, such as stability and efficiency, at the
same time. Particularly for walking, state of the art techniques to approximate these sequences are
based on reinforcement learning (RL). In this work we propose a multi-level system, where the same
RL method is used first to learn the configuration of robot joints (poses) that allow it to stand with
stability, and then in the second level, we find the sequence of poses that let it reach the furthest
distance in the shortest time, while avoiding falling down and keeping a straight path. In order to
evaluate this, we focus on measuring the time it takes for the robot to travel a certain distance. To our
knowledge, this is the first work focusing both on speed and precision of the trajectory at the same
time. We implement our model in a simulated environment using q-learning. We compare with the
built-in walking modes of an NAO robot by improving normal-speed and enhancing robustness in
fast-speed. The proposed model can be extended to other tasks and is independent of a particular
robot model.

Keywords: q-learning; Q-networks; reinforcement learning; gait cycle; biped robots

1. Introduction

Biped robots are designed with a physical structure that tries to emulate a human being with
the purpose of providing versatility in terms of movement in such a way that these robots can
move through irregular terrains and are better adapted in comparison with robots with wheels [1].
This kind of robots is easily adapted to the human environment due their locomotion, and humans
can adapt easily to their interaction because of their similarity in terms of physical structure. Given
their kinematic complexity (more than twenty degrees of freedom), the methods to control them are
highly complex, with this level of complexity and their extensive potential a recurrent theme of study
for many researchers, both in the robotics area and the artificial intelligence area. Each field proposes
new control methods that offer better velocity of displacement, better stability, or the capacity to walk
in different terrains. In this work, we propose a suitable neural architecture in order to reach a fixed
distance in the shortest time. Our main goal is, given a set of zero moment point (ZMP) regions,
to enable a biped robot to find a convenient gait cycle. We aim to generalize the definitions of the
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actions, states, and rewards to generate walks showing a stable behavior, i.e., the robot should not fall
down. Additionally, the gait cycle must be as fast as possible.

There is a large number of articles related to the control of biped robots, many of which propose
highly complex techniques achieving good performance [2–4]. Recently, several works use machine
learning techniques, such as reinforcement learning (RL), to achieve control of the gait cycle of a biped
robot [5,6]. Because of this, the goal of this work is to develop a learning system that allows a biped
robot to perform the walking cycle with the aim to improve its performance.

Conventional control methods of the biped robots involve many parameters such as the length of
the robot, its weight, the speed at which the engines respond, its center of mass or its center of gravity,
among others. That is, the design of a control strategy is specific for a robot, with particular parameters
for that robot, whereby a strategy that is originally designed for robot X will work in robot Y only if
the parameters of robot Y are the same or at least similar to the ones in X; however, if the parameters of
robot Y are different, the control strategy that was used in robot X will not be applicable to robot Y and
a new control has to be designed, this time considering only robot Y. We are talking about strategies
that even when they work, they are not flexible, and attempting to generalize them becomes a very
complicated task.

Having said this, the effort to develop a control strategy that is versatile enough to be applicable
in different robots without any substantial modification of its structure makes sense and is precisely
in that niche that our proposal is born: the idea of using self-learning algorithms to overcome such
limitations. In this work we opt for the reinforced learning method because the way it works is very
similar to the way humans learn, that is, through trial and error. Due to the number of experiments
required to obtain a practical set of movements, the ideal environment for implementing such a method
is a simulated environment, following with the idea since the inception of simulators, that they should
allow a straightforward transfer to real robots [7]. The use of simulators to avoid costly testing of
new ideas and improve efficiency is a common practice amongst participants of the DARPA (Defense
Advanced Research Projects Agency) Robotics challenge [8,9].

The structure of the rest of this paper is as follows. In Section 2, we present a compilation of
some recent works about the control of a biped robot; it is divided in three subchapters, each one
corresponding to a different approach: classical, ZMP, and alternative approaches. Section 3 describes
our proposal in detail; we explain our vision of solving the problem of the gait cycle of a robot (but not
restricted only for that problem), how the different knowledge modules are designed and the leaning
framework, and most importantly, how these modules will lead the robot to achieve a complete gait
cycle. Later on, in Section 4, we show the results of our method applied to a virtual robot and compare
results to measure the performance of our algorithm. Finally, in Section 5 we summarize our results
and present a general prospect of the paths that can be followed from this work.

2. State of the Art

There are many ways to walk, and even subjects can be identified by analyzing their gait [10].
Thus, finding an optimal gait cycle for a biped robot has been a recurrent task in the literature. In this
section we present a brief summary of the latest works on the biped robot gait cycle research in order
to have a better understanding of the problem and to emphasize the fact that the problem has been
addressed in many different ways.

2.1. Classical Approaches

Early biped walking of robots involved static walking with a very low walking speed [6]. The step
time was over 10 seconds per step and the balance control strategy was performed through the use
of COG (center of gravity). Here the projected point of COG onto the ground always falls within the
supporting polygon that is made by two feet. During the static walking, the robot can stop the walking
motion any time without falling down. The disadvantage of static walking is that the motion is too
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slow and wide for shifting the COG. Below, there are some recent works solving the problem of biped
walking based on classical approaches.

Jung-Yup, Ill-Woo, and Jun-Ho [11] describe a walking control algorithm for biped humanoid
robots that considers an uneven and inclined floor. Some online controllers worked well for a slightly
uneven and inclined floor, but the robot immediately fell down when the floor inclinations exceeded a
certain threshold. Hence, six online controllers (upright pose controller, landing angular momentum
controller, landing shock absorber, landing timing controller, landing position controller, and vibration
reduction controller) were developed, designed through simple mathematical models and experiments,
and then suitable activation periods were planned in a walking cycle. Each online controller has a
clear objective and the controllers are decoupled from each other. To validate the performance of the
online controllers, walking experiments on an uneven and inclined aluminum plate were performed.

The authors in [12] describe a proposed method for planning walking patterns, which includes
the ground conditions, dynamic stability constraint, and relationship between walking patterns and
actuator specifications. They generate hip and foot trajectories, and based on the computation of the
zero moment point, they select the most stable trajectory. As a result of this approach, the system can
adjust to the ground condition by adjusting the values of foot parameters. The system was validated
using a dynamic simulator and a real robot. Recently, deviation control was implemented in the
planning stage with a trajectory correction during the gait cycle [13].

In [2], an online gait trajectory generation method is proposed. The gait trajectory has continuity,
and smoothness in variable period and stride to realize the various bipedal walking gaits. The method
is tested using simulation and experiment. Recently, control techniques have been applied to balance a
biped robot while walking in slopes [14], along with the use of central pattern generation [15,16].

2.2. Alternative Approaches

In this section we present some recent works solving the problem of biped walking based on
alternative approaches.

In [1], given a sample trajectory, they use several coupled generic central pattern generators (CPG)
to control a bipedal robot. They use one CPG for each degree of freedom. They show that starting
from a sample trajectory a controller can be build that modulates the speed of locomotion and the step
length of a robot.

In [17], the authors introduce the concept of simplified walking to describe the complete biped
motions with the unit of a walking step. The robot follows a predefined trajectory using several
movements including forward, sideways walking, turning, and so on.

The authors in Reference [18] use a central pattern generator to model the gait of the robot. To
achieve it, a quality function combines diverse parameters in order to allow the robot to search for an
optimal gait. At the end, the robot could walk quickly and with stability.

In [19], Meriçli and Veloso record a complete gait cycle from a given walk algorithm. Once it is
recorded, it is reproduced in a cycle loop, making real-time corrections with human feedback.

In [20], a robot learns how to walk without prior knowledge of an explicit dynamics model.
Initially, a large collection of poses is defined, but with the use of reinforcement learning, the authors
reduced the number of poses available so the robot could walk. More than 50 poses were manually defined.

Numerical optimization methods have been used to adjust optimal gaits at runtime for a robot
walking on a treadmill with a speed change [21]. As in most works, in this work, we neglected
the friction between the robot’s feet and floor. Currently, there are few works that deal with this
problem [22].

2.3. Zero Moment Point Approaches

In general, the walking control strategies using the ZMP can be divided in two approaches. First,
the robot can be modeled by considering several point masses, the locations of the point masses,
and the mass moments of inertia of the linkages. The walking pattern is then calculated by solving
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ZMP dynamics derived from the robot model with a desired ZMP trajectory [23]. During walking,
sensory feedback is used to control the robot.

In the second approach, the robot is modeled using a simple mathematical model such as an
inverted pendulum system, and then the walking pattern is designed based on the limited information
of a simple model and experimental hand tuning. During walking, diverse online controllers are
activated to compensate the walking motion through the use of various sensory feedback data including
the ZMP. Figure 1 illustrates stable and unstable poses.

The first approach can derive a precise walking pattern that satisfies the desired ZMP trajectory,
but it is hard to generate the walking pattern in real-time due to the large calculation burden. Further,
if the mathematical model is different from the real robot, the performance is diminished. On the
contrary, the second approach can easily generate the walking pattern online. However, several kinds
of online controllers are needed to compensate the walking pattern in real-time because the prescribed
walking pattern cannot satisfy the desired ZMP trajectory. In addition, this method depends strongly
on the sensory feedback, and hence the walking ability is limited to the sensor’s performance and
requires considerable experimental hand tuning [11].

Figure 1. Zero Moment Point (ZMP) concept (CoM is the center of mass).

Below, some recent works solving the problem of biped walking based on ZMP approaches
are described.

In Reference [24], the authors design an omnidirectional ZMP-based engine to control an NAO
robot, they use an inverted pendulum model, to generate, with a preview controller, dynamically
balanced centers of mass trajectories. The importance of this work lies in the implementation on a
NAO robot, where the authors explain that even when omnidirectional walking and preview control
have been explored extensively, in many articles, they do not provide detailed working of the walk
engine and the results are often based on simulated experiments. Balance on different road surfaces
(for example soil, grass, ceramic) was studied in Reference [25]. The authors used fuzzy control theory
based on ZMP information from various sensors. In Reference [26], the authors compute the zero
moment point on a robot walking with a human-like gait obtained from a bio-inspired controller.
They design a 2D and a 3D walking gait showing better performance in 2D. The computation time
reached in this work is around 0.0014 ms. Other works take further the idea of comparing with human
locomotion by restricting certain joints and observing the effects and torque changes in the robot [27].
Symmetricity of gait cycle patterns is analyzed in detail in Reference [28]. A thorough survey on
stability criteria in biped robots is presented in Reference [28] as well.

In Reference [29], the authors present a method for biped walking using reinforcement learning;
this method uses the motion of the robot arms and legs to shift the ZMP on the soles of the robot.
The algorithm is implemented in both a simulated robot and a real robot. The work presented in [6]
is an improvement of the previous work, with the difference that it converges faster because the
action space is smaller; they reduce from 24 actions to 16 actions. Their results are very similar to the
previous work.
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3. Proposed Method

This section presents our proposed solution, starting with a general description of the framework.
Even when this work is focused on solving the problem of the walking of a biped robot, it is thought
of as part of a general solution that allows for solving other problems following a similar approach.
A section delimiting our approach is presented. Later on, we will show the definition of the base level
modules, which are the modules that interact with the robot by increasing or decreasing a specific joint
by a small amount, and how these are learned by the robot.

Afterwards, the definition of the second level modules will be presented, i.e., the poses, and the
way they are learned by the robot. In both cases, namely the first and second level modules, there is a
proposal of the architecture of a Q-network along with the activation function for each of its layers.

3.1. General Framework

As we have presented in the state of the art section, there are several works related to the biped
robot control problem. It is very important to find a better strategy to overcome this problem since it is
a hard task to try to manage complex kinematics such as having more than 20 degrees of freedom in
this kind of robot.

In some areas of computer science such as structured programming or structures analysis, it is
necessary to use what is called decomposition. Decomposition means breaking a complex problem or
system into parts that are easier to conceive, understand, program, and maintain. In other words,
divide a large problem into smaller ones.

Thinking in decomposition and the complexity of the biped robots, we would like to state our
vision regarding how a robot can learn complex behavior, which involves learning in a multiple-level
system using a framework made of different levels: base level, first level, second level, and third level.

At the lowest level of this framework, the base level, lies the direct interaction with the angles of
all the joints of the robot, and in the first level, we have specific configuration of the joints to conform a
pose. The second level consists of simple activities, and finally, at the upmost, third level, more complex
activities (tasks) are defined. In this framework each level uses the knowledge of the previous level to
build a new knowledge level. Figure 2 illustrates a general schema for robots learning activities.

Figure 2. Learning activities for robots using a decomposition framework.
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In the following subsections, we provide details on each level of the decomposition framework.

3.1.1. Joint Angle (Base Level)

A joint angle is a change in the angle of a particular joint; for instance, if the robot’s elbow joint is
30◦, calling an elbow extension will change it to 25◦, for example. In other words, calling a joint angle
module will interact directly with the increase or decrease of the angle of a joint.

This level is the base of the decomposition framework and its modules (extension or flexion) are
directly defined by us.

3.1.2. Pose (First Level)

A pose is a specific configuration of the robot joints in an instant t, which is a list that contains the
information about the position of the whole body of the robot. For instance, a pose can be written as:

Pose = [Left-Shoulder, Left-Elbow, Right-Shoulder, Right-Elbow, Left-Hip, Left-Knee, Left-Ankle,
Right-Hip, Right-Knee, Right-Ankle]

This pose definition has ten different values to be filled; for example, we can have a pose with the
next values:

pose1 = [10◦, 30◦, 20◦, 50◦, 0◦, 25◦, 10◦, 0◦, 5◦, 2◦]

As can be seen in pose1, the left elbow of the robot has a value of 30◦, its left hip a value of 0◦, and
so on. This level of the decomposition framework is learned using the information that the previous
level provides. For example, imagine that we want to reach the values of pose1, but we have the follow
configuration:

[6◦, 30◦, 20◦, 50◦, 0◦, 25◦, 10◦, 0◦, 5◦, 2◦]

For this example, the only joint with a different value is the left shoulder, that has 6◦ instead of
10◦, so we need to change it. To do so, we call a module from the lower level, e.g., left-shoulder extension,
which increases the value of the left shoulder by 1◦ every time it is called. Then, we should call it four
times to reach the desired position.

3.1.3. Activity (Second Level)

An activity is a combination of poses that correspond to a specific action. For instance an activity
can be a movement of a robot, such as the NAO’s hello gesture. Therefore, let us suppose that our
system has already learned four different poses; placing them in a determined order will let the robot
achieve the “hello” gesture.

That is the essence of this level, the idea (as in all the levels) is to use the previous knowledge—the
poses—to complete an activity. To accomplish it, the system must combine the available poses,
in different orders, until it is able to reach its goal.

Some examples of activities that can be completed with poses are walking forward, walking backward,
sitting down, standing up, turning left, turning right, taking an object, etc. For example, Figure 3 shows the
decomposition of the hello gesture of NAO.

 

Figure 3. NAO’s hello gesture decomposition.
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3.1.4. Task (Third Level)

A task is a combination of activities to achieve a specific goal; the idea is to use the previous
knowledge to achieve more complex tasks. The previous level is related to learning activities, so now
we need to learn how to combine these activities to complete more difficult tasks.

An example of a task can be “serve a drink.” If in the previous level, the system learned the
activities “rotate hand,” “take an object,” “open a bottle,” and “pour the content,” we expect that at this
level, the robot is able to perform tasks combining activities in a specific way. This level is mentioned
only as part of a general proposal of a decomposition scheme. For the scope of this work, tasks will not
be covered. The scope of this work will reside in learning an action using previously learned poses.

The chosen activity is walking (see Figure 4). It was selected because walking is a very complex
action, as we have seen in the state of the art, and there are a lot of written works aiming to solve
this problem. Achieving a good performance of this activity using the proposed learning framework
would hint toward evidence supporting our decomposition-based proposal.

Figure 4. Walking learning framework.

We will begin by establishing the base level, i.e., the joint angle modules. Then, we will find
some poses that should finally allow the robot to walk. Before we describe our procedure in detail,
we need to refer to the specifications of the robot that will be used, i.e., the NAO Robot (https:
//www.softbankrobotics.com/emea/en/nao).

3.2. Base Level Modules Definition

In the base level, we have the joint angle modules. These modules have to be defined by us
because this is the basis for learning in the next levels.

Human movements are described in three dimensions based on a series of planes and axes.
There are three planes of motion that pass through the human body: the sagittal plane, the frontal
plane, and the transverse (horizontal) plane. The sagittal plane lies vertically and divides the body
into right and left parts. The frontal plane also lies vertically and divides the body into anterior and
posterior parts. The transverse plane lies horizontally and divides the body into superior and inferior
parts [30]. For this work we considered the joints that are utilized when walking on the sagittal plane,
that is, 10 of the 25 joints the NAO has, as shown in Section 3.1.2.

Each of the 10 joints considered has 2 movements: extension and flexion. Taking this into account,
we have a total of 20 modules defined for the base level. A brief description of the 20 modules in the
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base level is listed in Table 1, two modules per each movement (see http://doc.aldebaran.com/1-14/
family/nao_h25/joints_h25.html for a detailed description of NAO’s joints.).

Table 1. Base-level movements, range of movement, and limitations selected in this work.

No. Movement
NAO Joint (in ◦) Limit (in ◦)

From To From To

1 Left shoulder pitch −119.50 119.50 70.00 110.00
2 Left elbow roll −88.50 −2.00 −65.00 −25.00
3 Left, hip pitch −88.00 27.73 −35.00 −15.00
4 Left knee pitch −5.29 121.04 45.00 65.00
5 Left ankle pitch −68.15 52.86 −45.00 −25.00
6 Right shoulder pitch −119.50 119.50 70.00 110.00
7 Right elbow roll −88.50 −2.00 −65.00 −25.00
8 Right hip pitch −88.00 27.73 −35.00 −15.00
9 Right knee pitch −5.29 121.04 45.00 65.00

10 Right ankle pitch −68.15 52.86 −45.00 −25.00

3.3. First Level Modules Definition

Once we have set the base methods, we are able to define the poses, that is, the modules of the
first level in the decomposition framework.

The success of an upper level of the framework resides in the knowledge of the previous level.
That is, in the upper level we want to complete the activity of walking; thus, in this level we need to
find poses that help to achieve it.

Just like we have seen in the state of the art, many of the works on biped walking use ZMP
trajectories. Basically, what they do is to set the ZMP on one foot of the robot, and with that coordinate,
compute the position of the angles of the joints using inverse kinematics. Hence, the modules of this
level will be defined as configurations of the joints that lead the robot to a specific position of the ZMP.

First, we have to discuss how we compute the ZMP. According to Reference [6], the ZMP
coordinates can be calculated as follows:

x =
W·(( f2 + f4)− ( f1 + f3))

2·( f1 + f2 + f3 + f4)
(1)

y =
L·(( f1 + f2)− ( f3 + f4))

2·( f1 + f2 + f3 + f4)
(2)

where W is the width and L the length of the foot sole and f1 + f2 + f3 and f4 are the four sensors
located in the sole of a robot’s foot; the NAO robot already comes with these sensors built-in.

3.3.1. Zero Moment Point (ZMP)-Based Poses

In order to learn poses, we select them based on the ZMP criterion because, as can be found in
Reference [6], following a ZMP trajectory enables the robot to walk. We define 12 modules in the
first level of knowledge, where each of them will be calculated by considering the ZMP criterion, i.e.,
following a specific position of it. The x,y-coordinates of the ZMP of each pose from 1 to 6 located in
the sole of the right foot (shown in Figures 5 and 6) and are defined as:

Pose 1: –0.25 ≤ Y ≤ 0.25 and −0.25 ≤ X ≤ 0.25
Pose 2: 1.25 ≤ Y ≤ 1.75 and −0.25 ≤ X ≤ 0.25
Pose 3: 2.75 ≤ Y ≤ 3.25 and −0.25 ≤ X ≤ 0.25
Pose 4: 4.25 ≤ Y ≤ 4.75 and −0.25 ≤ X ≤ 0.25
Pose 5: 1.75 ≤ Y ≤ 2.25 and 0.75 ≤ X ≤ 1.25
Pose 6: 1.75 ≤ Y ≤ 2.25 and -1.25 ≤ X ≤ −0.75
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Poses from 7 to 12 are exactly the same but the ZMP coordinate is computed using the force
sensors in the left foot instead of the right foot.

   
   

       

Figure 5. Poses 1 to 6.

 
Figure 6. Poses in one-foot sole.
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3.3.2. Learning the Poses

Once we have described the elements that our method requires to automatically learn the
parameters at the first level, we will describe how poses are learned using q-learning and artificial
neural networks.

In order to use reinforcement learning, we need to define states, actions, and rewards. The use of
artificial neural networks allows us to generalize the states. That is, instead of stating that a specific
state corresponds to certain action, we generalize groups of states that correspond to that particular
action. Following Reference [31], we will refer to artificial neural networks combined with q-learning
as Q-networks.

The actions of the Q-network in this level of knowledge are the methods of the previous level,
in this case, the 20 joint angle methods defined in the previous level; for instance, an action in this level
is the left-knee extension or the right-hip flexion.

The state has a length of four values and it is conformed with the combination of the ZMP
coordinates of both feet, which seems pretty obvious because we want the robot to have a precise
coordinate of the ZMP.

The reward proposed was 10 if the robot reached the goal coordinates, and −10 if the robot falls
down. It is 0 in any other case. The purpose was to avoid falling down by giving a negative reward;
remember that for q-learning, the goal is to maximize reward.

3.3.3. First Level Q-Network

The Q-network used in this work is based on Reference [31], where the input of the network is
the state and the output is a layer of several neurons, one neuron for each available action. The output
yields, as a result, a q-value for each action. For instance, if we have four available actions, output
might be something like (1.52, 0.3, −0.5, 2.8). When the training is finished, the maximum value is
selected. In this example, we would choose to perform the fourth action because its value is the largest
of all four. To update the weights of the Q-network, we use backpropagation with the difference that
we do not have a static target y vector, so we need to use the following equation to compute our
target (based on http://outlace.com/rlpart3.html) for every state-action pair, except when we reach a
terminal state where the reward update is simply rt+1.

Q(St, At)← rt+1 + γ·maxQ(St+1, At+1) (3)

3.3.4. First Level Q-Network Size

To finish this section, the only thing left is the size of the Q-network. We propose a Multi-Layer
Perceptron (MLP) model with four neurons in the input layer, two hidden layers with hyperbolic
tangent (tanh) activation function (one with 165 neurons and the other with 120 neurons), and finally
an output layer with 20 neurons, each of them corresponding to one available action.

The input layer and the output layer are defined for the problem. We have chosen hyperbolic
tangent for the activation functions of the hidden layers because we expect, in some neurons,
negative values. This architecture was proposed experimentally ensuring convergence of the system
(see Figure 7 for the architecture of this network).
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Figure 7. First Level Q-Network.

3.4. Second Level Module Definition

Once we have the poses and the modules of the first level, we are able to obtain the next level
method (action). Remember that for this work, the action to learn is walking. In the previous level we
used Q-networks to learn the poses, so in this level we will use the same technique in order to have a
uniform way of learning in each level. The goal is to find a combination of poses that allows the robot
to walk without falling down, as fast as possible.

The Q-network in this level is slightly different from the one defined before; below, there is a
redefinition of the action, state, and reward.

3.4.1. Actions of the Second Level

The actions available for this network are the modules learned in the previous level, the poses,
where each of the poses learned before are options to accomplish our goal in this level.

In several works in the state of the art, the authors set a ZMP trajectory, and according to that,
they compute the angles of each joint [6]. In our case, the system has already learned the angles that
led to that position, so the problem is reduced to finding which poses and what order of these poses
make the robot walk.

3.4.2. State of the Second Level

In reinforcement learning, it is fundamental to properly define states. If the defined states do not
provide enough information about the environment, the algorithm will not converge to a solution.
That is why we need to include all relevant information in the description of a state.

States at this level are conformed according to the real value of the joints in both legs of the robot
by considering the hip, the knee, and the ankle. These values correspond to the current position of
the robot.

Additionally, we need the information about the distance. This is important because our system
needs the notion of displacement. To obtain this information we use the ultrasonic sensor of the
NAO robot (see http://doc.aldebaran.com/2-1/family/robots/sonar_robot.html for the location of
these sensors).

Finally, in order to reduce the time of convergence of the algorithm, we restrict the walking to
only walking in a straight line; that is, if the robot deviates to the left or to the right by more than 10◦,
the algorithm will be penalized, with the expectation that it avoids the repetition of the movement that
led to that angle in future.

3.4.3. Reward of the Second Level

The reward is set in such a way that the robot is able to walk. It seems obvious that the distance
covered is a very important factor if we want the system to have sense of displacement. For that
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reason, the positive reward will be obtained by considering the information of the ultrasonic sensor of
the NAO.

Even when there are other techniques to measure the displacement of a robot, such as using a
GPS or recording a video from the initial position to the end position, we decided to use the ultrasonic
sensor for simplicity; using these sensors meant that there was no need to add any other hardware to
the robot, making it easier to focus in the algorithm instead of the hardware. However, taking this
decision brought about some complications. For example, the robot needed an obstacle in front of it to
be able to measure the distance. Additionally, the obstacle must be at the correct angle, otherwise the
measure of the sensor will be wrong. In future work, other options to measure the goal distance will
be considered to improve our system.

The reward was set in a way that, if the robot advanced 8 cm, it will receive a reward of 10. If the
robot fell or if the robot deviated from the straight path it will receive a −10 reward. The q-learning
framework aimed to maximize the reward. With a negative reward, the system would try to avoid any
path that led to this condition. In any other case, the reward was 0.

3.4.4. Second Level Q-Network

The proposed Q-network in this level is composed of one input layer with 11 neurons, where 8
of them are taken from the joints of the robot: (1) left hip pitch, (2) left knee pitch, (3) left ankle pitch,
(4) left ankle roll, (5) right hip pitch, (6) right knee pitch, (7) right ankle pitch, and (8) right ankle roll.

Notice that in this state, we are only considering both legs of the robot, four values for each one;
this is again, to reduce the complexity. After some experiments, we found that this information is
enough to make the algorithm converge while accomplishing the goal task.

The remaining neurons correspond to the ultrasonic sensors (two neurons) and the indicator of
the deviation of the robot. If the robot deviates in an angle of more than 10 degrees to the left or to the
right, this indicator value is −1, otherwise the indicator gives a value of +1.

The proposed net has two hidden layers, the first one has 150 neurons with a tanh activation
function, and in the second hidden layer, there are 120 neurons with the same tanh activation function.

Finally, an output layer of 12 neurons with the activation function ReLU (rectifier linear unit) is
created, with each of the neurons corresponding to one action. In this level, the actions available are
the poses that were learned before; remember in the first layer the system learned 12 poses, so these
are the available actions for this level. This architecture is shown in Figure 8.

Figure 8. Second Level Q-network.
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4. Experiment and Results

This section begins with a brief overview of the software used for simulating and training the
networks used in this method. Afterwards, details of our fall module to detect if a robot fell down or
not are given. To finish this section, we show the results of training the robot to walk, we compare
the speed reached with the speed of the NAO built-in walking controller, and we show the results of
training changing a parameter called action time and its effects in the performance of the system (the
implementation of our neural network, as well as interface with the simulator environment, can be
found at http://idic.likufanele.com/~{}calvo/gait/).

4.1. Simulation Software

Following the recent trend of finding optimal parameters in simulated environments, to avoid
costly experiments in terms of time and physical wear [32,33], we use a simulator software called
Webots (http://www.cyberbotics.com). Webots is a development environment used to model, program,
and simulate mobile robots [34]. With Webots, the user can design complex robotic setups, with one
or several similar or different robots in a shared environment. The properties of each object, such as
shape, color, texture, mass, friction, etc., are chosen by the user. A large choice of simulated sensors
and actuators is available to equip each robot.

Webots allows for the launch of a simulated NAO moving in a virtual world (for details, see http:
//doc.aldebaran.com/1-14/software/webots/webots_index.html). This simulator is a convenient
choice because in this simulator we can read all the sensors of the robot, the force sensors to compute
the ZMP, the joints sensors that give us the real value of the joints, the ultrasonic sensor we need to
measure the distance covered, etc. (refer to Figure 9). The simulator allows the user to interface with
C, C++, and Python. In the environment, we can add multiple obstacles and we can even access the
cameras of the NAO.

 

Figure 9. Webots for NAO.

4.2. Q-Network Algorithm

To communicate with the NAO robot, we use the NAOqi Framework (for details, see http:
//doc.aldebaran.com/2-1/ref/index.html). NAOqi is the name of the main software that runs on
the robot and controls it. The NAOqi Framework is the programming framework used to program
NAO. It answers to common robotics needs including: parallelism, resources, synchronization, and
events. This framework allows homogeneous communication between different modules (motion,
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audio, and video), homogeneous programming, and homogeneous information sharing (see http:
//doc.aldebaran.com/1-14/dev/naoqi/index.html#naoqi-framework-overview).

4.2.1. Programming Environment

The whole program is written in Python 2.7 with a Python Application Programming Interface
(API) developed by Aldebaran robotics to communicate with the NAOqi framework.

We designed and trained the artificial neural networks with the Python library Keras; this is
a high-level neural network API, written in Python, and is capable of running on top of either
TensorFlow or Theano. It was developed with a focus on enabling fast experimentation (retrieved
from https://keras.io/).

The library contains numerous implementations of commonly used neural network building
blocks such as layers, objectives, activation functions, optimizers, and a lot of tools to make working
with images and text data easier. From these, we selected and loaded only the required modules in
order to have an efficient use of memory.

 

Figure 10. Training Time using a Central Processing Unit (CPU).

Each time a new action is taken, the reward that this action yields must be evaluated and
the model is trained again based on this information. Because of this, Graphical Processing Unit
(GPU)-optimization is needed. We use the Keras backend with Theano to take advantage of the GPU
of the NVIDIA Geforce GTX 580; otherwise, we would not have been able to compute the results fast
enough. The motors of the NAO take 0.1 seconds to complete a movement instruction, while computing
the update of a Q-network using the Central Processing Unit (CPU) took approximately 2 seconds
(this was implemented on an Intel Core i5 computer with 8 GB of RAM; see Figure 10). Evidently,
this is not fast enough. Fortunately, using the GPU, we could compute the network update in around
0.002 seconds (see Figure 11).

 

Figure 11. Training Time using a Graphical Processing Unit (GPU).
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4.2.2. Fall Module

A key element in the algorithm is the capacity to detect the falling of a robot with the fall module.
This module is a pre-trained MLP that allows one to identify whether the robot has fallen or not.
Even when the NAO robot comes with a built-in module of this type, the answer is very slow, as it
provides an answer in 3 seconds, while we needed it in less than 0.2 seconds. This is why the
development of a new fall module was needed.

In order to implement this module, we acquired data from the simulation and store in a dataset of
790 values, and we used that data in a previously labeled format to train a Multi-Layer Perceptron
(MLP) with an input layer of ten neurons; from these ten neurons, eight belonged to the force sensors in
the soles of the feet, and the other two belonged to the inertial unit of the NAO robot. This inertial unit
told us the torso angle of the robot with respect to the ground; it was computed using the accelerometer
and the gyrometer of the NAO (see Figure 12).

Figure 12. NAO Inertial Unit.

The fall-module MLP has two hidden layers, one with twelve neurons with the ReLU activation
function, and another with eight neurons with a sigmoid activation function. Lastly, there was
an output layer with only one neuron, which outputs 0 if the robot fell down or 1 if it did not.
This architecture is shown in Figure 13.

Figure 13. Fall Module Multi-Layer Perceptron (MLP).

4.2.3. Algorithm Description

First, we need to load the fall module to detect if the robot has fallen (see Figure 14). Every time
the simulated robot fell down, we needed to restore the simulation manually because the simulated
robot could not rise by itself. For this reason, we could not train the Q-network in one run; however,
we needed to keep training the network just after the last run. For this reason, we needed to save the
network model at the end of each run and to load it at the beginning of each new run.

We needed to initialize the NAO proxies, the motion proxy that allows to send signals to the
NAO motors; the posture proxy that allows one to set the robot in a “home position”; the sonar proxy,
which tells us the information of the ultrasonic sensors; and the memory proxy to access the data
recorded, v. gr. the angle of the joints. After that, the robot required activation. We could do this by
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setting the stiffness of the body to 1—this was achieved using the instruction motion.setStiffnesses
(“Body”, 1.0).

We initialized the number of epochs to 50. Notice that we need many more iterations due to the
fact that when the robot falls down, it cannot always stand up by itself, and the simulation has to be
restored manually. For instance, imagine we set the number of epochs to 2000 and the robot fell down
in the second iteration, then we would have to wait until the 2000th iteration to restore the simulation,
which would take considerably more time.

 

Figure 14. NAO trying to stand up and failing.

Afterwards, we initialized gamma to 0.9, which means experience is considered, the closer gamma
to zero, the less we take into consideration the experience of previous trials.

In Reference [31], the authors used a technique to let the algorithm converge via experience replay.

It works in the following way: During the run of the algorithm, all the experiences < st, a, r, st+1 > are
stored in a replay memory. When training the network, random mini batches from the replay memory
are used instead of the most recent transition. Before training we needed to define a variable for this
purpose with replay as an empty list; however, as we were running the algorithm multiple times, in our
case it is not an empty list, but it was the list previously filled in a previous run, i.e., replay = lastreplay.

We opened a loop from i = 0 until i = epochs, set the robot in the “home position,” which was the
NAO posture “StandInit,” then we read sonars with the memory proxy and stored it in sonar. We then
read the state; remember that the state in the first level will be a vector of 4 values while in the second
level is a vector of 11 values.

Then, we opened a while loop with the condition that the NAO had not reached a terminal state.
A terminal state was when the robot fell or when it reached the goal; that is, in the first level a ZMP
was located in a specific interval, and in the second level, a distance of 8 cm was covered.

Later, we ran the Q-network forward and stored the result in qval (a vector). Suppose that we
have the vector (1.2, −0.36, 2.2, 0.0). The actiont+1 will be the action 3 because the third value is the
greatest; however, we wanted to explore more options in order to not fall in a local minimum, so with
a probability of epsilon, we chose between the max action or a random action. This epsilon gradually
decreased in such a way that after many iterations it became 0.

Then, we applied the actiont+1 and observed the reward and the new state, where the values of the
reward were described in the previous section. At this point, we had [state, action, reward, new state].
We needed to store this tuple in replay and repeat the process until the length of replay was the same as
buffer; we set buffer as 60. Once the buffer was filled, we got a mini batch, which was a random sample
of length 30 from the replay array.

Thereafter, we looped over each element of the mini batch. Each element was a list of four values
that we used to set (old state, action, reward2, new state2), then we ran forward our Q-network using
as input the old state and stored the result in old qval, where we selected the greatest value of old qval
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and saved the index of it in maxQ. Later, we defined a vector X with the same values of old state, and a
vector Y with the same values of old qval.

At this point, we needed to check whether the reward2 belonged to a terminal state, i.e., if the
variable update was equal to the value of the reward2; if not, update = (reward2 + (gamma × maxQ)).
This variable update was the rule used to compute the update of the neural network.

The value of the variable update needed to replace the value in the Y vector in the position of index.
For instance, suppose we have a Y = [1.2, −0.36, 2.2, 0.0], index = 3, and update = 10, such that the result
after replacing is Y = [1.2, −0.36, 10, 0.0]. This will be the target for the Q-network, which should be
done for all the elements in the minibatch. Once we finished the loop, we used the entire Y and X
vector to train the Q-network using backpropagation. The Q-network algorithm is shown in Figure 15.
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Figure 15. Q-network Algorithm.
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4.3. Learning the Poses

During the first level of training, the results we got were the configurations of the joints that we
had previously defined as poses. The results are presented in Table 2, showing the value of the degrees
of each joint. These values rendered the pose shown in Figure 16. Note that some angles remain fixed,
such as the head pitch and yaw.

Table 2. Angles of Pose 1.

Head

Head Pitch 0
Head Yaw 0

Left Arm Right Arm

L Shoulder Pitch 105.20 R Shoulder Pitch 105.08
L Shoulder Roll 15.69 R Shoulder Roll −15.31

L Elbow Yaw −85.87 R Elbow Yaw 85.85
L Elbow Roll −29.59 R Elbow Roll 29.72
L Wrist Yaw 0.00 R Wrist Yaw 0.00

Left Leg Right Leg

L Hip Yaw Pitch 0.00 R Hip Yaw Pitch 0.00
L Hip Roll 2.87 R Hip Roll 2.87
L Hip Pitch −18.51 R Hip Pitch −18.51

L Knee Pitch 48.04 R Knee Pitch 48.04
L Ankle Pitch −29.53 R Ankle Pitch −29.53
L Ankle Roll −6.33 R Ankle Roll −6.33

 

Figure 16. Pose 1.

4.4. Learning to Walk

It was then time to learn the activity of walking. This was done using the previously learned
knowledge, i.e., the poses. In the previous sections, we described the use of Q-networks to learn to
walk, the state as defined by the combination of some selected robot joints, the value of the ultrasonic
sensor, and an additional value that identified whether the robot was deviating or not.

The actions for the network are the poses, and by this moment, the system had already deduced
the angle of each joint of the robot to achieve the 12 proposed poses and the reward was given by the
distance advanced (the goal was to reach 8 centimeters).

The Q-network proposed in the methodology remained the same: a 4-layer Multi-Layer
Perceptron (MLP), with one input layer of 11 neurons; 2 hidden layers, both with tanh activation
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function; one with 150 neurons and other with 120 neurons; and finally, an output layer with 12 neurons,
one for each pose.

The algorithm was tested in a simulated NAO robot on the Webots simulator, having in mind that
the motors response was approximately 0.08 seconds, the actions performed by the algorithm were set
to 0.1s. In other words, we chose a pose of the 12 available, then we sent the signal to the motor, but
the result would not be reflected until 0.08 s later; we had to wait this time so that we could read the
new state and the reward. This waiting time between actions is called the action time.

Even when it was first thought the action time would always be 0.1 s, we realized that modifying
this action time would have an effect in the performance of the algorithm. For this reason, the algorithm
was tested using different values of the action time (0.1 s, 0.15 s, 0.2 s, and 0.25 s).

The four tests were done in the same conditions, with the goal distance being 8 cm, and the
available actions for the Q-network, the 12 poses, and the size of the Q-network were also the same.

4.4.1. Results for an Action Time of 0.1 s

The first test was using an action time of 0.10 s. It took around 2500 iterations to converge.
The poses chosen for the algorithm in this test were pose 10, pose 1, pose 3, pose 4, pose 7, pose 7,
pose 8, and pose 12, as illustrated in Figure 17. The robot, following these poses, took on average
1.621 s to reach the 8 centimeters marked as the goal.

 

Figure 17. Selected poses for an Action Time of 0.1 s.

4.4.2. Results with an Action Time of 0.15 s

The next test used an action time of 0.15 s. It took around 2800 iterations to converge, where the
poses chosen for the algorithm in this test were pose 1, pose 3, pose 4, pose 7, and pose 12, as illustrated
in Figure 18. The robot, following these poses, took an average of 1.520s to reach the 8 centimeters
marked as the goal.

 

Figure 18. Selected Poses for an Action Time of 0.15 s.

4.4.3. Testing with an Action Time of 0.2 s

The next test used an action time of 0.20 s. It took around 2500 iterations to converge. The poses
chosen for the algorithm in this test were the same that the test before: pose 1, pose 3, pose 4, pose 7,
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and pose 12; however, in this case, the robot took 2.2 s on average to reach the 8 centimeters marked as
the goal.

4.4.4. Testing with an Action Time of 0.25 s

The last test used an action time of 0.25 s. It took around 2600 iterations to converge. The poses
chosen for the algorithm in this test were pose 1, pose 4, pose 7, and pose 12. The robot, using these
poses, took 2.015 s on average to reach the 8 centimeters marked as the goal. See Figure 19.

 

Figure 19. Selected poses for an Action Time of 0.2 s.

Comparing the performance of the four tests we have, the fastest one was the test done with the
action time of 0.15 s, and the slowest was the one with the action time of 0.2 s.

A comparison table of the four tests is shown in Table 3.

Table 3. Q-network Results.

Q-Network Results

Action Time Number of Poses List of Poses Distance Time Speed

0.10 s 8 10, 1, 3, 4, 7, 7, 8, 12 8 cm 1.621 s 4.93 cm/s
0.15 s 5 1, 3, 4, 7, 12 8 cm 1.520 s 5.26 cm/s
0.20 s 5 1, 3, 4, 7, 12 8 cm 2.200 s 3.63 cm/s
0.25 s 4 1, 4, 7, 12 8 cm 2.015 s 3.97 cm/s

4.4.5. Comparing Results

The NAO robot came with a built-in controller based on an inverted pendulum to control the gait
cycle, and we could configure the speed of the NAO with this controller. Normally, the NAO reached a
speed of 3.92 cm/s; however, in fast walking mode, it could reach a speed of 6.153 cm/s (see Table 4).

Table 4. NAO’s built-in walking controller.

NAO Built-In Walking Controller

Mode Distance Time Speed

Normal Walking 8 cm 2.04 s 3.92 cm/s
Fast Walking 8 cm 1.30 s 6.153 cm/s

When comparing the result of the four tests with the normal speed of the NAO, we can see that
tests with action times of 0.15 s and 0.1 s were faster than the normal speed of the robot. Furthermore,
the test with an action time of 0.25 s was still slightly better. These results are encouraging because the
performance was enough to be considered as a good performance.

Nevertheless, when comparing with the fast walking mode of the NAO, none of the four tests was
faster than the NAO’s built-in fast walking, the closest one being the test with the action time of 0.15 s.
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However, when testing whether the robot fell down or not, when we tested the resultant Q-networks
during 10 tests of 5 s each, the robot never fell down; however, when testing the NAO’s built-in fast
walking, in 3 out of 10 tests done with that speed, the robot fell down (the comparison of stability
and deviation between the normal walking and fast walking of the NAO, as well as the four obtained
results, can be analyzed in detail in Video S1; see Figure 20).

 

Figure 20. NAO in fast walking mode that had fallen down.

5. Conclusions and Future Work

In this section, we summarize the results and conclusions obtained in this work, as well as the
analysis about stability and the ability to not fall down. Later, there is an explanation of how we
believe the definitions of the action, state, and reward can be applicable to other robots. Afterwards
we expose why the learning framework can be considered successful. Finally, future work directions
are discussed.

5.1. Stability and Not Falling Down

After training the whole system, the robot was able to walk while displaying a stable behavior,
which was to walk with balance. In addition, the robot did walk in straight line, i.e., it did not deviate.
On the other hand, the algorithm provided for the robot allowed us to find: (i) a collection of twelve
poses based on a ZMP criterion, and (ii) a combination of these poses in different action times that
allow the robot to reach the goal distance without falling down and without deviating. Allowing the
robot to avoid falling down is a very important part of this work and during the experimentation we
found that our approach accomplished this objective.

5.2. Actions, States, and Rewards Applicable to Other Robots

The state of the first level of the learning framework was obtained from the four force-sensors
in each foot in such a way that this definition of state will work for every robot that has these kinds
of sensors.

The state of the second level was formed with the information of the current angle of the joints
and the value of the ultrasonic sensors of the robot. If a robot had the opportunity to read the angle of
its joints and there was a readable value of the sensors that measured the distance, then the definition
of the state in this level was applicable for that robot.

The reward of the first level was computed depending on the region where the ZMP was.
Therefore, for any robot that had the force sensors on its feet, we would be able to use the same reward
definition for this level.

The reward of the second level was computed using the values of the ultrasonic sensors, that is,
the measure of the distance. Because of this, in any robot in which we could measure the distance,
we could apply the same definition of reward.
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On the first level of the Q-network, the available actions proposed here were modules that
interacted directly with the current position of a joint, and they increased or decreased the value of
a joint. For that, if we could send a command to a robot that modified the position of a joint of that
robot, then we could use this definition of actions for that robot.

On the second level of the Q-network, the actions are the poses that the learning framework
previously learned; therefore, if we could apply the Q-network of the first level on a robot and it
succeeded, then that robot may be able to learn and to use the poses of the first level. The actions were
the same proposed here; of course, the poses were not expected to be the same but the way they were
learned and how they are used can be the same as in this work.

5.3. Learning Framework

At the end of this work, we verified that the approach proposed here works using the same
machine learning technique (q-learning) such that we could induce the poses that conformed to the
first level of our hypothetical learning framework, and we could make the robot walk just by combining
these poses.

We showed that with this algorithm, it was not necessary to consider the kinematics of the robot,
and it was unnecessary to compute the inverse kinematics of the joints since we just have to know the
information of some sensors to deduce some modules that we called poses to further used them in a
more complex activity. The convergence time of the algorithm in each pose and in each walking test
was large, but the results were satisfying.

It is clear that the approach is far from perfect, even when comparing the results with the built-in
build of the robot showing that performance was good, there were many scenarios where this algorithm
failed because in this work we have only considered a specific setting for walking, that is, walking
in straight line on a flat floor. If we tried the algorithm as it is on a ramp, this will lead to the robot
falling down.

Additional settings for walking and the possibility of expanding the number of activities at
level two to achieve a task of level three in the learning framework is what leads us to describe the
future work.

5.4. Future Work

On one hand, we can explore different stages of walking, that is, walking on an irregular floor,
walking on ramps, or omnidirectional walking, i.e., to walk in any direction, not only in a straight line.
On the other hand, we can keep adding activities, i.e., modules of level two of the learning framework.
Until now, we have proposed and tested only one activity, i.e., walking, but the idea is to learn more
activities. Of course, more poses are needed to achieve such new activities. For instance, we can add
“sit down,” “turn around,” or “take an object.” Lastly, to transfer the simulated algorithm to physical
robots is left as future work.

Once our system has more activities available, we can ask the system to learn a module of level
three; remember that we defined these modules as tasks, so the next step will be to learn a task just by
using the previous information, i.e., the activities.

Supplementary Materials: The following are available online at http://www.mdpi.com/2076-3417/9/3/502/s1,
Video S1: Comparing NAO walking modes. , Video S1: Comparing NAO walking modes.
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Abstract: The most important feature of this paper is to transform the complex motion of robot
turning into a simple translational motion, thus simplifying the dynamic model. Compared with
the method that generates a center of mass (COM) trajectory directly by the inverted pendulum
model, this method is more precise. The non-inertial reference is introduced in the turning walk.
This method can translate the turning walk into a straight-line walk when the inertial forces act on
the robot. The dynamics of the robot model, called linear inverted pendulum (LIP), are changed and
improved dynamics are derived to make them apply to the turning walk model. Then, we expend the
new LIP model and control the zero moment point (ZMP) to guarantee the stability of the unstable
parts of this model in order to generate a stable COM trajectory. We present simulation results for the
improved LIP dynamics and verify the stability of the robot turning.

Keywords: non-inertial reference frame; centrifugal force; turning model LIP; trajectory planning

1. Introduction

The basic functionality required for humanoid robots is the ability to achieve various human
movements. There are several existing methods for the planning and control of walking without
revolving around the axis perpendicular to the horizontal plane [1–5]. The more challenging problem
inherent to controlling a biped robot is maintaining its stability when it is moving. A widely used
method for determining the stability of the robots is whether the zero moment point (ZMP) is in the
supporting area [6,7]. In the trajectory planning method, the ZMP is seen as a linear inverted pendulum
(LIP) which is a simplified model. The robot is regarded as a point, and the entire mass is concentrated
at the center of the mass. Another trajectory planning method considers the humanoid robot as a
seven-link model. The position of the ZMP can be calculated by the state of the COM of every link
rod including the position, the velocity and the acceleration [8]. By comparing the ZMP trajectories,
the trajectory with the highest stability margin is selected as the off-line trajectory. These methods
have unique advantages and disadvantages. Recently, newer gait-planning methods [9–13] have been
developed that do not rely on the ZMP and have indeed produced marked improvements in humanoid
robot walking.

However, it is also very important for humanoid robots to be able to turn while walking at a
high speed. For the robot to achieve various types of locomotion and efficiently complete any given
task, it must be capable of turning while walking at a high speed. When the robot turns at a very
low speed, the trajectory of the center of mass can be generated by the traditional LIP. However,
the robot is likely to tip over during fast turns, but only if the trajectory is only generated by the LIP.
Unlike straight-line walk (or “linear walk”), the so-called “turning walk” requires highly complex
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dynamical systems. During turning walk, the COM moves as it does during linear walk but while
simultaneously performing circular motions, so in the world reference, the robot can not be seen as a
particle. There are two choices that can be chosen to deal with the turning walk. One is to establish
the humanoid robot whole body dynamics model in the world reference. The other is to translate the
turning walk into the straight-line walk by choosing an appropriate non-inertial reference, and, in the
non-inertial reference, the LIP model can also be used to generate the trajectory while the dynamics of
the LIP are changed. There is an extended model of the LIP that is applied to the trajectory planning
of the robot. The most popular model is the spring loaded inverted pendulum (SLIP) [14–16] which
is used in robot running. In robot running, the LIP model causes big collisions to the ground, so in
order to reduce the force that is generated by the collisions, the SLIP is proposed and has produced a
good effect.

Previous researchers have indeed explored dynamic turning. The most famous example is the
ASIMO robot, which can turn while walking and even while running. Soichiro Suzuki [17] achieved
a quasi-passive turn walk by utilizing a mechanical oscillator. There has also been research into slip
turns; Kanehiro presented a novel hierarchical controller for walking torque-controlled humanoid
robots [18,19] which is capable of executing quick slip-turns on a HRP-4C on its toes. Koeda at al.
achieved slip-turns in the HOAP-2 robot [20–23]. Their method minimizes the turning angle based on
variations in friction across the floor. Despite these valuable contributions, there has been relatively
little research on turning while the robot is walking.

Most research has applied straight-line walking models directly to the turning walks [24].
This method does not take into account the effect of the robot’s own rotation on the actual ZMP
so in the lateral direction, the actual ZMP will be different form the planned ZMP. Due to the large
model error, the robot will be easily unstable. So, the proposed method can reduce the model error to
guarantee the stability of the robot. The main contribution of the paper is that our method takes into
account the rotation factors in the turning process without increasing the complexity of the dynamics.
So, the model is more accurate and the trajectory can be generated very fast.

The remainder of the paper is organized as follows. In Section 2, we analyze the scope of
application of LIP and the limitations of the LIP during turning walk. Then, we introduce a non-inertial
reference that can convert the turning walk to the straight-line walk. In Section 3, we establish the
improved LIP model in the non-inertial reference and extend its dynamics. Then, we analyze the stable
component and unstable component of the LIP and get the trajectory of the center of mass (COM) by
ensuring boundedness of COM trajectories for a given reference ZMP trajectory. In Section 4, we give
the trajectory planning of the foot and convert the COM trajectory under non-inertial system to the
trajectory in a world coordinate system which can be used in the control of the robot based on the
current state. In Section 5, results from the simulations and experiments are presented to verify the
feasibility of the proposed method.

2. Non-Inertial Reference in Turning Walk

In the translational movement, the robot can be seen as a mass point because when it is treated as
a rigid, the motion of the COM can represent the motion of the whole body. However, in the turning
walk, there is not only translational movement but also rotation around the axis perpendicular to the
horizontal plane. So, the motion of the COM cannot represent the motion of the whole robot which
will make the robot fall down. In this paper, we introduce the non-inertial reference in which the
motion of the turning walk is the straight-line walk.

The motion of the non-inertial reference in the turning walking is shown in Figure 1, where the
green curve represents the robot trajectory and the red curve represents the non-inertial reference.
The non-inertial trajectory is defined as involute. The reference frame not only moves along the curve
but also rotates which makes the Y-axis always point to the robot. In this paper, we call this the
“involute reference frame” (IRF). In the IRF, the motion of the robot can be described similarly to
straight-line walk.
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Figure 1. Non-inertial Reference in turning walking.

For the IRF, its motion has tangential acceleration, normal acceleration, and centripetal acceleration
that rotates synchronously with circular motion. The motion of the object moving in the IRF is affected
by inertial forces. The motion of the IRF and the inertial forces acting on the robot are shown in
Figure 2. at is the tangential acceleration; an is the normal acceleration; and ω is the angular velocity.
fan is generated due to normal acceleration, fat is generated due to tangential acceleration and frin
is generated due to centripetal acceleration. fCoF is the coriolis force. fω is the force generated due
to the changing rate of angular velocity. All the inertial force expressions can be obtained as shown
in Formula (1). l is the distance that the robot walks in the forward direction and is also the length
between the origin of the IRF and the tangent point of the circle.⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

fan = mω2r
fat = m(ω̇l + ωṙ)
frin = mω2r
fCoF = 2mωv
fω = mω̇r.

(1)

Figure 2. Force analysis in a non-inertial frame.

259



Appl. Sci. 2018, 8, 1257

where m is the mass of the object moving in the non-inertial frame, and r is the turning radius.
The directions of the inertial centrifugal force ( frin) and normal force ( fan ) are opposite, so the effect of
the two forces cancels out. It is only necessary to calculate the fω , frin and fCoF in the IRF. Through the
relationship between the physical quantities shown in Formula (2), we can simplify this force based on
the involute properties in Formula (3).

l = αr, v = ωr, α̇ = ω (2)⎧⎪⎨⎪⎩
fCoF = 2mω2r
fω = mv̇α

fat = m(v̇α + v2

r ).
(3)

where v is the velocity in the forward direction related to the IRF and it is also the tangential velocity
of circular motion related to the global reference. α is the angle that the robot turns. fat is a changing
force which is determined by the acceleration and velocity of the object.

In Formula (4), through the the vector superposition of these inertial forces, fsum is the resultant
of inertial force applied to an object moving in the IRF, and its direction is the same as that of fat

fsum = fCoF + fat + fan + frin + fω

fsum = m( v2

r ).
(4)

The discussion above centers around a scenario in which the turning radius is constant.
During turning walk, however, the radius must change so that the robot can reach its target destination.
Turning walk can be divided into several movements across a constant radius, where the expression of
the resultant force does not change. As shown in Figure 3, if the radius is r1, the force is f ′sum = m v2

r1
.

Similarly, r2, r3, and so on.

robot trajectory

turning center

robot

Figure 3. Different radii of the robot turning walk.

3. Turning Gait Planning in the Non-Inertial Reference (IRF)

3.1. Planning of the COM Trajectory

In order to make the description more intutive, we first define three directions related to the robot.
The forward direction is called the y direction. The leftward and rightward direction is called the x
direction. The vertical direction is called the z direction.

As the basic model of the robot walking, the LIP model simplifies the complex dynamic model of
the robot. As is shown in Figure 4, the trajectory of the COM can represent the robot motion when the
robot only moves in translation.

ẍcom = ω2(xcom − xzmp). (5)
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Here, ω =
√

g
hcom

. hcom is the height of the COM. xzmp is the position of the ZMP which can be
planned ahead. xcom is the position of the COM. The input of the LIP model is the xzmp and the output
is the xcom. This model is applicable when the robot does not rotate around the z-axis.

Figure 4. Linear inverted pendulum of the robot.

When compared with the straight-line walk, the system for the turning walk is more complex.
For the turning walk, because of the existence of fan , fat , frin, and fω . we must improve the traditional
LIP model. As we can know from Section II, for the y direction in the IRF, the resultant of the
inertial force is zero, so the traditional LIP is still applicable. However, for the x direction in the IRF,
the resultant force is fsum, so we can get the model of the turning walk from Figure 5. In this section,
we call the fsum force another name, fct, in order to simplify the subsequent derivation.

Figure 5. Model of the linear inverted pendulum (LIP) of the robot’s turning walk in the x direction.

Because of force fct, the ZMP moves by a short distance. Based on this new model, we can then
obtain the new dynamics.

ẍIRF
com = ω2[xIRF

com − (xzmp +
ẏIRF

com
2

ω2rcom
)], (6)

where rc is the turn radius of the COM. xIRF
zmp is the ZMP position in the IRF, and xIRF

com is the COM
position in the IRF. The xIRF

zmp position of the new ZMP has changed compared to that in the straight-line
walk, as shown in Formula (7):
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xIRF
zmp = xzmp +

ẏIRF
com

2

ω2rcom
. (7)

So, the new LIP model can be expressed as follows:

ẍIRF
com = ω2(xIRF

com − xIRF
zmp), (8)

We can, therefore, treat turning walk as straight walk when we add the ZMP deviation: The new
state space of the LIP system can then be expressed as xIRF = [xIRF

com, ẋIRF
com, xIRF

zmp]
T . The input of the

system is the velocity of the ZMP:

ẋIRF =

⎡⎢⎣ 0 1 0
ω2 0 −ω2

0 0 0

⎤⎥⎦ xIRF +

⎡⎢⎣ 0
0
1

⎤⎥⎦ ẋIRF
zmp, (9)

After doing the above simplification, turning walk can be converted into straight-line walk in the
IRF when the straight-line walk is applied to a force ( fct), as shown in Figure 6. Because the velocity of
the COM in the y direction is not constant, the force fct(t) will also change all the time. According to
Formula (7), we know that the Δxzmp(t) is also not constant:

fct(t) = mω2(xIRF
zmp(t)−xzmp(t)) = mω2Δxzmp(t), (10)

where m is the mass of the robot.

Figure 6. Transformation between straight and turning walk.

Through changes in the coordinates, this model can be divided into two components [7,25]. One is
the stable mode and the other is the unstable mode, as is shown in Formula (11):

xun = ωxIRF
com−ẋIRF

com
ω

xst =
ωxIRF

com+ẋIRF
com

ω .

(11)

We can then obtain an expression for xun, as shown in Formula (12). Formula (12) is a first-order
differential equation, and its eigenvalue is an integrity, so this mode is a divergent system. The input
of the subsystem is the position of the ZMP because the value of ω is constant:

ẋun(t)−ωxun(t) = −ωxIRF
zmp(t). (12)

In order to match the state space shown in Formula (9), the input of the system is the velocity
of the ZMP. We can rewrite the expression in the Formula (13) when the radius of the COM is
approximately constant:

ẋun(t)−ωxun(t) = −ω
∫ t

0
ẋIRF

zmp(t)dt ≈ −ω
∫ t

0
(ẋzmp(t) +

2ẏIRF
zmp(t)ÿIRF

zmp(t)
ω2rcom

)dt. (13)
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In the IRF, there is no inertial force in the forward direction y so the dynamics are the same as in
the straight-line walk. We can calculate the ẏIRF

zmp and ÿIRF
zmp based on the traditional LIP model ahead

of time. Although xun is divergent, we can find a ZMP trajectory whose initial condition satisfies
xun(tinitial) = ω

∫ ∞
tinitial

e−ω(t−tinitial)xIRF
zmp(t)dt to make the trajectory of the COM stable. According to

the definition of xun, each control cycle tinitial=kδ can be used as the initial time for future trajectory
planning. k can be 1, 2 · · · n, and δ is the control cycle. We can obtain the relationship between the state
space and the velocity of ZMP to find this initial condition and the ZMP trajectory which is shown in
Formula (14):

ωxIRF
com − ẋIRF

com
ω

= −ω
∫ ∞

tinitial

e−ω(t−tinitial)
∫ ∞

tinitial

ẋIRF
comdtdt. (14)

Here, we can obtain the relationship between the current state space of the COM, including the
position and velocity and the future velocity of the ZMP. As is mentioned above, ZMP should be
always in the supporting area to guarantee the stability of the robot, so the constraints of the velocity
of ZMP are shown as Formula (15):

xmin
zmp(t) ≤ xIRF

zmp(tinitial) +
∫ t

tinitial

ẋIRF
zmp(τ)dτ ≤ xmax

zmp(t). (15)

There are a lot of solutions to the COM trajectories that can satisfy the stable conditions for
Formula (14). Through the optimal control theory, the input of the system is the velocity of ZMP,
and we can reduce the value of the COM velocity deviating from the average speed, thus reducing the
change in the COM velocity. We define the cost function ( f ) as the Formula (16):

f (ẋIRF
com(t), t) =

∫ ∞

tinitial

(ẋIRF
com(t)− xaverage

com )
2
dt. (16)

We discretize Formula (16) and obtain Formula (17):

f (ẋIRF
com(k + j), k) =

j=N

∑
j=0

(ẋIRF
com(k + j)− xaverage

com )
2
δ, (17)

where N is the number of sampling points, and ẋIRF
com((k + j) is the predicted COM velocity at the

jth sampling point. The control variable is the ZMP velocity. We should thus derive the relationship
between the velocities of the COM and the ZMP.

We can use the recursive method to predict the COM velocity after the velocities within the
predicted time are known. These expressions are shown as Formula (18):

ẋIRF
com(k + 1)

= ẋIRF
com(k)+ẍIRF

com(k)δ = ẋIRF
com(k)+ω2(xIRF

com(k)− xIRF
zmp(k))δ,

ẋIRF
com(k + 2)

= ẋIRF
com(k+1)+ẍIRF

com(k + 1)δ
= ẋIRF

com(k+1)+ω2(xIRF
com(k + 1)− xIRF

zmp(k)− ẋIRF
zmp(k)δ)δ,

...

ẋIRF
com(k + N)

= ẋIRF
com(k + N − 1)+ẍIRF

com(k + N − 1)δ

=
·

ẋIRF
com(k + N − 1) +ω2(xIRF

com(k + N − 1)− xIRF
zmp(k)

−
·

ẋIRF
zmp(k)δ− · · · − ẋIRF

zmp(k + N − 2)δ)δ.

(18)
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We therefore have the cost function, the stability constraint, and the ZMP constraint. We can
obtain the ZMP velocity as the input for the new LIP model. We can, therefore, plan the ZMP and
COM trajectories.

3.2. Foot Position and Allowable ZMP Region Planning

The foot position determines the area supporting the robot, so it must be determined first. For the
turning walk, we use a circular curve interpolation to generate the foot trajectory, which is shown in
Figure 7. In the single support period, the foot position of the swinging leg will follow the curve of
the circle.

At this stage, we know the foot step, the walking cycle period, and the turning angle. In turning
walk, the foot steps of the two legs are not the same. Therefore, we must first calculate the right foot
radius (rst,r). The foot step is approximately equal to the arc length.

The radius of the left foot should be calculated as shown in Formula (19) in order to calculate the
right foot radius:

rst,l = lst,l/θ. (19)

Suppose now that the robot turns right while walking. Here, lst,l is the right foot step, and θ is
the turning angle. The right foot radius is rst,r = rst,l + whip. We can also obtain the right foot step as
lst,r = θ(rst,l + whip), and whip is the distance between two feet. The foot trajectory is then generated
by spline interpolation. The foot position can be calculated when the turning angle (θ(t)) is known.
The turning angle (θ(t)) is obtained by cubic spline interpolation. This can guarantee that the foot
speed at the beginning and end of the single support period is zero.

Figure 7. Foot position planning.

In straight-line walking, the foot coordinate only has translation related to the hip coordinate,
so the hip yaw joint does not turn, but in turning walk, besides the translation, the foot coordinate also
has rotation related to the hip coordinate, so the hip yaw joint will play a role in coordinate rotation
shown in Figure 8.

After the foot positions have been determined, the next step is planning the allowable ZMP
region (AZR). This is a prerequisite for planning the ZMP trajectory. The AZR is the polygon that is
surrounded by the supporting feet. However, for turning walk, the front foot direction differs from
that of the rear foot. Therefore, in the double support period, the AZR is as shown in Figure 9.

The directions of the x and y coordinates are the same as those in the IRF. We suppose that the
robot is at the position shown in Figure 9, and the position of AZR at the world coordinate reference is
also known. So, we should express the AZR in the IRF. After we have determined the α and the position
of yIRF

com, we can easily obtain the expression of the AZR in the IRF through the positive kinematics.
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Figure 8. Hip yaw joint.

Figure 9. AZR of the double support period.

4. Transformation from the IRF to the World Coordinate Reference

For the humanoid robot walk, what we need is the trajectory in the world coordinate reference so
we need to convert the trajectory in the IRF into the trajectory under the world coordinate reference.

In the turning walk, the forward direction of the COM is always the tangential direction of the
COM circle, so the COM direction is always changing. Once we have planned the foot position and the
allowable ZMP region (AZR) in the world reference, we need to express them in the world coordinate
reference. In the IRF, the distance passed through in the forward direction is the arc length of the
turning walk in the world coordinate reference. First, we know that the radius of the COM differs
from the radius of the foot. The radius of the average COM trajectory (rc) is in the range between the
radii of the two feet. We can then obtain rc from Formula (20). whip is the width of the robot hip:

rc = r + whip/2. (20)

In one control cycle, the change in the angle of the COM direction (Δα) can also be calculated as
shown in Figure 10.
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Figure 10. Rotation angle of the center of mass (COM) coordinate system.

Δα =
yc,1 + vy,1 · δ

rc + xc,1 + vx,1 · δ −
yc,1

rc + xc,1
, (21)

where, vIRF
x,1 , vIRF

y,1 are the velocities of the COM in the IRF at the current moment. xc,1, yc,1 is the
position of the COM in the world coordinate reference at the current moment. vIRF

x,2 , vIRF
y,2 , xc,2 and

yc,2 have the same meaning in the next control period. δ is the control cycle which depends on the
controller’s operating speed. However, we can establish the relationship between the position in the
world coordinate reference and the velocities in the IRF. The expression is shown in Formula (22):[

xc,2

yc,2

]
=

[
xc,1

yc,1

]
+ δ

[
cos(α) sin(α)
− sin(α) cos(α)

] [
vIRF

x,1

vIRF
y,1

]
, (22)

where
α = ∑ Δαi.

Turning Walk Planning Method

We can now provide an outline of the turning walk algorithm. First, we require the input data,
including the foot steps and the turning angle. This information is then used to calculate the turning
radius, the trajectory of the foot. and the AZR over the entire time span. What we need to know is the
position and velocity of the COM and the ZMP position. In the initialization stage, these values are
determined by hand, while future values are calculated by the model of the new LIP model.

The general k−th iteration proceeds as follows:

• Use the new cost function with stability and ZMP constraints to compute the ZMP velocity based
on the new LIP model in the preceding section;

• Based on the planned ZMP velocity, we then obtain the ZMP position and can also get the position
and velocity of COM in the IRF;

• Compute Δα based on the COM position and velocity;
• Based on Δα, we can calculate the COM velocity and the ZMP position in the world coordinate

reference. This is the turning walk data. We then return to the first step.

5. Simulations and Experiments

We now present some simulations of the BHR-6 humanoid robot of Beijing Institute of Technology
to illustrate the performance of the turning gait planning method. The robot parameters are shown in
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Table 1. We also present some comparisons between two different walking speeds. Through comparing
different walking speeds, we can determine the function of the proposed gait planning method.

Table 1. Parameters of robot BHR-6.

Parameters Value

Degrees of freedom 23
Weight 50.0 kg
Height 1.65 m

Foot length 24 cm
Foot width 14 cm
Hip width 15 cm

Contact type Point contact

The planned ZMP as-obtained by the cost function ( f ) is shown in Figure 11. We set the walking
step to Tstep= 1.2 s and sampling cycle to Tsample= 0.004 s. The walking step was Dstep = 0.33 m, and
the turning radius was rc = 1.06 m; these are the planning results in the global reference frame. The
ZMP was in the boundary of the supporting area and continued moving forward whether in the double
supporting period or single supporting period. This planning result is similar to that of linear walking.

Figure 11. ZMP planning for the robot turning walk.

Once the ZMP trajectory was planned, the new trajectory was generated based on the new LIP
model expressed in Formula (6). The formula is easy to be discretized. We simulated two walking
speed trajectories with different radii and walking speeds to test the practicability of this method.
As shown in Figure 12, the trajectory was generated as the robot turned to the right. As opposed
to straight-line walk, turning walk creates a trajectory offset to the direction in which the robot is
moving. When the robot turns right, the trajectory of COM will shift to the right and for left turns,
it will shift to the left. As shown in Figure 13, the faster the robot moves, the more the trajectory is
offset. The foot width of our BHR-6 was 14 cm but when the robot walking speed was 2 km per hour,
the offset achieved 4.5 cm with the radius rc = 0.67 m. When the robot walks as slowly 1 km/h, the
offset fell to 0.8 cm with the same turn radius. For the same walking speed, the offsets caused by
different radii were also different. For the walking speed 2 km/h per hour, the offset was 2.5 cm with
the radius rc = 1.06 m. When the robot walks slowly, the centroid shift caused by centripetal force can
be neglected and the trajectory can be planned in the same manner as for straight-line walking.

We reached the results shown in Figure 14 by calculating the Δzmp. Thus we can see the influence
of robot rotation on the robot’s ZMP position. Both walking speed and turning radius had significant
impacts on the offset of the ZMP. A decrease in the radius and increase in walking speed caused Δzmp
to increase. As shown in Figure 14d, when the radius was 0.67 m and the walking speed was 2 km per
hour, the greatest offset of ZMP was 6.2 cm; this offset markedly affects the planning of the reference
ZMP trajectory.
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(a) (b)

(c) (d)

Figure 12. COM trajectories: (a) rc = 1.06 m, vave = 1 km/h, (b) rc = 0.67 m, vave = 1 km/h,
(c) rc = 1.06 m, vave = 2 km/h, (d) rc = 0.67 m, vave = 2 km/h.

(a) (b)

Figure 13. COM trajectories in the involute reference frame (IRF) (a) vave = 1 km/h, (b) vave = 2 km/h.

(a) (b)

(c) (d)

Figure 14. the value of the Δxzmp: (a) rc = 1.06 m, vave = 1 km/h, (b) rc = 0.67 m, vave = 1 km/h,
(c) rc = 1.06 m, vave = 2 km/h, (d) rc = 0.67 m, vave = 2 km/h.
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As opposed to straight-line walk, during turning walk, the hip yaw joints underwent major
rotation at the angle shown in Figure 15. During a single support period, the supporting leg does
not turn, and only the swinging leg turns. This means that the body does not turn. During a double
support period, both hip yaw joints turn, and the body turns through an angle. Because the support
area in the double support period is much larger than that in the single support period, the robot is less
likely to slide on the ground when it turns fast. These phenomena correspond with the foot position
planning results.

Figure 15. Hip yaw angle characteristics.

There are a few angles that must be defined properly for the purpose of turning walk. In Figure 16,
the green line marks the COM angle (tangent direction of the turning motion) which equals the value of
the upbody angle. It was obtained based on Formula (21) and Formula (22). The blue line is the foot
angle, and the foot angle is planned before plotting the COM trajectory. In the single support period, the
foot of the swing leg turns while the support leg maintains its previous state and in the double support
period, the foot maintains its previous state. All these angles increase at the same average speed in one
walk cycle so that at the end of every walk cycle, the direction of the feet and upbody is the same.

We next applied the proposed method to an actual humanoid robot identical to the one modeled
in the simulation platform and under the same parameters as the simulation. As shown in Figure 17,
Dstep = 0.33 m, Tstep = 1.2 s, and the robot achieved turning walk at a speed of 1 km/h.

Figure 16. Angle data for gait planning.

269



Appl. Sci. 2018, 8, 1257

Figure 17. Experiments in the real humanoid robot.

Then, we measured the actual ZMP of the robot calculated by the force sensors and converted it to
the IRF, as shown in Figure 18. Another experiment was also done which generated the robot’s COM
trajectory directly by the LIP as is shown in Figure 19. By using the proposed method, The actual ZMP
trajectory of the robot was able to better follow the planned ZMP both in the lateral direction and the
longitudinal direction. This agrees with the results of the simulation results. In the simulation shown
in Figure 13, the COM trajectory deviated to one side in order to make the actual ZMP trajectory follow
the planned ZMP trajectory. However, the traditional LIP does not take into account the effect of the
robot’s own rotation on the actual ZMP, so in the lateral direction, the actual ZMP is offset to one side
by a distance form the planned ZMP. In addition, in the longitudinal direction, there are no changes in
dynamics, so the actual ZMP can also follow the planned ZMP well.
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Figure 18. ZMP reference vs. actual with proposed method (a): Lateral ZMP, (b): Longitudinal zero
moment point (ZMP).
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Figure 19. ZMP reference vs. actual with previous LIP (a): Lateral ZMP, (b): Longitudinal ZMP.
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6. Conclusions

In view of the limitations of the current LIP model in the gait planning of robot turning,
we presented a turning walk method for humanoid robots that can reduce the error between the
model and the actual robot. This method not only makes the model accurate, but also avoids complex
dynamic analysis. By introducing the IRF, the dynamics of the turning walk model were also simplified
using the LIP model with centripetal forces acting in the left and right directions. We performed some
simulations and experiments to verify the correctness of the proposed method. The results proved that
this method can achieve a stable turning walk.

The proposed method involves coordinate system transformations between world coordinate
references and the IRF. So when the robot’s COM coordinate and the world coordinate are relatively
rotated horizontally, this means the robot will turn and the proposed method will play a part.

Working from another perspective, the straight-line walk can be seen as a special case of the
turn walk. For the straight-line walk, the turn radius can be seen as infinity rc = ∞. We can obtain
Formula (5) from Formula (6), and Δα in Formula (21) has no value, so all the formulas are the same as
those in the straight-line walk.

The results show that our method is more effective during rapid turning of a robot which
can greatly improve the efficiency of the robot movement. However, for turns with small radii,
the calculated turning angle is large, so the robot will easily slip when the robot is also carrying out a
fast turn. For the robot slip turn, there has been some research, as is shown in the first section, so the
robot can make a slip turn in order to improve efficiency of the turn.
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Abstract: This paper proposes the design and performance evaluation of a miniaturized continuous
hopping robot RHop for unstructured terrain. The hopping mechanism of RHop is realized by
an optimized geared symmetric closed-chain multi-bar mechanism that is transformed from the
eight-bar mechanism, and the actuator of RHop is realized by a servo motor and the clockwork
spring, thereby enabling RHop to realize continuous hopping while its motor rotates continuously
only in one direction. Comparative simulations and experiments are conducted for RHop. The results
show that RHop can realize better continuous hopping performance, as well as the improvement
of energy conversion efficiency from 70.98% to 76.29% when the clockwork spring is applied in the
actuator. In addition, comparisons with some state-of-the-art hopping robots are conducted, and the
normalized results show that RHop has a better energy storage speed.

Keywords: mobile robot; jumping robot; hopping robot; continuous hopping; single actuator

1. Introduction

With the development of science and technology, robots have become indispensable automation
equipment in human society by assisting or replacing humans in various situations. Among mobile
robots, hopping robots show a stronger ability to overcome obstacles in the fields of planetary surface
exploration, unstructured terrain search, etc. [1–4] when compared with wheeled robots [5], legged
robots [6], and tracked robots [7]. The hopping robot was first proposed by Oberth and Seifert [8] in
1967. Then the one-leg jumping model proposed by Raibert [9] became the theoretical research basis
for later single-leg jumping robots. As time goes, the NASA three-generation hopping robot [10] and
the MIT MICROBOTS [11] significantly progressed the hopping robot research.

According to hopping characteristics of the hopping robot, hopping robots can be classified into
two categories: continuous hopping robot and intermittent hopping robot. A continuous hopping
robot can recharge its hopping energy in the flying/landing phase, and immediately hop again after
contacting the ground, while the intermittent hopping robot needs to realize its energy recharge and
hopping attitude adjustment in another ground phase. Currently, continuous hopping robots usually
adopt hydraulic [12,13] and pneumatic [14] actuators to realize continuous actuation, which can enable
the continuous hopping robot to have high power density and fast drive-response. However, it is still
difficult to realize miniaturization and multi-drive coordinated control for them. The intermittent
hopping robots usually use their motor as their actuator and use springs as an elastic components [15,16].
Then, by slowly recharging and locking the energy of elastic components by the motor and the
hopping mechanism, the intermittent hopping robot can realize hopping once the elastic energy is
released. Due to the limitation of the motor and the complexity of additional energy locking and
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releasing mechanism in the intermittent hopping robot [15–17], the preparation time that is required to
complete a hop will become relatively longer than continuous hopping robots.

The energy locking and releasing mechanism of the hopping robot can be divided into two categories:

(1) Take advantage of the characteristics of the actuator, either by increasing the number of actuators
or by using the forward and reverse rotation of the actuator. For instance, NASA’s second-
generation frog-inspired hopping robot uses an additionally actuated latching mechanism [10],
while the NPU kangaroo-inspired hopping robot additionally uses an actuated ratchet–pawl
mechanism [15,16] to realize energy locking and releasing. In addition, the locust-inspired
hopping robot designed by Zaitsev et al. [18] and the integrated jumping–crawling robot designed
by Jung et al. [17] realizes energy release by reversing the actuating motor. The energy storage
and release of these aforementioned robots are all distributed; therefore, it is difficult to absorb
the landing impact energy for the next hop.

(2) Using special devices and irregular component contours such as eccentric cam [19–21], incomplete
gear [22–27], etc. to achieve the conversion between energy storage and release. For example, a
miniature jumping robot proposed by Zhao et al. [28] uses a quick release detent ball mechanism
to hold the spring, and it uses the lever as a strike mechanism to strike the push shaft to release
the stored energy. Faraji et al. used two eyebolts located at opposite ends of the rear leg and the
fishing line to hold energy for the spider-inspired hopping robot [29], which can release the energy
stored in the spring by cut the fishing line. In addition, quadruped robot with jumping ability uses
the ratchet and pawl [30], while the first-generation MSU Jumper [31] and the second-generation
micro-robots uses one-way bearings. Moreover, the cylinder-shaped robot [32] uses the latch and
the hook to realize the conversion of energy state.

Therefore, existing electrically actuated hopping robots have the following disadvantages:
(1) Increasing the number of actuators in the hopping robot may result in an increase in robot weight
as well as the control difficulty. In the meantime, high-intensity forward and reverse rotation of the
motor will reduce the electric energy efficiency of the robot, due to energy loss caused by the moment
of inertia of the transmission system. (2) The design of the special devices increases the difficulty of
robot control and reduces the reaction speed of the hopping robot. (3) Hopping robots use irregular
contours may also suffer from reduced machining accuracy and the wear problem of the contour. The
parameters of the incomplete gear and the trajectory of the cam contour, the movement tracks of the
hopping mechanism and the limit position of the spring deformation are all required complex coupling
design calculations.

Therefore, in this paper, we aim to design a fast-response continuous hopping robot with a single
low-power motor that rotates unidirectionally, and the energy storage and release should be simple
and reliable without an additional locking and releasing mechanism. (1) Using mechanical evolution,
we realize the design of the hopping mechanism while retaining the advantages of the pure linkage
mechanism, using the method of ‘higher pairs replacing lower pairs’ and isomeric mechanisms with
same kinematics to meet design objectives. Furthermore, taking into account the transformation
characteristics of the compound closed-chain multi-bar mechanism, a symmetrical double-gear-pair
10-bar based continuous hopping robot (named RHop) is proposed (the robotic prototype is shown
in Figure 1). (2) Using the characteristics of the periodic motion and the acceleration characteristics
during the collinearity of the crank–rocker mechanism, rapid energy storage and release are achieved
by the continuous unidirectional rotation of the motor. (3) A clockwork spring is added to the actuation
design to amplify the torque of the motor as well as to absorb the landing impact, thereby enabling its
continuous and steady hopping.

The rest of this paper is organized as follows: Section 2 introduced the structural design of the
RHop; Section 3 proposed the structural optimization and the actuation design; Section 4 performed
the prototype experiment and discussion, and Section 5 concluded the paper.
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Figure 1. Prototype of the RHop.

2. Structural Design

2.1. Hopping Mechanism Design

Based on the design goals specified in Section 1, the design of the hopping mechanism will be
carried out using the method of ‘higher pairs replacing lower pairs’ and isomeric mechanisms with
the same kinematics. The preliminary design used pure linkage mechanisms to retain the advantages
of the traditional mechanism, and the new mechanism was evolved to meet design objectives when
the pure linkage mechanism was unable to meet demand. Finally, the mechanism was improved in
series to meet the design goals better.

2.1.1. Design Objectives

To meet the requirements of continuous hopping with fast response, simple and reliable energy
storage/release, the first research objectives of this paper is established as:

(1) Using only one motor that is as small as possible.
(2) The motor should only rotate unidirectionally.

Due to the inherent characteristic in kinematics of the hopping mechanism, it will add unnecessary
angular momentum to the robot system if there is a horizontal component of ground reaction force
(GRF) in the direction of take-off, thereby endangering the stability of hopping posture. For example,
the direction of the GRF should be close to the vertical direction when the robot’s take-off angle is
90◦. Based on this requirement, the second research objective of this paper is proposed as: achieving
non-rotation or minimal rotation of the robot (sagittal plane) to take-off, which means the robot take-off
with near-zero angular velocity and the system has no additional angular momentum. To materialize
this requirement, we present the following two design objectives:

(3) The foot trajectory curve of the hopping mechanism should (a) be a straight line; (b) pass
through the center of mass (CM) of the robot; (c) be consistent with the take-off direction of the
hopping robot.

(4) Minimize the moment acting on the robot’s CM when the robot component moves.

At the same time, for the miniaturization of the robot, the following design objectives are proposed:

(5) The foot trajectory curve of the hopping mechanism should be located within its mechanism.
(6) The structure of the hopping mechanism is compact.

2.1.2. Preliminary Configuration

In order to design the configuration of the hopping mechanism by evolving the closed-chain
multi-bar isomeric mechanisms with same kinematics, as well as satisfying the aforementioned design
requirements (DR.), the degree of freedom (DOF) of the planar mechanism is first studied.
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The equation for calculating the DOF of a planar mechanism is:

F = 3n− 2pL − pH (1)

where N represents the number of components in the planar mechanism, where n = N − 1 is the
number of moving components, pL is the number of lower pairs and pH is the number of higher pairs.

To satisfy DR.1, the DOF of the robot needs to be set to one. When using the pure linkage
mechanism to design the hopping mechanism, the number of higher pairs (pH = 0) can be omitted, i.e.,

F = 3n− 2pL = 1 (2)

Table 1 lists the desirable permutations of Equation (2).

Table 1. The desirable permutations of Equation (2).

Config. config.1 config.2 config.3 config.4 config.5 . . .

n 1 3 5 7 9 . . .
pL 1 4 7 10 13 . . .

Config.1 does not exist; config.2 is a common single closed-chain four-bar mechanism; config.3
is a closed-chain six-bar linkage (Watt type and Stephenson type), as shown in Figure 2. Config.4 is
a closed-chain eight-bar linkage, in which 16 main configurations of kinematical chain are shown in
Figure 3 [33]. Config.5 is a closed-chain 10-bar linkage, which includes 230 specific configurations [34].

  
(a) (b) 

Figure 2. Kinematical chain of the closed-chain six-bar mechanism with a single degree of freedom
(DOF). (a) Watt type. (b) Stephenson type.

    
(a) (b) (c) (d) 

    
(e) (f) (g) (h) 

    
(i) (j) (k) (l) 

    
(m) (n) (o) (p) 

Figure 3. Kinematical chain of closed-chain eight-bar mechanism with a single DOF.
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The four-bar mechanism is difficult to meet the requirements of complex motion performance
and rich trajectory due to its few optimization parameters. The configuration of the 10-bar linkage is
too complicated and changeable. Therefore, the single DOF six-bar linkage and eight-bar linkage are
preselected for the mechanical design of RHop.

DR.4 requires that the horizontal acceleration of the CM caused by the inertia of the moving
component needs to be eliminated. Therefore, the bilateral symmetric kinematical chain configuration
is chosen as the basic structural configuration of the hopping robot. Watt and Stephenson types of the
six-bar linkage and the type (a), (b), (e), (f), (g), (h), (i), (m), (n), (o), and (p) of the eight-bar linkage
shown in Figure 3 can all meet this requirement. According to the drive mode indicated in DR.2,
the input bar needs the function of circumferential rotation to form the crank-rocker mechanism.
The kinematical chain configurations in the eight-bar linkage satisfy the condition are (m), (n), and (p),
and the six-bar linkage does not satisfy the condition of existing the crank-rocker mechanism.

2.1.3. Configuration Adjustment

To use a common rotary motor as the power source, the two cranks need to rotate at the same
speed with an opposite direction. Therefore, the gear pair with a confirmed transmission ratio is
introduced into the eight-bar mechanism. Since the revolute pairs in the desired eight-bar mechanism
are all lower pairs, it is necessary to perform ‘higher pairs replacing lower pairs’ to convert the two
cranks and the related bars into a pair of geared crank–rocker mechanisms.

Any planar mechanism with lower pairs can be considered as consisting of several connected
Assur groups [35]. To find a suitable mechanism, in which revolute pairs can be successfully replaced
by gear pairs [36,37], attempts of transforming configuration (m), (p), and (n) via Assur groups are
depicted in Figure 4.

As can be obtained from Figure 4, only the configurations (n) can be totally transformed, in which
the crank mechanism consists of the bar 4 and 6.

2.1.4. Structural Improvement

P7 and P8 (Figure 4c) in the bilateral symmetric gear–crank–rocker mechanism are set as the
output. The motion trajectories of points P7 and P8 are circular arcs with points P5 and P6 as their arc
center, respectively. However, this output trajectory cannot meet DR.3. Therefore, additional motion
components should be added to meet the required foot motion trajectory. Since the required hopping
mechanism in this paper is a bilateral symmetric mechanism, and it does not contradict with DR.1 and
DR.4, then the additional number of moving components n′, the number of lower pairs p′L and the
number of higher pairs p′H must satisfy the following Equation (3):

3n′ = 2p′L + p′H (3)

After full investigation of common mechanism, the gear-linkage mechanism was finally selected
as the additional moving component for the hopping mechanism. To ensure that the structure of the
hopping mechanism is compact without changing its symmetry properties, a symmetrical gear-linkage
mechanism with the least number of components, that is, the symmetrical gear–three-bars mechanism
shown in Figure 4d, was selected. The output bars P5P7 and P6P8 were extended to bars with three
revolute pairs, the newly added revolute pairs in which are articulated to the non-gear ends of the
symmetrical gear–three-bar mechanism. Therefore, the whole bilateral symmetric gear–crank–rocker
mechanism finally evolved into a symmetrical double-gear-pair ten-bar mechanism with a single DOF,
as shown in Figure 4d, which was consistent with DR.1 to DR.4.
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(a) (b) 

 
(c) 

 
(d) 

Figure 4. Configuration evolution of the eight-bar mechanism. (a) The evolution of the configuration
(m). (b) The evolution of the configuration (p). (c) The evolution of the configuration (n). (d) The
process of structural improvement.

2.2. Energy Mechanism Design

The energy mechanism should be designed to realize the storage/release of elastic energy for
hopping. Most existing electrically actuated hopping robots use springs as the energy storage/release
elements, which have the advantages of small mass and high controllability. Therefore, in this paper,
we will utilize the tension spring to design the energy mechanism for the RHop.

When a crank works as the driving linkage, the rocker will be the driven linkage with a reciprocating
swing in variable speed. The crank will have two chances of being collinear, with the connecting rods
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in one locomotion cycle. When the crank and the connecting rod are collinear for the second time, the
swing speed of the rod will reach its tipping point, i.e., its acceleration will reach the largest. Based on
these characteristics, we finally placed the tension spring between two points P9 and P10, as shown in
Figure 5. This design has the following benefits:

Assume that crank P1P3 is the active component that rotates one turn in one motion cycle, and
that the horizontal axis represents the rotation angle α of the crank.

(1) When the rotation angle is α1 = 0, the crank and the connecting rods will be collinear for the
first time. This will be the crucial moment where the distance between points P9 and P10 is the
smallest. This also will be the initial position of the energy storage phase, as shown in Figure 5a.

(2) Within the range of α1–α2, the distance between P9 and P10 will gradually increase, and the length
of the spring will gradually grow.

(3) When the rotation angle reaches α3, the crank and the connecting rods are collinear for the second
time. At this time, the distance between point P9 and P10 will be the largest, which will be the
end position of the energy storage phase, as shown in Figure 5c. It can also be noticed that
the feature of the crank–rocker mechanism is properly compatible with the required hopping
burst characteristics.

(4) Within the range of α3–α4, the distance between the point P9 and P10 will gradually decrease.
Figure 5d shows the general position of this energy release phase.

(5) When the rotation angle is α5 = 360◦, the mechanism will return to its initial position of the energy
storage phase, thus preparing for the next hopping cycle.

Figure 5. The energy storage and release phases. α in the horizontal axis represents the rotation angle
of the crank. (a) The initial position of the energy storage phase, which means that the tension spring
is in a natural state. (b) The general position of the energy storage phase. (c) The end position of the
energy storage phase, which means that the energy storage of the tension spring is maximum. (d) The
general position of the energy release phase. (e) The initial position of the energy storage phase.

3. Structural Optimization and Actuation Design

3.1. Structural Optimization

3.1.1. Kinematics Analysis

According to the selected configuration of the hopping mechanism in Figure 4d, the kinematics
model of the hopping mechanism is depicted in Figure 6. Because the selected configuration of the
hopping mechanism is symmetrical (the branched chain P2–P4–P8–P10–P12–P6 is symmetric with the
branched chain P1–P3–P7–P9–P11–P5), and only one of the branched chains is selected for kinematic
analysis (the branched chain P2–P4–P8–P10–P12–P6 is selected).
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Figure 6. The kinematics model of the hopping mechanism. Where component 1 is the frame P1P5P6P2;
component 2 is the crank–gear–bar P2P4; component 3 is the connecting rod P4P8; component 4 is the
rocker P6P8P10; component 5 is the gear-bar P10P12; component 6 is the connecting rod P12P11 that is
connected with the rotation center of the gear–bar.

According to the Denavit–Hartenberg Method [38], the homogeneous transformation matrix from
the i-1 coordinate system to the i coordinate system is:

i−1Ti =

⎡⎢⎢⎢⎣
Cθi −Sθi 0 ai−1

Cαi−1Sθi Cαi−1Cθi −Sαi−1 −diSαi−1
Sαi−1Sθi Sαi−1Cθi Cαi−1 diCαi−1

0 0 0 1

⎤⎥⎥⎥⎦ (4)

where Cθi � C(θi) � cos(θi), Sθi � S(θi) � sin(θi).
In Figure 6, the branched chain P2–P4–P8–P10–P12–P6 can be further subdivided into two branched

chains, the main chain P2–P4–P8–P10–P12 and the secondary chain P2–P6–P8–P10. The specific D-H
parameters of the main and secondary chain are shown in Table A1 in Appendix A.

According to Table A1 and Equation (4), the position vectors of each hinge in the main chain and
the secondary chain in the fixed coordinate system are:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

rP4
T = lP2P4

[
Cθ1 Sθ1 0

]
rP8

T = rP4
T + lP4P8

[
C(θ1+2) S(θ1+2) 0

]
rP10

T = rP8
T + lP8P10

[
C(θ1+2+3) S(θ1+2+3) 0

]
rP12

T = rP10
T + lP10P12

[
C(θ1+2+3+4) S(θ1+2+3+4) 0

]
r′P6

T = lP2P6

[
Cθ1′ −Sθ1′ 0

]
r′P8

T = r′P6
T + lP6P8

[
C(θ1′−2′) −S(θ1′−2′) 0

]
(5)

where rA is the position vector of the hinge A in the main chain; rA= [Ax Ay Az]T; r′A is the position
vector of the hinge A in the secondary chain; r′A = [Ax′ Ay′ Az′ ]

T; θi+j = θi + θj, θi−j = θi − θj.
The hopping mechanism has the characteristics of symmetry and is combined with Equation (5);

the expression for the position vector of each joint point in the branched chain P1–P3–P7–P9–P11–P5 is:
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

rP3
T =

[
−P4x − CL P4y 0

]
rP7

T =
[
−P8x − CL P8y 0

]
rP9

T =
[
−P10x − CL P10y 0

]
rP11

T =
[
−P12x − CL P12y 0

]
r′P5

T =
[
−P6x′ − CL P6y′ 0

]
(6)

where CL = lP1P2 .

3.1.2. Establishment of Optimization

It is important and necessary to optimize the dimension of the closed-chain mechanism [39].
Because of the dual-objective optimization, the special method of TOPSIS (Technique for Order
Preference by Similarity to an Ideal Solution) was chosen for dimension optimization. The same trend
of evaluation indicators facilitates a reasonable compromise between the two optimization objectives.
Initially proposed by Hwang and Yoon in 1981 [40–42], two vectors are constructed:

F∗ = [ f ∗m, f ∗n ]
T (7)

F(X) = [ fm(X), fn(X)]T (8)

The vector represented by Equation (7) is regarded as an ideal point of the vector function
represented by Equation (8). Then the smaller the deviation between F(X) and F*, the closer the objective
function will be to the ideal point, i.e., the closer the design variable will be to the optimal solution.

The distance equation of the TOPSIS Method is:

Fd = ‖F(X)− F∗‖ =
{

n

∑
i=1

λj[ f j(xi)− f j
∗]p
} 1

p

(9)

where p ⊂ [1, +∞). When p = 1, it is the Hamming distance or absolute distance; when p = 2, it is the
Euclidean distance; when p =∞, it is the Chebyshev distance. In this paper, p = 2 was selected due to
the optimization function dimension and distance characteristics.

(1) Objective function

First, to maximize the energy that is stored in the hopping mechanism, the tension spring is
required to have the greatest amount of tensile deformation. Second, to make the structure more
compact, the minimum longitudinal dimension of the mechanism is also required. Assuming that the
sampling position in one hopping cycle is n, then the dual-objective optimization objective function
can be expressed as: ⎧⎪⎪⎨⎪⎪⎩

f1(X) = min
[

n
min
i=1

(
P10xi − P9xi

)− n
max
i=1

(
P10xi − P9xi

)]
f2(X) = min

[
n

max
i=1

(
P2yi − P12yi

)] (10)

where X represents the design variable matrix; P10xi is the horizontal position of P10 at the ith sampling
position; P9xi is the horizontal position of P9 at the ith sampling position; P2yi

is the vertical position of
P2 at the ith sampling position; P12yi

is the vertical position of P12 at the ith sampling position.

(2) Design variables

It can be seen from Equation (10) that the optimization objective is related to the coordinates of
points P9, P10, and P12. As can be also noticed from Section 3.1.1, the coordinates of these three points
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are determined by (1) the length of each linkage, (2) the angle between the line connecting the hinge
points P2 & P6 and the X0-axis direction, and (3) the position of the crank–gear–bar. Therefore, the
optimization variables matrix X can be concluded as being:

X = [x1, x2, x3, x4, x5, x6, x7, x8, x9, x10]
T = [l1, l2, l3, l4, l5, l6, l7, l8, β1, β2]

T (11)

where l1 = lP1P2 ; l2 = lP2P4 ; l3 = lP2P6 ; l4 = lP6P8 ; l5 = lP4P8 ; l6 = lP8P10 ; l7 = lP10P12 ; l8 = lP12P11 ; β2 = θ1′ . β1 is the
angle between the initial position of the crank–gear–bar P2P4 and the positive direction of the X0-axis.

(3) Constraint conditions

According to the conditions for the existence of a crank–rocker mechanism in the planar four-bar
linkage P2P4P8P6, the bars l2, l3, l4, and l5 have the following linear constraints:

A1X ≤ b1 (12)

Considering the limitation of the processing technology of the component and the requirement
for the non-interference of installation position, the linear constraints of geometric dimensions are
given as:

A2X ≤ b2 (13)

According to the requirements of the overall size of the robot, design variables should be
restrained, that is: {

X ≥ dmin
X ≤ dmax

(14)

Based on the actual processing requirements of the frame, the limitations of the original length
and tensile deformation of the tension spring, the following nonlinear constraints exist:

Φ(X) ≤ G (15)

The main chain and the secondary chain are coupled at the joint P8. The slopes of the link P6P8

and P8P10 are equal. This is because the relative distance between point P11 and P12 along the X0-axis
is constant, i.e., there is a constraint relationship P12x − P11x = l8. Therefore, the closed-chain vector
constraint of the hopping mechanism given is:

H(X) = 0 (16)

The specific process of establishing the constraint conditions of the optimization model is detailed
in Appendix A.

(4) Optimization Model

According to Equation (7)–(16), the dimension optimization mathematical model of the robot
hopping mechanism can be obtained as follows:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

X = [x1, x2, . . . , x10]
T

min f1(X); f2(X)

s.t. A1X ≤ b1; A2X ≤ b2

X ≤ dmax; X ≥ dmin
Φ(X) ≤ G; H(X) = 0

(17)

3.1.3. Optimization Process and Results

The flow chart of the optimization process is shown in Figure 7. The program is implemented in
Matlab, and the optimization results are listed in Table 2.
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Figure 7. The flow chart of the optimization.

Table 2. Optimization results of the hopping mechanism dimensions.

Optimization Parameters l1/mm l2/mm l3/mm l4/mm l5/mm
Optimization Results 30.000 15.729 32.000 50.939 52.851

Optimization Parameters l6/mm l7/mm l8/mm β1/(◦) β2/(◦)
Optimization Results 34.061 75.000 25.000 276.180◦ 134.768◦

By analyzing the data shown in Table 2, it can be proven that: (1) The optimization result satisfies
the range of values of the design variables; (2) The bars l2, l3, l4, and l5 satisfy the constraints of the
crank–rocker mechanism; (3) The dimension of the bars l1, l2, l3 avoid interference during assembly;
(4) Optimized data meets the constraints on the kinematical chain. The optimized method is used to
gain a set of ideal data.

The graphical optimization result is shown in Figure 8a. To avoid interference during hopping,
changes are made to the optimization result, and the solid hopping mechanism model is shown in
Figure 8b.

 
(a) (b) 

P1 P2

P3 P4

P7 P8

P5 P6

P9 P10

P11 P12

Figure 8. Hopping mechanism. (a) Optimization result. (b) Solid model.
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3.2. Actuation Design

3.2.1. Theoretical Analysis

The actuator of the hopping robot has the following requirements.

(1) In the process of energy storage, the actuator needs to provide the crank–gear–bar great driving
torque to realize the relative movement between point P9 and P10, thereby realizing the elongation
of the tension spring.

(2) When the energy is released, the angular velocity of the crank will change dramatically within a
very short period. Therefore, it is necessary to reduce the resistance from the motor.

(3) When the hopping robot lands, it is necessary to absorb the landing shock to reduce the damage
to the motor.

Therefore, a clockwork spring that is capable of storing and releasing angular energy is introduced
between the output shaft of the motor and the crank–gear–bar as an auxiliary energy storage element,
as shown in Figure 9. There are three advantages of the proposed special actuator.

(1) The input torque of the drive motor is amplified by the clockwork spring, thereby reducing the
requirement for the motor output power. At the same time, the great torque provided by the
actuator can be released in a very short time.

(2) The great torque releasing speed mentioned in (1) can drive the crank–gear–bar to cross the limit
position of the hopping mechanism quickly, thereby realizing the explosive hop of the robot.

(3) The clockwork spring also absorbs the impact of hopping on the motor.

 

Figure 9. Energy-stored type actuator. The clockwork spring is introduced between the motor output
shaft and the crank-gear-bar as an auxiliary energy storage element.

The crank–gear–bar P1P3 and P2P4 are an empty set in the shaft, the gear 1 and the gear 2 are
fixed at the other end of the two shafts respectively, and mesh with each other. Gear 1 is driven by the
motor, and the inner ring of the clockwork spring 1 and 2 are fixed on gear 1 and 2 respectively, which
means ωin = ω1. The outer rings are fixed on crank–gear–bar P1P3 and P2P4 respectively, which means
ωout = ω2. When the motor continuously rotates in the clockwise direction, the angular velocity of the
motor is ω. The relationship between the actuator and the active component is shown in Figure 9.

(1) During the period t1–t2, ω1 = ω and ω2 = 0. At this phase, the inner and outer ring of the
clockwork spring generates a difference in speed, and the clockwork spring begins to store energy.
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(2) At the moment t2, the angular velocity of the crank–gear–bar changes, i.e., ω2 �= 0. During the
period t2 – t3, ω2 �= 0 but ω2 < ω1. There is still a difference in the speed between the inner and
outer rings of the clockwork spring, which means that the spring can still store energy, but the
energy storage speed slows down.

(3) At the moment t3, the clockwork spring rotates to its limit position, the angular velocity is ω2

=ω1. The inner and outer rings of the clockwork spring rotate at the same speed, which means
that the process of energy storage of the clockwork spring is over.

(4) In a very short time from t3 – t4, the energy stored in the clockwork spring is released, and the
angular velocity is ω2 >> ω1.

(5) During the period t4 – t5, the angular velocity is ω2 < ω1. When the time reaches t4, the next
hopping cycle begins.

3.2.2. Actuator Verification

To explore the influence of the clockwork spring on the hopping performance of the robot, as well
as the above theoretical analysis, dynamics simulations were performed for the hopping robot HR-A
(with special actuator) and hopping robot HR-B (only with the rigid motor).

Figure 10 shows the deformation velocity of the tension spring and the angular velocity of the
crank–gear–bar P1P3 of the HR-A. The X-axis is the simulation time. The blue dashed line represents
the deformation velocity of the tension spring (corresponding to the right Y-axis), and the red solid
line represents the angular velocity of the P1P3 (corresponding to the left Y-axis).

 
Figure 10. Simulation results of the HR-A. The deformation velocity of the tension spring and the
angular velocity of the crank–gear–bar P1P3.

In the early and middle phases of the hopping cycle, the deformation velocity of the tension spring
increases slowly as the angular velocity of the crank–gear–bar P1P3 grows gradually. However, in the
late stage, the deformation velocity of the tension spring and the angular velocity of the crank–gear–bar
P1P3 both sharply increase, indicating that the effect of the clockwork spring in the actuator is effective
in storing elastic energy for hopping.

To further investigate the performance of the proposed actuator, the deformation velocities of the
tension springs in HR-A and HR-B are compared, as shown in Figure 11a. Where the blue dashed line
represents the deformation velocity of the tension spring in HR-A, and the red solid line represents
the deformation velocity of the tension spring in HR-B. For HR-A, the deformation velocity of its
tension spring increases slowly before t = 0.521 s. After this time, the energy of the clockwork spring
is released, then the deformation speed of the tension spring increases rapidly, reducing the energy
storage time to 0.63 s. However, the deformation velocity of tension spring in HR-B only grows and
decreases steadily in its whole energy storage phase, which reaches the length of 0.704 s. Key positions
in the simulation of HR-A and HR-B are compared in Figure 11b.
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(a) 

 
(b) 

Figure 11. Comparison of simulation results for HR-A and HR-B. (a) The deformation velocity of the
tension spring. (b) Key positions in the simulation. li means the length of the tension spring.

4. Prototype Implementation and Experiment

4.1. Prototype Design

The prototype of RHop is shown in Figure 12. The main structural parts are manufactured by
3D printing, and the axles are made of carbon fiber rods to reduce the overall weight of the RHop.
The driving motor adopts a servo that can rotate around the whole circumference, with an output
driving torque of 0.22 N·m. The prototype size is 252 mm × 155 mm × 85 mm, and its weight is about
560 g (including batteries, motor, etc.).

  
(a) (b) 

Figure 12. Robotic prototype. (a) Front view. (b) Side view.

4.2. Hopping Performance Analysis

4.2.1. Foot Trajectory Verification

By substituting the optimization results of the hopping mechanism into Equations (5) and (6), the
movement posture of the hopping mechanism in the energy storage phase can be obtained, as shown
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in Figure 13a. Point A of the connecting link P11P12 was selected as the reference point to obtain the
foot trajectory curve.

(a) (b) 

Figure 13. (a) Theoretical movement posture of the hopping mechanism at the energy storage phase.
(b) Experimental process diagram of trajectory reproduction at energy storage phase. 1© represents the
initial position; 2© and 3© represents the general position; 4© represents the end position.

As shown in Figure 13a, the theoretical foot trajectory is a straight line perpendicular to the X-axis,
and meets the requirements of DR.3–DR.6. In addition, the stretching deformation of the optimized
hopping mechanism during the energy storage phase can reach Δl = 96 mm, which is longer than the
height of the whole hopping robot RHop.

To obtain the foot trajectory of the prototype, the body of the hopping robot was fixed. A paint
pen was installed at the center of the foot of the robot, thereby enabling the trajectory to be drawn
on the scale paper. In the scale paper, the horizontal and vertical distance of each grid was 1 mm.
Figure 13b shows the experimental process.

The comparison of the theoretical and the experimental foot trajectories are depicted in Figure 14.
Specific comparison results are listed in Table 3.

Figure 14. Comparison of the foot trajectory between theory and experiment.
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Table 3. Trajectory sampling analysis results.

Horizontal Deviation Vertical Deviation Average Deviation Root Mean Squared Error

1.4 mm 3 mm 0.7345 mm 0.8543 mm

It can be seen that the foot trajectory obtained from the experiment is an approximate straight line
perpendicular to the x-axis, which differs by about 3 mm from the theoretical trajectory in the vertical
direction, and the maximum horizontal deviation of the trajectory is about 1.4 mm.

The main reasons for the deviation are concluded as follows:

(1) Insufficient accuracy of 3D printing manufacture, which makes it hard to achieve a completely
symmetrical structure during assembly.

(2) Vibration in the experiment.

4.2.2. Hopping Performance Verification

To verify the correctness of the theory of the mechanism and the actuator design, as well as
the feasibility of using a single motor with continuous circumferential rotation in one direction
to achieve continuous hop, the prototype was mounted on a vertical slide rail to constrain its
lateral deflection for the avoidance of the negative effects of unsteady landing and taking-off in
continuous hopping (The video file titled “Experimental Video-RHop.mp4”, which can be found in
the Supplementary Materials).

Two prototypes were tested in the experiment, i.e., (a) the prototype equipped with the special
actuator, and (b) the prototype, just equipped with a rigid motor.

Tension springs with different stiffness were tested for whether they could achieve energy storage.
When the stiffness of the tension spring was less than or equal to 398.3 N/m, both prototypes could
achieve the energy storage and hopping. When the stiffness of the tension spring was greater than
455.2 N/m, neither type of prototype could achieve energy storage and hop; When the stiffness was
within the range of aforementioned limit values, only the first prototype could achieve the energy
storage and hopping. This proves that the robot that equipped with the special actuator could amplify
its output torque with the same motor, thereby improving the hopping performance. Figure 15 shows
the experimental process of the two prototypes using k = 398.3 N/m tension springs. The energy
storage time required for the first prototype was 0.871 s, and it could hop up to 129 mm. However,
the second prototype needed 1.236 s and could just hop up to 120 mm. Let the ratio γ between the
gravitational potential energy at the highest point of the robot Ep and the elastic potential energy of the
tension spring Eps be defined as the energy conversion efficiency of the robotic hopping mechanism.
Then, the energy equation of two prototype can be measured as Eps = 1.392 J, Ep1 = 1.062 J and
Ep2 = 0.988 J, i.e., the energy conversion efficiency of the first prototype is γ1 = 76.29%, and the second
one is γ2 = 70.98%, which proves that the first prototype can greatly reduce its energy storage time
and improves its energy efficiency by 5.31%. The main reasons for the loss of elastic potential energy
are the friction at the hinged joint and the friction of the slide rail.
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Figure 15. Experimental results comparison for different driving modes. (a) The first prototype
equipped with a special actuator; (b) The second prototype equipped with only a rigid motor. li means
the length of the tension spring.

4.2.3. Continuous Hopping Verification

Figure 16 shows the experimental process of first five continuous hopping cycles within a one
hundred hop continuous hopping test. During the experiment, the driving motor rotated continuously
in one direction with a constant speed, and the robot hopped repeatedly in the vertical direction along
the slide rail until the motor stopped. The time required for the hopping mechanism to complete the
first energy storage was about 0.663 s, and the time required for the second and subsequent energy
storage was about 0.373 s. The main reason for this is that: after the robot completed the first hopping,
each subsequent hopping motion could absorb the partial landing impact energy of the previous
hopping, thereby shortening the energy storage time of the next hopping and improving the hopping
efficiency and energy utilization.
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Figure 16. Experimental process of hopping performance test.

4.3. Comparison With Other Robots

Since the hopping height and the hopping distance differs when the take-off angle of the hopping
robot changes, the hopping performance of some state-of-the-art robots were normalized, along with
their hopping heights and hopping distances. The specific derivation process of the normalization
method is detailed in Appendix B, and the comparison results are shown in Table 4.

As shown in Table 4, RHop performed best in the energy storage speed, which means that when
the hopping height is consistent (indicating that the robot is flying in the air for the same time), RHop
will complete a hop with less time than other hopping robots (standing on the ground for a shorter
time), thereby enhancing its mobility.

Among the existing electrically driven hopping robots, one hopping robot is very special, it is
called Salto [3,43,44]. It is driven in the same way as this paper, using more than just a rigid motor.
The difference is that the elastic element used in this paper is a clockwork spring, and it uses a solid
section of latex, which is also its energy storage component. Using an eight-bar mechanism as a
limb with an advanced drive strategy (SEA+MA), Salto has good vertical jumping agility, and can
achieve extremely high hops with extremely short standing times. The Salto-1P also adds an attitude
control scheme [45,46]. In contrast, the hopping ability of RHop is not as good as that of Salto-1P,
but meets both of the requirements mentioned in the paper for the foot trajectory curve and the
minimization of the moment acting on the robot’s CM when the robot component moves. Salto-1P uses
design exploration, combined with kinematic tuning to obtain. Due to the symmetrical nature of its
mechanism, RHop does not require any calculations to achieve these requirements, i.e., the exploration
process of Salto-1P is more complicated. Additionally, although the control strategy of Salto-1P is
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advanced, it is still difficult to control complexity and mechanism coupling. RHop adopts the control
mode of continuous circumferential rotation in one direction with constant speed, which is simpler
and more operable.

Table 4. Comparison of hopping performance of existing electrically driven robots.

Robot Name
Normalized Hopping

Height (m)
Energy Storage

Time (s)
Energy Storage

Speed (m/s)

Flea-inspired Jumping Robot [47] 0.688 19 0.036
A Jumping Robot [48] 1.071 60 0.018

TAUB [17] 3.335 18.4 0.181
Grillo III [22] 0.125 12.5 0.010

MSU Jumper [31] 0.930 10 0.093
A Bio-inspired Jumping Robot [12] 1.026 60 0.017

A Surveillance Robot [15] 0.410 7.2 0.057
An Integrated Jumping-Crawling Robot [10] 2.900 28 0.104

RHop 0.145 0.373 0.389

5. Conclusion

This paper describes the design and experiment of RHop, a miniaturized continuous hopping
robot. Using mechanical evolution, the hopping mechanism in RHop is realized by a geared multi-bar
mechanism without an additional locking and releasing mechanism. It is driven by a single motor
with continuous circumferential rotation in one direction. It satisfies the proposed DR.1–DR.4, and the
optimization results also fulfill the DR.5 and DR.6. The special actuator designed in this paper can
amplify the motor torque and reduce the energy storage time, thereby enhancing the overall hopping
performance of RHop. Comparative simulations and experiments are conducted for RHop. As the
experiments show, the theoretical model, the simulation model, and the prototype are in approximate
agreement with each other. In a single hopping, the energy conversion efficiency of RHop reaches
a high value of 76.29%. In the continuous hopping experiment, it is proven that a single motor
with continuous circumferential rotation in one direction to achieve continuous hopping is feasible.
Furthermore, RHop has a good energy storage speed when compared with other state-of-the-art
hopping robots.

Future efforts to improve the performance of RHop will include the power matching between
the motor and the elastic element, and the coupling and modulating between the special actuator and
the tension spring. At the same time, the hopping mechanism that satisfies the design requirements
presented in this paper is not unique. The advantages of other combination mechanisms and different
design methods can be used to obtain new mechanisms. The design thoughts presented in this
paper are still applicable to the exploration of other mechanisms, which will be referenced by other
researchers. Additionally, it is also possible to apply the prototype that is developed in this paper to
other mobile robots to study multi-mobile robots; particularly, combining this with wheeled movement
to improve the obstacle performance could be insightful in improving the environmental adaptability
and mobility of the robot.
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Appendix A

Appendix A.1 D-H Parameter Table

The D-H parameter table of the main and secondary chain mentioned in Section 3.1.1 is shown in
the following table.

Table A1. D-H parameter table of the main and secondary chain.

Coordinate System (i) θi di ai αi

0 - - 0 0
1 θ1 0 lP2P4 0
2 θ2 0 lP4P8 0
3 θ3 0 lP8P10 0
4 θ4 0 lP10P12 0
5 θ5 0 - -
1′ 2π − θ1′ 0 lP2P6 0
2′ θ2′ 0 lP6P8 0
3′ 0 0 - -

Appendix A.2 Constraint Conditions

1. Constraint conditions of the crank–rocker mechanism

According to the conditions for the existence of a crank–rocker mechanism in the planar four-bar
linkage P2P4P8P6, the bars l2, l3, l4, and l5 have the following six linear constraints:⎧⎪⎪⎪⎨⎪⎪⎪⎩

l2 − li ≤ 0 (i = 3, 4, 5)
l2 + l3 − l4 − l5 ≤ 0
l2 + l4 − l3 − l5 ≤ 0
l2 + l5 − l3 − l4 ≤ 0

(A1)

X represents the 10 dimensions of the optimization design variable, and the 6 × 10 dimensions
matrix A1 represents the coefficient matrix of the constraint Equation (A1). The six dimensions of
vector b1 represent the constraint vector of Equation (A1), and so Equation (A1) can be changed into:

A1X ≤ b1 (A2)

2. Linear constraints of geometric dimensions

According to the requirements of the overall size of the robot, design variables should be
restrained, that is: {

limin ≤ li ≤ limax (i = 1, 2, 3, . . . , 8)
β jmin ≤ β j ≤ β jmax (j = 1, 2)

(A3)

The 10 dimensions of vector dmin represent the lower-bound matrix of the design variable; the 10
dimensions of vector dmax represent the upper-bound matrix of the design variable, then Equation (A3)
can be changed into: {

X ≥ dmin
X ≤ dmax

(A4)

Considering the limitations of processing technology of the component, and the requirement for
non-interference of the installation position, the linear constraints of the geometric dimensions are
given as: {

l2 − l1 ≤ d1

l2 − l3 ≤ d2
(A5)
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The 2× 10 dimensional matrix A2 represents the coefficient matrix of the constraint Equation (A5).
The two dimensional vector b2 represents the constraint vector of Equation (A5), so that Equation (A5)
can be changed into:

A2X ≤ b2 (A6)

3. Non-linear constraints of geometric dimensions

Based on the actual processing requirements of the frame, the limitations of the original length,
and the tensile deformation of the tension spring, the following nonlinear constraints exist:

Φ(X) ≤ G (A7)

where Φ(X) is a 3-dimensional function vector and G is a 3-dimensional constant vector.

Φ(X) =

⎛⎜⎝ ϕ1(X)

ϕ2(X)

ϕ3(X)

⎞⎟⎠ =

⎛⎜⎝ P6x′
P9x − P10x
P6y′ − P9y

⎞⎟⎠ G =

⎛⎜⎝ g1

g2

g3

⎞⎟⎠ =

⎛⎜⎝ d3

d4

d5

⎞⎟⎠
4. Constraints on the kinematical chain

The main chain and the secondary chain are coupled at the joint P8, which means:{
h1(X) = l2Cθ1 + l5C(θ1+2)− l3Cθ1′ − l4C(θ1′−2′) = 0
h2(X) = l2Sθ1 + l5S(θ1+2) + l3Sθ1′ + l4S(θ1′−2′) = 0

(A8)

Point P6, P8, and P10 form a link with three elements, i.e., the slope of the link P6P8 and P8P10

are equal:

h3(X) =
S(θ1+2+3)

C(θ1+2+3)
+

S(θ1′−2′)
C(θ1′−2′)

= 0 (A9)

Since the relative distance between point P11 and P12 along the X0-axis is constant, i.e., there is a
constraint relationship P12x − P11x = l8, this means:

h4(X) = 2[l2C1 + l5C2 + l6C3 + l7C4] +
1
2

l1 − l8 (A10)

where C1 = C(θ 1), C2 = C(θ 1+2
)
, C3 = C(θ 1+2+3

)
, C4 = C(θ 1+2+3+4

)
.

Integrating Equation (A8)–(A10), the closed-chain vector constraint of the hopping mechanism is:

H(X) =

⎛⎜⎜⎜⎝
h1(X)

h2(X)

h3(X)

h4(X)

⎞⎟⎟⎟⎠ = 0 (A11)

Appendix B

When the take-off angle of a robot is not 90◦, let the origin of the coordinate system be at the
take-off point, and let the x-axis be along the horizontal direction and the y-axis along the vertical
direction. Then, the robot’s hopping trajectory can be described as:{

x = v0t cos θ

y = v0t sin θ − 1
2 gt2 (A12)

where v0 is the take-off speed, t is the hopping time, and θ is the take-off angle.
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The hopping height h and hopping distance d of the robot can be obtained from Equation (A12):⎧⎨⎩ h =
v2

0 sin2 θ
2g

d =
v2

0 sin 2θ
g

(A13)

The normalized hopping height with a take-off angle of 90◦ is:{
θ = arctan

(
4h
d

)
(θ �= 90◦)

H = h
sin2 θ

(A14)

Thus the energy storage speed is:

vs =
H
T

(A15)

where T is the time of the energy storage phase when the robot completes a hop.
According to Equations (A14) and (A15), combined with the hopping height, hopping distance,

and energy storage time of the compared robot, the normalized hopping height and energy storage
speed of the robot can be calculated, as shown in Table A2.

Table A2. Specific calculation results.

Robot Name
Hopping
Height

(m)

Hopping
Distance

(m)

Normalized
Hopping Height

(m)

Energy
Storage Time

(s)

Energy
Storage Speed

(m/s)

Flea-inspired Jumping Robot [47] 0.640 0.700 0.688 19 0.036
A Jumping Robot [48] 1.050 0.600 1.071 60 0.018

TAUB [17] 3.130 3.200 3.335 18.4 0.181
Grillo III [22] 0.100 0.200 0.125 12.5 0.010

MSU Jumper [31] 0.872 0.898 0.930 10 0.093
A Bio-inspired Jumping Robot [12] 1.000 0.650 1.026 60 0.017

A Surveillance Robot [15] 0.410 - 0.410 7.2 0.057
An Integrated Jumping–Crawling Robot [10] 2.900 - 2.900 28 0.104

RHop 0.145 - 0.145 0.373 0.389
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Abstract: Biped climbing robots (BiCRs) can overcome obstacles and perform transition easily thanks
to their superior flexibility. However, to move in a complex truss environment, grips from the
original point to the destination, as a sequence of anchor points along the route, are indispensable.
In this paper, a grip planning method is presented for BiCRs generating optimal collision-free grip
sequences, as a continuation of our previous work on global path planning. A mathematic model is
firstly built up for computing the operational regions for negotiating obstacle members. Then a grip
optimization model is proposed to determine the grips within each operational region for transition or
for obstacle negotiation. This model ensures the total number of required climbing steps is minimized
and the transition grips are with good manipulability. Lastly, the entire grip sequence satisfying
the robot kinematic constraint is generated by a gait interpreter. Simulations are conducted with
our self-developed biped climbing robot (Climbot), to verify the effectiveness and efficiency of the
proposed methodology.

Keywords: grip planning; biped climbing robots; collision avoidance; grip optimization

1. Introduction

Spatial trusses consisting of members are widely used in the construction of roofs, towers,
bridges, and the like. However, so far truss-associated routine tasks such as construction, painting,
inspection, maintenance, and so on rely highly on manual labor. These routine tasks are usually
high-rise and high-intensity, signifying a great risk to workers’ safety. Thus, a kind of biped climbing
robot has been designed as an ideal assistant or substitute for human workers carrying out these
tasks. Typical representatives of BiCRs include SM2 [1], ROMA [2], Shady3D [3], 3DCLIMBER [4,5],
PoleClimbingRobot [6] and Treebot [7]. These BiCRs generally comprise of an arm-like serial body
for locomotion and grippers at both ends for attachment. Thanks to their biped climbing patterns,
BiCRs can agilely move in complex 3D truss environments. Motivated by these characteristics,
we also developed a biped climbing robot [8], named Climbot as shown in Figure 1. For the system
implementation details and the climbing performance of Climbot, refer to [9].

To complete a given task, for example inspecting the connection reliability of truss joints, BiCRs
must be capable of motion planning. Basically, the motion planning of BiCRs consists of grip planning
and single-step motion planning [10]. In the grip planning procedure, a list of discrete grip locations,
following which robots can navigate from the starting point to the destination, is determined. While in
the single-step motion planning procedure, the shifting motion between adjacent grips is generated.
It should be noted that not only the grips but also the single-step shifting motion must be free of
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collision. In this paper, we focus on the study of collision-free grip planning, assuming the truss
environment is known or captured with integrated sensors such as in [11].
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Figure 1. The 5-DoF Climbot and its kinematic diagram.

Figuring out the grip sequences in a 3D truss environment is challenging for BiCRs. Besides the
demand for collision avoidance, grips must satisfy the robot kinematic constraints for continuous
cycles of climbing from the point of view of reachability. Furthermore, grips should contribute to the
formation of a reasonable combination of various gaits with corresponding step lengths, to save the
climbing time and energy.

The grip sequences to BiCRs are like the footprint sequences to humanoid robots. Therefore,
we can learn from the foot placement problem of humanoid robots that has been addressed in the
literature. There are two families of approaches for solving the humanoid robot foot placement problem,
which is based on discrete search and continuous optimization, respectively. The discrete search
methods normally require a pre-generated set of potential footprints before planning. Then classical
methods, such as A∗ and RRT, are commonly used for searching. Based on the terrain map and a
discrete set of footstep placement positions, Kuffner [12,13] presented a global dynamic programming
approach using greedy heuristics to plan safe navigation strategies for biped robots moving in
obstacle-cluttered environments. Chestnutt et al. [14,15] used an A∗ search algorithm to generate a
sequence of collision-free footstep locations to reach a given goal state. A tiered planning strategy
was introduced in [16] that split the planner into three layers to traverse different terrain types.
Ayaz et al. [17,18] presented a global reactive footstep planning strategy based upon a humanistic
approach, in which a heuristic cost based on the complexity of stepping motion was used to assign
foot placements and an exhaustive search was employed to identify the best path. These approaches
can easily handle obstacle avoidance but introduce the trade-off between computational efficiency
and solution precision. The continuous optimization approaches operate directly on the poses of
the footsteps as continuous decision variables. Thus, it can make up for the precision deficiency
of the discrete search methods. In [19,20], the authors presented a novel footstep optimization
method with mixed-integer convex constraints that could solve the problem to its global optimum.
However, the generation of each reachable region deeply relied on the position of the previous step,
increasing the time consumption. In addition, adjusting the parameters to approximate the reachable
regions was always difficult and thus reduced the planning accuracy. Guan et al. [21,22] built global
optimization models with non-linear constraints to find the maximum heights of the obstacles that
can be overcome. The results were then used as a priori knowledge and a database for surmounting
obstacles. However, they focused on how to stride across one obstacle only, but not generating the
nearby footprint sequences. Please note that these footstep planning methods for humanoid robots
are always applied in 2D or 2.5D environments, which differs from the grip planning for BiCRs in
complex 3D truss environments.
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To the best of our knowledge, the collision-free grip planning problem has rarely been studied in
the literature. Balaguer et al. [2,23] treated the BiCRs’ climbing path planning as a TSP-like problem.
They modeled the environment as a graph with two categories of primitives. They then proposed a
heuristic algorithm to solve the climbing path, along which the robot visited all beam faces without
repetition. Detweiler et al. [24] presented a path planning algorithm to optimize the locomotion
sequences for the Shady3D robot. A set of potential gripping points was first dispersed in the truss
environment up to a certain density. Then the shortest locomotion sequence represented with gripping
points was computed with the Dijkstra’s distance. Based on the framework of conventional genetic
algorithm, Chung et al. [25] adopted the concept of genetic modification to design a new genetic
operator. They used this method to solve the climbing path with the minimum energy demand.
However, these methods all suffer limitations from spending long planning time, ignoring specific
transition movement, and not thinking about obstacle avoidance. Lam et al. [7] discretized the tree
surface into finite grasp points, then used a dynamic programming algorithm to identify the global
path and adopted a motion planning algorithm to generate the single-step climbing motion. Therefore,
this method was only applicable to BiCRs climbing on the object surface with non-enclosure grippers.
It can only obtain a near-optimal solution. Zhu et al. [26] presented two optimal strategies to select a
collision-free grip from its potential region based on three criteria step by step. However, this method
lacks global guidance in searching, and hence, is inefficient most of the time.

For BiCRs rapidly generating optimal collision-free grips, we have proposed a novel framework,
which further subdivides the grip generation procedure into three steps:

(1) quick determination of all feasible climbing routes in global, outputting member sequence and
corresponding grip orientation and operational regions for transition;

(2) optimal arrangement of collision-free grips on the operational regions on each member along
each feasible climbing route;

(3) generation of the entire grip sequence with a gait interpreter.

For Step (1), we have presented a high-efficiency global path planning method in [27]. Further to
our previous work, we present an optimal collision-free grip planning method to minimize the number
of climbing steps in this paper.

The novelty of this paper is the first systematic presentation of an optimal collision-free grip
planner for the biped climbing robots generating grip sequences in a complex truss environment.
This grip planner not only handles well with the collision between the robot and the truss, but also
guarantees the robot kinematics, the minimum number of climbing steps, the good manipulability of
transition grips. It should be noted that this grip planner is able to solve the grip planning problem
of more than 30 grips in a scene of 25 members within 0.65 s. Another novelty of this paper is the
mathematical model for computing the operational regions for negotiating obstacle members.

The remainder of this paper is organized as follows. We briefly review the global path
planning and its output, followed by introducing the idea of collision-free grip planning in Section 2.
We then create a mathematical model for computing the operational regions to negotiate obstacles in
Section 3. We construct a mathematical optimization model to determine the collision-free grips in the
operational regions in Section 4. A gait interpreter and its implementation are described in Section 5.
In Section 6, we conduct simulations with Climbot to verify the proposed analysis and algorithms.
Finally, we conclude our work in Section 7.
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2. Problem Statement

2.1. Global Path Planning and Feasible Routes

In our framework, the crucial point of global path planning is to provide global guidance for the
subsequent processes, i.e., grip planning and single-step motion planning. It concentrates on the fast
determination of all feasible routes, Γ. The distinguishing merit is that it largely narrows down the
searching space to a limited number of members, and thus largely increases the searching efficiency.

As a global guidance for BiCRs, a feasible route, Γi, should indicate the entire climbing path
with the member sequence M, the gripping orientations W R on the members, and the operational
regions Rt for transitions. Figure 2 shows us an illustration of one feasible route in a scene consisting
of 7 members, taken from [27]. In the scene, each member is described in the world frame {W} as

WP = WP0 + t ·WPdir, 0 ≤ t ≤ Lmem, (1)

where WP0, WPdir and Lmem are the reference point, the direction unit vector and the length of the
member, respectively. While t is a scale, which can be used to specify the gripping position on the
member. For the convenience of expression and understanding, jx is denoted as a grip position on
the j-th member from where a transition begins (the takeoff segment) and jy on the same member to
where a transition ends (the landing segment). That is to say, jx and jy are also scales the same as t.
Based on this notation, the operational regions for transiting from j-th member to (j + 1)-th member
are the set of jx and j+1y, i.e., {

jx ∈ [jx, jx]
j+1y ∈ [j+1y, j+1y]

, (2)

where the boundaries are computed by the transition analyzer during global path planning. We proved
that j+1y and jx are linear for BiCRs like Climbot with planar configurations in [27]. Therefore,
their relationship can be written as

j+1y = σ jx + δ, (3)

where σ and δ are constants. In other words, the gripping points within the operational regions for
transitions are one-to-one mapping.
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Figure 2. An illustration of a feasible route. Green and red spheres in the figure stand for the initial
position and the destination, respectively. Nearby numbers indicate the sequence of transitions to be
performed along the route.

300



Appl. Sci. 2018, 8, 2533

2.2. The Problem of Optimal Collision-Free Grip Planning

From Figure 2, we can see that BiCRs may collide with the truss members during climbing,
no matter when it moves forward on a member or transits between two adjacent members. Without
loss of generality, the collision-free grip planning problem in a truss environment can be simplified as
the model shown in Figure 3. For ease of understanding, we define three categories of operational
regions. They are (1) the operational region Rinit representing the starting point tinit and the destination
tgoal , which are given beforehand, (2) the operational region Rt for performing transitions between
adjacent members, which is output from the global path planner, and (3) the operational region Ro

for negotiating obstacles when moving on a member. The operational regions for transitions are
highlighted with green, while that for negotiating obstacles are with red in Figure 3. Accordingly,
the optimal collision-free grip planning problem is to compute Ro, then optimally determine grips
within Rt and Ro, and finally arrange grips between Rt and Ro so that adjacent grips satisfy the
robot kinematics.
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Figure 3. A general model of collision-free grip planning for BiCRs.

Figure 4 shows us the flowchart of our proposed optimal collision-free grip planning algorithm.
Each feasible route Γi = {M, W R,Rt} is extracted for grip planning successively. For each member
Mj of Γi, the operational region jRo for negotiating obstacle members will be computed with a
mathematical model (which will be presented in Section 3). After getting the operational regions
for negotiating obstacles on all via members, an optimization model is used to determine the
grips Sor (Gor, Cor) within the operational regions. The objective of this optimization model is to
achieve the minimum number of climbing steps and the good manipulability of the transition grips.
The optimization model also takes the relationship between step length and climbing gaits into account.
Finally, a gait interpreter is designed to arrange grips outside of the operational regions, to obtain
the entire grip sequence S (G, C). Guiding by the output of the grip optimization model, the gait
interpreter can ensure a shifting configuration exists for each pair of adjacent grips. This shifting
configuration will be the input of single-step motion planning. During the grip planning procedure,
the route will be determined to be blocked if solving of the operational region jRo for negotiating
obstacles fails or no solution for the grip optimization model.
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3. Computation of Operational Regions for Negotiating Obstacles

In this section, we study how BiCRs negotiate obstacles to move from the transition landing
segment to the next takeoff segment on a specific member.

3.1. The Key Point for Negotiating Obstacles

As mentioned earlier, for the j-th member, the applicable gripping orientation W Rj, the transition
landing segment [jy, jy] and next takeoff segment [jx, jx] are determined by the global path planner.
BiCRs with planar configuration can only move within a plane, i.e., the robot plane η as shown in
Figure 5, along the via member. Therefore, the possible range of collision can be segmented by a
cuboid Δ. Denote lcub, wcub and hcub as the length, width and height of this cuboid, respectively.
The dimension of the cuboid can be set as,⎧⎪⎪⎨⎪⎪⎩

lcub = max(||jx− jy||)
wcub = 2 (rlink + rmem)

hmax = l2 sin
(

arcsin
(

lsa f e/l2
)
+ |θmax|/2

)
+ l1 + rlink + rmem

, (4)
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where rlink and rmem are the radii of the robot links and the truss members; l1 and l2 refer to the robot
link lengths indicated in Figure 1, while θmax is the maximum rotation angle of the T-type joint of
the robot; lsa f e is a pre-defined safe distance to facilitate the gripping and grip-releasing operations.
In this paper, only the truss members are considered as potential obstacles during climbing. Thus after
defining this cuboid, the robot can only collide with those members that intersect the cuboid during the
movement from the transition landing segment to the next takeoff segment. Conversely, the potential
obstacle members can be extracted out by an intersection check between each member and the cuboid.

Next, we define a Key Point which plays a key role to determine the reasonable
obstacle-negotiating configuration. As shown in Figure 5, the obstacle-negotiating configuration
is a state that the robot grips on the j-th member with both grippers, surrounding the obstacle with its
body (Figure 6a) or avoiding collision with the obstacle by lowering its body (Figure 6b). The Key Point
is actually the point that most likely to collide with the robot in the obstacle-negotiating configuration.
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Figure 6. Negotiating obstacles with the striding-over mode and the creeping mode.

Suppose the angle between the obstacle member axis and the robot plane is λ. If λ < λthreshold,
where λthreshold is a small angle, the obstacle member is approximately parallel to the robot plane.
In this case, the Key Point is one of the end points of the obstacle member axis, according to the
striding-over mode or the creeping mode selected for negotiating obstacles. If λ > λthreshold, where the
obstacle member intersects the robot plane, the Key Point is selected as,
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• the intersection point between the obstacle member axis and η, if this intersection point locates
within the cuboid, or

• the intersection point between the obstacle member axis and the cuboid, if the intersection point
between the obstacle member axis and η is outside the cuboid. The Key Point, in this case, is closest
to η.

3.2. The Mode to Negotiate Obstacles

Basically, BiCRs have two modes of surmounting obstacles, which are the striding-over mode and
the creeping mode, respectively, illustrated with Climbot in Figure 6. Denote do as the distance between
the Key Point and the gripping member. The maximum distance dstride max for striding-over and the
minimum distance dcreep min for creeping, can be calculated with the robot’s parameters. Obviously,
the robot can surmount the obstacle member only with the striding-over mode when do is smaller than
dcreep min as shown in Figure 6a, and with the creeping mode when do is larger than dstride max as shown
in Figure 6b. In the case of (dcreep min < do < dstride_max), the robot can overcome the obstacle with
either of these two modes. Further reflecting in the mathematical model (Equation (5)) to compute the
operational regions for negotiating obstacles, the applicable mode determines the boundaries of the
rotation angle of the T1 or T3 joint of the robot.

3.3. The Mathematical Model of Operational Regions for Negotiating Obstacles

Assume nj periods of obstacle crossings are required to move from jy to jx on the j-th Member.
For the k-th period of obstacle crossing, referring to Figures 5 and 6, its operational region Ro is
dependent on two variables, jxk and the rotation angle θ of the T1 or T3 joint of the robot. Moreover,
the minimum and maximum of jxk are exactly the boundaries of the takeoff segment, while jxk and θ

determine the boundaries of the landing segment. Therefore, the following mathematical model is
built up to calculate the maximum operational region Ro = {[ f1, f2] , [ f3, f4]}:

minimize
jxk

f1 = jxk

maximize
jxk

f2 = jxk

minimize
jxk , θ

f3 =
(

jxk + 2l2 cos (θ)
)

maximize
jxk , θ

f4 =
(

jxk + 2l2 cos (θ)
)

subject to:

di ≥ (rlink + rmem) ,

θmin ≤ θ ≤ θmax,(
xkp − 2l2

)
≤ jxk ≤ xkp − rlink − rmem,

xkp + rlink + rmem ≤ jxk + dgrips,

(5)

where di is the distance between the robot link and the obstacle member;
[
θmin θmax

]
is the rotation

limitation of the T-type joint of the robot; dgrips is the distance between two grips distributed in
the takeoff and landing segments, respectively. It should be noted that di in the pre-gripping and
gripper-releasing procedures must be also considered.

4. Optimal Collision-Free Grip Planning

In this section, we discuss the optimal determination of grips within each operational region.
Thus, hereafter the three categories of operational regions will be treated equally if not specified.
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4.1. Objective: Minimum Climbing Steps and Good Manipulability

4.1.1. Minimum Climbing Steps

To form a firm grip, BiCRs must accomplish several procedures, i.e., detecting the target member,
adjusting the gripper’s orientation accordingly, and then approaching the member and gripping
it. According to our experiments, the grip operation normally consumes two-thirds of the time in
each climbing cycle [28,29]. Therefore, minimizing the total number of climbing steps is a promising
solution to reduce the time consumption. Suppose n members are involved in the feasible route, where
(n− 1) periods of transitions are required. The objective function to minimize the total number of
climbing steps can be written as:

minimize
jxk , jyk

n

∑
j=1

nj+1

∑
k=1

(
g(jxk, jyk) + 1

)
, (6)

where jyk is generally a grip within the landing segment of an operational region, and jxk is another
one within the takeoff segment, while g(jxk, jyk) is the function calculating the minimum number
of steps required to move from jyk to jxk. This function will be discussed in detail in Section 4.2.1.
It should be noted that the landing grip jyk+1 is corresponding to the takeoff grip jxk in a transiting gait.

In Equation (6), one step should be counted for performing transitions or negotiating obstacles.
For the last member, a virtual step after reaching the destination (as shown in Figure 2) is added to
maintain the consistency of the form.

4.1.2. Good Manipulability

The configurations corresponding to the boundaries of operational regions for transitions always
suffer from singularity or joint rotation limitations. So optimal transition grips should keep a distance
from their boundaries. To achieve this goal, we construct a potential field, i.e., Equation (7), to adjust
the transition grips as close to the midpoint of the corresponding operational regions as possible.
Owing to the function characteristics, closer to the midpoint, the value of the function is smaller and
the robot has better manipulability when moves nearby the grips.

minimize
jxnj+1

n

∑
j=1

(jxnj+1 − jxnj+1)(
jxnj+1 − jxnj+1), (7)

where jxnj+1 is actually the last grip on the j-th Member. That is to say, in fact, jxnj+1 is jx in Equation (2).

4.1.3. Combination

To unify the above two objectives in a function, Equations (6) and (7) are normalized. Equation (6)
can be rewritten as,

minimize
jxk , jyk

n

∑
j=1

nj+1

∑
k=1

g(jxk, jyk) + 1
jNmin + 1

, (8)

where jNmin is the ideal minimum number of climbing steps going through the j-th member without
consideration of collision, which is computed as,

jNmin = minimize g(jxnj+1, jy1). (9)

Equation (7) can be written as,

minimize
jxnj+1

n

∑
j=1

(jxnj+1 − jxnj+1)(
jxnj+1 − jxnj+1)

(jxnj+1 − jxnj+1)
2/4

. (10)
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For the destination, this component is set to −1 to place the last grip exactly in the destination.
Combining Equations (8) and (10) yields the final objective function in Equation (12).

4.2. Constraints

4.2.1. Moving Distance and the Gaits

Benefiting from the bipedal climbing pattern inspired by arboreal primates, BiCRs normally have
several climbing gaits. Climbot, for example, has at least three basic gaits, namely the inchworm-like
gait, the swinging-around gait, and the flipping-over gait [8]. Each gait has its own characteristics,
among which the step length plays a key role in the determination of the required number of climbing
steps given a moving distance. Table 1 summarizes the minimum and maximum step lengths of each
gait. In the table, the so-called hybrid gait refers to a three-step climbing pattern derived from the basic
gaits, as shown in Figure 7.

Table 1. Minimum and maximum step lengths with different gaits.

Gaits
Step Lengths

Minimum Maximum

Inchworm-like gait S0 = 0 S1 = S3 − S2
Hybrid gait S1 S2 = 2l2(1− cos(θmax/2))

Swinging-around or S2 S3 =
√
(2l2)2 − l2

sa f eFlipping-over gait
Hybrid gait S3 S4 = 2l2

Member 1

Member 2

S0

S2

Member 1

Member 2

S0

S2

Member 1

Member 2

S0

S1

S2

(a) S1 < S < S2

Member 1

Member 2

S0

S3

Member 1

Member 2

S0

S3

Member 1

Member 2

S0

S4

S3

(b) S3 < S < S4

Figure 7. The three-step hybrid gait. The solid lines represent the current configuration, while the
dashed ones stand for the following configuration one step forward.

To go through a given distance, i.e., from a landing segment to a takeoff segment on a certain
member, Climbot always can climb with a combination of different gaits. Based on Table 1, we analyze
the relationship between the moving distance and the minimum number of required climbing steps
as follows.

• DiMov (direct movement) gait: the moving distance is equal to S0. In this case, the landing
segment partially (or completely) overlaps with the takeoff segment. Climbot can pass through
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just with one grip performing two climbing cycles continuously. As a result, the required number
of climbing steps in this case is 0.

• Inch gait: the moving distance is within (S0, S1). Only the inchworm-like gait is applied to this
condition. At least two steps (stretching and shrinking) are required when climbing with the
Inch gait.

• SaFo gait: the moving distance is within (S2, S3). One step climbing with the swinging-around
gait or flipping-over gait meets the distance well.

• Hyb gait: the moving distance is within (S1, S2) or (S3, S4). Under such circumstances, a mixture of
the inchworm-like gait and swinging-around or flipping-over gait should be applied (hybrid gait).
Figure 7 illustrates the climbing patterns with Climbot. It moves a step with the swinging-around
gait or the flipping-over gait, and then climbs two steps with the inchworm-like gait. Thus, at least
three steps are required.

• SaFo gait: the moving distance is larger than S4. The minimum number of climbing steps can
be calculated as �Sk/S3�, where the symbol � � represents the ceiling operation. Accordingly,
the robot moves with the swinging-around gait or the flipping-over gait.

In summary, the mathematical relationship between the minimum number of climbing steps Nk
and the corresponding moving distance Sk on a member can be expressed as a piecewise function,

g(jxk, jyk) = Nk =

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

0, Sk = 0,
2, Sk ∈ (S0 S1],
3, Sk ∈ (S1 S2),
1, Sk ∈ [S2 S3],
3, Sk ∈ (S3 S4),
�Sk/S3�, Sk ∈ [S4 ∞),

(11)

where Sk = |jxk − jyk|. This piecewise function is plotted in Figure 8. Given the moving distance,
the required minimum climbing steps can be computed with Equation (11).
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Figure 8. The relationship between moving distance (on a member) and minimum climbing steps.

4.2.2. Collision Avoidance during Transitions

Potential collision must be also taken into account when BiCRs perform transitions. As a result,
it is necessary to extract the potential obstacle members before solving the grip optimization model,
in order to guarantee safe transitions.

Figure 9 shows our strategy to find all the potential obstacles jOt. Supposing BiCRs transit from
Member 1 to Member 2, a conservative Sphere Ω is constructed based on the operational region Rt for
transiting. The center PC of Sphere Ω coincides with the center point of a set of T1 and T3 joint center
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points corresponding to the boundary configurations. While the radius rΩ of Sphere Ω is set as the
furthest distance between its center and the gripping points. Thus, this sphere space covers the range
where potential collision may happen during transition. Obstacle members are then found out by
carrying out intersection checks between the sphere and each truss member. Taking the case in Figure 9
for example, Member 4, Member 5 and Member 6 will be extracted as the potential obstacles.

P
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T
1

T
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T
1
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3

r
Ω

Member 2

Member 1

Member 6

Member 5

Member 4

Member 3

Sphere Ω

Figure 9. The method to extract potential obstacles when transiting between adjacent members.

4.3. The Optimization Model

Putting all the pieces together gives us the entire optimization model for grip planning, as

minimize
jxk , jyk

f =
n

∑
j=1

⎛⎝nj+1

∑
k=1

g(jxk, jyk) + 1
jNmin + 1

+
(jxnj+1 − jxnj+1)(

jxnj+1 − jxnj+1)

(jxnj+1 − jxnj+1)
2/4

⎞⎠
subject to:

g(jxk,j yk) s.t. Equation (11),
jNmin s.t. Equation (9),

Sk = |jxk −j yk|,
j+1y1 = σ jxnj+1 + δ,
jxk ∈ [jxk, jxk],
jyk ∈ [jy

k
, jyk],

(jbk − jxk)(
jxk − jck) ≤ 0, i f jxk ∈ [jxk, jbk] ∩ [jck, jxk],

R⋂ jOt = ∅,
1y1 = tinit,
nxnj+1 = tgoal ,

(12)

whereR represents the robot.
Please note that some operational regions have two segments [27], whose boundaries increase

in turn. Then the constraint, (jbk −j xk)(
jxk −j ck) ≤ 0, is added to ensure that jxk is within the valid

operational region.
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5. Gait Interpreter

After determining the grips within each operational region, it is time to generate grips connecting
the operational regions. That is to say, at this time, the grips are generated outside of operational
regions. These remaining grips must be arranged in such a proper way that finally any pair of adjacent
grips satisfies the robot kinematic constraints. A dedicated gait interpreter is proposed to implement
this function in this section.

Algorithm 1 gives out the basic structure of the proposed gait interpreter. The outputs of the
optimal collision-free grip planner are GripsIn f o, inclusive of Sor (Gor, Cor) and GaitIn f o. GaitsIn f o
actually packages the parameters calculated in Section 4.2.1, including the moving distance jSk,
number of climbing steps jNk and corresponding gait type. These parameters are important reference
for the gait interpreter arranging the remaining grips. Therefore, the inputs to the gait interpreter
are the truss environment and GripsIn f o. During processing, the gait interpreter takes the transition,
the obstacle negotiation, or the movement between them as a unit. For each unit, the gait interpreter
simply arranges grips by calling an appropriate sub-function, according to the corresponding gait
type. Sub-functions INCHWORMGAIT, HYBGAIT and SAFOGAIT are designed to generate grips and
configurations for the movement between operational regions. While PERFORMTRANSITION and
NEGOTIATEOBSTACLE are designed to pack the transition and obstacle-negotiating grips into the
grip sequence.

Algorithm 1: The gait interpreter

Input : W Truss: The truss environment;
GripsIn f o: Output of the optimal collision-free grip planner.

Output : Grips: The entire grip sequence.
MemN ⇐ MEMBERSNUMBER(GripsIn f o);
for i = 1 to MemN do

cMem⇐ GETMEMBER(W Truss, GripsIn f o(i));
GaitsIn f o ⇐ GripsIn f o(i);
ObsN ⇐ OBSTACLESNUMBER(GaitsIn f o);
for k = 1 to 2(ObsN + 1) do

Gait⇐ GAITTYPE(GaitsIn f o(k));
switch Gait do

case Inch do

Grips.ADDGRIP(INCHWORMGAIT(cMem, GaitsIn f o(k))) ; // Algorithm 2

case Hyb do

Grips.ADDGRIP(HYBGAIT(cMem, GaitsIn f o(k))) ; // Algorithm 3

case SaFo do

Grips.ADDGRIP(SAFOGAIT(cMem, GaitsIn f o(k)));
case NegotObs do

Grips.ADDGRIP(NEGOTIATEOBSTACLE(cMem, GaitsIn f o(k)));
case Transit do

Grips.ADDGRIP(PERFORMTRANSITION(cMem, GaitsIn f o(k)));
end

end

end

end

Algorithm 2 is the implementation of the sub-function INCHWORMGAIT. INCHWORMGAIT takes
charge of generating grips for the inchworm-like gait. According to Section 4.2.1, one extra grip
tinsert should be inserted for connecting the operational regions. Based on GaitsIn f o, the function

309



Appl. Sci. 2018, 8, 2533

CALCULATESTEPLENGTH is called to calculate the proper step length StepLen with respect to the
gripping position y. Then tinsert can be obtained by an offset from the gripping position y. After that,
the adjacent grips of y, tinsert and x will be sent for kinematic check. If y and tinsert or tinsert and x do
not satisfy the kinematic constraints, tinsert will be updated to the opposite direction on the member.
Reflecting on the movement of the robot, it is moving forward or backward to adjust the gripping
position. If the kinematic check is passed, the function GENERATEGRIP is then used to generate Grips
of an inchworm-like gait. Otherwise, the robot cannot continue to climb along this route.

Algorithm 2: INCHWORMGAIT: generating grips for the inchworm-like gait
Input : cMem: The current member where the robot climbing on;

GaitsIn f o: The information of the inchworm gait.
Output : Grips: The grip sequence of the inchworm gait.
cR⇐ GaitsIn f o.cR ; // The orientation for gripping cMem
y⇐ GaitsIn f o.y ; // The gripping position in the landing segment

x ⇐ GaitsIn f o.x ; // The gripping position in the takeoff segment

StepLen⇐ CALCULATESTEPLENGTH(GaitsIn f o, y);
tinsert ⇐ y + StepLen;
if CHECKKINEMATICS(y, x, tinsert) �= true then

tinsert ⇐ y− StepLen;
if CHECKKINEMATICS(y, x, tinsert) �= true then

return Grips⇐ ∅;
else

return Grips⇐ GENERATEGRIP(cR, cMem, y, tinsert, x);
end

else

return Grips⇐ GENERATEGRIP(cR, cMem, y, tinsert, x);
end

Algorithm 3 is the implementation of the sub-function HYBGAIT, in charge of generating grips
for the hybrid gait. To climb with the hybrid gait, two extra grips need to be inserted. According to
Section 4.2.1, every hybrid gait contains an inchworm-like gait. Therefore, one of these two grips will be
solved firstly, then the function INCHWORMGAIT is called to generate another. The direction InsDir of
inserting first grip is firstly initialized. Based on the distance between y and x, two different strategies
are used by the algorithm. If this distance is in the range of (S1, S2), an offset O f f set is calculated
with the function CALCULATEOFFSET according to GaitsIn f o and InsDir. Then tinsert can be solved
easily. The other grip Gripsnew can be obtained by calling the function INCHWORMGAIT. If Gripsnew is
empty, O f f set will be updated by changing to another side to insert the grip. Then INCHWORMGAIT

is called again. If this operation successes, Grips between tinsert and x are generated by the function
GENERATEGRIP. Otherwise, the robot cannot reach the destination via this route. If the moving
distance is in (S3, S4), two grips always can be inserted between y and x successfully since there is
enough adjustment space.

In the case of SaFo gait, (�Si/S2� − 1) grips are distributed uniformly between the initial and
finished gripping position. Verifications of kinematics and collision avoidance should be applied to
each step.
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Algorithm 3: HYBGAIT: generating grips for the hybrid gait
Input : cMem: The current member where the robot climbing on;

GaitsIn f o: The information of the hybrid gait.
Output : Grips: The grip sequence of the hybrid gait.
cR⇐ GaitsIn f o.cR ; // The orientation for gripping cMem
y⇐ GaitsIn f o.y; x ⇐ GaitsIn f o.x ;
MovDir ⇐ INITIALIZEMOVEDIRCTION(y, x) ; // Initialize the direction

if |x− y| ∈ (S1, S2) then

GaitsIn f onew ⇐ GaitsIn f o;
O f f Set⇐ CALCULATEOFFSET(GaitsIn f o, MovDir, y);
tinsert ⇐ y + O f f Set;
GaitsIn f onew.y⇐ tinsert;
Gripsnew ⇐ INCHWORMGAIT(cMem, GaitsIn f onew) ; // Algorithm 2

if Gripsnew = ∅ then

GaitsIn f onew ⇐ GaitsIn f o;
O f f Set⇐ CALCULATEOFFSET(GaitsIn f o,−MovDir, y);
tinsert ⇐ y + O f f Set;
GaitsIn f onew.x ⇐ tinsert;
Gripsnew ⇐ INCHWORMGAIT(cMem, GaitsIn f onew) ; // Algorithm 2

if Gripsnew = ∅ then
return Grips⇐ ∅

else

Grips⇐ Gripsnew;
return Grips.ADDGRIP(GENERATEGRIP(cR, cMem, tinsert, x));

end

else

Grips⇐ GENERATEGRIP(cR, cMem, y, tinsert);
return Grips.ADDGRIP(Gripsnew);

end

else

GaitsIn f onew ⇐ GaitsIn f o;
O f f Set⇐ CALCULATEOFFSET(GaitsIn f o, MovDir);
tinsert ⇐ y + O f f Set; GaitsIn f onew.x ⇐ tinsert;
Grips⇐ INCHWORMGAIT(cMem, GaitsIn f onew);
return Grips.ADDGRIP(GENERATEGRIP(cR, cMem, tinsert, x));

end

6. Simulation

To verify the proposed analysis and algorithms, simulations are conducted with Climbot.
A simulation environment is developed, and algorithms are implemented on the platform of MATLAB
R2015b. All the simulations are launched on a desktop with Intel Core i7-7700K CPU and 16GB RAM,
running with the 64-bit operating system Windows 10 Pro. In the simulations, the starting point
and the destination are specified manually but arbitrarily, and are highlighted with a green and red
sphere, respectively.

6.1. The Result of Operational Region of Negotiating Obstacle

This part of simulations is to verify the effectiveness and efficiency of the computation of
operational regions for negotiating obstacles. In the first scene, Climbot is assumed to move on
a member, while another member acts as an obstacle. The pose of the obstacle member is randomly
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generated. Four snapshots of results are shown in Figure 10. In the figure, the segments highlighted
in green are the operational regions obtained for surmounting the obstacle member. A collision-free
obstacle-negotiating configuration is provided as an illustration of the effectiveness. We changed
the pose of the obstacle member 588 times, 305 of which got operational region. The average time
consumed in the computation procedure is 0.13 s, and the maximum one is 0.44 s.

We conduct another simulation with a scene consisting of multiple obstacles, to test the
applicability of our model to multi-obstacle cases. The simulation result is shown in Figure 11.
In this scene, the robot is requested to move from the left end to the right end on Member 8, overcoming
three groups of obstacles successively. In most cases, a group of obstacles, for example {Member 1, 2, 3}
or {Member 4, 5} in the figure, should be considered at one shot. Because these obstacles must be
overcome once and for all. In other cases, for instance, the robot overcome Member 6 and Member 7
with two adjacent steps, the operational region can be simply obtained by an intersection operation of
the results for negotiating each individual obstacle. However, how to group the obstacle members
reasonably is pending for further study.

Case I

Obstacle

Case II

Obstacle

Obstacle

Case III Case IV

Obstacle

800

800

800

800

Figure 10. The results of computing operational regions for negotiating an obstacle in various pose.

Member 8

Group I Group II

Group III

Member 1

Member 2

Member 3

Member 4

Member 5

Member 6

Member 7

Group IV

Starting point

Destination

Figure 11. The results of computing operational regions for negotiating multiple obstacles.

6.2. The Result of Good Manipulability

This part of simulation is conducted to verify the necessity of considering the manipulability of
transition grips. In the simple scenario in Figure 12, three members comprise the climbing environment.
The robot is requested to start from Member 1, pass Member 2 and finally reach Member 3. The operational
regions for transitions, obtained in the global path planning procedure, are highlighted in green.
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The grip planning results with and without consideration of the grip manipulability are shown in
the figure, illustrated with transition configurations. The two slightly transparent configurations,
corresponding grips on the boundaries of operational regions, are the results without consideration
of the grip manipulability. They are very close to the robot’s singularity (the T2 joint is close to 0◦).
Further in the gripping procedure, it will affect the ability of the robot to adjust its gripper to align with
the target member. As a comparison, the other two configurations represent the results considering
the grip manipulability but keeping the number of climbing steps the same. From the figure, we can
see that the grips are close to the midpoints of the operational regions.

Member 1

Member 2

Member 3

Singularity

Figure 12. The comparison of determination of transition grips with and without consideration of the
grip manipulability.

6.3. The Results of Collision-Free Grip Planning

The simulations in this part are conducted to verify the proposed overall grip planning algorithm.
The two scenes used in our previous work, consisting of 9 and 25 members, respectively, are again
deployed for simulations. Figures 13 and 14 show us the results.

(a) Without collision avoidance (b) With collision avoidance

Figure 13. Comparison of results of grip planning with and without consideration of collision avoidance
in a scene of 9 members.
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(a) Route I without collision avoidance (b) Route I with collision avoidance

(c) Route II without collision avoidance (d) Route II with collision avoidance

(e) Route III without collision avoidance (f) Route III with collision avoidance

Figure 14. Comparison of results of grip planning with and without consideration of collision avoidance
in a scene of 25 members.

If collision avoidance is not taken into account, we do not need to compute the operational
regions for negotiating obstacles prior to grip planning. Only the operational regions for transitions
are considered in Equation (12). The optimization objectives are to achieve the minimum number of
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climbing steps, and good manipulability of transition grips as well. Figure 13a shows us the result
planned in this way. Eight climbing steps are required from the starting point to the destination.
In the figure, we can see that the robot collides with a member when it moves downwards on the first
member. Therefore, in this case, the robot actually cannot execute the climbing movement. If collision
avoidance is considered, the planner can generate a collision-free solution, where twelve climbing
steps are required. As shown in Figure 13b, four extra adjustment steps are added to the route, to
change the grip locations. The robot uses two inchworm-like gaits to adjust the gripping positions in
climbing. One time is to get ready to surmount the obstacle member with the creeping mode, while
another is to prepare for transition since the operational region is short. The planning procedure
considering collision avoidance costs 0.78 s.

Figure 14 shows the comparison of results of grip planning, with and without consideration of
collision avoidance, in a complex truss environment with 25 members. According to the outputs of the
global path planner, there are three feasible routes in total. On the left column are the results obtained
without collision avoidance. As a result, the collision between the robot and the truss members can be
found in these sub-figures. The collision can be seen more clearly from the zoom-in views. On the
right column are the results with collision avoidance. Collision-free grip sequences are successfully
solved for each feasible route. Table 2 summaries the comparison of the results. From the table,
we know that obstacle members are detected for each route. The time consumption increases four
times if collision avoidance is considered. However, the entire planning procedure is still very quick,
which costs approximately 0.65 s only. Moreover, the number of grips increases slightly, as the cost of
avoiding collision.

Table 2. Comparison of results of grip planning with and without the consideration of collision avoidance.

Items Collision Avoidance Route I Route II Route III

Number of via members \ 6 6 7

Number of detected obstacle members without \ \ \
with 13 7 9

Number of grips without 21 28 29
with 28 31 34

Time consumption (s) without 0.12 0.11 0.13
with 0.65 0.62 0.63

7. Conclusions and Future Work

Biped climbing robots have bright and broad application prospects in the field of performing
high-rise truss-related routine tasks. To perform such a task, BiCRs must have the ability to plan their
grips prior to climbing.

In this paper, we presented a novel optimal collision-free grip planner for BiCRs generating
grip sequence in complex truss environments. The planner essentially consists of three components:
(1) a mathematical model for computing the operational regions for surmounting obstacles; (2) a grip
placement optimizer for determining the grips within operational regions; and (3) a gait interpreter for
generating grips between adjacent operational regions. The idea behind this novel scheme is to use
the priority to determine the grips at key places, i.e., operational regions for surmounting obstacles
and that for performing transitions, then move to other places. Because normally there is less room
to choose and adjust grips for these key places. Simulation results verified that the planner was able
to plan approximately 30 grips within 0.65 s, taking collision avoidance, grip manipulability and
number of climbing steps into account. However, the current planner only considers the forward and
backward movement on a member, which limits the applicable objects as BiCRs with, or less than,
five degrees of freedom. In addition, the total time consumed in grip planning is related to the initial
values for optimization.
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In the near future, we will study the optimal climbing gait type and the collision-free motion for
the robot shifting between adjacent grips. Extensive climbing experiments on various trusses will be
conducted to further verify our planning algorithms.
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Nomenclature

Γ set of all feasible routes
Γi i-th feasible route, Γi =

{
M, W R,Rt

}
M member sequence along the route
Mj j-th member
R operational region R = {Ro,Rt,Rinit}, each inclusive of the takeoff segement and

the landing segement
Rt operational region for transiting between adjacent members
Ro operational region for negotiating obstacle members
Rinit operational region representing starting point and destination
W R set of gripping orientations corresponding to member sequence M
W Rj gripping orientation on the j-th member
W P0,W Pdir, Lmem, rmem reference point, direction unit vector, length and radius of the j-th member
t a scale to specify the gripping position on the j-th member
W Truss truss environment
jxk k-th gripping position in the takeoff segment [jxk,i xk] on the j-th member
jyk k-th gripping position in the landing segment [jy

k
,i yk] on the j-th member

jO obstacles when moving on the j-th member
Sor (Gor, Cor) grips in the operational regions
Gor a grip in the operational region, inclusive of gripping position and orientation
Cor a configuration corresponding to Gor

S (G, C) entire grip sequence
Pkp key point for negotiating an obstacle member, Pkp = [xkp, ykp, zkp]

η robot plane
Δ the cuboid space where collision may happen, for moving on a member
Ω the sphere space where collision may happen, for transiting
lcub, wcub, hcub length, width and height of the cuboid space
lsa f e a pre-defined safe distance to facilitate the gripping and grip-releasing operations
j Nmin minimum number of climbing steps when passing the j-th member
j Nk minimum number of climbing steps from the k-th landing segment to the (k + 1)-th

takeoff segment
S0, S1 minimum and maximum step lengths of the inchworm-like gait
S2, S3 minimum and maximum step lengths of the flipping-over gait and

swinging-around gait
S4 maximum step length of the hybrid gait
R robot
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Abstract: Façade cleaning in high-rise buildings has always been considered a hazardous task when
carried out by labor forces. Even though numerous studies have focused on the development of glass
façade cleaning systems, the available technologies in this domain are limited and their performances
are broadly affected by the frames that connect the glass panels. These frames generally act as a
barrier for the glass façade cleaning robots to cross over from one glass panel to another, which leads
to a performance degradation in terms of area coverage. We present a new class of façade cleaning
robot with a biped mechanism that is able overcome these obstacles to maximize its area coverage.
The developed robot uses active suction cups to adhere to glass walls and adopts mechanical linkage
to navigate the glass surface to perform cleaning. This research addresses the design challenges in
realizing the developed robot. Its control system consists of inverse kinematics, a fifth polynomial
interpolation, and sequential control. Experiments were conducted in a real scenario, and the results
indicate that the developed robot achieves significantly higher coverage performance by overcoming
both negative and positive obstacles in a glass panel.

Keywords: glass façade cleaning robot; wall climbing robot; biped mechanism

1. Introduction

Robots have been advancing exponentially over the last three decades, moving beyond the
traditional bounds of industrial applications into service missions and sharing social spaces with
humans. Frey and Osborne have estimated that 47% of total US employment will be replaced by
robots and/or artificial intelligence (AI) in the near future [1]. Early evidence points to significant
improvements in productivity and safety over a number of service tasks that are dull, dirty, and/or
dangerous [2]. Façade cleaning of high-rise buildings and skyscrapers offers enormous opportunities
for the use of robots. In recent decades, skyscrapers such as Burj Khalifa [3–6] in Dubai and the
Shanghai Tower [7–9] in Shanghai have been built as a result of improvements in construction
technologies and processes. Even in such newfangled skyscrapers, the façades are generally cleaned
by humans. In the case of some skyscrapers, including Burj Khalifa, equipment, such as gondolas,
is not installed, and humans are employed to clean façades by hanging from a rope. The use of a
manual workforce poses a high risk of fall, accidents, and even fatalities. Numerous incidences of
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accidents have been reported, even with the use of a gondola, in façade cleaning jobs. One such
situation involved a gondola that lost control caused by a gust of wind at the Shanghai World Financial
Center [10]. In another instance, a gondola became suspended in mid-air at a height of 240 m at the
One World Trade Center in New York [11]. Robotic solutions offer enormous potential in significantly
minimizing the risk to humans and improving productivity in façade cleaning jobs.

To overcome such issues, research on glass façade cleaning robots has been reported. For example,
a series of Skycleaners, which are entirely driven by pneumatic actuators, has been developed to move
and clean on the glass wall by utilizing vacuum suction cups [12,13]. The Skycleaner is installed with
suction cups on both ends of the actuators in an X–Y stage, and these suction cups are connected to
a vacuum pump [14]. Sun et al. developed a wall climbing robot with an X–Y stage mechanism as
well as a rotational joint and demonstrated the effectiveness of the developed robot and the proposed
strategies through field trials at both the City University of Hong Kong and the British Broadcasting
Corporation (BBC) [15]. The efficacy and validity of the developed system has been demonstrated
through a range of experiments [16]. Serbot AG, an industrial company in Switzerland, developed a
wall and solar panel cleaning robot called GEKKO [17]. GEKKO is equipped with a vacuum suction
cup crawler which rotates horizontally. The crawler has a semi-circular shape and has a straight line
on one side and an arc line on the other side, through the use of which both linear and rotational
motions are realized. By changing the number of brushes and crawlers, the developed robot can
be manually reconfigured to adapt to different wall areas. Seo et al. developed ROPE RIDE [18].
ROPE RIDE enables one to climb up a vertical surface by utilizing a rope dropped down from the
top of the building, two additional propeller thrusters are installed to securely adhere to the wall.
A cleaning unit for a cleaning wall has been installed [19]. A new impedance control system has
been proposed, and the effectiveness of the force control system to press brushes to the wall with a
constant force has been shown through an experiment [20]. SIRIUS is a wall cleaning robot developed
by Fraunhofer IFF, which is an industrial company in Germany [21–24]. SIRIUS realizes up-and-down
motion by utilizing a crane installed on buildings for façade maintenance. It adheres to the wall by a
suction system which locomotes like a linear actuator [25–27]. Ceplina et al. developed a wall climbing
robot capable of spraying different cleaning and disinfecting liquids in hospital and clinic nursing
environments assuming a full flat wall surface [28]. Akinfiev et al. developed a climbing cleaning
robot hanging down from a crane. They prototyped the robot and demonstrated its effectiveness via
experiments in real conditions [29]. The methods of the literature are effective and valid, as shown
by the experimental results. Even though numerous studies in the literature have demonstrated the
use of glass façade cleaning robots, conventional platforms experience a system failure with respect to
area coverage, which degrades their full efficiency. One major factor in glass façade structures that
affects the performances of façade cleaning systems is the frames that connect the two glass panels.
These frames generally act as a barrier for glass façade cleaning robots to cross over from one glass
panel to another, which leads to a performance degradation in terms of area coverage. One viable
approach to overcome these difficulties in façade structures is to develop a façade cleaning system
with a biped mechanism that can overcome these obstacles.

In the field of robotics, there have been several biped robots that have been reported in the
literature for different application scenarios. Christian Ott et al. [30] proposed a novel biped walking
machine for domestic service purpose. The proposed robot was designed as an experimental system
for studying biped locomotion based on torque-controlled joints, and the experimental results were
discussed by utilizing the scheme. In another work, Asiya M. Al-Busaidi developed a low-cost
educational system to study and control a biped robot in real time [31]. The proposed system used
MATLAB for visualization control. Arduino was used as a low-level controller to manage the walking
gaits of the biped robot. Chen-Yuan Liu and Jhen-Cheng Wang developed a novel biped robot to obtain
patient data from a Japanese patient office [32]. This particular study applied a three S-Curve model to
analyze the acquired data. In addition, the analyzed information was used to foresee the development
trend in the field of biped robot walking. Biped robots have been proposed for wall climbing and
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inspection purposes. The authors in Reference [33] proposed Climbot, which was developed based on
the climbing patterns of leech worms. The presented robot was developed under a biped concept with
five degrees of freedom and two special grippers as end effectors. Similarly, an urban reconnaissance
climbing biped robot is presented in Reference [34]. The developed robot was under-actuated and
made smaller in order to access confined spaces. The study discusses the evaluation process of the
robot’s performance while navigating on inclined surfaces. In spite of the fact that numerous studies
in the literature address biped robotics, they are largely limited to inspections and rescue applications.
In addition, none of the previous work in biped robotics targets glass façade cleaning, which presents
significant opportunities for research and development.

Our ultimate goal is to develop a glass façade cleaning robot using a biped mechanism capable of
crossover from one glass panel to another without any difficulties, with an objective of maximizing its
coverage area. In order to attain a working robotic system that can achieve a superior area coverage
performance, we adopted a parallel linkage mechanism for the developed platform. The major
challenges encountered during the development of our façade cleaning robot were its parallel linkage
mechanism design, the assimilation of cleaning modules, and the translation of the theoretical design
into a physical prototype. This paper summarizes all these aspects and concludes with experimental
results that validate its ability to move from one glass pane to another.

This paper is organized as follows. The design and development of the biped façade cleaning
robot satisfying the basis strategy is described in Section 2. Section 3 describes the design of the control
system to locomote the developed biped robot on the glass surface. It is verified in Section 4 that
the developed robot is capable of moving on the glass surface by utilizing the designed trajectory
generator. Section 5 concludes this paper.

2. Development of Biped Robot

This section discusses the design challenges of the glass façade cleaning robot in terms of the
glass cleaning process and area coverage. In particular, the abilities and tasks involved in glass
façade cleaning are discussed, and ways in which to realize these abilities and tasks are proposed.
Additionally, the hardware/software design challenges are described.

2.1. Design Challenges

In order to design an efficient façade cleaning robot, it is critical to (1) clean the window from
top to bottom and (2) move the squeegee to track the scrubber, as shown in Figure 1. The design
challenges involved in these key points are discussed in this section. The basic strategy is to resolve
functions to achieve each key point as an individual design/control issue. Figure 2 shows a solution for
window size and window shape for terrain adaptability. The solution is a biped system and consists of
individual legs. The developed system extends its cleaning area and is controlled in a coordinated way.
If the window shape is changed, it is able to adapt by extending the cleaning area of each individual
leg. Additionally, Figure 2 shows the technique of the scrubber and the squeegee. The solution consists
of a swarm control system to control the robots systematically. The swarm control system has high
adaptability, as shown in Reference [35]. Patil et al. designed and implemented a UB swarm robot
system consisting of five robots that are heterogeneous in sensory units, microcontroller, functionality,
and size [36]. Our proposed swarm robot system consists of multiple biped robots equipped with
a cleaning unit on each robot’s foot so that each robot can move from top to bottom and that the
squeegee is installed next to the scrubber. Keeping the squeegee in contact with the glass surface during
cleaning is a control issue of the robot. Additionally, cleaning in one direction is a transition plan of
the developed robotic system as well. Thus, the challenges regarding the hardware and software are
listed as follows:

Hardware Design Challenges

• Development of the biped robot
• Development of a cleaning unit with the squeegee installed next to the scrubber
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Software Design Challenges

• Design of a control system capable of keeping both the scrubber and the squeegee in contact with
the glass surface.

• Design of a transition planner in order to clean in one direction

��������

����		��

Figure 1. Two key points that need to be addressed.

(1) (2) (3)

��������

�����	��

(4) (5)

Figure 2. A biped robot adapts to distinct window frames. The process of our strategy is illustrated
from (1) to (5).

2.2. Biped Robot Design

Our strategy consisting of the biped mechanism and its control system has been described. In this
section, specifications of the biped robot are analyzed quantitatively, and the development of the biped
robot is shown.

Figure 3 is a CAD design of the biped robot. Each foot unit includes a cleaning unit, a suction cup,
a vacuum pump, a seal mechanism, a valve to break vacuum, and servo motors for joint actuation. The
morphology adopts a parallel linkage mechanism that keeps the foot unit of the robot and the glass
surface parallel without any control system. That is, since the degree of freedom of the system is able to
be decreased, the number of actuators for locomotion can also be decreased. Hence, adopting a parallel
linkage mechanism provides an advantage in terms of weight saving. Weight saving is important
because it allows one to decrease the amount of energy needed to maintain the robot’s weight. The area
of both the adhesion/sealing mechanism and the driving mechanism are separated. This separation
provides two advantages: the driving range in the rotational direction is extended, and maintenance is
easy. Since only one attachment is required between each part, hardware updates in the future will be
easy. Support parts, such as legs, can be installed onto the adhesion component. The support parts are
pushed to the glass surface when the suction cup is in vacuum mode. This makes the robot robust
against glass surfaces.
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Figure 3. CAD design of the robot. Each foot unit includes a cleaning unit, a suction cup, a vacuum
pump, a seal mechanism, a valve to break vacuum, and servo motors for joint actuation. The robot
installs a parallel linkage mechanism to keep the foot unit of the system and the glass surface parallel
without any control system.

Figure 4 shows a schematic figure of the designed robot. The designed robotic system can be
supposed as a simple two-link manipulator in a vertical plane on the arm. The origin is set on the
center of the supporting leg, and the center of the idling leg (xh, yh) is{

xh = l(cos φ1 + cos φ2) + 2d,

yh = l(sin φ1 − sin φ2)
(1)

where l [cm] and d [cm] represent the length of the link and the distance between the center of the foot
to the joint, respectively. The angles of each link φ{1,2} are limited within Equation (2) as a result of the
installation of the parallel linkage mechanism:

π

4
≤ φ{1,2} ≤

3π

4
. (2)

Figure 4. A schematic figure of a vertical plane of the arm of the designed robot.
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From Equation (1) within Equation (2), the theoretical movement range of the model is shown
in Figure 5, where the actual movement range is smaller than Figure 5 due to collisions between the
foot units. On the basis of Figure 5 and Equation (1), the robot is capable of moving ±13.66 cm along
the z axis and 22.54 cm along the x axis. In the case of the X–Y stage type, its movement range depends
on one of its actuators. On the other hand, biped type robots, like the designed robot, can obtain
enough movement range, even though one of the actuators is limited, since it mainly depends on its
mechanism and link lengths.

Figure 5. The theoretical movement range of the vertical plane of the arm of the designed robot.
The system is capable of moving ±13.66 cm along the z axis and 22.54 cm along the x axis.

The MX-106T and the RX-28 Dynamixel Robot Servo Actuator were adopted for driving actuators
and were utilized as a base actuator and an arm actuator, respectively. Table 1 shows their specifications.
Regarding the base actuator, the required torque τb{1,2} [Nm] for driving is obtained by Equation (3),
based on a simplified model shown in Figure 6.

τb{1,2} ≥ m{2,1}g(2d + l1 cos φ1 + l2 cos φ2) cos θb{1,2}. (3)

From Equation (3), if θb{1,2} = φ{1,2} = 0 rad, the required torque becomes maximum. Since the
stall torque of the servo motor is 8.4 Nm from Table 1, the driving torque is 2.8 Nm with a safety
factor of 3. The relationship between link length and the weight of the foot unit is shown in
Figure 7. From Figure 7, “×” highlighted in red represents the actual design parameter, and it
satisfies Equation (3). Thus, MX-106T is able to generate enough driving torque as a base actuator.
Regarding the base actuator, if θb1 = −π/2, the required torque for driving τ{1,2} [Nm] is obtained by
Equation (4), based on a simplified model shown in Figure 8.

τ{1,2} ≥ m{1,2}gl{1,2} sin φ{1,2}. (4)

From Equation (4), if φ{1,2} = π/2 rad, the required torque becomes maximum. Since the stall
torque of the servo motor is 3.7 Nm from Table 1, the driving torque is 1.23 Nm with a safety factor of 3.
The relationship between link length and the weight of the foot unit is shown in Figure 9. From Figure 9,
“×” highlighted in red represents the actual design parameter, and it satisfies Equation (4). Thus,
RX-28 is able to generate enough driving torque as a base actuator.
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Figure 6. A schematic figure of the simplified model regarding the base actuator.
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Figure 7. Designable range satisfying Equation (3). “×” highlighted in red represents the actual design
parameter, and it satisfies Equation (3). Thus, MX-106T is able to generate enough driving torque as a
base actuator.

Figure 8. A schematic figure of the simplified model regarding the arm actuator.
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Figure 9. Designable range satisfying Equation (4). “×” highlighted in red represents the actual design
parameter, and it satisfies Equation (4). Thus, RX-28 is able to generate enough driving torque as a
base actuator.

Table 1. Specifications of the servo motors.

Model Number MX-106T RX-28 HS-5085MG

Maker ROBOTIS ROBOTIS HITEC
Stall Torque 8.4 Nm 3.7 Nm 4.3 kg·cm

No Load Speed 45 rpm 85 rpm 0.13 rec/60deg
Weight 153 g 72 g 21.9 g
Voltage 12 V 12 V 6 V

DP0125 is a vacuum pump, and its specification is shown in Table 2. A mechanical valve was
installed on the switch vacuum and was controlled by an RC servo motor (shown in Table 1). A diagram
of the vacuum system is shown in Figure 10. Since the diameter of the installed suction cup is 4 in.
(approximately 10.16 cm), the suction force in the vertical situation W [N] is derived as follows:

W = CP0.1 f ,

= 10.162π × 33.3× 0.1× 1
8

= 134.987,

where C [cm2], P [-kPa], and f represent the area of the suction cup, the vacuum pressure, and the safety
factor, respectively, and the safety factor is generally set as 1/8 for the vertical situation. The weight of
the developed robot is 1.483 kg and ensures that the designed vacuum system can secure itself to the
vertical surface. Finally, the actual developed robot from CAD is shown in Figure 11.

Table 2. Specification of the vacuum pump.

Model Number DP0125
Maker Nitto Kohki

Attainable Vacuum −33.3 kPa
Free Air Displacement 2.5 L/min

Voltage 12 V
Weight 80 g
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Figure 10. A diagram of the vacuum system. Top: The switching valve is controlled by the RC servo
motor via a cam mechanism. Bottom: Chamber air in the suction cup is sucked once the toggle is
pushed in.

Figure 11. Photograph of the actual robot.

3. Trajectory Generation

This section shows how the trajectories to locomote the developed robot individually were
generated. Generally, biped robots alternately moves their left foot and then and right foot forward.
However, such locomotion is not effective for glass façade cleaning, as discussed. In order to satisfy our
basic strategy, the system locomotes one step at a time. We developed a gait to locomote a nest target
step position indicated by an operator as a first step to full automation. A straight line basis gait should
be generated (rather than a smooth gait as animals have) because when engaging/disengaging, the
suction cup should approach the glass surface vertically to prevent involving the edge of the suction
cup. Straight line basis foot trajectories were generated by utilizing a fifth polynomial interpolation
and inverse kinematics. We assumed that the foot position would vary sequentially, and generated it
utilizing sequential control.

3.1. Inverse Kinematics

Firstly, target angles of each actuator, φb1, φb2, φ1, and φ2 [rad], to realize target positions of the
foot unit xr, yr, zr [cm] were formulated by utilizing inverse kinematics. Figure 12 and Table 3 show a
schematic figure and parameters of the robot.
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Figure 12. The schematic figure of the biped robot in three-dimensional space.

Table 3. Physical Parameters. (i = 1, 2).

Notation Parameters

li Link length
mi Mass
d Length from center of the foot unit to the joint
l3 Length between the joint of each foot unit
xd Length of l3 on the X–Y plane

The target angles of the base actuators are

φb{1,2} = tan−1 yr

xr
. (5)

Moreover,

xd =
√

x2
r + y2

r − 2d,

l3 =
√

x2
d + z2

r ,

φ0 = tan−1 xd
zr

.

By cosine theorem,

φ1 = cos−1 l2
1 + l2

3 − l2
2

2l1l3
,

φ2 = cos−1 l2
2 + l2

3 − l2
1

2l2l3
.

Thus, the target angles of each link θ{1,2} are

θ1 = φ0 + φ1, (6)

θ2 = −φ0 + φ2. (7)

The trajectories of each joint to move the system were derived by utilizing inverse kinematics
formulated in Equations (5)–(7).

3.2. Fifth-Degree Polynomial Interpolation

A fifth-degree polynomial interpolation generates a smooth trajectory from a starting point of a
gait to an ending point as the speed and the acceleration are represented as fourth and third degrees,
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respectively. Since all trajectory parameters (position, speed, and acceleration) in this approach are
represented as a continuous function, load forces to the actuators can be decreased. Given these
advantages, we used this technique for our generation of trajectories, an approach that has been
successfully used previously in the community [37–39].

The trajectories of position xr(t), yr(t), zr(t), speed ẋr(t), ẏr(t), żr(t), and acceleration
ẍr(t), ÿr(t), z̈r(t) in terms of time t are defined as follows:

{x, y, z}r(t) =
5

∑
i=0

a{x,y,z}iti (8)

{ẋ, ẏ, ż}r(t) =
5

∑
i=1

ia{x,y,z}iti−1 (9)

{ẍ, ÿ, z̈}r(t) =
5

∑
i=2

i(i− 1)a{x,y,z}iti−2 (10)

where ai(i = 0, · · · , 5) represents coefficients and these are derived from initial states and final
states of a given gait. The initial and final states are defined as {x, y, z}s and {x, y, z} f , respectively.
Let transformation time T [s] be constant. Using Equations (8)–(10), the initial states at the starting
times, a0, a1, and a2, are derived as follows:

{x, y, z}r(0) = ax,y,z0 = {x, y, z}s (11)

{ẋ, ẏ, ż}r(0) = ax,y,z1 = {ẋ, ẏ, ż}s = 0 (12)

{ẍ, ÿ, z̈}r(0) = 2ax,y,z2 = {ẍ, ÿ, z̈}s = 0. (13)

Additionally, from the relation of the final states at the ending time, we have

{x, y, z}r(T) =
5

∑
i=0

a{x,y,z}iTi = {x, y, z} f (14)

{ẋ, ẏ, ż}r(T) =
5

∑
i=1

ia{x,y,z}iTi−1 = {ẋ, ẏ, ż} f (15)

{ẍ, ÿ, z̈}r(t) =
5

∑
i=2

i(i− 1)a{x,y,z}iti−2 = {ẍ, ÿ, z̈} f . (16)

By representing Equations (14)–(16) as a matrix form, a3, a4, and a5 are derived as follows:⎡⎢⎣a{x,y,z}5
a{x,y,z}4
a{x,y,z}3

⎤⎥⎦ = A−1

⎡⎢⎣{x, y, z} f − {x, y, z}s

0
0

⎤⎥⎦ , (17)

where

A =

⎡⎢⎣ T5 T4 T3

5T4 4T3 3T2

20T3 12T2 6T

⎤⎥⎦ .

As the fifth-degree polynomial interpolation can be calculated uniquely depending upon the
initial conditions {x, y, z}s, the final conditions {x, y, z} f , and the transformation time T, the gait
generation strategy is therefore designed by defining these states.
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3.3. Gait Generation Based on Sequential Control

Hereafter, the sequence of the target foot position is discussed. As discussed above, in order to
generate the straight basis gait, the target foot position is set as follows:

• Lift up the idling leg vertically
• Move the idling leg to the target step position horizontally against the glass surface
• Bring down the idling leg to the glass surface
• Switch the idling leg and the supporting leg, and repeat 1∼3

This paper starts from a simple algorithm to avoid complexity as a first step to realize automation
control. A strategy for this is to utilize only one kinematics model to generate the trajectories. A related
gait from one foot unit is generated by utilizing the single kinematics model. By setting a reference
point in the center of the left foot unit, the relative position of the right foot unit with respect to each
sequence is set as shown in Table 4. In Table 4, xt, yt, and zt represent the target position of the
biped robot, and Sx = sgn(xt). The sequence shown in Table 4 generates trajectories that start the step
from the right foot unit when moving the robot to the right and from the left foot unit when moving
the robot to the left. The trajectory between each target position in Table 4 is generated via the fifth
polynomial interpolation. Finally, the target angles of each actuator to track the generated trajectory
are derived by inverse kinematics.

Table 4. Target positions in each sequence.

Sequence x [cm] y [cm] z [cm]

1 x0 y0 Sxzt
2 Sxxt Sxyt Sxzt
3 Sxxt Sxyt z0
4 Sxxt Sxyt −Sxzt
5 x0 y0 −Sxzt
6 x0 y0 z0

4. Experiments

This section verifies that the developed biped robot is capable of locomoting on the glass surface
with the designed trajectory generator. The purpose of these experiments is to show that the locomotion
abilities of the developed biped robot satisfies the requirements of accomplishing our proposing
strategy. Thus, in these experiments, it was shown that the developed biped robot is able to locomote
on the vertical glass wall robustly and to overcome window frame obstacles. More advanced controls
including obstacle avoidance control and servo control will be designed in future work.

4.1. System Architecture and Experiments

Figure 13 shows a system architecture for the experiments. From Figure 13, the system mainly
consists of a laptop computer for the target position indication, the biped robot, and a control board.
Since the robotic system is suspended on a rope for safety purposes, the control board and power
supplies such as the safety rope can be installed externally. CM-700 produced by Robotis is the main
computer and performs the communication between the components and trajectory calculations.
The RC servo motor and the vacuum pump for the vacuum system are controlled by Arduino MEGA
2560 via the receiving of control signals from CM-700. A power supply (6 V) for driving the RC servo
motor is installed on the control board, and the 12 V supply is delivered from outside via cable. In this
paper, two experiments were performed to verify the effectiveness of both its normal locomotion and
its ability to overcome obstacles.
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Figure 13. A system architecture for the experiments. The system mainly consists of a laptop computer
for the target position indication, the biped robot, and a control board. Since the biped robot is
suspended on a rope for safety purposes, the control board and power supplies such as the safety rope
can be installed externally.

Regarding the experiment of normal locomotion, xt [cm] and yt [cm] were provided by the
laptop computer. zt [cm] was set as 2.5 cm on the glass surface. The transformation time of the fifth
polynomial interpolation was set T = 1.5 s.

The experiment of normal locomotion aimed to demonstrate the motion performance of the biped
robot. The key points are as follows: clean the window from top to bottom, move the squeegee to track
the scrubber, keep the squeegee in contact with the glass surface while cleaning a column, and clean in
one direction. Snapshots and graphs of the experiment of normal locomotion with time variation are
shown in Figures 14 and 15.

Regarding the experiment of overcoming obstacles, xt, yt, and zt [cm] were set as xt =

15 cos(−85π/180), yt = 15 sin(−85π/180) and zt = 4. The transformation time of the fifth polynomial
interpolation was set as T = 1.5 s. In addition, an obstacle supposed to represent the window frame
(a 6 mm height and a 20 mm width) was attached on the glass surface. This experiment demonstrated
that the biped robot is capable of overcoming a window frame obstacle. Snapshots of the experiment
of overcoming obstacles with time variation are shown in Figure 16.

4.2. Discussions

Figure 14 shows that the motion performance without any human aid met the first and second
key criteria: cleaning the window from top to bottom and moving the squeegee to track the scrubber.
In Figure 15a indicates the trajectory of the biped robot on the x− y plane, and (b) and (c) indicate
the time series data of the biped robot on the x and y axis. The origin was set at the initial position
of the marker equipped on the left foot unit. Figure 15 shows that the robot achieved the second key
point and the fourth key point: cleaning in one direction. However, two issues were found: First,
the trajectory strayed to positive in the x direction, as shown in Figure 15. This is because the controller
is currently feedforward only. The experiment in this paper focused only on motion performance,
rather than motion accuracy. A feedback control and state estimation system, such as SLAM, will be
designed in our future work. Second, as Figure 15c shows, the support leg moved while the idling leg
was moving, even though it was fixed by the vacuum suction cup, as shown in Figure 14. This is due
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to marker locations that are not equipped on the rotational axis of the base actuator. Since the markers
are located outside the base actuator, the marker position moves according to the rotation of the base
actuator. Hence, this does not represent a serious technical issue. On the basis of the above discussion,
the left foot unit is always located behind the right foot unit. It is thus demonstrated that the developed
biped robot is capable of locomoting on the glass surface smoothly utilizing the designed system and
trajectory generator.

0 s 2.06 s (step 0.5) 8.13 s (step 1)

15.86 s (step 1.5) 23.73 s (step 2) 28.53 s (step 2.5)

35.06 s (step 3) 40.80 s (step 3.5) 46.73 s (step 4)

56.46 s (step 4.5) 61.65 s (step 5)

Figure 14. The snapshots of the normal-locomotion experiment with time variation. Five normal
locomotions within 61.65 s were realized without any human aid.

(a) The trajectory of each foot unit
on the x− y plane

(b) The time series data of each foot
unit on the x axis

(c) The time series data of each foot
unit on the y axis

Figure 15. The graph of the normal locomotion experiment. (a–c) are the graphs of numerical
data related to the normal locomotion between five steps. The origin was set on the initial left
foot unit marker.
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Start Position Half Step (25 s) Final Position (40 s)

Figure 16. Snapshots of the overcoming obstacles experiment with time variation. Obstacles were
overcome within 40 s without any human aid.

From Figure 16, obstacles were overcome within 40 s without any human aid. It is thus
demonstrated that the developed robot can overcome window frames safely using the designed
application.

5. Conclusions

This paper proposes a new class of façade cleaning robot with a biped mechanism that can
overcome glass frames to maximize its area coverage. The developed robot uses active suction cups
to adhere to glass walls and adopts mechanical linkage to navigate the glass surface to perform
cleaning. This paper also discusses the control system of the developed robot, which consists of inverse
kinematics, a fifth polynomial interpolation, and sequential control. Experiments were conducted
in a real-time scenarios in order to validate the robot’s ability to cross over from one glass panel
to another without any difficulties, with the objective of maximizing the coverage area. The result
indicates that the developed robot achieves significantly higher performance in terms of maximum
area by overcoming both negative and positive obstacles on a glass panel. Future research will focus
on (1) the integration of range and inertial sensors for autonomous navigation, (2) the integration of
cleaning modules in the developed system, (3) exhaustive experiments in highly diverse and complex
environments to quantify the complexity of the developed platform, and (4) the development of
additional features to improve power management issues.
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Featured Application: The proposed control methodology could be applied to not only the joint

position tracking control for industrial robotic manipulators such as serial, parallel robots, and

an electrohydraulic series elastic manipulator, but also other mechanical systems that belong to

the class of general nonlinear second-order system. For example, it could be applied for the

stabilization or trajectory tracking of mechanical systems as a piezo positioning stage, magnetic

levitation systems, or for the chaos control, synchronization, and anti-synchronization of chaotic

complex systems.

Abstract: In this study, a robust control strategy is suggested for industrial robotic manipulators. First,
to minimize the effects of disturbances and dynamic uncertainties, while achieving faster response
times and removing the singularity problem, a nonsingular fast terminal sliding function is proposed.
Second, to achieve the proposed tracking trajectory and chattering phenomenon elimination, a robust
control strategy is designed for the robotic manipulator based on the proposed sliding function
and a continuous adaptive control law. Furthermore, the dynamical model of the robotic system
is estimated by applying a radial basis function neural network. Thanks to those techniques, the
proposed system can operate free of an exact robotic model. The suggested system provides high
tracking accuracy, robustness, and fast response with minimal positional errors compared to other
control strategies. Proof of the robustness and stability of the suggested system has been verified
by the Lyapunov theory. In simulation analyses, the simulated results present the effectiveness
of the suggested strategy for the joint position tracking control of a 3-degree of freedom (3-DOF)
PUMA560 robot.

Keywords: non-singular fast-terminal sliding-mode control; industrial robotic manipulator; external
disturbance; dynamic uncertainty; adaptive control law

1. Introduction

Literature regarding robotic manipulators has introduced many control systems focused on
achieving high performance against various uncertainties, including external noise. These control
methods were derived to fundamentally control the motion of robot manipulators, and
include the proportional-derivative (PD) controller [1], nonlinear PD controller [2], and the
proportional-integral-derivative (PID) controller [3,4]. The advantages of the cited control systems
were to provide a simple and basic approach to implementation, as they do not require an exact
dynamic model. However, these systems could not obtain the desired performance in the presence of
disturbances and dynamic uncertainties. Several advanced control approaches have been proposed to
advance system performance, such as the fuzzy controller [5–7] and neural network controller [8–10],
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but they demand complicated calculations, and the effectiveness of each solution still has several
limitations. The control scheme design strategy is based on the robot dynamic model, where the whole
dynamic model is computed and compensated explicitly to achieve the desired performance. Therefore,
other enhanced methods were suggested to improve the motion tracking for robot manipulators,
including a computed torque controller (CTC) [11,12], adaptive controller [13–15], and sliding mode
controller (SMC) [16–20]. Among those controllers, SMC has been confirmed to offer high robustness
against uncertainties and disturbances for nonlinear systems. Therefore, the SMC has been widely
applied in real applications [16–20]. However, the traditional SMC still possesses drawbacks such as
requiring an exact dynamic model, singularity problems, a chattering phenomenon, and finite-time
convergence. Some research efforts have focused on overcoming these disadvantages. For the system
states to approach the sliding variable within a finite-time, the use of the terminal sliding mode
control (TSMC), based on the nonlinear sliding surface, has been reported in the literature [13,21–23].
Nonetheless, the TSMC convergence time is slow when compared to the conventional SMC, and still
contains a singularity glitch. To solve convergence time and singularity issues, several fast TSMC
(FTSMC) [24–26] and nonsingular TSMC (NTSMC) [27–29] approaches have been proposed. Practically,
private algorithms, such as FTSMC or NTSMC, have only treated an individual weakness or failed to
solve the other disadvantages of the classical SMC. Consequently, the nonsingular fast TSMC (NFTSMC)
has been introduced [30–34]. Here, NFTSMC can solve many disadvantages of the classical SMC or other
control algorithms based on TSMC. However, chattering behavior has not been removed by applying
a high-frequency switching control law to the control input of the above methods, which include
TSMC, FTSMC, NTSMC, and NFTSMC. Therefore, some effective techniques have been introduced to
handle this topic by application of the saturation function (refer to [35]), full-order sliding mode control
(FOSMC) [36,37], or high-order sliding mode control (HOSMC) [35,38].

One of the main tasks in the design of a control method based on SMC or TSMC is to develop
an exact dynamic model of the robot manipulator, which one does not readily know in advance for
real robot systems. To estimate this unknown dynamic model, several computing approaches have
been proposed such as neural networks [39–41] and fuzzy logic systems [42–44] due to their universal
approximation capabilities.

While each disadvantage of the classical SMC and TSMC has been treated individually, this report
focuses on simultaneous resolution of the disadvantages of SMC and TSMC, including the requirement
for an exact dynamic model, as well as the presence of a singularity problem, chattering phenomenon,
and finite-time convergence.

Consequently, the goal of this research is to develop a robust control strategy for robotic
manipulators based on an adaptive neural non-singular fast-terminal sliding-mode control
(ANNFTSMC) scheme. The main advantages of the suggested control strategy include:

• The inheritance of NFTSMC advantages in terms of non-singularity, finite-time convergence, fast
transient response, low steady-state errors, and high position tracking accuracy.

• The achievement of smooth control inputs with chattering behavior elimination.
• The removal of demand for an exact dynamic model by applying an adaptive radial basis function

neural network to approximate an unknown robot function.
• Better tracking performance and less impact by disturbances and uncertainties compared to

classic SMC and other control methods based on TSMC.
• Improved robustness and stability of the robot system, as demonstrated by Lyapunov theory.

The remainder of the report is structured as follows. Following the introduction, the problem
statements are presented, succeeded by the design approach for the proposed control strategy, where
the proposed strategy is utilized to allow joint position tracking control simulation for a 3-degree of
freedom (3-DOF) robot manipulator. Here, its tracking performance is compared with SMC and TSMC
to analyze the effectiveness of the proposed control strategy. Finally, conclusions are presented.
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2. Problem Statements

2.1. Radial Basis Function Neural Network

Previous research on the universal approximation theory proved that any nonlinear function over
a compact set with arbitrary accuracy can be approximated by the radial basis function neural network
(RBFNN). Here, RBFNNs have several advantages, including ease of design, good generalization,
strong tolerance to input noise, and online learning ability. Compared with a multiplayer neural
network, an RBFNN is simpler and converges faster. An RBFNN includes three layers: the input layer,
hidden layer, and output layer, all of which are expressed in Figure 1.

Figure 1. Structure of radial basis function neural network.

The output of the RBFNN can be computed as

H(υ) = φTΨ(υ) + ξ(υ) (1)

where υ ∈ Rn and H(υ) are the neural network input and output, respectively. Here, φT ∈ Rn×m is the
weight matrix connecting the hidden layer and the output layer, Ψ(υ) is the nonlinear function of the
hidden nodes, and ξ(υ) ∈ Rn is an approximation error of the neural network (NN).

A Gaussian fit is selected for the nonlinear function as follows:

Ψ(υ) = exp

(
−(υ− μl)

T(υ− μl)

δ2
l

)
, l = 1, 2, . . . , m, (2)

where δ and μ correspond to the width and center of the Gaussian function, respectively.

2.2. Dynamic Model of the Robot Manipulator

For an n-link rigid robotic manipulator, the dynamic model can be described as (refer to [45,46])

M(q)
..
q + Cm

(
q,

.
q
) .
q + G(q) + Fr

( .
q
)
+ τd(t) = τ(t), (3)

where q,
.
q and

..
q ∈ Rn correspond to the position, velocity, and acceleration of the robot manipulator,

respectively. Additionally, M(q) ∈ Rn×n is the invertible inertia matrix, Cm
(
q,

.
q
) ∈ Rn×1 is the matrix

from the centrifugal force and Coriolis, G(q) ∈ Rn×1 is the gravitational force matrix, Fr
( .
q
) ∈ Rn×1
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denotes the friction matrix, τ(t) ∈ Rn×1 is the designed actuation input of actuators, and τd(t) ∈ Rn×1

is a load disturbance matrix.
To simplify the approach and analysis, Equation (3) is given as

..
q = Ξ

(
q,

.
q
)
+ B(q)τ(t) + Δu

(
q,

.
q, t
)
. (4)

where Ξ
(
q,

.
q
)
= M−1(q)

[−Cm
(
q,

.
q
) .
q− G(q)

]
is the nominal dynamic model of the robot manipulator

without perturbations and uncertainties, Δu
(
q,

.
q, t
)

= M−1(q)
[−Fr

( .
q
)− τd(t)

]
represents the

unknown perturbation and uncertainty terms, and B(q) = M−1(q).
The hypothesis here is that the control variables will follow the desired trajectory, with high

performance, in finite-time under a robust control strategy. In this case, the proposed system does not
need an exact robotic model.

The following assumptions are crucial for the design approach.

Assumption 1. The inertia matrix M(q), is an invertible, positive definite, and symmetric matrix that adheres
to the bounded condition,

θ1 ≤ M(q) ≤ θ2, (5)

where θ1 and θ2 represent positive constants.

Assumption 2. The unknown perturbations, uncertainties, and approximation errors of NN have an
upper-bound satisfying the following relation,∣∣Δu

(
q,

.
q, t
)∣∣ ≤ Ω, (6)

where Ω is an unknown positive constant.

3. Design Procedure for a Control Strategy

In this section, a new control strategy is suggested for a robot manipulator using Equation (3),
which is described by the two following main tasks.

3.1. Design Non-Singular Fast-Terminal Sliding Variable

Based on the TSMC design approach, a state variable termed as the NFTSM variable was
previously designed, where the novel NFTSM variables are proposed from the tracking positional
error as

si =
.
ςi + h1isign[ςi] + h2iς

[αi ]
i , (7)

where h1i, h2i are positive values, αi > 1, and the variable ςi is selected as

ςi = ei +

t∫
0

(
Γ1iei

[2−ϑi ] + Γ2iei + Γ3iei
[ϑi ]
)

dσ, (8)

where ei = qi − qir (i = 1, 2, . . . , n) is the tracking positional error, qir is described as the desired path
value, ςi is the sliding surface variable, Γ1i, Γ2i, Γ3i are positive coefficients satisfying the relation
4Γ1iΓ3i > Γ2

2i, 0 < ϑi < 1 (i = 1, 2, . . . , n) and ei
[ϑi ] is as described in [47]

ei
[ϑi ] = |ei|ϑi sign[ei]. (9)

Remark 1. Once the tracking positional error |ei| is much greater than 1, Γ1iei
[2−ϑi ] + Γ2iei contributes to the

task by offering a fast convergence. While the tracking positional error |ei| is much smaller than 1, Γ3iei
[ϑi ]

contributes by producing finite time convergence.
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According to the SMC manner, once the state variable proceeds in sliding mode, the following
constraints are imposed (refer to [16–20]):

si = 0 and
.
ςi = 0, (10)

ςi = 0 and
.
ςi = 0. (11)

Combining Equation (10) constraints with Equation (7) yields

.
ςi = −h1isign[ςi]− h2iς

[αi ]
i , (12)

and combining Equation (11) constraints with Equation (8) gives

.
ei = −Γ1iei

[2−ϑi ] − Γ2iei − Γ3iei
[ϑi ]. (13)

It must be proved that once the second-order sliding motion takes place, i.e., si = 0, the first-order
sliding motion takes place in finite-time, i.e., ςi = 0, and the state variable system of Equation (13)
reaches zero in finite-time. The following theorems have been established for this proof.

Theorem 1. Consider the dynamic system shown in Equation (12). The original point ςi = 0 is globally balanced
in finite-time and the state variable of the system (10) converges to zero in finite-time Tsi ≤ ς2

i (0)/
√

2h1i.

Proof. The positive-definite Lyapunov functional is investigated as

V1 =
ς2

i
2

. (14)

With Equation (12), the time derivative of Equation (14) is computed as

.
V1 = ςi

(
−h1isign[ςi]− h2iς

[αi ]
i

)
= −h1i|si| − h2is

[αi+1]
i

≤ −h1i|si|
= −√2h1iV

1/2
1

. (15)

It can be seen that (15) has the form
.

V1 +
√

2h1iV
1/2
1 ≤ 0. Therefore, the defined finite-time is

given by [48]:

Tsi ≤
ς2

i (0)√
2h1i

. (16)

This completes the proof. �

Theorem 2. Consider the dynamic system (13). The original point ei = 0 consists of globally balanced points
in finite-time and the state variable of the system (13) as it converges to zero in finite-time Tei ≤ T f

ei . T f
ei is

defined as

T f
ei =

2
(1− ϑi)

⎛⎝π

2
− tan−1 Γ2i√

4Γ1iΓ3i − Γ2
2i

⎞⎠ 1√
4Γ1iΓ3i − Γ2

2i

. (17)

Proof. The Lyapunov function candidate is investigated as

V2 = ei
2. (18)

340



Appl. Sci. 2018, 8, 2562

With Equation (13), the time derivative of Equation (18) is calculated as

.
V2 = 2ei

.
ei

= 2ei

(
−Γ1iei

[2−ϑi ] − Γ2iei − Γ3iei
[ϑi ]
)

= 2
(
−Γ1iei

[3−ϑi ] − Γ2iei
2 − Γ3iei

[1+ϑi ]
)

= 2
(
−Γ1iV

(3−ϑi)/2
2 − Γ2iV2 − Γ3iV

(ϑi+1)/2
2

) . (19)

�

To arrive at a conclusion from Equation (19), the following Lemma is used.

Lemma 1. [49]: For any real numbers z1 > 0, z2 > 0, and 0 < ϕ < 1, an extended Lyapunov function
condition of finite-time stability can be given in the form of a fast-terminal sliding mode as

.
L(x) + z1L(x) +

z2Lϕ(x) ≤ 0, where the settling time can be estimated by

T ≤ 1
z1(1− ϕ)

ln
z1L1−ϕ(x(0)) + z2

z2
. (20)

From Equation (19), ϑi + 1/2 < 1 indicates that
.

V2 ≤ 0. Based on Lemma 1, the original point ei = 0
is a globally balanced point in finite-time. In the next step, proof that the error state variable of the
system (13) converges to zero in finite-time will be given.

Equation (19) can be shown as

.
V2 = 2V(ϑi+1)/2

2

(
−Γ1iV

1−ϑi
2 − Γ2iV

(1−ϑi)/2
2 − Γ3i

)
. (21)

Equation (21) can be expressed as

dV2 = 2V(ϑi+1)/2
2

(
−Γ1iV

1−ϑi
2 − Γ2iV

(1−ϑi)/2
2 − Γ3i

)
dt

⇒ dt = − dV2

2V
(ϑi+1)/2
2

(
Γ1iV

1−ϑi
2 +Γ2iV

(1−ϑi)/2
2 +Γ3i

)
= − 1

1−ϑi

dV
(1−ϑi)/2
2(

Γ1iV
1−ϑi
2 +Γ2iV

(1−ϑi)/2
2 +Γ3i

)
. (22)

Setting V2(Tei ) = 0 and taking the integral of Equation (22) during the time period where
0→ Tei gives

Tei =
2

(1− ϑi)

1√
4Γ1iΓ3i − Γ2

2i

⎛⎝tan−1 2Γ1iV
(1−ϑi)/2
2 (ei(0))√
4Γ1iΓ3i − Γ2

2i

− tan−1 Γ2i√
4Γ1iΓ3i − Γ2

2i

⎞⎠. (23)

It can be seen that Tei is limited by T f
ei = 2

(1−ϑi)

(
π
2 − tan−1 Γ2i√

4Γ1iΓ3i−Γ2
2i

)
1√

4Γ1iΓ3i−Γ2
2i

. In fact,

V2(Tei ) = 0 means ei(Tei ) = 0. In addition, it can be seen that the upper-bound of T f
ei is only dependent

on the design constants, as Γ1i, Γ2i, Γ3i, ϑi and the tracking positional error in Equation (13) approach
zero in finite-time. Therefore, the proof of Theorem 2 is complete.

The proposed control strategy forces the error state variables to reach sliding variables in finite
time, as will be presented next.
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3.2. Design an Adaptive Neural Non-Singular Fast-Terminal Sliding-Mode Control for Robotic Manipulators

To achieve the desired control performance for the system in Equation (3), the control method is
performed as follow:

Substituting Equation (8) into Equation (7) provides

s =
.
e + Γ1e[2In−ϑ] + Γ2e + Γ3e[ϑ] + h1sign[ς] + h2ς[α], (24)

where s =
[

s1, . . . , sn

]T
, In is the unit matrix, ϑ = diag(ϑ1, · · · , ϑn), α = diag(α1, · · · , αn), Γ1 =

diag(Γ11, · · · , Γ1n), Γ2 = diag(Γ21, · · · , Γ2n), Γ3 = diag(Γ31, Γ32, · · · , Γ3n), h1 = diag(h11, · · · , h3n),

h2 = diag(h21, · · · , h2n), sign[ς] =
[

sign[ς1], . . . , sign[ςn]
]T

, e = [e1, . . . , en]
T. e[2In−ϑ], e[ϑ], and

ς[α] are vectors defined as

e[ϑ] = diag(sign[e]) · |e|ϑ =
[

e[ϑ1]
1 , e[ϑ2]

2 , · · · , e[ϑn ]
n

]T
. (25)

To simplify the analysis, the following notion is applied

de[ϑ]

dt
= ϑdiag

(
|e|ϑ−In

)
· .

e. (26)

Using Equation (26), the time derivative of Equation (24) is derived as

.
s =

..
e + Γ1(2In − ϑ)diag

(
|e|In−ϑ

) .
e + Γ2

.
e + Γ3ϑdiag

(
|e|ϑ−In

) .
e + h2αdiag

(
|ς|α−In

) .
ς. (27)

From Equation (4),
..
e is presented as

..
e =

..
q− ..

qd
= Ξ

(
q,

.
q
)
+ B(q)τ(t) + Δu

(
q,

.
q, t
)− ..

qd
. (28)

Substituting Equation (28) into Equation (27) gives

.
s = Ξ

(
q,

.
q
)
+ B(q)τ(t) + Δu

(
q,

.
q, t
)− ..

qd + Π(e, ς), (29)

where Π(e, ς) = Γ1(2In − ϑ)diag
(
|e|In−ϑ

) .
e + Γ2

.
e + Γ3ϑdiag

(
|e|ϑ−In

) .
e + h2αdiag

(
|ς|α−In

) .
ς.

To obtain the desired performance, the proposed control algorithm is designed for system (3) as

τ(t) = B+(q)
(
τeq(t) + τs(t)

)
, (30)

where B+(q) = BT(q)
[
B(q)BT(q)

]−1, the equivalent control law is constructed as

τeq(t) = −
(
Ξ
(
q,

.
q
)
+ Π(e, ς)− ..

qd
)
, (31)

and the switching control term is designed as

τs = −(Ω + ρ1)sign(s) (32)

in which Ω and ρ1 are positive constants.
Substituting control laws (30)–(32) into Equation (29) provides

.
s = −(Ω + ρ1)sign(s) + Δu

(
q,

.
q, t
)
. (33)

The positive-definite Lyapunov functional is selected as
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V3 =
1
2

sTs. (34)

With Equation (33), the time derivative of Equation (34) is derived as

.
V3 = sT .

s
= sT(−(Ω + ρ1)sign(s) + Δu

(
q,

.
q, t
))

= −Ω|s| − ρ1|s|+ Δu
(
q,

.
q, t
)
s ≤ −ρ1|s|

. (35)

Accordingly, based on the Lyapunov criterion [47], it can be verified that the stability of the
tracking error is secured under control laws (30)–(32) despite the presence of external disturbances
and system uncertainties.

Unfortunately, robot manipulators have complicated dynamic models with many parametric
uncertainties (e.g., friction, sensor noise, payload, perturbations). Therefore, it is not trivial to
precisely calculate the uncertainty upper-bounds and provide an exact robot dynamic function in the
equivalent control law. To overcome these difficulties, a robust control strategy will be constructed
for robotic manipulators based on an adaptive neural non-singular fast terminal sliding mode control
(ANNFTSMC) scheme. Here, an adaptive radial basis function neural network will be utilized to
approximate an unknown robot function, while an adaptive law will be used to estimate the uncertainty
upper bounds and estimated error of the NN. In this report, RBFNN is used to approximate the
dynamic robot model as follows:

f(x) = Ξ
(
q,

.
q
)
, (36)

where x = [x1, x2]
T , assign x1 = q, and x2 =

.
q.

Define f̂(x) as an approximated function of f(x), f̂(x) can be described by an NN, as follows

f̂(x) = φ̂TΨ(x). (37)

Here, φ̂ is the adaptable parameter vector.
The optimal parameter φ∗ can be described, as follows:

φ∗H = argmin

{
sup
x∈Θx

∣∣∣f(x)− f̂
(
x, φ̂
)∣∣∣}. (38)

Accordingly, RBFNN (37) can exactly approximate the arbitrary value of f(x) which is given by
the following Lemma.

Lemma 2. For any given real continuous function f(X) on the compact set ΘX ∈ Rn and arbitrary positive
coefficient ξ > 0, there is a neural approximator existence f̂(X) that possesses a similar form as Equation (37),
such that

sup
X∈ΘX

∣∣∣f(X)− f̂
(
X, φ̂

)∣∣∣ < ξ. (39)

Therefore, the robot dynamic model can be described as

..
q = φ∗TΨ(x) + B(q)τ(t) + W, (40)

where W =Δu
(
q,

.
q, t
)
+ ξ is the lumper uncertainty, including disturbances, dynamic uncertainties,

and NN approximation error. In this step, the lumper uncertainty is assumed to be bounded by an
unknown positive constant, |W| ≤ Φ.

The proposed control law as depicted in Figure 2 is designed as follows:

τ(t) = B+(q)
(
τeq(t) + τas(t)

)
. (41)
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Figure 2. Block diagram of the proposed control method. RBR = radial basis function; NFTSM =
nonsingular fast terminal sliding mode control.

Here, the equivalent control law is constructed as

τeq(t) = −
(

φ̂TΨ(x) + Π(e, ς)− ..
qd

)
, (42)

and τas(t) is an adaptive control term for replacing the control law τs(t) in Equation (32), describing
τas(t) as

τas = −
(
Φ̂ + ρ1

)
sign(s), (43)

and the adaptive updating rules are given as

.
Φ̂ =

1
γ
|s|, (44)

.
φ̂ =

1
ω

sΨ(x), (45)

where Φ̂ is the estimated value of the design parameter Φ, ρ1 is a positive constant, and γ, ω indicate
the adaptive gains.

The control design approach for the robot system is summarized in Theorem 3 below.

Theorem 3. For the system (3), if the suitable NFTSM variables have been selected as (7) and (8) and the control
input signal is constructed as (41)–(43) with its parameter updating rules designed as (44) and (45), then the
sliding variable motion is a certainty, and the tracking error variables converge to zero.

Proof. Define the adaptive estimation error and NN weight approximation error, respectively,
as follows

Φ̃ = Φ̂−Φ, (46)

φ̃ = φ∗ − φ̂. (47)

�
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The time derivative of the sliding surface in Equation (29) is rewritten as

.
s = φ∗Ψ(x) + B(q)τ(t) + W − ..

qd + Π(e, ς). (48)

Substituting control laws (41)–(43) into Equation (48) provides

.
s = φ̃TΨ(x)− (Φ̂ + ρ1

)
sign(s) + W. (49)

The positive-definite Lyapunov functional is selected as

V4 =
sTs
2

+
γΦ̃TΦ̃

2
+

ωφ̃T φ̃

2
. (50)

With the result of Equation (49), the time derivative of Equation (50) is derived as

.
V4 = sT .

s + γΦ̃T
.

Φ̃−ωφ̃T
.
φ̂

= sT(φ̃TΨ(x)− (Φ̂ + ρ1
)
sign(s) + W

)
+ γ
(
Φ̂−Φ

) .
Φ̂−ωφ̃T

.
φ̂

= sT φ̃TΨ(x)− Φ̂|s| − ρ1|s|+ Ws + γ
(
Φ̂−Φ

) .
Φ̂−ωφ̃T

.
φ̂

. (51)

Applying the updating laws (41)–(43) to (51) yields

.
V4 = −Φ̂|s| − ρ1|s|+ Φs +

(
Φ̂−Φ

)|s|
= −ρ1|s|+ Ws−Φ|s|
≤ −ρ1|s|

. (52)

If the parameter ρ1 is selected to be greater than zero,
.

V4 will be negative-definite. Based on the
Lyapunov principle [47],

.
V4 becoming negative-definite indicates that s and Φ̃ reach zero. Therefore,

the tracking error variables converge to the sliding variables. Therefore, Theorem 3 is proven.

Remark 2. In practical systems, the parameter drift problem typically occurs under the adaptive control rule
(44). Consequently, the bounded approach is implemented to set up the adaptive estimator as

.
Φ̂=

{
0 if |s| ≤ �

1
γ |s| if |s| > �

, (53)

in which � > 0 is an arbitrary positive value.

Remark 3. [35]: The chattering phenomenon can be significantly alleviated by replacing the sign(·) function
with a saturation function in the control input signal, such as

sat
( s

ε∗
)
=

{
sign(s) if |s| ≥ (ε∗)2

s
ε∗ if |s| < ε∗

(54)

in which 0 < ε∗ < 1 is a minor positive coefficient called boundary layer thickness, and ε∗ = 0.1.

4. Simulation Analyses

To demonstrate the effectiveness of the proposed control strategy, the strategy was applied to
a pathway tracking control for the first three joints of a PUMA560 manipulator, and its tracking
performance was compared with those of a classical SMC [16,17] and NFTSMC [49,50]. The dynamic
model with the crucial parameters found in a 3-DOF PUMA560 robot manipulator was explained by
Armstrong et al. [51]. We utilized the MATLAB/Simulink environment for all simulation analysis
with the sampling rate set to 10−3 s. In this work, only the first three joints of a robot manipulator
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were investigated (the last three joints were blocked). The simulations were implemented to compare
the controllers in terms of their positional accuracy, response speed, and the resulting chattering
phenomenon in their control inputs.

To ascertain the robustness of all control methods, we evaluated the system performance in three
operation stages, where disturbances and uncertainties were modeled as follows:

Fr
( .
q
)
+ τd(t) =

⎡⎢⎣ 0.9
.
q1 + 1.0 sin(3q1) + 1.7 sin

( .
q1
)

1.8
.
q2 + 1.85 sin(2q2) + 1.65 sin

( .
q2
)

−2.1
.
q3 + 2.5 sin(2q3) + 0.57 sin

( .
q3
)
⎤⎥⎦. (55)

Stage 1: Robot system was assumed to run under normal operation from time 0 s to 15 s.
Stage 2: Robot system was assumed to run under operation condition, but there was an external
disturbance impacting the first joint between 15 s and 50 s. This external disturbance had a value
defined as

(
15 sin(q1q2) + 1.5 cos

( .
q1q2

)
+ 5.5 cos

( .
q1

.
q2
))

.
Stage 3: Robot system was assumed to run under operation condition, but there was a partial loss
(75%) of control input effectiveness at the second joint between 25 s and 50 s.

The desired joint pathways for the position tracking were

qr =
[

cos
( t

5π

)− 1, sin
( t

5π + π
2
)
, sin

( t
5π + π

2
)− 1

]T
. (56)

The RBFNN architecture consisted of seven nodes, the initial weight matrix of the network
was selected as 0, the width and center of the Gaussian function was set as δ = 0.2, and the center
of the Gaussian function μ was selected in range (−1.5 ÷ 1.5) with μl = 0.5. The matrix used
in an adaptive law of RBFNN was selected as ω = 15I7, and the NN input was selected as υ =[

e
.
e qr

.
qr

..
qr

]
.

The SMC control input was set as

τ(t) = −B−1(q)
(
Ξ
(
q,

.
q
)
+ η
( .
q− .

qr
)− ..

qr + (Φ2 + ρ2)sign(s)
)
. (57)

Here, η, Φ2, ρ2 are positive constants, s is a linear sliding function, and qr is defined as a desired
trajectory value.

The NFTSMC control input was set as

τ(t) = −B−1(q)
(

Ξ
(
q,

.
q
)− ..

qr + β
h
d
( .
e
)2− d

h + (Φ3 + ρ3)
s

‖s‖+ ν

)
. (58)

Here, β, Φ3, ρ3 are positive constants, s is a nonlinear sliding function, ν is a small positive scalar,
qr is defined as a desired trajectory value, and d, h are positive odd integers satisfying the condition
1 < d/h < 2.

The control parameter selection for the varying control strategies, including classical SMC,
NTSMC, and the proposed control strategy is shown in Table 1.

The averaged tracking errors were calculated according to the following equation Eav
i =√

1
n

n
∑

k=1

(
‖ei‖2

)
i = 1, 2, 3 in which n is the number of simulation steps.

The trajectory tracking performances, including tracking positions and tracking errors at each of
the first three joints with three controllers, are illustrated in Figures 3 and 4. In Stage 1 (from 0 s to 15 s),
three of the control systems give similar good path tracking performance. In Stage 2 (from time greater
than 15 s) and in Stage 3 (from time greater than 25 s), it is clear that the classical SMC provides the
poorest path tracking performance, where robot operation becomes unstable when a large disturbance
or uncertainty is applied. From Table 2 and Figure 4, it is observed that NFTSMC provides less path
tracking error and faster transient response than classical SMC. However, tracking performance is
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also diminished upon application of a large disturbance. It is noteworthy that the proposed sliding
surface is designed based on the sliding function integral in Equation (8), and this integral portion
has a significant role in providing fast transient response and robustness against uncertainty and
disturbances. Therefore. the proposed control strategy gives the best path tracking performance and
fastest transient response among the compared control strategies, due to the role of the proposed
surfaces, an adaptive compensator, and a main contribution of the proposed controller.

Table 1. The control parameter selection for the varying control strategies. SMC = sliding mode
controller; ANNFTSMC = adaptive neural non-singular fast-terminal sliding-mode control.

Control Strategy Control Parameters Parameter Value

Classical SMC η, Φ2, ρ2 2, 9.9, 1

NFTSMC
d, h, β 5, 3, 2

Φ3, ρ3, ν 9.9, 1, 0.1

Proposed Control Strategy
(ANNFTSMC)

h1, h2 diag(10, 10, 10), diag(6, 6, 6)
Γ1, Γ2, Γ3 diag(3, 3, 3), diag(3, 3, 3), diag(2, 2, 2)

ϑ, α diag(0.4, 0.4, 0.4), diag(1.2, 1.2, 1.2)
γ, ρ1, �, ε∗ 0.5, 0.1, 0.01, 0.1

Table 2. The averaged tracking errors under control input signals of the control strategy.

Error Control Strategy Eav
1 Eav

2 Eav
3

SMC 0.1943 0.8708 0.0060
NFTSMC 0.1542 0.1218 0.0038

ANNFTSMC 0.0031 0.0031 0.0029

Figure 3. Trajectory tracking positions: (a) at Joint 1, (b) at Joint 2, and (c) at Joint 3.
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Figure 4. Trajectory tracking errors: (a) at Joint 1, (b) at Joint 2, and (c) at Joint 3.

The control input signals for all control types, including classical SMC, NFTSMC, and the
suggested system are shown in Figure 5. In Figure 5a, it is clear that the NFTSMC offers a continuous
control signal by using a boundary technique [35]. However, the weakness of this technique is
that a choice must be made between chattering phenomenon removal and path tracking precision.
Consequently, this technique decreases the robustness of the system while also increasing the tracking
error. In Figure 5b, the SMC offers a discontinuous control signal with serious chattering behavior.
On the contrary, the suggested system offers a continuous control signal for the robot manipulator
without the loss of its effectiveness, as shown in Figure 5c.

The adaptations of the estimated parameters are shown in Figure 6. These adaptive gains are
estimated according to the variation of the influences of disturbances and uncertainties, and they will
attain a constant value once the error variables converge to the sliding surface in a stable phase.

From the simulation performance, we conclude that the proposed controller gives the best
performance compared to a classical SMC and NFTSMC in terms of tracking precision, transient
response, chattering deletion, and small steady state error.
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Figure 5. Control input signals: (a) FNTSMC, (b) classical SMC, and (c) the suggested control
methodology. FNTSMC = fast nonsingular terminal sliding mode control.

Figure 6. Time history of adaptive gain.

5. Conclusions

In this report, a robust trajectory tracking control strategy was developed for robot manipulators.
From the simulation results and performance comparison with two other control strategies for a 3-DOF
PUMA560 robot manipulator, our control strategy offered the best performance in terms of tracking
positional accuracy, small steady-state errors, fast convergence, and chattering phenomenon rejection.
The suggested control solution has the following benefits: (1) inherits the advantages of the NFTSMC,
including non-singularity, finite-time convergence, fast transient response, low steady-state errors,
and high position tracking accuracy; (2) achieves smoothness with elimination of chattering behavior;
(3) does not demand an exact dynamic model for the robot manipulator by applying an adaptive
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radial basis function neural network to approximate an unknown robot function; (4) compared to the
classical SMC and another control methods based on TSMC, the proposed control strategy offers better
tracking performance and stronger resistance against disturbances and uncertainties; (5) robustness
and stability of the robot system was demonstrated fully by Lyapunov theory.
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Abstract: Kinematically-redundant manipulators present considerable difficulties, especially from
the view of control. A high number of degrees of freedom are used to control so-called secondary
tasks in order to optimize manipulator motion. This paper introduces a new algorithm for the control
of kinematically-redundant manipulator considering three secondary tasks, namely a joint limit
avoidance task, a kinematic singularities avoidance task, and an obstacle avoidance task. For path
planning of end-effector from start to goal point, the potential field method is used. The final inverse
kinematic model is designed by a Jacobian-based method considering weight matrices in order to
prioritize particular tasks. Our approach is based on the flexible behavior of priority value due to
the acceleration of numerical simulation. The results of the simulations show the advantage of our
approach, which results in a significant decrease of computing time.

Keywords: computing time; inverse kinematics; joint limit avoidance; kinematic singularity;
manipulator; obstacle avoidance; potential field

1. Introduction

Kinematically-redundant manipulators are mechanisms which have more degrees of freedom
(DOF) than is required for the execution of a given task. The advantage of kinematically-redundant
manipulators in comparison with conventional manipulators is in the utilization of redundant
manipulator joints for optimization tasks [1,2]. These optimization tasks are secondary tasks of
the inverse kinematic or dynamic model. Manipulator redundancy is used for tasks such as avoidance
of collision with obstacles, avoidance of kinematic singularities, maintenance of the admissible joint
ranges, increasing of manipulability in specified directions, optimization of execution time, minimizing
energy consumption, etc. [3,4]. On the other hand, kinematic redundancy causes disadvantages, such
as the requirements of greater structural complexity of manipulator construction (higher number of
actuators, sensors, costs, etc.). It is additionally important to note that control algorithms for inverse
kinematic and dynamic model are considerably more complicated [5].

This study investigates kinematically-redundant mechanisms moving in an environment with
obstacles. The investigated mechanisms additionally have to deal with a joint limit avoidance task and
a kinematic singularity avoidance task. There are several methods to solve the mentioned problems,
namely Jacobian-based methods, null-space methods, and task augmentation methods [6,7]. Many
approaches have been used for the kinematic control of manipulators with secondary tasks. The
gradient projection method (GPM) is one of them. It was first used in [8] to deal with joint limit
avoidance. A later study [9] additionally introduced an iterative approach for joint limit avoidance.
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These approaches used null space or enlarged space. A problem occurs when the number of all tasks
exceeds the number of DOF of manipulators. The weighted least-norm (WLN) method is a method
which deals with constraints all the time. Considering the joint limit avoidance task, WLN uses
self-motion only when it is necessary in comparison with GPM [10]. An approach with consideration
of WLN solution was suggested by Whitney [11], and has been used for minimizing energy by using
inertia matrix as the weighting matrix. This approach was also used in [12] for minimizing joint
torques and in [13] for minimizing joint velocities. Whitney and Chan [14,15] describe the role of
weight matrices and the priority of its choice for emphasizing or de-emphasizing the role of some
components in the computing process. Another algorithm, namely the clamping loop algorithm,
ensures the avoidance of joint limits, however is fairly time consuming [16]. Earlier research attempted
to assign the priority of the particular tasks by weight matrices [17,18]. However, in some cases the
task requirements cannot be achieved [19,20]. In [21], the authors assigned a lower priority to obstacle
avoidance task. Problems occurred when the secondary task was not compatible with the main task
and the numerical simulations failed. Some works allow the activation or deactivation of secondary
tasks by continuous inverse of Jacobian multiplied by the activation matrix [22]. In [23], the authors
proposed a new task-regulation framework based on a hierarchy of quadratic program. Within their
framework it is possible to forward the constraint task separation across priority levels, eliminating
the need for converting inequality constraints into equalities.

Our developed approach deals with Jacobian-based method using weight matrices to set the
priority of primary as well as all secondary tasks. Our approach is based on changing value of
task priority during numerical simulation. The behavior of priority changing is based on numerical
computing smoothness. During computing, all secondary tasks are active.

This paper is organized as follows. First, the paper deals with path-planning for end-effector of a
manipulator moving in an environment with obstacles. For this purpose, the potential field method
is introduced and an environment with obstacles is modeled. Next, the inverse kinematic model is
derived. Consequently, the low-level control of the experimental model is introduced. The paper
describes algorithms for all mentioned areas. Then, the simulations and experiment are performed,
and the results are compared and discussed in the conclusion.

2. Path Planning Task for End-Effector

The control of robot motion is a very complex and difficult task. The control system has to deal
with many circumstances and changes of conditions in robot environment, while the computing
algorithms are often excessively difficult from the view of computing power [24].

The aim of this section is to introduce a means of path planning for the manipulator end-effector.
As was mentioned earlier, the investigated manipulator will move in an environment with obstacles.
The manipulator has to move its end-effector from start point to goal point and the control algorithm
has to ensure the avoidance of any collision between manipulator links and obstacles. The path from
start to goal point of the end-effector is planned by means of potential field method, as described in
the following.

Potential Field Method

Our aim is to move the manipulator end-effector from its start position sstart =
[
xS, yS

]T to its
goal position sgoal =

[
xG, yG

]T, while the control system has to ensure the avoidance of collision with
obstacles. In this research we use potential field method for the purposes of path planning task. The
generated path is the shortest path from start point to goal point. This research assumes planar motion
of the manipulator.

The main idea of the potential field method is very simple, and at the same time the method is
very powerful for robot navigation. The potential field method deals with two kinds of fields, namely
an attractive field and a repulsive field [25].
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In general, the attractive potential field represents the relation between each point of the robot
workspace and the goal point. The workspace of the robot can be divided into a defined number of
points according to the chosen grid. The softer the workspace grid is, the more precise the planned
path will be. There are several ways to mathematically model the attractive field. The commonly used
relation of attractive potential function is [26,27]:

Uatt(s) =
1
2
ξ ‖ sgoal − sgrid ‖k (1)

where ξ is a positive scalar variable, sgrid is the position of every point from the workspace, and k is a
number higher than zero. For k = 1 the potential field has a conic shape and for k = 2 the potential
field has a parabolic shape. In this research we use k = 1. The corresponding force function can be
expressed as:

Fatt(s) = −∇Uatt(s) = −∂Uatt(s)
∂s

(2)

By modeling the attractive field one obtains the function which has a local extreme at the goal
point. We can imagine the attractive field as, for example, a ball falling down a hill, which stops at the
lowest point. The example of attractive field is shown in Figure 1.

Figure 1. Example of attractive field.

In Figure 1, the dark blue color in the position (0, 30, 0) represents the local minimum of the
potential function, that is, the goal point.

Besides the attractive field there is also the repulsive field. The repulsive field represents the
environment, with which the manipulator cannot collide. In our study, the repulsive field is represented
by obstacles of circular shape. The repulsive potential function usually takes the following form:

Urep(s) =

⎧⎨⎩ η
(

1
d − 1

d0

)2
, d ≤ d0

0, d > d0

(3)

where d =‖ sobstacle − srobot ‖ is the distance between the obstacle and manipulator link, d0 represents
the influence of the obstacle, and η is a scalar parameter. The gradient corresponding to this function
is :

Frep(s) = ∇Urep(s) =

⎧⎨⎩ η
(

1
d − 1

d0

)2 (s−s0)

d3 , d ≤ d0

0, d > d0

(4)

where s is the actual position of the manipulator link and s0 is the distance from the manipulator link
to the obstacle. The aim of the repulsive forces is to affect out from the obstacle. The example of the
repulsive field applied in this research can be seen in Figure 2.

The final potential field is given by the sum of the attractive and repulsive functions:

F(q) = −∇Uatt +∇Urep (5)
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The set of all obstacles in the workspace of the investigated manipulator can be represented
by the matrix O ∈ Rm × h, where h is the number of obstacles and m represents the dimension of
the performed task. Since our task is planar, the parameter m equals 2. By summing the attractive
field Uatt(s) and repulsive field Urep(s) we obtain the matrix F(q), which includes obstacles of the
manipulator environment as well as course of the attractive function with goal point (local extreme).
Based on this matrix the shortest way from the start point to the goal point can be obtained. The
principle is as follows. Each point of the workspace is represented by a numerical value. The goal point
has the lowest numerical value from each point of the workspace. Starting at the start point, the next
step is to move to the adjoining point, which has a lower numerical value than the start point. After
this step, an adjoining point has to be found with a lower numerical value than the previous point.
Thus, the path from the start point to the goal point can be generated (see Figure 3). The repulsive field,
which is included in the aforementioned final matrix, ensures that the obstacles have high numerical
values and, therefore, the path never goes through these obstacles.

Figure 2. Example of the repulsive field.

 
Figure 3. Final potential field matrix, which is used to find the shortest path from the start point to the
goal point.

In Figure 3, the square outlined in green represents the start point of the manipulator end-effector
and the square outlined in blue represents the goal point of the end-effector. The squares outlined
in red show the planned path according to the algorithm introduced above. As can be seen in
Figure 3, the minimum value of all values in the matrix is 350. This represents the goal point of the
manipulator end-effector.

Next, the algorithm for the path planning is introduced.
In the first step of the algorithm, the obstacles are determined. In this research it is irrelevant

whether the obstacles are scanned by camera, sensor, or whether they are defined by the user. The
generation of the arrays Uatt and Urep are performed in Steps 2–3. In the FOR cycles (Steps 4–5),
the relation between each point of the manipulator workspace in regard to the particular obstacles
is investigated. The output of Algorithm 1 (Generation of Attractive and Repulsive Fields) is an

356



Appl. Sci. 2018, 8, 2229

attractive field and a repulsive field in the form of matrices. The constants xmax and ymax characterize
the workspace in which the manipulator works. Following the generation of the final function, it is
then necessary to find the shortest path from the start point of the manipulator end-effector to its goal
point in the workspace, according to Figure 3. This can be achieved by the following algorithm.

Algorithm 1 Generation of Attractive and Repulsive Fields

1: Determination (scan) of the obstacles
2: Uatt - > zero matrix, Uatt ∈ Rxmax × ymax

3: Urep - > unit matrix, Urep ∈ Rxmax × ymax

4: FOR x = x_min: x_max
5: FOR y = y_min: y_max
6: Computation of −∇Uatt(x, y)
7: FOR obstacle = 1: number_of_obstacles
8: IF ‖ sobstacle − srobot ‖≤ d0

9: ∇Urep(x, y) = ∇Urep + η
(

1
d − 1

d0

)2

10: ELSE
11: ∇Urep(x, y) = ∇Urep(x, y) + 0
12: END IF
13: END FOR
14: END FOR
15: END FOR
16: F(q) = −∇Uatt +∇Urep

Algorithm 2 (Path Planning) works with the output of Algorithm 1 (Generation of Attractive and
Repulsive Fields). The aim of this algorithm is to determine the shortest path from the start point to the
goal point. The output of this algorithm is the matrix P ∈ Rr × 2, where r is the number of workspace
positions between the start point and the goal point. The matrix P is then used as the input to the
inverse kinematic model to control the manipulator links.

The designed environment in our study, including the planned path from the start to the goal
point, can be seen in the Figure 4.

Figure 4 shows the goal position in (2, 140, 0), which is the local extreme of the attractive field.
This environment with five obstacles and exactly defined start and goal points is used for all of the
case studies in this paper. A different view of the generated potential field can be seen in Figure 5. The
field surrounding the obstacles affects out from the obstacles and each point of the workspace tends to
the goal point.

The planned path of the manipulator end-effector is subsequently used as input to the inverse
kinematic model of manipulator.

Figure 4. The final potential field with the obstacles and planned path.
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Algorithm 2 Path Planning

1: x_start = x_position_of_end-effector,
y_start = y_position_of_end-effector

2: flag = non zero value
3: WHILE flag �= 0
4: i = i + 1
5: P[i,1] = x_start, P[i,2] = y_start
6: flag = F(q) [x_start, y_start]
7: U_temp[1] = F(q) [x_start-1, y_start]
8: U_temp[2] = F(q) [x_start+1, y_start]
9: U_temp[3] = F(q) [x_start, y_start-1]
10: U_temp[4] = F(q) [x_start, y_start+1]
11: U_temp[5] = F(q) [x_start-1, y_start-1]
12: U_temp[6] = F(q) [x_start-1, y_start+1]
13: U_temp[7] = F(q) [x_start+1, y_start-1]
14: U_temp[8] = F(q) [x_start+1, y_start+1]
15: k = position_of_min_value_of_U_temp
16: SWITCH (k)
17: 1:x_start = x_start-1, y_start = y_start
18: 2:x_start = x_start+1, y_start = y_start
19: 3:x_start = x_start, y_start = y_start-1
20: 4:x_start = x_start, y_start = y_start+1
21: 5:x_start = x_start-1, y_start = y_start-1
22: 6:x_start = x_start-1, y_start = y_start+1
23: 7:x_start = x_start+1, y_start = y_start-1
24: 8:x_start = x_start+1, y_start = y_start+1
25: END SWITCH
26: END WHILE

Figure 5. Planned path using potential field method.

3. Inverse Kinematic Model and Computing Algorithm

The inverse kinematic model serves to find such vector of generalized variables q ∈ Rn,
(n—number of DOF) in the joint space, by which the end-effector of the manipulator reaches the
required position in the task space x ∈ Rm. The vector of generalized variables is defined as
q = [q1, q2, . . . , qn]

T. The solution of the inverse kinematic model is significantly more difficult
to obtain than that of the direct kinematic model. In many cases there are no analytical solutions. This
especially holds in cases of kinematically-redundant manipulators [28]. In such cases, a numerical

358



Appl. Sci. 2018, 8, 2229

solution of inverse kinematics has to be applied. The solution arises from the following Equation (6),
which represents the relation between joint space and task space:

·
x = J

·
q (6)

where
·
x is vector of end-effector velocity, q is vector of generalized variables–joint velocities, and

J ∈ Rm×n is the Jacobian matrix. The indices m and n represent the dimension of task space and the
dimension of joint space, respectively. The inverse kinematics are usually based on the numerical
solution of: ·

q = J−1 ·x (7)

Equation (7) can be solved when the Jacobian matrix is symmetric. For non-symmetric Jacobian
matrices, any method developed for the purpose of Equation (7) solving has to be applied, such
as the pseudo-inverse of the Jacobian matrix, or its transposition. In this study, the damped least
squares method is used. The Equation (7) includes primary solution-finding, such as q, by which
the end-effector reaches the required position in the task space. Subsequently, the advantage
of kinematically-redundant manipulators can be applied. This advantage relates to the use of
the redundant degrees of freedom for optimization tasks. From the viewpoint of mathematics,
kinematically-redundant manipulators can reach the desired position of end-effector in an infinite
amount of ways. In other words, the required position x can be reached by an infinite amount of
generalized variable configurations.

The optimization tasks solved in this study are a joint limit avoidance task, a kinematic singularity
avoidance task, and an obstacle avoidance task. These tasks are so-called secondary tasks which can
be completed while the primary task is also performed. There are several methods to solve these
optimization tasks. This study uses a method which is part of the class of Jacobian-based methods
class. This method considers weight matrices in order to prioritize particular tasks. Very often,
some constraints cannot be satisfied simultaneously, although they can be satisfied separately [29];
accordingly, some compromise has to be made.

3.1. Kinematic Singularities Avoidance Task

The kinematic singularities avoidance task plays a significant role during numerical computing.
Around the singular positions, the manipulator loses its manipulability and the numerical computation
slows down until it fails [30]. Kinematic singularities represent the problem with the mapping of task
space to joint space. This problem occurs when the determinate of the Jacobian matrix equals zero, that
is, detJ(q) = 0. There are many methods dealing with these computing problems. In this study, the
damped least squares method arises from the objective function H. The damped least squares method
was used for the first time in 1986 by Nakamura [31] and also independently by Wampler [32]. H is
given as:

H = ‖J ·q− ·x‖2
+ ‖ρ ·q‖2

(8)

where the first term provides primary task solution and the second term deals with kinematic
singularities by suitable choice of non-zero positive parameter ρ. The vector of joint velocity

·
q

is derived by dH

d
·
q

T = 0:

·
q = JT

(
JJT + ρ2I

)−1 ·
x (9)

where I ∈ Rm×m is a square diagonal unit matrix with the dimension of end-effector task space.

3.2. Joint Limit Avoidance Task

The joint limit avoidance task deals with the range of motion of particular manipulator links.
In the case of revolute joints, the construction of real manipulators usually does not allow full joint
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revolution (360◦). During motion control of the manipulator, this limitation of link motion has to be
considered in order to prevent the destruction of manipulator construction.

For the joint limit avoidance task, we use an approach with changing of value of weight variable
Wli based on joint position. If the joint is in admissible range, the value of the weight variable is set
to be zero. When the joint reaches the boundary of its range motion, the value of the weight variable
increases. When the joint reaches a value out of its admissible range, the value of the weight variable
increases to its maximum. This approach can be expressed by Equation (10) [33]:

Wli =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

WW ← qi < qimin
WW

2

{
1 + cos

[
π
(

qi−qimin
ρi

)]}
← qimin ≤ qi ≤ qimin + ρi

0← qimin + ρi ← qi ← qimax − ρi
WW

2

{
1 + cos

[
π
(

qimax−qi
ρi

)]}
← qimax − ρi ≤ qi ≤ qimax

WW ← qi > qimax

(10)

The value of the weight variable has to be set for every joint of the manipulator which needs to be
limited in the range of motion. Particular weight variables Wli are parts of the final weight matrix of
the joint limit avoidance task Wl ∈ Rn×n. The final weight matrix is the diagonal matrix:

Wl =

⎡⎢⎢⎢⎢⎢⎣
Wl1

Wl2
Wl3

. . .
Wln

⎤⎥⎥⎥⎥⎥⎦ (11)

The weight matrix Wl is used with the corresponding Jacobian matrix Jl ∈ Rn×n. The Jacobian
matrix for the joint limit avoidance task is Jl =

∂e
∂q . If a particular joint does not consider the joint limit

avoidance task, the value of Jl is set to be zero; otherwise it is set to be one. The limit of all links of the
manipulator investigated in this study is ± 100◦.

3.3. Obstacle Avoidance Task

During the obstacle avoidance task, the control system investigates the relation between
manipulator links and obstacles in their environment. The aim of this secondary task is to prevent the
collision between any part of the manipulator and potential obstacles, regardless of whether the shape
of the obstacle is regular or irregular. Every obstacle of irregular shape can be geometrically modeled
as a cylinder, with the obstacle being situated in the center of the cylinder; the diameter of the cylinder
determines the distance of influence of this obstacle.

The coordinate of an obstacle in the end-effector task space is so. The projection of the line from
the i-th joint of the manipulator link to the center of a particular cylinder on the i-th link is [33]:

pi = eT
i (s0 − si) (12)

The coordinate of the potential link point which could collide with the obstacle is:

sci = si + piei (13)

The distance between the potential point of collision on the link and the center of the cylinder is
expressed as:

dci =‖ sci − s0 ‖ (14)
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The unit vector of the potential point of collision to the center of the obstacle is:

ui =
sai − s0

dci
(15)

Analogous to the joint limit avoidance task, the Jacobian matrix also has to be determined for the
obstacle avoidance task. The i-th row of the Jacobian matrix can be written as:

Jci = −uT
i Jsci

(16)

The matrix Jsci
is:

Jsci
=

∂sci

∂q
(17)

The Jacobian matrix Jc consists of submatrices Jci. The dimension of the Jacobian matrix is
Jc ∈ Rc×c, where c represents the number of manipulator links which could collide with the obstacles.

3.4. Final Inverse Kinematic Model

For the final inverse kinematic model, a Jacobian-based method is used. This method is based on
the minimization of the objective function, which deals with the primary task as well as secondary
tasks. The advantage of this method is that the number of secondary tasks is not limited, as it is in task
augmentation methods [33].

In this study, we investigate the algorithms for a five-link and 20-link manipulator moving in the
plane. The redundancy of the investigated manipulator is used for the abovementioned optimization
tasks, namely the obstacle avoidance task, the joint limit avoidance task, and the kinematic singularities
avoidance task. The redundancy problem can be expressed by finding a vector q which approximately
satisfies Equation (7) by minimizing the objective function H. The final inverse kinematic model can be
derived based on the same idea as mentioned in Section 3.1:

H =‖ J
·
q− ·x ‖2

+ ‖ Jc
·
q− ·xc ‖

2
+ ‖ JL

·
q− ·xL ‖

2
+ ‖ ρ ·q ‖2

(18)

where Jc ∈ Rc×c is the Jacobian matrix for the obstacle avoidance task, c is the number of links
which can collide with an obstacle, JL ∈ Rl×l is the Jacobian matrix for the joint limit avoidance task,
l is the number of joints in which its motion limit is considered, and ρ is a scalar constant which
overcomes computing problems around kinematic singularities. Equation (18) considers the primary

task represented by the term ‖ J
·
q− ·x ‖2

and other secondary tasks. The weight matrix is assigned to
each task in order to set the priority of particular tasks. This can be achieved by using weight matrices,
as follows:

H =
(

J
·
q− ·x

)T
W
(

J
·
q− ·x

)
+
(

Jc
·
q− ·xc

)T
Wc

(
Jc
·
q− ·xc

)
+
(

JL
·
q− ·xL

)T
WL

(
JL
·
q− ·xL

)
+ Ws

·
q

T ·
q (19)

where W ∈ Rm×m is the weight matrix of the primary task, Wc ∈ Rc×c is the weight matrix of
the obstacle avoidance task, WL ∈ Rl×l is the weight matrix of the joint limit avoidance task, and
Ws ∈ Rn×n is the weight matrix of the kinematic singularities avoidance task. These weight matrices
are diagonal matrices multiplied by coefficients to set the level of priority of the given task. The choice
of these coefficients is subjective. The solution of Equation (19) is given by dH

d
·
q

T :

dH

d
·
q

T = 2
(

JTWeJ + JT
c WcJc + JT

l WlJl + Ws

) ·
q− 2

(
JTWe

·
x + JT

c Wc
·
xc + JT

l Wl
·
xl

)
(20)
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The vector of joint velocities
·
q is expressed by dH

d
·
q

T = 0:

·
q =

(
J−1WJ + JT

c WcJc + Jl
−1WlJl + Ws

)−1(
JTW

·
x + JT

c Wc
·
xc + JT

l Wl
·
xl

)
(21)

Considering Equation (21), the joint velocities
·
xc and

·
xL have to be set to zero in order to avoid

the joint limits and collisions with the obstacles. In other words, to prevent these secondary tasks,
their velocities have to be zero. In this study, the dimensions of matrices Wc, WL, and Ws are 5 × 5
for the five-link manipulator and 20 × 20 for the 20-link manipulator. Consequently, the final inverse
kinematic model is:

·
q =

(
J−1WJ + JT

c WcJc + Jl
−1WlJl + Ws

)−1(
JTW

·
x
)

(22)

Next, the algorithm for the inverse kinematics solution will be presented. The aim of Algorithm 3
(Inverse kinematic model) is the positioning of the end-effector of the manipulator through the points
of the planned path from Section 2 while manipulator links hold all secondary tasks.

Algorithm 3 Inverse kinematic model

1: CYCLE WHILE 1
2: Determination of new required vector xd ∈ Rm from the matrix of planned path P ∈ Rr × 2

3: CYCLE WHILE 2
4: Computation of Jacobian matrix J (damped least squares method)
5: Determination of actual end-effector position in the task space x ∈ Rm with actual

generalized variables q ∈ Rn

6: Computation of general equation
·
q =

(
J−1WJ + Jc

−1WcJc + Jl
−1WlJl + Ws

)−1(
JTW

·
x
)

7: q = qprevious +
·
qdt

8: qprevious = q

9: IF xd = x THEN
END CYCLE WHILE 2

ELSE
CYCLE WHILE 2 continues

END IF
10: END CYCLE WHILE 2
11: END CYCLE WHILE 1

The output of Algorithm 2 (Path Planning) is used as the input to Algorithm 3 (Inverse kinematic
model). The “WHILE 1” cycle ensures the positioning of the end-effector through each point of the
planned path given by P ∈ Rr × 2. The “WHILE 2” cycle finds the solution for xd by means of the final
inverse kinematic model given by Equation (22). This cycle ends when the end-effector position in
the task space equals the required position xd—the point from the planned path. The solution also
assumes a certain tolerance, which is given by the user.

One of the challenges of this method using weight matrices is the setting of the values of particular
weight matrices. Since this choice is subjective, the incorrect choice of weight matrices can cause the
computation to slow down or fail. Our contribution to this field is the modification of the computing
algorithm in using flexible tasks priority.

3.5. A New Algorithm of Inverse Kinematic Model—Acceleration of Computing

The problem in numerical modeling occurs in the case of inappropriate choice of the priority for
all tasks solved in the inverse kinematic model. Let us consider the inverse kinematic model, including
joint limit and obstacle and kinematic singularities avoidance tasks. By setting the priority for all tasks,
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the control system could work according to our requirements. For example, by adding obstacles to
the manipulator workspace, while the priority of weight matrices remains the same, the numerical
computing could not work as we expect. In many cases, the computing process not only slows down
but the process even fails. For this reason, we have improved this method in order to deal with these
problems during the simulation. Our approach is based on changing the priority of a particular task of
the inverse kinematic model during the simulation, according to simulation behavior.

During the performance of the “WHILE 2” cycle, the variable counter increases in each cycle
while the actual position of the end-effector x does not equal the required position xd. If the value
of the variable counter is greater than max. admissible value, which means that the calculation time is
too long, the priority of the chosen task decreases in order to accelerate the computation. When the
solution for the required position xd has been found and at the same time if the value of the variable
counter is lower than min. admissible value, the priority of the chosen task increases. Increasing, as
well as decreasing, the priority of the chosen task is in certain boundaries defined function (linear,
quadratic, etc.).

Our new approach, namely flexible priority solution (FPS), significantly accelerates the
computation of the inverse kinematic model with secondary tasks that will be shown in the
simulation results.

4. Low Level Control

For experimental purposes, we used a fuve-link manipulator with five Dynamixel AX-12
servomechanisms (ROBOTIS, Seoul, Korea) with a torque of 1.49 Nm and a speed of 0.169/60◦.
The servomechanisms were connected in series, as shown in Figure 6.

The servomechanisms communicate together through UART (Universal asynchronous
receiver-transmitter) communication protocol using circuit SN74LS241N. Every transmitted and
received packet has the following form:

0xFF–0xFF–Id–Length–Instruction–Parameter 1– . . . –Parameter N–Check sum

The first two bytes indicate the start of the received or transmitted packet. By other bytes we set
the required operation from all available functions of Dynamixel AX12. The servomechanisms of the
experimental manipulator were controlled by an ATmega162 microcontroller running at 16 MHz.

The ATmega162 microcontroller has RISC (Reduced instruction set computer) architecture
allowing up to 16 MIPS (Million Instruction Per Second) throughput at 16 MHz. The simplified
model of algorithm running on ATmega162 describes Algorithm 4 (Low level control):

Algorithm 4 Low level control

1: CYCLE WHILE 1
2: Find out positions of servomechanisms (UART 1)
3: Send positions to PC (UART 2)
4: CYCLE WHILE 2
5: wait for all required positions from PC
6: END CYCLE WHILE 2
7: Move servomechanisms to required positions
8: END CYCLE WHILE 1

The “WHILE 1” cycle is an infinite cycle running on microcontroller ATmega162. The
microcontroller uses two independent UART communications, the first one for communication with
the servomechanism inner controller and the second one for communication with a PC. Both of these
communications run at a speed of 200 kB/s.

The scheme of information flow is shown in Figure 7.

363



Appl. Sci. 2018, 8, 2229

 
Figure 6. Dynamixel AX12 connection.

 
Figure 7. Scheme of information flow.

The user determines the input parameters, such as the priority of primary and secondary
tasks. The control systems are run using MATLAB (MathWorks, Natick, MA, USA) software, which
transmits the requirements of servomechanisms positions to the microcontroller and microcontroller to
the inner control system of the servomechanisms. The actual positions of the servomechanisms
are transmitted to the microcontroller by the inner control system of servomechanisms. The
microcontroller processes these data and transmits them to MATLAB. Algorithm 5 (Modified algorithm
for inverse kinematic model) is run in MATLAB, while Algorithm 4 (Low level control) runs in the
ATmega162 microcontroller.

Algorithm 5 New algorithm for inverse kinematic model

1: CYCLE WHILE 1
2: Determination of new required vector xd ∈ Rm from the matrix of planned

path P ∈ Rr × 2

3: CYCLE WHILE 2
4: increase counter
5: IF counter > max. admissible value
6: decrease priority of chosen task by chosen function
7: counter = 0
8: END IF
9: Computation of Jacobian matrix J (damped least squares method)
10: Determination of actual end-effector position in the task space x ∈ Rm

with actual generalized variables q ∈ Rn

11: Computation of general equation
·
q =

(
J−1WJ + JO

−1WcJc + Jl
−1WlJl + Ws

)−1(
JTW

·
x
)

12: q = qprevious +
·
qdt

13: qprevious = q

14: IF xd = x THEN
15: END CYCLE WHILE 2
16: ELSE
17: CYCLE WHILE 2 continues
18: END IF
19: END CYCLE WHILE 2
20: IF counter < min. admissible value
21: increase priority of chosen task by chosen function
22: counter = 0
23: END IF
24: counter = 0
25: END CYCLE WHILE 1
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5. Numerical Computing and Results

In this section, the testing of several case studies is presented. The first one assumed a 20-link
manipulator and the second one a 5-link manipulator. These case studies used the same initial
conditions as number and positions of obstacles, the same start and goal point of end-effector, and
range of links motion of ±100◦. The link length of the five-link manipulator was 67 mm and the link
length of the 20-link manipulator was 16.75 mm. Both manipulators had a link length of 335 mm. The
admissible tolerance of end-effector positioning was set to be 5 mm.

All of the abovementioned algorithms were subsequently applied by numerical computing. All
case studies used the same scenario according to Figure 4. Case studies were run using an Intel Core™
i7-3770 3.40 GHz CPU. The resulting computing time for particular case studies was an average value
based on 10 repeated simulations.

5.1. Case Study 1

The first case study assumes a 20-link manipulator with a link length of 16.75 mm. The values of
the weight matrices are as follows: the weight matrix of the primary task, W = 0.1I, where I is a unit
matrix with dimension 2 × 2; the weight matrix of the obstacle avoidance task, Wc = 20I, where I is
a unit matrix with dimension 20 × 20; the weight matrix of the joint limit avoidance task, Wl = 50I,
where I is a unit matrix with dimension 20 × 20; and the weight matrix of the kinematic singularities
avoidance task, Ws = 50I, where I is a unit matrix with dimension 20 × 20.

In the case of the introduced method working with Algorithm 3 with constant weight matrices,
the simulation time was 46.3663 s. Using FPS, the simulation time was 34.9354 s. Our approach
speeds up the simulation by about 24.65%. Graphical representations of the simulation of the 20-link
manipulator are shown in Figure 8.

   

   

   

Figure 8. Graphical representations of the simulation of the 20-link manipulator.
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5.2. Case Study 2

The second case study assumes a 5-link manipulator with a link length of 67 mm. The values
of all weight matrices are the same as in Case Study 1. The only difference is in the dimension of
weight matrices.

In the case with constant weight matrices, the simulation time was 8.8106 s. Using our algorithm,
the simulation time decreased to 5.6325 s. Using FPS speeds up the simulation by about 36.07%.
Graphical representations of the simulation of Case Study 2 are shown in Figure 9.

   

   

   

Figure 9. Graphical representations of the simulation of the five-link manipulator.

Algorithm 5 (New algorithm for inverse kinematic model) appeared to be significantly accelerative.
Using Algorithm 3, in some cases the computing fails, whereas using our approach the computing
finished successfully. The effectiveness of the improved approach is due to the suitable choice of the
parameters max. admissible value and min. admissible value from Algorithm 5. Despite the fact that
our algorithm consists of more computing instructions in comparison with the original algorithm, it is
significantly faster; in the case of the five-link manipulator, it is 36.07% times faster and in the case of
the 20-link manipulator it is 24.65% faster.

For all case studies, all weight matrices were constant besides the weight matrix of the primary
task. This means that the joint limit avoidance task, kinematic singularities avoidance task, and obstacle
avoidance task have more priority than the precise positioning of the end-effector through each point
of the planned path. In other words, it is better to move the end-effector slightly less precisely than for
the manipulator to collide with the obstacles, since this could result in destructive consequences for
the manipulator or its environment in real applications.

The second case study, considering the 5-link manipulator, was also tested by an experimental
model composed of five Dynamixel AX12 servomechanisms. The following figures compare
generalized variables q = [q1, q2, . . . , qn]

T from the simulation model to those of the
experimental model.

Figure 10 shows that the real manipulator, except for small deviations, almost exactly copies the
simulated values of the generalized variables. The small deviations are caused by the control system
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of the servomechanisms not being properly tuned [34]. Figure 11 shows the end-effector positioning
error. The error of simulation is roughly 5 mm. This error was caused by the predetermined tolerance
of positioning, which is 5 mm.

 

 

Figure 10. The time behavior of generalized variables.

Figure 11. End-effector positioning error.

Figure 12 shows images of the motion of the experiment using the five-link manipulator
according to the simulation from Figure 9. The video sequence was recorded using MATLAB image
equipment [35].

Figure 12 corresponds to the time behavior of the experimentally-given generalized variables
shown in Figure 10.
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Figure 12. Images from the experiment using the five-link manipulator.

5.3. Comparison with Other Methods

In the previous section, the WLN original approach working with task priorities was compared
with our developed FPS approach. In this section, analyses considering the next methods are presented.
Different simulation conditions will also be used.

The first method analyzed is from the gradient projection methods (GPM) class. GPM are probably
the most frequently discussed and used method for inverse kinematics of kinematically-redundant
manipulators. GPM was firstly introduced by Liegeois [8] to utilize kinematic redundancy to avoid
joint limits. By extension of the basic inverse kinematic model, a new model was derived [8]:

·
q = J† ·x + α

(
J†J− In

)
∇z (23)

where J† is the pseudoinverse matrix of J, In is the identity matrix In ∈ Rn×n, ∇z is the vector of
objective function, and α is a weighting parameter larger than zero. The term J† ·x is a minimum-norm
solution and the term

(
J†J− In

)
is a null-space projection matrix. The homogeneous term

(
J†J− In

)
∇z

is orthogonal to J† ·x and is referred to as the self-motion of the mechanism (manipulator) in joint space
with any influence on end-effector motion in task space. An arbitrary secondary task can be applied
for the objective function z according to requirements. For following case study, the same secondary
tasks that were introduced in previous sections were used. Equation (23) is presented in the following
tables as generalized GPM (GGPM).
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Another widely used method for inverse kinematics is the closed-loop inverse kinematics (CLIK)
algorithm, which was developed to overcome the joint drift for open-chain robot manipulators [36].
The CLIK algorithm at velocity level can be formulated as follows. The expression of location error
and its derivative is:

e = xd − x (24)
·
e =

·
xd − ·x (25)

The vector of joint velocity has to be set so the error tends to zero. Considering the pseudoinverse
solution, the generalized CLIK algorithm can be expressed as:

·
q = J†

[ ·
xd + KP(xd − x)

]
(26)

Equation (26) combined with Equation (6) gives:

·
e = KPe (27)

where KP is a symmetric positive definite matrix. The final CLIK solution can be expressed as:

·
q = J†

[ ·
xd + KP(xd − x)

]
+ α
(

J†J− In

)
∇z (28)

Subsequently, all of the mentioned methods were applied in the simulations in order to compare
them in terms of computation time. The scenario was the same as in the first two case studies (Figure 4).
For secondary tasks expression, the same approach as that introduced in previous sections is used. In
the CLIK algorithm, matrix KP is set to be a diagonal matrix with values 10. The priority of the obstacle
avoidance task was then decreased from 20 to 2. In the following simulations, obstacle influence
was also changed. The obstacle influence is the parameter which causes increasing sense of obstacle
avoidance task. This parameter arises from Section 3.3. The higher this parameter is, the more difficult
the passage through the obstacles is. In other words, in the case of a high obstacle influence parameter,
the passage for manipulator motion is narrower. Thus, high obstacle influence represents highly
rugged terrain.

Based on numerical simulations, computing times are determined for all the described methods
in the following Tables 1–4. The simulations again consider a five-link and a 20-link manipulator.

Table 1. Simulation results with an obstacle influence of 10 mm.

Method Computation Time (s)—5 Links Computation Time (s)—20 Links

FPS 0.99 45.51
WLN 1.11 49.38

GGPM 19.15 92.62
CLIK 18.21 52.14

Table 2. Simulation results with an obstacle influence of 20 mm.

Method Computation Time (s)—5 Links Computation Time (s)—20 Links

FPS 1.24 44.54
WLN 1.57 49.61

GGPM 19.94 Failure
CLIK 18.39 Failure
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Table 3. Simulation results with an obstacle influence of 30 mm.

Method Computation Time (s)—5 Links Computation Time (s)—20 Links

FPS 1.29 45.52
WLN 1.82 69.96

GGPM 28.80 Failure
CLIK 26.79 Failure

Table 4. Simulation results with an obstacle influence of 40 mm.

Method Computation Time (s)—5 Links Computation Time (s)—20 Links

FPS 1.51 50.61
WLN 2.41 140.79

GGPM 31.09 Failure
CLIK 28.72 Failure

The simulation results show that our FPS method has significant utility. The computing time
is considerably lower, especially for the cases with a large number of DOF. The importance of FPS
also increases in cases with highly rugged terrain (i.e., those with large obstacle influence). The mark
“Failure” in the tables means that simulations lasted too long or the self-motion of particular joints
collided with obstacles or with other links.

6. Conclusions and Future Work

This study investigates the algorithms for investigating the positioning of manipulator
end-effector while secondary tasks are considered, namely a joint limit avoidance task, an obstacle
avoidance task, and a kinematic singularities avoidance task. The paper deals with path planning
for end-effector using potential field method. The output of path planning is used as the input to the
inverse kinematic model, which is designed by a Jacobian-based method. This approach includes
the use of weight matrices for primary and secondary tasks in order to set the priority of each task.
Using this method, during numerical simulations the computation significantly slowed down in
some cases. In this paper, a new approach is introduced which uses flexible choice of priority for
task of inverse kinematic model due to acceleration of computation. The choice of task priority was
performed based on simulation behavior. The simulations were performed using a 5-link and a 20-link
manipulator. If the computing power slowed down for a certain required position, the priority of
the main task decreased. Consequently, if the computing power during the simulation increased, the
priority of the main tasks also increased in order to increase the motion precision. In the case of the
20-link manipulator, our approach decreased computation time by 24.65%; and in the case of the 5-link
manipulator it decreased computation time by 36.07%. Our algorithm consists of more computing
instructions than the original algorithm, yet it is also faster. This paper also presents analysis including
the comparison of four methods for inverse kinematics. The analysis expresses the utility of FPS,
especially for cases when the manipulator has a large number of DOF and there is highly rugged
terrain. The results show the effectiveness of our approach.

In the future, we hope to continue in improving the new approach, that is, FPS, which is introduced
in this study. The aim of our future work will be to improve our approach by testing different functions
for increasing and decreasing level of task priority. Subsequently, we hope to utilize our approach in a
dynamically changing manipulator environment and to test it on an industry manipulator.
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Featured Application: The work of this paper is mainly applied for the inverse kinematics solving

of Da Vinci surgical robot and its similar robotic systems that do not satisfy the Pieper principle.

Abstract: A dialytic-elimination and Newton-iteration based quasi-analytic inverse kinematics
approach is proposed for the 6 degree of freedom (DOF) active slave manipulator in the Da Vinci
surgical robot and other similar systems. First, the transformation matrix-based inverse kinematics
model is derived; then, its high-dimensional nonlinear equations are transformed to a high-order
nonlinear equation with only one unknown variable by using the dialytic elimination with a unitary
matrix. Finally, the quasi-analytic solution is eventually obtained by the Newton iteration method.
Simulations are conducted, and the result show that the proposed quasi-analytic approach has
advantages in terms of accuracy (error < 0.00004 degree (or mm)), solution speed (<20 ms) and is
barely affected by the singularity during intermediate calculations, which proves that the approach
meets the real-time and high-accuracy requirements of master–slave mapping control for the Da
Vinci surgical robots and other similar systems. In addition, the proposed approach can also serve as
a design reference for other types of robotic arms that do not satisfy the Pieper principle.

Keywords: minimally invasive surgery robot; inverse kinematics; dialytic elimination;
Newton iteration

1. Introduction

In recent years, medical robots have increasingly been used as fundamental surgical
instrument/equipment [1], among which the Da Vinci system developed by Intuitive Surgical
Company is the most successful [2]. The Da Vinci robotic system consists of three components: the
surgeon console (master manipulators), the patient trolley (slave manipulators), and the imaging
system [3]. The surgeon manipulates two master handles at the master remote console, which
can acquire high-resolution, binocular, three-dimensional, magnified views of the operative field
as compared with open surgery [4]. However, this kind of master–slave operation mode poses a great
challenge to the real-time and accurate performance of the master–slave mapping control, among
which the inverse kinematics problem is the first obstacle. The Da Vinci system and similar surgical
robot systems satisfy the following two features:

(1) contain mechanical structures to generate Remote Center of Motion [5] (RCM, a fixed point on the
active arm, there are two methods to generate RCM based motion: (a) virtual RCM, (b) physically
constrained RCM [6]), and the structure can be simplified;

(2) do not satisfy the Pieper principle.
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At present, the main methods of robotic inverse kinematics include the analytic method and the
numerical method. The analytic approach uses vector, spinor or Lie algebra to obtain results [7–9],
which can only obtain satisfied solutions in limited robotic configurations that should satisfy the Pieper
principle [10,11], etc. However, to imitate the surgeon operation, the manipulators of most thoracic and
abdominal surgery robots, including the Da Vinci system, contain rotational/translational kinematic
pairs, tilt angle joints, and offset joints at the tip (artificial wrist part) that are designed for additional
flexibility, which is beyond the solution capability of the analytic approach.

One feasible strategy is to simplify the kinematic model to acquire analytical results. For example,
Ai et al. and Podsedkowski et al. [12,13] obtained an approximate solution by separating the position
and orientation of the slave manipulators, the solution deviation of which needs to be manually
eliminated by experienced surgeons via visual inspection. Zhang et al. [14] solved the inverse
kinematics of a 4-DOF surgical robot using the elimination method, and Mezouar et al. [15] used unit
dual quaternions to model the kinematics, however, outcomes of their studies benefited strongly from
the simplicity of the arm configuration. In addition, Fu et al. [16,17] obtained an approximate solution
based on the differential transformation that increases error feedbacks to compensate the cumulative
error, the final precision of which can reach 0.18 mm.

Another way to solve the inverse kinematics problem of the surgical robot that does not satisfy
the Pieper principle is the Jacobian matrix-based numerical method [18]. However, this method
involves a Jacobian matrix, which may lose versatility due to its singularity problem as well as the
low convergence speed of the iterative solutions. To improve the numerical solution performance, a
numerical method based on the position increment of robotic joints was proposed [18]. Specifically, to
make this method suitable for the inverse kinematics analysis of a robotic manipulator with an offset
wrist, Bu et al. [19] used the method of decoupling DOFs based on a cut-off point that is limited by the
manipulator configuration. In addition, modern methods such as the neural network method [20], the
genetic algorithm [21], the electromagnetism-like mechanism [22,23], the hybrid electromagnetism-like
mechanism [24], etc., have been gradually explored for possible solutions of the inverse kinematics
of surgical robots. However, these methods either require a large amount of sample data or suffer
from poor convergence speed; therefore, these methods are not suitable for the rapid development of a
master–slave manipulator in surgical robots.

To address the lack of efficient and accurate inverse kinematics solutions for the Da Vinci system,
we propose a quasi-analytic solution method that involves dialytic elimination and the Newton
iteration method. The dialytic elimination method [25] is used to transform the high-dimensional
equations into a nonlinear equation containing only one unknown variable, which is then solved
by the Newton iteration method. In applying this method to the inverse kinematics solution of
slave manipulator, we show dual superiorities: (a) barely affected by the singularity problem and (b)
maintain rapidity.

The steps of our proposed method as follows:

(1) simplify the structure of RCM, using an equivalent mechanism to take the place of the
RCM mechanism.

(2) establish the coordinate system, this step can be realized by the D–H (Denavit–Hartenberg)
method or combine the characteristics of the structure to make sure there are more origins of the
coordinate system can be set up at the same point.

(3) obtain the mathematical model of forward and inverse kinematics via the matrix transformation
method. Then, transform the high-dimensional equations into a nonlinear equation containing
only one unknown parameter using the dialytic elimination method, and solve it by the Newton
iteration method.

The rest of this paper is organized as follows: Section 2 presented the kinematics analysis of the
Da Vinci system; Section 3 solves the inverse kinematics by the Newton iteration method; Section 4
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analyzes our solution and compared it with other methods via a simulation; Section 5 concludes
the paper.

2. Kinematics Analysis

2.1. Forward Kinematics Analysis

During surgery using the Da Vinci medical robot, dual articulated arms (slave manipulators)
work as the right and left hand of the surgeon, respectively. The coordinate frame of the master/slave
manipulator is set the same as the coordinate frame of human sight, i.e., the world coordinate frame.
Therefore, in Figure 1, the origin of the base coordinate frame of the slave manipulator is located at the
bottom of the robot frame. The Z0-axis is upward, along the robot frame.

Figure 1. Structure schematic of the Da Vinci patient trolley. (a) Composition of the patient trolley,
including four arms (first arm, second arm, third arm and fourth arm) and a frame. (b) Structure
schematic of the first arm (slave manipulator), including the passive arm (dashed rectangle area)
and active arm (dashed ellipse area), and point H, which is the RCM. (c) Equivalent diagram of the
parallelogram mechanism (yellow part).

Before surgery, the angles of passive joints M, N, and P and the position of the M joint on the
frame are adjusted manually and then remain fixed during surgery. The joints that mainly assist the
surgeon are the active joints of the slave manipulator: Q, E, G, K, H, I, and J in Figure 1b.

The DOFs of the slave manipulator includes four DOFs: l0, θ1, θ2 and θ3. The parts 6, 7, and 8
in the active arm belong to the parallelogram mechanism (i.e., these three parts cannot move freely
but under the motion constraint of the parallelogram mechanism in Figure 1c. Then only parts 4, 5,
8 and 9 can move freely in the slave manipulator, i.e., part 5 rotates around part 4, there is rotation
between part 6 and part 5, and there is rotation between part 9 and part 8. Therefore, the entire slave
manipulator will have 6 DOFs when the additional 3 DOFs of the H joint are considered.

2.2. Mathematical Model of Forward Kinematics

According to the previous analysis, an active arm coordinate system is established in Figure 2.
The origin of the base coordinate x0y0z0 (0-coordinate frame) of the active arm is established at the
joint Q between the passive and active arms, the direction of which is the same as that of the frame
coordinate X0Y0Z0.
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Figure 2. Structure diagram of the active arm of the slave manipulator. To more clearly, we draw H
and I as H, H1, H2 and I1, I2, I3 respectively. 1-coordinate frame fixed on part 5; 2-coordinate frame
fixed on part 8; 3-coordinate frame fixed on part 9; 4-coordinate frame fixed on part 9; 5-coordinate
frame fixed on part 10; 6-coordinate frame fixed on part 11.

Figure 2 shows the six DOFs of the active arm in the slave manipulator, namely five rotating joints:
q1, q2, q4, q5, q6, and a translational joint: q3.

Six transform matrixes frame from x1y1z1 (1-coordinate frame) to x6y6z6 (6-coordinate frame) can
be obtained as follows: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

T = {−(π − α)}x{q1}z
{

lQH
}z

1
2T =

{−(β− π
2
)}

x

{
π
2
}

y{q2}z
2
3T = {q3}y

3
4T =

{−π
2
}

x{q4}z
4
5T =

{
π
2
}

x{q5}z
5
6T =

{
lI J
}y{π

2
}

y{q6}z

, (1)

where i
jT means transform matrix from the i-coordinate frame to the j-coordinate frame; { }x, { }y and

{ }z represent the rotation angle around the x-axis, y-axis and z-axis, respectively; { }x, { }y and { }z

denotes the translational movement along the x-axis, y-axis and z-axis, respectively.
Then, the pose matrix of the active arm at the endpoint of the slave manipulator can be obtained

as follows:

0
6T = 0

1T1
2T2

3T3
4T4

5T5
6T =

⎡⎢⎢⎢⎣
nx ox ax px

ny oy ay py

nz oz az pz

0 0 0 1

⎤⎥⎥⎥⎦ =

[
R P
0 1

]
, (2)

where R and P are the orientation and position of the slave manipulator endpoint, respectively.
Substituting Equation (1) into Equation (2) yields Equation (3):

0
6T = {−(π − α)}x{q1}z

{
lQH
}z{−(β− π

2
)}

x

{
π
2
}

y{q2}z{q3}y{−π
2
}

x{q4}z
{

π
2
}

x{q5}z
{

lI J
}y{π

2
}

y{q6}z. (3)
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2.3. Mathematical Model of Inverse Kinematics

In the case of inverse kinematics, the known pose matrix is 0
6T in Equation (3), and the unknowns

are q1, q2, q3, q4, q5 and q6.

Left-multiplying the matrices T = {q3}y−1{q2}−1
z
{

π
2
}−1

y

{−(β− π
2
)}−1

x

{
lQH
}z−1{q1}−1

z {−(π − α)}−1
x

on both sides of Equation (3) yields Equation (4):

T0
6T =

{
−π

2

}
x
{q4}z

{π

2

}
x
{q5}z

{
lI J
}y
{π

2

}
y
{q6}z. (4)

To simplify the complexity of the formula, we construct a unitary matrix [26] U as follows. After
introducing the matrix U, the variables in the 0

6T can be replaced by the Euler formula.

U =

⎡⎢⎢⎢⎣
1√
2

i − 1√
2

i 0 0
1√
2

1√
2

0 0

0 0 1 0
0 0 0 1

⎤⎥⎥⎥⎦ (5)

In addition, we know that E = U−1U. Left-multiply the inverse of unitary matrix U−1 and
right-multiply the matrix U on both sides of Equation (4). Then, multiply the E matrix between these
two matrices to transform Equation (4) into the following:

Y3X2C1X1C2C3 = C4X4C5X5C6X6. (6)

Here, C1 = U−1[{lQH}z{π/2 − β}z]−1U, C2 = U−1[{α − π}x]−1U, C3 = U−10
6TU, C4 =

U−1{−π/2}zU, C5 = U−1{π/2}zU, and C6 = U−1{lIJ}y{π/2}yU. Clearly, C1, C2, C3, C4, C5 and C6

are constant matrices or parameter matrices related to the structure of the robot. In addition, Xj (j = 1,
2, 4, 5, 6) is as follows:

Xj =

{
T−1

Xj j= 1, 2
TXj j= 4, 5, 6

, (7)

where TXj (j = 1, 2, 4, 5, 6) represents the results of the transform matrix of qj rotating around the z-axis,
which undergoes the left-multiplication of U−1 and right-multiplication of U. Let xj = cos(qj) + isin(qj),
xj
−1 = cos(qj) − isin(qj); thus, TXj can be expressed as follows:

TXj = U−1{qi}zU =

⎡⎢⎢⎢⎣
xj 0 0 0
0 x−1

j 0 0
0 0 1 0
0 0 0 1

⎤⎥⎥⎥⎦. (8)

Let Y j represents the result of the transform matrix qj along the y-axis, which undergoes the
left-multiplication of U−1 and right-multiplication of U, and xj = qj; then, Y j can be expressed as follows:

Yj = U−1{qi}yU =

⎡⎢⎢⎢⎢⎣
1 0 0 −

√
2

2 xj

0 1 0 −
√

2
2 xj

0 0 1 0
0 0 0 1

⎤⎥⎥⎥⎥⎦. (9)

Take A = Y3X2C1X1C2C3, B = C4X4C5X5C6X6. Then the dimensions of matrix A and matrix B
are both 4 × 4. Each element in matrix A is a function containing x1, x2, and x3, while the elements in
matrix B are functions containing x4, x5, and x6. In addition, corresponding elements in matrix A and
matrix B are equal, i.e., Aij = Bij. The specific contents of the elements are detailed in Appendix A.
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To realize element elimination, we evaluated elements in matrix A and B that do not contain x6

and x6
−1: B13, B14, B23, B24, B33 and B34 to establish Equation (10):

A13 = B13

A14 = B14

A23 = B23

A24 = B24

A33 = B33

A34 = B34

⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
. (10)

To further eliminate x4 and x5, the linear combination of x4 and x5, and their reciprocals are treated
as new variables, i.e., X = [x4x5, x4x5

−1, x4
−1x5, x4

−1x5
−1, x4

−1, x5
−1, x4, x5, x4

0x5
0]T, which contains

nine variables. Because there are only six equations in Equation (10), three more equations are required,
which are attainable by conducting nonlinear computations on the elements in Equation (10), as shown
in Equation (11).

AL1 = −A34A23 + A24A33 = −B34B23 + B24B33 = BL1

AL2 = −A24A13 + A14A23 = −B24B13 + B14B23 = BL2

AL3 = −A13A34 + A14A33 = −B13B34 + B14B33 = BL3

⎫⎪⎬⎪⎭ (11)

Then, by combining Equations (10) and (11):

[D(x1, x2, x3)]9×9X = 0. (12)

The matrix [D(x1, x2, x3)]9×9 contains only the variables x1, x2, and x3 since X is nonzero. The
condition that Equation (12) has a solution is that the determinant of [D(x1, x2, x3)]9×9 equals zero. The
following equation, which contains x1, x2, and x3, can be obtained provided that |D(x1, x2, x3)| = 0:(

C′1x1 + C′2 + C′3x−1
1

)
x2 = −

(
C′4x1 + C′5 + C′6x−1

1

)
x−1

2 , (13)

where C’j is a constant related to the robot’s parameters. Considering that x1, x2, x4, x5, and x6 can be
defined as xj = cos(qj) + isin(qj) and xj

−1 = cos(qj) − isin(qj), then x1, x2, x4, x5, and x6 are all non-zero.
Therefore, x2 can be expressed by x1 according to Equation (13):

x2
2 =
−
(

X′1x1 + C′2 + C′3x−1
1

)
[(

C′4x1 + C′5 + C′6x−1
1

)] = f1(x1). (14)

To represent x3 by x1 and x2, we construct the equations AL4 = A23A14 + A13A24 + A33A34 and BL4

= B23B14 + B13B24 + B33B34. Let AL4 = BL4, then(
C′7x1 + C′9 + C′12x−1

1

)
x3x2 +

(
C′8x1 + C′11 + C′13x−1

1

)
x3x−1

2 + C′10 = 0. (15)

Equation (15) contains only three variables, x1, x2, and x3, therefore, x3 can be expressed by x1

and x2 as:
x3 = f2(x1, x2). (16)

Because both AL2 and AL3 are functions of x1, x2 and x3, by combining AL2 = BL2 with AL3 = BL3,
the following can be obtained:

[
x4

x−1
4

]
=

⎡⎣ − i
lI J
−
√

2i
lI J

− i
lI J

√
2i

lI J

⎤⎦[ AL2

AL3

]
. (17)
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Therefore,

x4 = − i
lI J

AL2 −
√

2i
lI J

AL3 = f3(x1, x2, x3). (18)

Similarly, by combining A13 = B13 and A14 = B14 with Equation (16), the following can be obtained:

[
x5

x−1
5

]
=

⎡⎢⎣ −
√

2
(AL2i−lI J)

−
√

2ilI J

(AL2i−lI J)

−
√

2i
(AL2−lI J i)

−
√

2lI J

(AL2−lI J i)

⎤⎥⎦[ A14

A13

]
. (19)

Therefore, x5 can be represented by x1, x2, and x3:

x5 = −
√

2A14(
AL2i− lI J

) − √
2ilI JA13(

AL2i− lI J
) = f4(x1, x2, x3). (20)

Combined with Equations (16) to (20) and A11 = B11, x6 can finally be represented by x1:

x6 =
(b1i + b2)x1x−1

2 + (b3i + b4)x−1
2 + (b5i + b6)x−1

1 x−1
2

1
8 x5x4 +

i
4 x4 − 1

8 x−1
5 x4 +

1
4 x5 +

1
4 x−1

5 + 1
8 x5x−1

4 − i
4 x−1

4 − 1
8 x−1

5 x−1
4

= f5(x1), (21)

where bj is a constant related to the robot’s parameters.
From Equations (16) to (21), the variables x2, x3, x4, x5, and x6 can be represented with the variable

x1. Let A24 and B24 be equal, then:
F(x1) = A24 − B24 = 0. (22)

By solving Equation (22), x1 can be solved, then x2, x3, x4, x5, and x6 can be subsequently solved
by Equation (16) to (21). Specifically, we know from Equation (14) that x2 = ±√ f1(x1), therefore, F(x1)
will have two expressions:

F(ξ1) =

{
F1(x1)x2 =

√
f1(x1)

F2(x1)x2 = −√ f1(x1)
. (23)

Equation (23) will be electively solved according to the minimum norm of the distance the
joint moved.

3. Inverse Kinematics Solution

From the derivation of the forward and inverse kinematics of the Da Vinci slave manipulator, it is
known that the key to solving inverse kinematics is to solve the nonlinear Equation (22).

3.1. Inverse Kinematics Solution Method

The Newton–Raphson method is an efficient numerical iterative approach to solve nonlinear
equations in real and complex domains. In this paper, we construct the following iterative formula:

xn+1 = xn − F(xn)

F′(xn)
. (24)

3.2. Initial Value of the Inverse Kinematics Solution

The motion ranges of each joint in the Da Vinci slave manipulator are as follows: θ1 from −90◦

to 90◦, θ2 from −135◦ to 0◦, lIH from 0 to 315 mm, θ3 from −180◦ to 180◦, θ4 from −90◦ to 90◦, and θ5

from −90◦ to 90◦. In the previously defined x1 = cos(q1) + isin(q1), q1 is the rotation angle of the first
joint with a range of [−π/2, π/2]. A finite number of values are obtained by extracting values within
these available ranges at a certain angle interval (our subsequent calculation results show that a less
than 5

◦
angle interval is acceptable) to solve the forward kinematics, the results of which are stored

as the initial value database for the inverse kinematics solution. By selecting the data from the initial
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value database that is the least squares approximate to the required inverse kinematics as the initial
values, the Newton iteration method will successfully converge.

3.3. Inverse Kinematics Solution Process

According to the inverse kinematics of the Da Vinci slave manipulator and the derived solution
process, a detailed solution flow chart is constructed in Figure 3.

 

Solve F(x1)=0

x1

Converge? 0= 0+hNO

x2

YES

Within feasible 
Region?

YES

x3 Positive integer?

YES

x4
Within feasible 

Region?

YES

x6
Within feasible 

Region?

x=[x1 x2 x3 x4 x5 x6]
Solve Tend_s

YES

Angle(x0)<90°

NO

Is X empty matrix?

YES

Given Tend again

x5
Within feasible 

Region?

|Tend_s-Tend|<  

X=[X x]

X=X

YES

NO

Newton iteration 
accuracy: e-15

YES

NO

NO

NO

NO

NO

x0=cos( 0)+isin( 0)

h0=h0*0.5

h0<0.1

YES

NO

YES

Within feasible 
Region?

YES

NO

NO
F(x1)=F2(x1)

X'=X 
k=1

Is X dimension 
equal to 1?

X is the solution 
sought.

YES

NO

NO

YES

X' =[X';X]

k=1?

YES

NO

Is dimension of X 
equal to 1?

h=h0 

Tend, , 0=-90°, X_s, h0=20°, F2(x1), F1(x1), k=0 

Start

End

Take the solution with the 
smallest norm of (X-X_s) as 

the solution. 

F(x1)=F1(x1)

Figure 3. Inverse kinematics solution process of the Da Vinci slave manipulator.
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In Figure 3, Tend is the pose matrix at the endpoint of the robot (i.e., 0
6T), ε is the precision of the

solution, θ0 is the initial value, h is the initial step value, and X_s represents the values of each joint at
previous positions. The value k is used to determine whether both forms of F(x1) have been solved.

4. Example Analysis and Discussion

4.1. Parameters of the Da Vinci Slave Manipulator

According to Figure 4, the size parameters of the Da Vinci slave manipulator are shown in Table 1.

 

Figure 4. Range of motion of the slave manipulator.

Table 1. Structure parameters of the Da Vinci slave manipulator.

β1 (◦) β2 (◦) lQH (mm) β3 (◦) α (◦) lIJ (mm)

30.45 7 784.29 0 20 10

4.2. Solution of Proposed Method

As shown in Table 2 (the form is referenced by the book: An Introduction to Error Analysis [27]),
the input values are a set of arbitrarily selected joint parameters within the effective range of joint
space. The outputs in Table 2 are the calculated values by our proposed method. h represents the step
size of the solution, and the error is calculated as follows:

ε = |Output− Input|. (25)

In this paper, the solution precision of the Newton–Raphson method is 1E–10 ε = 1E-7 for Tend, θ0

takes the minimum value of −90◦ within the feasible region, and the initial step size is h0 = 20◦. The
test carried on CodeBlocks 16.01 based on the hardware that a PC platform running with an Intel (R)
Core (TM) i5-4460 CPU, clocked at 3.2 GHz (memory: 4 GB).

We also use the same input to run the procedure on the “R12CCPU-V” MELSEC iQ-R series C
language controller from Mitsubishi Electric and VxWorks 6.9 operating system, the results are list in
Table 3.
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In order to verify the proposed method, we build a simulation model in Adams. Firstly, we gave
a random movement for the simulation model, then we obtained the matrix of the end pose from the
simulation result (Figure 5a), which included the position and the orientation. Secondly, the matrixes
were imported to the algorithm we proposed as input. Thirdly, we used our solution to drive the robot
model. In the final results, depicted in Figure 5b, we see that the curve obtained by our algorithm is
very close to the target curve. This means the proposed method is of high accuracy.

 

(a) 

(b) 

(c) 

Figure 5. Simulation results: (a) simulation in Adams, (b) end position comparison between target and
our result, (c) the end orientation (Euler angles) comparison between target and our result.

4.3. Discussion of the Solution

As noted in the previous section, the main focus of the solution includes the solution accuracy,
real-time performance (solution speed) and the singularity problem (based on the joint position
solution or not).
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(1) Solution accuracy
Table 2 shows that for any input joint parameter, whether an integer or a decimal value accurate

to nine decimal places, the error between the calculated values (output) and the given values (input) of
six joint parameters of the slave manipulator is within 0.00004 degree (or mm), which demonstrates
that the proposed approach for the Da Vinci surgical robot inverse kinematics is capable of finding
effective solutions with high accuracy.

(2) Solution speed
The number of calculation steps of the algorithm/program is one of the influential factors that

affect the solution speed. As schematically shown in Figure 3, the number of steps of the inverse
kinematics approach proposed in this paper depends mainly on two factors:

1© The number of Newton iterations in the best-case scenario, the numerical solution can be
obtained by one iteration when the initial value is perfectly selected. In general, if the given initial
value ensures convergence, then the solution of F(x1) = 0 is expected to take approximate 20 iterations;
in cases where the convergence fails, the program is designed to iterate at most 50 times and then exit
to avoid a dead loop.

2© The step size. when the step size h is large, the iteration times are reduced, thereby shorten
the calculation time. However, the selection of initial values will be relatively imprecise, resulting in
higher possibility of solution failure due to unreasonable initial values. In cases where the step size is
small, the initial values tend to be more precise, resulting in a greater possibility of obtaining a solution.
However, the resulting shortcoming is the demand for more calculation steps and longer time.

An improved calculation process is proposed by taking both factors into account: first, start the
procedure by following the flow chart shown in Figure 3 with a relatively large step size; second,
reduce the step size gradually for more precise initial values if the equation has no solution. This
approach boosts the speed of calculation but also reduces the possibility of solution failure.

(3) Singularity influences
Our method abandons the use of Jacobian matrix inversion. Therefore, there will be barely no

singular solution in the condition of a good initial value from a mathematical perspective. On the other
hand, because our algorithm is based on the position increment of the manipulator’s joints, Then, the
motion joint position trajectory is generated by interpolation based on the initial joint position and the
end joint position. The joint position interpolation is not affected by the singularity.

4.4. Comparison with Other Methods

Table 4 compared our method with another two typical methods in applicability, complexity of
calculation, solution precision, solution speed and singularity influences.

Table 4. Comparison between the proposed method and others.

Method Applicability
Complexity of

Calculation
Solution
Precision

Solution
Speed

Singularity
Influences

separates the position
and orientation [10,11]

especially for the
structure satisfied
Pieper principle

low high quick need to consider about

method based on the
Jacobian matrix [16,28] all high middle not quick need to consider about

The proposed method
especially for the

structure not satisfied
Pieper principle

middle high quick barely considering
about

Particularly, we choose separates the position and orientation method (name as “separate P&R
method” below) to applied on the Da Vinci slave manipulator, and the comparison with the proposed
method within the same simulation model is shown in Figure 6. The position curve of “separate P&R
method” is following the target with some fluctuation, while the orientation result is far away from the
correct solution, which means that the Separate P&R method is not suitable for the slave manipulator
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that dissatisfied the Pieper principle. Even though increasing the error feedback to compensate for the
results may increase the solution precision, the compensation operation will take a large amount of
time, which proves the superiority of our proposed method in terms of solution precision and speed.

(a) 

(b) 

Figure 6. The endpoint comparison between results of our proposed method and the separate P&R
method. (a) The position result comparison; (b) the orientation result comparison.

5. Conclusions

(1) In this paper, an inverse kinematics mathematical model of the 6-DOF active arm of the Da
Vinci surgical robot established by using a coordinate transformation matrix method according to
its mechanical motion diagram and working characteristics. By introducing a unitary matrix, the
mathematical model on the real plane is transformed to a complex plane, consequently avoiding the
relatively complex trigonometric calculations associated with the conventional solution procedure.
Following the steps proposed, this approach can apply to other similar robot kinematic problems.

(2) The dialytic elimination method serves to individually eliminate the joint variables and
ultimately obtains a high-order nonlinear equation with only one unknown variable of the first joint.
Subsequently, the Newton iteration method is introduced to solve the nonlinear equation on the basis
of selecting multiple initial values reasonably in the feasible region. The test shows that carefully
changing the step size and selecting initial values in the feasible region for the iteration solution of the
nonlinear equation will significantly reduce the possibility of solution failure.
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(3) In theory, the accuracy of the approach can reach an error of < 0.00004 degree (or mm) and
achieve a solution time of 0.5 s (Intel (R) Core i5-4460 CPU, clocked at 3.2 GHz (memory: 4 GB)).
Running the procedure on better hardware and software (based on the “R12CCPU-V” MELSEC iQ-R
series C language controller from Mitsubishi Electric and VxWorks 6.9 operating system) decreases the
solution time to 20 ms, which fully satisfies the real-time performance requirement of surgical robots.

(4) A method that combines dialytic elimination and the Newton iteration method is applied to
solve the inverse kinematics problem of the slave manipulators of the master–slave surgical robot. The
proposed approach achieves higher accuracy than other solutions based on position and orientation
separation while the real-time performance is satisfied. Moreover, in contrast to other numerical
solutions, the solution method is based on the position of the joint and is therefore barely not affected
by any singularity. Further, the application of our approach removes the restriction of the design of the
master manipulator configuration.
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Appendix A

A11 = (c1i + c2)x1x−1
2 + (c3i + c4)x−1
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1 x−1

2 ;
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1 x−1
2 ;

A13 = (c13i + c14)x1x−1
2 + (c15i + c16)x−1
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1 x−1

2 ;
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2 −
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2
2 x3 + (c23i + c24)x−1

1 x−1
2 ;
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1 ;
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1 ;

A23 = (c37i + c38)x1x2 + (c39i + c40)x2 + (c41i + c42)x2x−1
1 ;

A24 = (c43i + c44)x1x2 + (c45i + c46)x2 −
√

2
2 x3 + (c47i + c48)x2x−1

1 ;
A31 = (c49i + c50)x1 + (c51i + c52)x−1

1 ;
A32 = (c53i + c54)x1 + (c55i + c56)x−1

1 ;
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1 ;
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1 ;
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i
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1
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4 ;
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B34 =
(
− 1

4 x5x4 +
1
4 x−1

5 x4 +
1
4 x5x−1

4 − 1
4 x−1

5 x−1
4

)
lI J ,

where ci is a function related to the structural parameters of the robot, which is known and can be
regarded as a constant.
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Abstract: Snake robot locomotion in a cluttered environment where the snake robot utilises a
sensory-perceptual system to perceive the surrounding operational environment for means of
propulsion is defined as perception-driven obstacle-aided locomotion (POAL). From a control point
of view, achieving POAL with traditional rigidly-actuated robots is challenging because of the
complex interaction between the snake robot and the immediate environment. To simplify the
control complexity, compliant motion and fine torque control on each joint is essential. Accordingly,
intrinsically elastic joints have become progressively prominent over the last years for a variety robotic
applications. Commonly, elastic joints are considered to outperform rigid actuation in terms of peak
dynamics, robustness, and energy efficiency. Even though a few examples of elastic snake robots
exist, they are generally expensive to manufacture and tailored to custom-made hardware/software
components that are not openly available off-the-shelf. In this work, Serpens, a newly-designed
low-cost, open-source and highly-compliant multi-purpose modular snake robot with series elastic
actuator (SEA) is presented. Serpens features precision torque control and stereoscopic vision.
Only low-cost commercial-off-the-shelf (COTS) components are adopted. The robot modules can be
3D-printed by using Fused Deposition Modelling (FDM) manufacturing technology, thus making the
rapid-prototyping process very economical and fast. A screw-less assembly mechanism allows for
connecting the modules and reconfigure the robot in a very reliable and robust manner. The concept
of modularity is also applied to the system architecture on both the software and hardware sides. Each
module is independent, being controlled by a self-reliant controller board. The software architecture is
based on the Robot Operating System (ROS). This paper describes the design of Serpens and presents
preliminary simulation and experimental results, which illustrate its performance.

Keywords: snake robot; series elastic actuator; SEA; Robot Operating System; ROS

1. Introduction

In nature, limbless organisms such as snakes may exploit rocks, stones, branches, obstacles, or
other irregularities in the terrain as a means of propulsion to achieve locomotion [1]. This remarkable
ability allows biological snakes to be exceptionally adaptable to various types of environments. Snake
robots that can replicate this range of behaviour could enable a variety of possible applications for use in
challenging real-life operations and hazardous or confined areas that conventional robots (i.e., wheeled,
tracked and legged) and humans are unable to access, such as explorations of earthquake-hit areas,
pipe inspections for the oil and gas industry, fire-fighting operations, and search-and-rescue activities
(SAR) [2,3]. Snake robot locomotion in a cluttered environment where the snake robot utilises a
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sensory-perceptual system to exploit the surrounding operational space and identifies walls, obstacles,
or other external objects for means of propulsion can be defined as perception-driven obstacle-aided
locomotion (POAL) [4,5]. The development of POAL is known to be challenging because of the complex
interaction between the snake robot and the adjacent cluttered environment [6]. From a control point of
view, achieving POAL requires precisely identifying potential push-points and to accurately determine
achievable contact reaction forces. Accomplishing this with traditional rigidly-actuated robots is
extremely demanding because of the absence of compliance.

Traditional gear-motor-driven actuators are designed and built for industrial automation.
These conventional motors commonly actuate stiff linkages while encoders are employed to make
position control possible. The control and overall performance of rigidly actuated robots is heavily
impacted by actuator dynamics (i.e., masses, reflected inertias, and stiffness) [7]. Rigid actuators
transmit high (virtually infinite) mechanical impedance, thus forcing the robot to resist motion when
subject to a force. Rigidly actuated robots are also characterised by having a high bandwidth, which
forces them to promptly move to commanded positions regardless of what external forces act on their
joints. This characteristic is adequate for industrial automation because it allows robots for tracking
trajectories in static or mapped environments, i.e., pick-and-place applications, but it is not suitable
for robots that interact with unmapped and dynamic environments or need to navigate terrains
cluttered with obstacles, such as snake robots. Indeed, conventional rigid actuators are unable to
store and release energy or exploit natural dynamics, making them too inefficient or undesired for
mobile locomotion applications. Moreover, when considering POAL, the high reflected inertia of
traditional gear-motor-driven actuators can cause potential collisions that may damage both the robot
and the environment.

To facilitate the control complexity for robots that interact with unmapped and dynamic
environments or need to navigate rough terrains cluttered with obstacles, compliant motion and
fine torque control on each joint is desirable. Consequently, intrinsically elastic joints have become
progressively prominent over the last years for a variety of robotic applications. Commonly,
elastic joints are considered to outperform rigid actuation in terms of peak dynamics, robustness,
and energy efficiency [8]. Even though a few examples of elastic snake robots exist [9,10], they are
generally costly to produce and tailored to custom-made hardware/software components that are not
openly available off-the-shelf.

To give researchers a novel snake robot that is inexpensive to manufacture, easily customisable,
and fast to fabricate, a newly-designed low-cost, open-source, and highly-compliant multi-purpose
modular snake robot with series elastic actuators (SEA) is introduced in this work. The presented snake
robot is named Serpens (“the Serpent”, Greek ΄Οφις) after the homonym constellation of the northern
hemisphere. Serpens is shown in Figure 1. Serpens features compliant torque-controlled actuators
and stereoscopic vision. Only low-cost commercial-off-the-shelf (COTS) components are adopted
to achieve a sustainable prototyping process. The robot modules can be 3D-printed by using Fused
Deposition Modelling (FDM) manufacturing technology [11], thus making the rapid-prototyping
process very economical and quick. A screw-less assembly mechanism allows for connecting the
modules and for reconfiguring the robot in a very reliable and robust manner. By combining the
rapid-prototyping approach with the modular concept, different configurations can be achieved.
By using a low-cost sensing approach, functions for torque sensing at the joint level, sensitive collision
detection and joint compliant control are possible. The concept of modularity is also applied to
the system architecture on both the software and hardware sides. Each module is independent,
being controlled by a self-reliant controller board. The software architecture is based on the Robot
Operating System (ROS) [12]. The authors intend this work to be the first in a series of open-source
designs to be released, and through the contributions of the open-source user community, result in a
large number of design modifications and variations available to researchers.
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Figure 1. Serpens: A low-cost ROS-based snake robot with series elastic actuator (SEA), precision
torque control and a screw-less assembly mechanism.

The paper is organised as follows. A review of the related research work is given in Section 2.
In Section 3, we focus on the description of the mechanical overview. A software/hardware overview
is described in Section 4.6. In Section 5, some preliminary simulation and experimental results are
outlined. Finally, conclusions and future works are discussed in Section 6.

2. Related Research Work

To achieve locomotion in a cluttered and irregular terrain, a snake robot must be able to adapt
its body motion to the environment. This requires that the robot can sense environment contact
forces acting along its body [13]. To the best of our knowledge, the works in [13–18] present snake
robot designs featuring contact sensing capabilities. However, the vast majority of snake robots
that have been designed thus far adopt traditional gear-motor-driven actuators. The fact that these
robots employ rigid actuators requires a very high degree of awareness of their surroundings to
achieve POAL. When adopting traditional gear-motor-driven actuators, this implies that a very precise
mathematical model that includes the interaction between the snake robot and the surrounding
operational environment is needed. Furthermore, when considering POAL, the high reflected
inertia of rigidly actuated robots can cause possible collisions that may damage both the robot and
the environment.

To avoid the risk of rigid collisions, an alternative approach is inspired by the ability of biological
mechanisms to accurately achieve compliance (passively and/or by precisely control torque). Based on
this idea, series elastic actuators (SEA) were introduced in [19] as a means of achieving compliant
motion and force control with traditional gear-motor-driven actuators. Thereafter, the design and
control of SEA has been widely exploited in the fields of legged locomotion [20,21], humanoid
robots [22] and manipulators [23]. Regarding snake robots, different methods of achieving compliant
motion by controlling the torques exerted by the joints of the robot were presented by the Robotics
Institute at the Carnegie Mellon University [10,24]. These control strategies are implemented on a snake
robot that includes SEA and torque sensing at each joint, and demonstrate compliant locomotion that
adapts naturally to the robot’s surrounding terrain. This work is very pragmatic and has shown some
success. However, the underlying idea is based on a relatively simplistic oscillation and adaptation of
the torque to the surrounding obstacles. We hypothesise that exploiting full knowledge of the robot’s
configuration and surrounding environment can be more beneficial and can produce more reliable
results with hopefully better performance. Moreover, the proposed robot design adopts financially
demanding components and the software is not completely open-source.
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To the best of our knowledge, a 3D-printable highly compliant multi-purpose modular robot that
features SEA, precise torque control, open software/hardware and a screw-less assembly mechanism
has not been released yet.

3. Mechanical Overview

In this section, the mechanical overview of Serpens is depicted by highlighting the selected design
principles, the mechanical design, the proposed screw-less assembly mechanism and the adopted
series elastic actuators.

3.1. Design Principles

The module-design of Serpens is inspired by the following principles:

• Principle of minimalism. To make the robot inexpensive, easily customisable, and fast to fabricate,
each module is equipped with the simplest mechanical structure, the minimum number of
actuators (only a single SEA per module with one degree of freedom (DOF) and the simplest set
of sensors. During the design process, the main focus is to keep the amount of parts as low as
possible, and at the same time minimise the number of assembly operations.

• Principle of symmetry. To facilitate the interaction with the environment, a symmetric design is
adopted for each module with a flat profile for the interaction with the terrain. The symmetric
design is also selected to store and release energy in a balanced manner.

• Screw-less assembly mechanism. To ease the connection and reconfiguration of the robot modules, a
screw-less assembly mechanism is designed in a very reliable and robust manner.

3.2. Mechanical Design

The construction of Serpens consists of similarly designed modules that are shown in Figure 2
and include a head module, a varying number of joint modules, and a tail module. The head module
contains an Intel RealSense D435 stereoscopic camera [25]. The tail module only contains an anchorage
mechanism for the external power supply cable. The joint module of Serpens is characterised by the
parameters summarised in Table 1.

Table 1. Parameters of Serpens’s joint module.

Parameter Value

Weight ∼500 g
Width/height 75 mm

Length between joint axes 200 mm
Degrees of freedom 1

Max joint travel ±90◦
Max continuous joint torque 3.0 Nm (at 12 V)
Max joint speed with no load 77 RPM (at 12 V)

Operating Temperature (actuators) −5 °C∼80 °C
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(a)

(b)

(c)

Figure 2. The head, joint, and tail modules of Serpens: (a) the head module of Serpens with the Intel
RealSense D435 stereoscopic camera; (b) one of the joint modules of Serpens; and (c) the tail module
of Serpens.
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3.3. Estimated Production Cost

The estimated production cost for the joint module is 250 USD, including the following elements:

• 3D-printing cost;
• cost of COTS mechanical parts (e.g., springs, nuts, bolts, bearings); and
• electrical components (e.g., micro-controller, sensors, and actuator).

As shown in Figure 3, Serpens allows for realising different connections, such as pitch connection,
yaw connection and pitch–yaw connection.

(a) (b) (c)
Figure 3. Two different connections can be achieved with Serpens: (a) pitch connection; (b) yaw
connection; and (c) pitch–yaw connection.

The pitch connection allows Serpens to move only in 1D, forward or backward.
The yaw-connecting configuration makes it possible to move Serpens similar to real snakes with
all the joints rotate around the yaw axis. The pitch–yaw-connecting configuration enables Serpens to
have some modules that rotate around the pitch axis and others around the yaw axis, respectively.
This makes it possible to achieve new locomotion capabilities, such as sidewinding, rotating and
rolling [26].

An exploded view of the joint module design is shown in Figure 4. To strengthen the modular
attributes of Serpens through a generic and reusable module-design, each joint module is fitted with
a screw-less assembly mechanism, a micro-controller, an actuator, an elastic gear, a rotary encoder,
a bearing mechanism and a battery-pack. The proposed design enables the assembly process to be
performed in an uncritical manner with respect to ordering and rotation of joints, while contributing
to a better weight distribution throughout the body.
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Figure 4. An exploded view of a joint module: (1) screw-less assembly mechanism; (2) micro-controller;
(3) actuator; (4) elastic gear; (5) rotary encoder; (6) bearing; and (7) battery-pack.
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3.4. Screw-Less Assembly Mechanism

As shown in Figure 5, a screw-less assembly mechanism is proposed for Serpens to easily
interconnect each joint module through the adoption of specifically designed push-buttons.
Each button consists of two springs that locks an oval cylinder in place when triggered. This novel
mechanism makes it easier to access the battery-pack and the micro-controller of each module without
requiring any tools. A complete dismantling of the modules is easily achievable in a very short time
with the removal of just a few screws.

Figure 5. The proposed screw-less assembly mechanism consists of three 3D-printed components (two
enclosure parts and a push-button) with two springs orientated in the direction of the pin placed under
the enclosure cover.

3.5. Series Elastic Actuator (SEA)

To make Serpens highly-compliant with the environment, a newly designed series elastic actuator
(SEA) is embedded in each joint module. This makes it possible to achieve passively-compliant motion
and precise torque-control. Each SEA deliberately introduces compliance via a spring between the
motor-gearbox and the load [27], therefore achieving intrinsic low impedance. As shown in Figure 6,
the design of the elastic gear consists of a housing case, a base, a shaft, and a cogwheel. The intermediate
element is connected to the shaft and works as a transmission between the cogwheel and the shaft itself.
The cogwheel and the actuator are connected through a gear mechanism, where passive-compliance is
provided by placing compression springs on each side of the outset of the base, in the chamber of the
cogwheel. Even though the spring stiffness can be considered linear within a certain range, an encoder
is employed to precisely monitor the misalignment/deviation of the compliant mechanism.

The novel design of Serpens is exclusively based on a 3D-printing process with polylactic acid
(PLA) through FDM with the exception of a limited number of elements such as springs, nuts, bolts,
bearings and electrical components. One of the main benefits of using PLA is that a relatively high
strength construction can be achieved compared to the production cost. In addition, 3D-printing with
PLA allows obtaining a reliable rapid-prototyping process by offering a wide range of customisation
for different printing-parameters, such as print-speed, wall-thickness and layer-height. This makes
it possible to tune the printing process according to the different parts and the properties the parts
should hold.
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Figure 6. The proposed design of the elastic gears for Serpens. The figure shows: the housing (left); the
base (middle); and the cogwheel (right). The shaft (not depicted in this figure) runs through all parts.
Compression springs are placed in the chamber of the cogwheel on each side of the outset of the base,
providing passive-compliance.

3.6. Heat Dissipation

Within the joint module enclosure, continuous heat generation from the servos might cause
overheating and failure. Moreover, the PLA material has poor heat conductivity capabilities
(0.13 W/mK) and continuous locomotion could eventually lead to high temperatures within the
joint module. To minimise this risk of overheating, the Dynamixel XM430W-210T, a COTS actuator
produced by ROBOTIS [28], is selected to actuate each joint module. Each actuator is enclosed in an
aluminium casing providing a good rate of heat transfer. As shown in Figure 4, each actuator is fixed
to a specifically designed element which allows the surface area to remain exposed to the climate
inside the module. The heat transfer performance of the selected actuator is qualitatively shown in
Figure 7 by using a heat map. The motor was run for 50 min at a constant velocity of approximately
57.25 RPM. The servo was run without load continuously in one direction and monitored at 0 min,
25 min and 50 min, respectively. This qualitative experiment shows reasonable heat dissipation even
after a medium/long running time. Extensive testing with different loads is still needed to assess the
heat performance of Serpens in a real operational scenario.

(a) (b) (c)
Figure 7. The heat transfer performance of the selected actuator is qualitatively shown using a heat map.
The motor was run for 50 min at a constant velocity of approximately 57.25 RPM. The servo was run
without load continuously in one direction and monitored at 0 min, 25 min and 50 min, respectively.
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4. Software/Hardware Overview

4.1. Open-Source Software

In line with the overall low-cost approach of Serpens, an open-source software framework is
designed for the low-level control. To design the software architecture, there are different robotic
frameworks and middleware available in recent years [29]. However, the Robot Operating System
(ROS) [12] has emerged as a de facto standard for robot software architecture in the research community.
ROS is designed as a meta-operating system for robotic applications. The primary goal of ROS is to
provide a common platform to make the design of capable robotic applications quicker and easier.
Some of the features it provides include hardware abstraction, device drivers, message-passing and
package management. In conjunction with ROS, Gazebo 3D simulator [30] can be adopted to accurately
and efficiently simulate robots in complex indoor and outdoor environments. Gazebo also provides a
robust physics engine, high-quality graphics, and convenient programmatic and graphical interfaces.
In this perspective, ROS serves as the interface for the robot model of Serpens, while Gazebo is
used to simulate both the robot and its operational environment. In addition to ROS and Gazebo,
the RViz (ROS visualisation) [31] tool can be adopted to visualise and monitor sensor information
retrieved in real-time from both the simulated scenario as well as from the real world. Another benefit
for developers are the ROS community-driven support and the stable release-cycle of distributions
(a new version is released every year, while a new long-term support (LTS) version is released every
second year). Moreover, ROS offers an excellent interface to hardware components such as different
micro-controllers and other peripheral hardware, i.e., actuators and sensors. The choice of ROS for
the design of the control architecture makes it possible to extend the modular concept to both the
hardware as well as the software of Serpens.

4.2. Hardware Overview

The control of Serpens is dependent on feedback from the actuators regarding position, velocity
and torque. This feedback must be provided by the low-level controller of each actuator. Nowadays,
there are several COTS actuators available in the market. However, only few commercial options
provide precise current-based torque control and profile control for smooth motion planning. For
the design of Serpens, the Dynamixel XM430W-210T, a COTS actuator produced by ROBOTIS is
selected for each joint module to meet these demanding requirements. This particular actuator
provides the aforementioned data as well as additional feedback for temperature and input voltage.
In addition to offering the required feedback, the XM430W-210T has a sturdy construction with
full-metal gears and a metal body, while being able to deliver a stall torque of 3.0 Nm (at 12.0 V,
2.3 A) in a operating temperature of −5 ◦~80 ◦ [28], which is considered sufficient in regards to the
applications and the future development of Serpens. The chosen actuator communicates through a half
duplex asynchronous serial Transistor–Transistor Logic (TTL) communication and also facilitate for
daisy-chaining, which provides a simple connection structure for multiple actuators.For implementing
the low-level control and the interception of feedback, a micro-controller is required at the joint level.
Nowadays, different COTS options are available in the market. To facilitate the integration with the
ROS-based architecture of Serpens, the ROBOTIS OpenCM 9.04 micro-controller is embedded in each
joint module. The OpenCM 9.04 is a 32-bit Cortex-M3 core micro-controller compatible with ROS and
with Arduino [32] software/hardware. This choice is also motivated by the limited physical space in the
presented design of the joint module, therefore the form-factor of the OpenCM 9.04 (27 mm × 66.5 mm)
is a crucial parameter for the selection of this specific micro-controller for Serpens. In addition, since
the high-level control can be centralised in a single-board computer (SBC) possibly located either in
the head or in an external computer while the low-level control is distributed to the micro-controllers
embedded in each joint module, the computing power provided by the OpenCM 9.04 is adequate for
designated applications. The interface between the head module and each generic joint module is
shown in Figure 8.
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Figure 8. The interface between the head module and each generic joint module.

4.3. Encoders

The proposed SEA are designed for passive-compliance, as described in Section 3. If the spring
stiffness k would be constant, the displacement would be linear with respect to the external forces
exerted to the load. Thus, the forces acting on a joint could be estimated by applying Hooke’s law.
This can be highlighted in simulation by monitoring the motor- and load-positions and showing that
they can be divergent due to external forces acting upon the load, as illustrated in Figure 9. However,
in a real-world application, this is not realistic. The spring stiffens can be nonlinear. This is the reason
each joint module of Serpens is fitted with a rotary incremental encoder that is connected to the OpenCM
9.04. The encoder is vital to the control of each SEA, as it provides feedback for the absolute position
of the load. In particular, a RoLin encoder system is adopted [33] for Serpens. The RoLin component
level encoder system consists of a read-head and a magnetised ring. The actuator is a periodically
magnetised ring with a pole length of 2 mm. Axial reading of the ring is adopted for Serpens.

Figure 9. The simulated joint module showing the divergence of the actuator position θm, and load
position θl as a result of the elasticity in the joint when external forces (Fext) are applied to the load.

4.4. Single-Board Computer and Stereoscopic Camera

The head-module is fitted with a single-board computer (SBC) and a stereoscopic camera. The SBC is
designed to handle all high-level control of Serpens in addition to providing the interface to the camera.

To enable visual feedback of the surroundings of Serpens while traversing unknown terrains, a
camera is fitted on the head module. In particular, a reasonably small stereoscopic vision system is
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embedded because of the limited space in the design and the need for range detection. The proposed
solution utilises a standard COTS Intel RealSense D435 [25], a low-cost stereo vision camera comprising
two depth sensors, a Red-Green-Blue (RGB) sensor, and a infrared projector. A considerable benefit of
the Intel RealSense D435 device is the realsense2_camera [34] package available for ROS, which provides
a ROS-compatible interface to the D400-series from Intel, as shown in Figure 10

Figure 10. The simulated Gazebo environment showing Serpens in a pitch–yaw configuration,
and the output of the simulated RGB (top) and RGBD (bottom) channels from the stereoscopic camera
visualised through RVIZ.

4.5. ROS-Based Low-Level Architecture

The proposed ROS-based software architecture is illustrated by using a node-graph in Figure 11.
This shows a simplified view of the nodes and topics used to control n joints of Serpens in the current
implementation. The nodes are represented as ellipses while the topics as rectangles. The arrows
represent publishers and subscribers, where arrows directed towards an ellipsis or box indicates a
subscriber and an arrow directed outwards indicates a publisher.

The controller node can run either on an external computer or the SBC embedded in the head
module. This node provides all high-level control for Serpens and acts as a hub for sensory data, such
as the depth-sensor data collected by the Intel RealSense D435. As described above in this section, each
joint module is provided with an embedded micro-controller (OpenCM 9.04) that is responsible for
low-level control of the designated in the structure. Each of the boards acts as separate nodes in the
ROS network architecture. In addition to being responsible for the low-level control, each joint module
controller board also collects the feedback from the XM 430W-210T actuator and from the RoLin rotary
incremental encoder. Each micro-controller implement a running ROS-node. This is shown in Figure 11
as /serial_node_n, where n denotes the micro-controller-index corresponding topics for each joint.
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Figure 11. Node-graph showing the structure of nodes and topics contributing to the control to both
the simulated and physical robot.

4.6. Guidelines for Designing the Control Framework Architecture to Achieve POAL

In this paper, the fundamental work for implementing the low-level control approach is presented.
To practically achieve POAL, a hierarchical control framework is still needed. Possible design
guidelines are presented in Figure 12 [2,3]. The following abstraction levels are defined:

• Perception/Mapping: This level is responsible for achieving the functions of sensing, mapping
and localisation.

• Motion planning: This level is responsible for decision-making, path-planning and mission
planning activities.

• High-level control: This level combines force and torque information with positional data to
satisfy simultaneous position and force trajectory constraints.

• Low-level control: This level is responsible for the low-level control of individual joints. This is
the level presented in this work.

Figure 12. The proposed control framework for achieving POAL.
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The abstraction levels above the low-level control layer will be part of our future work.

5. Simulations and Experimental Results

In this section, preliminary experimental simulations are considered with the aim of exploiting
and validating the design features of Serpens. In particular, the possibility of implementing different
characteristics of Serpens through the built-in capabilities of the Universal Robotic Description Format
(URDF) [35] language and the Gazebo simulator is considered. In addition, the possibility of replicating
the design of the physical model by separating the motor-side and spring-side dynamics in a simulated
environment is studied.

To simulate the motor-side and spring-side dynamics, each joint of Serpens is modelled as a
two-joint structure, as in the physical model. The generic configuration of links and joints for the
simulated version of Serpens is shown in Figure 13. The motor-side dynamics are simulated with
a regular revolute joint that is connected from the link to a shaft. The shaft is connected to the
next link through a joint by simulating the spring dynamics. Exploiting the fact that the URDF is
converted to Simulation Description Format (SDF) when imported to Gazebo, it is possible to use the
SDF joint parameter springStiffness to simulate the spring dynamics. The capabilities of macros in the
Extensible Markup Language (XML) Macros (Xacro) language is consistently used to provide an easily
configurable setup of links and joints in the simulated environment, thus allowing the implementation
of pitch–yaw, pitch–pitch and yaw–yaw configurations.

Figure 13. The generic configuration of links and joints in Xacro/URDF. Joints are shown as ellipses,
while links are depicted as boxes.

An initial experiment includes the simulated environment and one physical joint module
containing the OpenCM 9.04 and the XM430W-210T servo motor. The OpenCM 9.04 micro-controller is
connected to and powered by an external computer running the proposed ROS-based architecture.
The communication is achieved by using the rosserial package [36]. The XM430W-210T actuator is
connected through the TTL port of the micro-controller, while the power to the actuator is provided
by an external 12V power-supply. The OpenCM 9.04 micro-controller runs a node with a subscriber
for set-points and a publisher for the actuator feedback. The feedback is collected from the control
table of the XM430W-210T [28] for each execution loop. The controller-node in the external computer
intercepts the feedback through a subscriber and continuously publishes the desired position (θd)

governed by the following equation:
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θd = Asin(2π(t + nξ)), (1)

where t is the time of the ROS-clock, n is the index of the joint to be controlled, and ξ is the spatial
frequency. The results of this experiment are depicted in Figure 14, where θd denotes the desired
position of the actuator, θreal is the actual position of the XM430W-210, and θsim is the actual position
of the simulated joint in Gazebo. The findings of the experiments show a slight delay in terms of the
feedback from the XM430W-210T actuator. This is to be expected, as the OpenCM 9.04 subscribes and
publishes the set-point, waits for a return feedback signal from the XM430W-210T and publishes the
feedback intercepted by the controller-node. To characterise the entity of this delay, time measurements
were collected during the proposed experiment. In particular, the delay between the instant when
data are sent from the controller-node and the time when the corresponding feedback is received
was monitored over time. The results are shown in Figure 15. The maximum value is 0.0280 s, the
minimum value is 0.0080 s, and the estimated average delay is 0.0152 s.

Figure 14. Matlab-plot showing the setpoint θd, the joint position feedback from simulation θsim,
and the feedback from a XM430W-210T actuator θreal .
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Figure 15. Time plot showing the delay between the instant when data is sent from the controller-node
and the time when the corresponding feedback is received. The maximum value is 0.0210 s, the
minimum value is 0.0100 s, and the estimated average delay is 0.0129 s.
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An additional simulation was performed to highlight the behaviour of the proposed SEA of
Serpens. As shown in Figure 16, a scenario of a terrain cluttered with cylindrical objects is simulated.
The entire body of Serpens is constrained by obstacles. The same input signal as outlined in Equation (1)
for the desired position (θd) is adopted to control the joint module close to the head, as highlighted in
Figure 16. The oscillatory motion of the joint module determines collisions of the corresponding link
with the adjacent obstacles. These collisions are accommodated through the high level of compliance
offered by the SEA of Serpens. The motor position θm is allowed movement through passive-compliance
despite the load position θl being blocked by external obstacles. The consequential deviation over time
between the motor gear position and the spring reference position is shown in Figure 17.

(a)

(b)

Figure 16. The body of Serpens is constrained by cylindrical obstacles. (a) The same input signal as
outlined in Equation (1) for the desired position (θd) is adopted to control the highlighted joint module
close to the head. (b) A zoomed view of one of the joint modules while colliding with obstacles.
The motor position θm is allowed movement through passive-compliance despite of the load position
θl being blocked by external obstacles.
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Figure 17. The deviation over time between the motor gear position and the spring reference position.

6. Conclusions and Future Work

Serpens, a low-cost snake robot with elastic joints, torque-controlled actuators and a screw-less
assembly mechanism, is presented in this paper based on a modular design and the use of
the Robot Operating System (ROS) [12]. The design of the robot relies exclusively on low-cost
commercial-off-the-shelf (COTS) components. Fused Deposition Modelling (FDM) manufacturing
technology is adopted for 3D-printing the robot modules with polylactic acid (PLA), thus making
the rapid-prototyping process very fast and economical. A screw-less assembly mechanism makes
it possible to assemble the modules and reconfigure the robot in a very reliable, fast and robust
manner. A low-cost sensing approach is adopted to allow for torque sensing at the joint level,
sensitive collision detection and joint compliant control. These characteristics make Serpens very
suitable for the interaction with unmapped and dynamic environments or for traversing terrains
cluttered with obstacles. The system architecture also follows the concept of modularity on both the
software and hardware sides. Each module is independent, being controlled by a self-reliant controller
board. The choice of ROS for the implementation of the control framework enables researchers to
develop different control algorithms for perception-driven obstacle-aided locomotion (POAL) in a
simulated environment with Gazebo. This integration makes the development of control algorithms
safe, rapid and efficient. Experimental and simulation results are presented to illustrate the potential
of the proposed design.

As future work, the design of reliable low-level control algorithms for the proposed elastic joints
will be investigated. Indeed, the design of robust and effective low-level control approaches is essential
to enable the achievement of POAL for real-world applications. To achieve this, the current low-level
software architecture of Serpens must be complemented with a hierarchical organisation by considering
the standard functions and capabilities of guidance, navigation, and control (GNC) [37]. Regarding
the mechanical design of Serpens, the possibility of testing polymers or elastomers and comparing the
compliance with our current design based on the use of mechanical springs will also be considered in
the future. Moreover, the possibility for Serpens to locomote in applications where the gap is narrower
than the width of the robot body, i.e., within narrow vertical pipes or walls, will also be explored. More
intensive heat dissipation tests are required for practical applications.
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Abstract: A snake robot has to raise its head to acquire a wide visual space for planning complex
tasks such as inspecting unknown environments, tracking a flying object and acting as a manipulator
with its raising part. However, only a few researchers currently focus on analyzing the head-raising
motion of snake robots. Thus, a predefined spiral curve method is proposed for the head-raising
motion of such robots. First, the expression of the predefined spiral curve is designed. Second, with
the curve and a line segments model of a snake robot, a shape-fitting algorithm is developed for
constraining the robot’s macro shape. Third, the coordinate system of the line segments model of
the robot is established. Then, phase-shifting and angle-solving algorithms are developed to obtain
the angle sequences of roll, pitch, and yaw during the head-raising motion. Finally, the head-raising
motion is simulated using the angle sequences to validate the feasibility of this method.

Keywords: snake robots; head-raising; shape-fitting; phase-shifting; spiral curve

1. Introduction

A snake robot is a mobile robot with a long and slender body and plays a crucial role in search and
rescue operations, inspection and maintenance [1]. Controlling such robots is difficult, and a review of
their modeling, implementation, and control can be found in [2]. Generally, for given tasks such as
searching a trapped person in disaster areas, tracking a flying object and repairing a damaged pipe as
a manipulator, the snake robot has to move its body with different motion modes, and head-raising
motion is one of them. Snake robots’ common motion modes include serpentine [3,4], traveling wave
[5,6], concertina [7,8], and sidewinding [9,10] locomotion. Additionally, some researchers sought to
find other motion modes such as fusion gait [11] and obstacle-aided locomotion [12]. However, these
motion modes provide limited visual information. Consequently, snake robots have to raise their
heads to observe their surroundings and perform their tasks. Therefore, the motion planning for
head-raising of a snake robot is our research object in this paper.

To the best of our knowledge, a few researches on head-raising motion of snake robots have
been done, and they can be divided into two types: 2D (two dimensional) head-raising and 3D
(three-dimensional) head-raising. This study aims at 3D head-raising. The concepts of 2D and 3D
head-raising are illustrated in Figure 1. It should be noted that label 2 and 4 are line segments models
of snake robots, which will be utilized in subsequent chapters for simulations. 2D head-raising
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can be found in [13], the authors proposed an improving serpentine input function to achieve the
head-raising motion of a snake robot and analyzed the zero-moment point to assess the stability of
the robot. As for 3D head-raising [14,15], to realize it is more complicated. In [14], the works were
based on an assumption that the head part of the robot is not contact with the ground and regarded as
a manipulator, which is able to achieve several sub-tasks in 3D environment. Therefore, essentially
speaking, the researchers mainly considered tracking the trajectory of a snake robot’s head rather than
the head-raising process. Inspired by the work made by Tanka et al, we currently are working on
trajectory tracking of the snake robot head by improving our model. There still exists problems to be
solved and a video about the trajectory tracking (Concept_of_trajectory_tracking.avi) can be seen in
Supplementary Materials. In [15], the authors regarded a snake robot as a serially linked floating-base
robot and divided it into base and active modules. The base modules were used to construct the
support polygon for maintaining stability during the head-raising process and can be changed to
active modules to allow the head to stretch to a given position and orientation. The trajectory functions
of individual joints were set as parameterized cubic spline curves, and the head-raising motion was
achieved by optimizing these parameters according to some criterions. In summary, existing works of
head-raising attempt to find the input functions of individual joints. However, in this study, the input
functions (angle sequences with respect to time) are unknown, and they are obtained by shape-fitting
and phase-shifting algorithms, which will be introduced in the subsequent chapters.

Line segments 

model

Snake

Target

21

3 4

Figure 1. The concepts of 2D and 3D head-raising. Label 1 and 2 represent 2D head-raising, and label 3
and 4 show 3D head-raising.

Achieving motion control for a snake robot is difficult because of the kinematic redundancy,
which can be solved by the shape control method. Motion control based on a spiral curve belongs to
the category of the shape control. It is necessary to introduce the concept of shape control method.
This method can not be described in theory, and it is a kind of idea to control the motion of snake
robots or hyper-redundant manipulators. The idea of shape control method is employing a geometric
curve to constrain a robot’s configuration by fitting the continuous curve and discrete link model as
closely as possible. If change the shape of the geometric curve with respect to time, the robot can
achieve continuous motion. The key points to use this method include two aspects. First, how to
find a proper curve to describe the shape of robots should be considered. Second, if the curve is
obtained, there should be an approach to accomplish the fitting process. Examples of using shape
control method can be found in [16–25]. In [16], the authors presented a geometric spline method for
the shape control of planar manipulators with hyper-degrees of freedom. With the fitting of the robotic
macro configuration and the referent spline curve, real-time control could be easily accomplished.
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In [17], the authors presented locomotion control using a phase oscillator network, which can produce
a smooth transition of the body shape of a snake robot to avoid obstacles. In [18], the researchers
introduced a framework to control the shape of robots, and the framework can be divided into four
steps, namely, defining the shape control point, using the shape control point to define the Bezier
curves, fitting the curves and the shape of the robot, and changing the parameters of the Bezier curves
to control the movement of the snake robot according to the desired gait. In [19], the authors used
the shape control point method to control the position and orientation of the head of a robot. In [20],
the researchers presented a planar manipulator that moves according to a variable-structure polygon
function produced by neural networks. In [21], the authors introduced and used a modal approach to
generate a backbone curve and thus capture a hyper-redundant manipulator’s macroscopic geometric
feature. The backbone curve was represented by the linear combination of a set of shape functions with
the appropriate coefficients. Then, inverse kinematics reduced to the solution of these coefficients to
avoid the heavy computation required by the Jacobian pseudo-inverse method. In [22], the researchers
analyzed the curvature of the sidewinding locomotion of a snake robot and developed algorithms to
fit the robot’s shape to a continuous curve. In [23], the authors proposed the annealed chain fitting
algorithm and keyframe wave extraction algorithm; the former maps the shape of the snake robot to
a continuous backbone curve and obtains a set of joint angles, whereas the latter obtains a sequence
of backbone curves. A similar modeling strategy can also be found in [24,25]. In [25], the researchers
considered dynamics during the shape control of hyper-redundant manipulators.

The goal of this paper is to propose a new approach to raise a snake robot’s head in 3D
environments. This mechanism allows the robot to obtain a 360◦ field of view and a large working
space. In this paper, inspired by the shape control method, a head-raising motion control method
based on a predefined spiral curve is proposed. The robot is represented by several line segments,
and the corresponding local coordinate system is established. Every line segment corresponds to a
module of the snake robot, and the connection point between adjacent line segments corresponds to a
joint involving three degrees of freedom, namely, roll, pitch, and yaw angles, which can be obtained by
matrix transformation of the local coordinate system. The predefined curve is introduced to constrain
the macro shape of the snake robot, and a phase-shifting algorithm is developed to drive the snake
robot along the curve. During the phase-shifting process, the angle trajectories for the head-raising
motion in a given time can be obtained. With the angle trajectories, the head-raising motion can be
achieved. The contributions of this work are summarized by following remarks:

1. A new shape control curve, the predefined spiral curve, is proposed and it is utilized for 3D
head-raising of a snake robot;

2. A shape-fitting algorithm is developed for adhering the line segments model of the snake robot to
the predefined spiral curve;

3. Establishment rules of coordinate system are given for line segments model of the snake robot;
4. A phase-shifting and an angle-solving algorithms are presented for obtaining angle trajectories

used during head-raising motion.

The remainder of this paper is organized as follows. Section 1 reviews previous researches,
analyses the necessity for head-raising and introduces our aim, which is raising a snake robot’s
head based on a predefined spiral curve in 3D environments. Section 2 introduces the modeling of
the head-raising motion; the mathematical expression of the predefined spiral curve is discussed in
Subsection 2.1, the shape-fitting and phase-shifting methods in Subsection 2.2, and the establishment of
the coordinate system and angle-solving algorithm in Subsection 2.3. Section 3 explains the simulation
of the head-raising motion. Section 4 presents the conclusions.

2. Modeling of Head-Raising Motion

In this section, a predefined spiral curve and a shape-fitting method are introduced to constrain
the macro shape of the snake robot, which is composed of serial links represented by serial line
segments. However, the serial line segments do not contain the complete information of the snake
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robot. Therefore, coordinate system is introduced. The snake robot has to move through the predefined
spiral curve from initial posture to final posture, and that process is called phase-shifting. With the
proposed phase-shifting and angle-solving algorithms, the angle sequences (or angle trajectories) can
be used to accomplish the head-raising motion.

2.1. Predefined Spiral Curve

From the biological perspective, a snake’s head-raising movement is irregular, and it is difficult to
completely describe its shape using a mathematical model. Based on our observations, the shape of a
snake after raising its head is similar to that of a spiral curve, as described in Figure 2. In addition,
the spiral curve can ensure the stability of head-raising. Thus, describing the head-raising movement
of a snake robot with a spiral curve is reasonable.

xs(t) = at sin(t + ϕ0)

ys(t) = at cos(t + ϕ0)

zs(t) = ct
(1)
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Figure 2. The similar macro shapes of a snake (label 1), a spiral curve (label 2), the line segments model
after the shape-fitting algorithm (label 3) and the simplified simulation model (label 4).

A regular spiral curve (Figure 3a) can be expressed as Equation (1). It cannot be utilized to guide
the movement of the robot, and has to be modified, because it cannot ensure the stability of head-raising.
Then, the predefined spiral curve (Figure 3b) is designed and its mathematical description satisfies
Equation (2), where xl(t), yl(t), and zl(t) represent the line part; xs(t), ys(t), and zs(t) describe the
spiral curve part; and a, b, and c are the adjustment coefficients of the spiral curve. The amplitudes of
xs(t) and ys(t) change equally when a is changed and unequally when b is changed. The amplitude of
zs(t) is influenced by c. ϕ0 is the initial phase of the sine and cosine functions, which correspond to the
slope of the tangent vector for the initial point. nc is the cycle number of the spiral curve. llink and n are
the length and number of the snake robot modules, respectively. t is the independent variable divided
into three intervals, which correspond to the line part (defined by LP, interval is (0, t̂1)); the base of the
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spiral curve part, which is in contact with the ground (defined by BS, interval is (t̂1, t̂2)); and the rest of
the spiral curve (defined by RS, interval is (t̂2, t̂3)). ϕbase is the phase value of the second interval.

xl(t) = xs(t̂1) t ∈ (0, t̂1)

yl(t) = ys(t̂1)− t + t̂1 t ∈ (0, t̂1)

zl(t) = 0 t ∈ (0, t̂1)

xs(t) = ab(t̂3 − t) sin(t + ϕ0) t ∈ (t̂1, t̂2)

ys(t) = a(t̂3 − t) cos (t + ϕ0)1 t ∈ (t̂1, t2)

zs(t) = 0 t ∈ (t̂1, t̂2)

xs(t) = ab(t̂3 − t) sin(t + ϕ0) t ∈ (t̂2, t̂3)

ys(t) = a(t̂3 − t) cos(t + ϕ0) t ∈ (t̂2, t̂3)

zs(t) = ct− ct̂2 t ∈ (t̂2, t̂3)

t̂1 = nllink
t̂2 = t̂1 + ϕbase
t̂3 = t̂1 + 2ncπ

(2)

The predefined spiral curve is composed of a line part and a spiral curve part, as shown in
Figure 3b. The line and spiral curve parts constrain the initial and final head-raising postures of the
snake robot, respectively. As shown in Figure 3, compared with the regular spiral curve expressed in
Equation (1), the predefined spiral curve expressed in Equation (2) introduces parameter b to ensure
that xs(t) and ys(t) change unequally, interval (0, t̂1) to construct LP, (t̂1, t̂2) to construct BS, and (t̂2, t̂3)

to construct RS. Additionally, by substituting item (t̂3 − t) for t, it can be ensured that xs(t) and ys(t)
decrease as zs(t) increases. Obviously, the predefined spiral curve is appropriate for ensuring stability
during head-raising.
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Figure 3. Spiral curves: (a) the regular spiral curve, and (b) the predefined spiral curve used in
this study.

2.2. Shape-Fitting and Phase-Shifting Methods

In this section, a shape-fitting and phase-shifting algorithms are developed, and the former
ensures that the snake robot adhere to the predefined spiral curve and the latter drive the robot move
along with the curve. Figure 4 shows the concepts of these methods. In Figure 4, two links of robot are
shown; the red one represents the robot posture at time ti and the black one corresponds to the robot
posture at time ti+1. The robot moves from posture at time ti to posture at time ti+1, and this process is
called phase-shifting. Two links contain three points; that is, the length between adjacent points equals
the length of the robot links. Therefore, the snake links are calculated by point sets and represented by
line segments. This process is called shape-fitting.
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Figure 4. Concepts of shape-fitting and phase-shifting.

The details of how the shape-fitting and phase-shifting algorithms work are described in the
following steps.

Step 1: Initialization

The parameters a, b, c, nc, n, llink, t̂1, t̂2, t̂3, ϕ0, and ϕbase are initialized. The following constraint
equation is used to ensure that line segments model of the robot do not get away from the ground.

S1 + S2 =
t=t̂2∫

t=t̂1

√
ẋs(t)

2 + ẏs(t)
2 + żs(t)

2dt+

t=t̂3∫
t=t̂2

√
ẋs(t)

2 + ẏs(t)
2 + żs(t)

2dt < nllink

(3)

where S1 and S2 represent the arc lengths of BS and RS, respectively.

Step 2: Determination of basic posture

The snake robot is represented by line segments and the corresponding coordinate system.
This section describes how the line segments of the basic posture are determined. The succeeding
portion discusses the rules of building the coordinate system.

The point sets used to construct the line segments are defined as follows:

iPsnk = [iP1, iP2, ..., iPj, ..., iPn+1] j = 1, 2, ..., n + 1 i = 1, 2, ..., nstep
iPj = (ixsnk_j, iysnk_j, izsnk_j)

(4)

where iPj is the position of point j at step i of phase-shifting. nstep is the number of phases shifted and
satisfies Equation (5).

i=nstep

∑
i=1

ΔSi = S1 + S2 (5)

where ΔSi is the arc length at step i of phase-shifting and defined as “phase” in this study.
Therefore, shape-fitting reduces to find the point set iPsnk at step i, and phase-shifting reduces

to move all line segments by changing the position of iPsnk along with the predefined spiral curve.
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The basic posture is considered the initial configuration before the phase-shifting begins, as shown in
Figure 5 and calculated as follows.
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Figure 5. Modeling of the robot’s basic posture composed of n line segments and corresponding
coordinate system.

We set i = 1 to indicate that the line segments are in the basic posture without phase-shifting such
that the point sets of the basic posture satisfy Equation (6).

1Psnk =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

(xs(t̂1) ys(t̂1) + nllink 0)
(xs(t̂1) ys(t̂1) + (n− 1)llink 0)

. . . . . . . . .
(xs(t̂1) ys(t̂1) + (n− j + 1)llink 0)

. . . . . . . . .
(xs(t̂1) ys(t̂1) 0)

⎤⎥⎥⎥⎥⎥⎥⎥⎦

T

(6)

Step 3: One step of phase-shifting

For programming purposes, independent variable t is regarded as a discrete vector td and its
mathematical description is expressed as follows:

td = [0, Δt1, 2Δt1, ..., t̂1, t̂1 + Δt2, t̂1 + 2Δt2, ..., t̂3] (7)

where Δt1 and Δt2 are the step lengths of discretization in intervals (0, t̂1) and (t̂1, t̂3), respectively.
After discretization of t, the predefined spiral curve becomes spatial discrete points.
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Phase-shifting is achieved by the movement of the snake’s head (iP1) and the refreshing of
the positions of the rest of the points (iP2, iP3, ..., iPj, ...iPn+1) along with the predefined spiral curve.
First, given the phase ΔSi, head iP1 changes into a new position i+1P1, during which independent
variable t is assumed to shift from ti to ti+1. ti and ΔSi are known, and ti+1 can be obtained using
Equation (8).

ΔSi =

t=ti+1∫
t=ti

√
ẋ(t)2 + ẏ(t)2 + ż(t)2dt (8)

Second, we query td to identify the element nearest to ti+1 and record its index as
i Inxp1 . Finally, the rest of the points (iP2, iP3, ..., iPj, ...iPn+1) and corresponding indices
(i Inxp2 , i Inxp3 , ..., i Inxpj , ..., i Inxpn+1) can be obtained by distance judgment going through td from
index i Inxp1 to index 1. Distance judgment is illustrated in Equation (9).

llink − eps ≤
∥∥∥iPj − iPj−1

∥∥∥ ≤ llink + eps (9)

where eps is utilized to deal with the error between continuous function and discrete approximation.

Step 4: Iteration

Step 3 is one step of phase-shifting from step i to i + 1. On the basis of Equation (5), all of the
values of phase ΔSi can be computed manually. Then, step 3 is repeated until the head of the snake
(i+1P1) moves to the final point of the discrete predefined spiral curve. Therefore, iteration completes
the phase-shifting process from basic posture (1Psnk) to final posture (nstep Psnk) of the snake robot
(represented by line segments or point sets without considering the coordinate system in this part).

2.3. Coordinate System and Angle-Solving Algorithm

The line segments cannot contain all the information of the snake robot links or modules.
Therefore, we propose an approach on establishing the coordinate system fixed on line segments.

Figure 5 shows the reference coordinate Oxoyozo , and its origin is [0, 0, 0], with xo-axis [1, 0, 0],
yo-axis [0, 1, 0], and zo-axis [0, 0, 1]. In determining the local coordinates, several rules are needed.
Figure 6 shows how these rules are established and illustrates one link at step i during the phase-shifting
process. The iyj -axis is calculated as follows:

iyj =
i pj+1 − i pj∥∥i pj+1 − i pj

∥∥ (10)

The ixj- and izj-axes are on the plane that is vertical to the link vector shown in the left part of
Figure 6. Therefore, the ixj- and izj-axes are not unique, and the horizontal plane is introduced to solve
this problem. Moving the horizontal plane to point iPj, the intersecting line between two planes is used
to select the ixj-axis, as shown in the right part of Figure 6. The intersecting line has two directions.
Thus, the direction is selected by determining whether the angle between ixj- and xo-axes is acute.
Afterward, the izj-axis is determined using the right-hand rule. Figure 7 shows the result of the local
coordinates during the entire phase-shifting process. The simulation without showing the coordinates
is discussed in the subsequent chapter.
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Figure 7. Local coordinates during entire head-raising process.

After the determination of the coordinate system, the relative rotation matrix between adjacent
links can be obtained using Equation (11).

iRP_relj
= (iRPj+1)

−1(iRPj) j = 2, 3..., n i = 1, 2, ..., nstep

iRPj =
[

ixj
iyj

izj

]
=

⎡⎢⎣ r11 r12 r13

r21 r22 r23

r31 r32 r33

⎤⎥⎦ (11)

where iRPj ∈ R3×3 is the orientation matrix of link j relative to the reference coordinate and iRP_relj
∈

R3×3 is the orientation matrix of link j relative to iRPj+1 . Then, the relative roll (iγj), pitch (iβ j), and yaw
(iαj) angle sequences can be calculated using Equation (12).

iβ j = A tan 2(−r31,
√

r11
2 + r21

2) j = 2, 3..., n i = 1, 2, ..., nstep
iαj = Atan2(r21/cos(iβ j), r11/cos(iβ j))
iγj = Atan2(r32/cos(iβ j), r33/cos(iβ j))

(12)
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The line segments model for the snake robot is abstract, therefore we introduce a simplified
Solidworks model for the subsequent simulation in Adams environment, as shown in Figure 8. It is
part of Solidworks model and contains three modules. This figure provides us with the line segments
model (right part) and Solidworks model (left part), and it is convenient for us to understanding where
local coordinates are established and how the roll, pitch, and yaw angles are solved. As mentioned
before, a line segment (i lj) and a local coordinate (iPj − ixj

iyj
izj) represent a snake robot module, and a

point (iPj) represents a joint with three degrees of freedom. The three axes are located at centers of
rotating shafts and intersected at the iPj. Connecting the iPj and the iPj+1, the i lj can be determined.
Equation (11) and (12) provide us with the solution of roll, pitch and yaw angles. However, it is
significant to determine their rotating sequences, which are also illustrated in Figure 8. It should be
pointed out that the rotating sequences depend on specific models, otherwise, the rotating sequences
and Equation (12) should be modified.
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Figure 8. Local coordinates fixed on the simplified Solidworks model and descriptions of roll, pitch and
yaw angles. Label 1 corresponds to the initial configuration. Label 2, 3 and 4 describe the configurations
after rotating roll angle, yaw angle and pitch angle, respectively.

3. Simulation on Head-Raising Motion

According to the proposed algorithms, the phase-shifting process can be simulated.
The parameters of the predefined curve are as follows: a = 9.7, b = 1, c = 48.5, nc = 2.5,
n = 16, llink = 97 (mm), t̂1 = 1, 552 (rad), t̂2 = 1, 555.1 (rad), t̂3 = 1, 567.7 (rad), ϕ0 = 1.6022 (rad),
and ϕbase = pi (rad). According to Equation (3), the arc lengths of BS (S1) and RS (S2) can be calculated
as S1 = 431.8891 (mm) and S2 = 1, 032.6 (mm). The discrete independent variable is selected as
td = [0, 0.1, 0.2, . . . , t̂1, t̂1 + 0.001, t̂1 + 0.002, . . . , t̂3] with Δt1 = 0.1 and Δt2 = 0.001. To facilitate
reading, all the symbols utilized in this paper are concluded in Appendix part, as shown in Table A1.
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The snake begins to move from basic posture to final posture using the shape-fitting and
phase-shifting algorithms. During the phase-shifting process, the phase ΔSi in every step can be
selected manually. In this test, ΔSi is assumed constant and equal to (S1 + S2)/nstep, where the number
of total steps nstep equals 500. Table 1 shows the data of iP1, i Inxp1 , iα1, iβ1, and iγ1 at steps 1, 2, 300, 499,
and 500, respectively. Figure 9 shows the phase-shifting process, including the predefined spiral curve
(Figure 9a) and snake posture at steps i = 1 (Figure 9b), i = 147 (Figure 9c), and i = 500 (Figure 9d),
corresponding to the snake head at t = t̂1, t = t̂2, and t = t̂3, respectively.
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Figure 9. Phase-shifting process: (a) predefined spiral curve, (b) i = 1, t = t̂1, (c) i = 147, t = t̂2,
(d) i = 500, t = t̂3.

We assume that the head-raising motion time is 50 s, that is, ttime ∈ (0, 50). With Equation (12) and
numerical derivation, the roll (iγj), pitch (iβ j), and yaw (iαj) angle sequences; relative angular velocity
(iγ̇j, i β̇ j, iα̇j); and angular acceleration (iγ̈j, i β̈ j, iα̈j) can be obtained, as shown in the z-axis of Figure 10.
The x- and y-axes represent the joint ID (ID = 1, 2, . . . , 15) and time, respectively. As the snake head
moves from t = t̂1 to t = t̂2, the absolute value of iγ1 initially increases before the third joint point
moves to t = t̂1 and subsequently becomes constant because the first two links are constrained to a
semicircle. Meanwhile, the absolute values of iα1 and iβ1 are zero. Similarly, the motion of the snake
head moving from t = t̂2 to t = t̂3 can be divided into two stages. Before the third joint point moves to
t = t̂2, the absolute value of iγ1 initially decreases in the first stage and then subsequently increases in
the second stage. In the meantime, the absolute value of iα1 increases at varying speed. The absolute
value of iβ1 initially increases, subsequently decreases, and finally increases. Unsmooth angles are
caused by the unsmooth transition of the piecewise function, which will be improved in future work.
Thus, the shapes of the relative velocity and acceleration curve are full of sharp points. Moreover,
the curves of the other joint points (ID = 2, 3, . . . , 15) have the same shape with phase lag.
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Figure 10. Angle, angular velocity, and angular acceleration during phase-shifting process.
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Table 1. Data during phase-shifting process.

Step i Head iP1 (mm)
Index of Yaw Angle Pitch Angle Roll Angle

Head i Inxp1
iα1 (rad) iβ1 (rad) iγ1 (rad)

1 (151.8, −12.8, 0) 15,520 0 0 0
2 (151.3, −15.7, 0) 15,541 −0.0047 0 0
...

...
...

...
...

...
300 (57.3, −61.8, 188.1) 22,544 −0.8964 0.2259 −0.3775

...
...

...
...

...
...

499 (−0.546, 0.015, 606.7) 31,174 −2.5001 2.1308 −0.8348
500 (−0.0036, −0.003, 609.4) 31,230 −2.5309 2.1658 −0.8225

Distinguishing between the phase-shifting and head-raising processes is important.
The phase-shifting process is used to obtain the joint trajectory and does not exist in reality if the
snake robot has no active wheels with which to move its body along the predefined spiral curve.
Meanwhile, the head-raising process is the actual head-raising motion produced using the joint
trajectory, and in this case, the tail of the snake robot is fixed. Figure 11 shows the two kinds of
simulations of head-raising process. Those simulations are in kinematic level and do not take dynamic
factors into consideration. The Simulation in labels 1–5 are implemented in Adams, and the roll, pitch
and roll angles are integrated into spline curves to guide the model’s movement. The simulation in
labels 6–9 are carried out using Matlab, based on the following algorithm:

(1) Determine the basic posture as Equation (6), and set motion step i = 1;
(2) Proceed to motion step i = 2. The link n is fixed. Calculate the position of link n− 1 on the basis

of angles 2αn, 2βn, and 2γn;
(3) Make an iteration to calculate all of the positions of the links, that is, link j = n− 2, n− 3, . . . , 1,

on the basis of angles (2αn−2, 2βn−2, 2γn−2), (2αn−3, 2βn−3, 2γn−3), . . . , (2α1, 2β1, 2γ1);
(4) Proceed to motion step i = i + 1 and repeat steps 2 and 3 until i = nstep.

In this algorithm, step 2 is important. During the phase-shifting and head-raising processes,
their link vectors i lj, as shown in Figure 5, are same in orientation and different in position. Therefore,
the position of joint point iPj can be obtained as follows:

i lj−1 = i ljRz(iαj)Ry(iαj)Rx(iαj)
iPj =

iPj−1 +
i lj−1

Rz(iαj) =

⎡⎢⎣ cos(iαj) −sin(iαj) 0
sin(iαj) cos(iαj) 0

0 0 1

⎤⎥⎦ Ry(iβ j) =

⎡⎢⎣ cos(iβ j) 0 sin(iβ j)

0 1 0
−sin(iβ j) 0 cos(iβ j)

⎤⎥⎦
Rz(iγj) =

⎡⎢⎣ 1 0 0
0 cos(iγj) −sin(iγj)

0 sin(iγj) cos(iγj)

⎤⎥⎦
(13)

Considering that the method of head-raising should be adaptive to deal with different situations,
more simulations are implemented as described in Figure 12, where different parameters of the
predefined spiral curves are adopted and they are listed in Table 2. In Figure 12, only final postures
are shown, and more detailed simulations can be found in Supplementary Materials. Compared with
the result in Figures 11 and 12a, the radius of the supporting part BS becomes larger when increasing
the value of parameter a (Figure 12b–d); the height of every circle becomes larger if the parameter c
increases (Figure 12b–d). When changing the parameter b, the amplitudes of xs(t) and ys(t) change
unequally. Additionally, the LP part changes accordingly (Figure 12c,d) when changing the parameters
llink and n, and it should be noted that ϕ0 is set to ensure the initial phases of the sine and cosine
functions. All the simulations confirm the feasibility and validity of the proposed method.
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Figure 11. Head-raising motion process. Labels 1–5 show different states from initial posture to final
posture of head-raising in Adams environment. Label 1 is the initial posture and label 5 is the final
posture. Label 2 corresponds to the case that the robot forms a supporting configuration. Label 3
and 4 are intermediate states. The labels 6–9 are head-raising simulations of line segments model,
implemented in Matlab environment. The labels 6–9 correspond to labels 1, 2, 4 and 5, respectively.

Table 2. Parameters of predefined spiral curves used in head-raising simulations shown in Figures 11
and 12.

Figure Number a b c nc ϕ0 (rad) n llink (mm)

Figure 11 9.7 1 48.5 2.5 0.5 pi 16 97
Figure 12a 9.7 1 20 1.5 0.5 pi 16 97
Figure 12b 60 1 60 0.8 0.5 pi 16 97
Figure 12c 20 1 60 0.9 1.5 pi 12 50
Figure 12d 20 1.5 60 0.9 1.5 pi 12 50
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Figure 12. Head-raising motion process with different parameters of the predefined spiral curve,
and the parameters are listed in Table 2.

4. Discussion and Conclusions

In this study, head-raising motion of a snake robot based on a predefined spiral curve is proposed
and relative simulations are conducted. Obtaining the angle sequences of the head-raising motion
of snake robots is difficult under three-dimensional conditions. Thus, the proposed method adopts
the predefined spiral curve to guide the robot in moving, thereby improving the performance of the
robot and laying the foundation for accomplishing additional tasks. The predefined spiral curve is
parameterized. With changes in the parameters, the curves can adapt to different lengths and numbers
of the snake robot modules, spiral numbers, and heights of head-raising.
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However, there are some problems to be solved in the future work. First, the predefined spiral
curve is a piecewise function and has unsmooth points, thus leading to sharp changes in motion
trajectories. Second, our model considers only kinematic planning, that is, the dynamic problem is not
considered. Dynamic constraints are important factors for successful implementation of our model
on a real robot, and will be added into an improved model in the future work. At the same time,
experimental verification will be carried out in the next phase of research, after finishing the design
and construction of the platform. The greatest challenge to use our model on a real robot is that the
robot has to overcome the gravity during the head-raising, and the actuation system must be equipped
with motors which have adequate torques to drive the snake modules. The work in [13] is a successful
example although they adopted a different method to raise the robot’s head. When designing the
prototype, lightweight materials can be used to enable the robot with lighter gravity and stronger
driving power. More importantly, our model is adaptive. As illustrated in Figure 12, by decreasing the
height, the cycle number and increasing the radius of supporting part, it is feasible for the robot to
raise its head while satisfying the dynamic constraints. In some specific situations such as exploring
the moon, and searching for resources underwater, the gravity will decrease or be compensated.
Then, it will be easier for the robot to raise their head. Third, the head-raising motion forms of snake in
the natural world can change over time. To accomplish that, the predefined spiral curve should be
made time varying without influencing the stability of the robot body, and this principle will also be
the focus of the future research.

Supplementary Materials: The following are available online at http://www.mdpi.com/2076-3417/8/11/2011/
s1, Video S1: Concept_of_trajectory_tracking.avi; it introduces the concept of trajectory tracking using an improved
model in our future work. Video S2: PS_Fig9.avi; it describes the process of phase-shifting (Figure 9). Video S3:
HR_Fig11.avi; it shows the process of head-raising using the line segments model of the snake robot (Figure 11).
Video S4: SA_Fig11.avi; it shows the simulation of head-raising in Adams environment (Figure 11). Video S5:
HR_Fig12a.avi; it displays the head-raising process of Figure 12a. Video S6: HR_Fig12b.avi; it displays the
head-raising process of Figure 12b. Video S7: HR_Fig12c.avi; it displays the head-raising process of Figure 12c.
Video S8: HR_Fig12d.avi; it displays the head-raising process of Figure 12d.
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Abstract: The purpose of this paper is to elucidate a generalized singularity analysis of a snake-like
robot. The generalized analysis is denoted as analysis of singularity of a model which defines all
designable parameters such as the link length and/or the position of the passive wheel as arbitrary
variables. The denotation is a key point for a novelty of this study. This paper addresses the above
new model denotation, while previous studies have defined the designable parameters as unique
one. This difference makes the singularity analysis difficult substantively. To overcome this issue,
an analysis method using redundancy of the snake-like robot is proposed. The proposed method
contributes to simplify singularity analysis concerned with the designable parameters. The singular
configurations of both the model including side-slipping and the one with non side-slipping are
analyzed. As the results of the analysis, we show two contributions. The first contribution is that a
singular configuration depends on designable parameters such as link length as well as state values
such as relative angles. The second contribution is that the singular configuration is characterized
by the axials of the passive wheels of all non side-slipping link. This paper proves that the singular
configuration is identified as following two conditions even if the designable parameters are chosen
as different variables and the model includes side-slipping link. One is that the axials of passive
wheels of all non side-slipping links intersect at a common point. Another one is that axials of passive
wheels of all non side-slipping links are parallel.

Keywords: snake-like robot; singularity analysis; system design

1. Introduction

A real snake has simple figure like a string, and can locomote by using difference between friction
in the propulsive direction and one in the normal direction. It can locomote not only flatland but
also irregular terrain such as desert, wildland and grassland, by choosing its motion and posture
depending on environments/tasks. Moreover, it can realize skilled locomotions such as swimming,
climbing, and squeezing. That is, the real snake possesses highly adaptability corresponding to the
environments/tasks. A snake-like robot mimics such highly adaptability of the real snake, and is
expected to be an adaptable robot corresponding to the environments/tasks.

Many literatures have reported with respect to locomotion controls of snake-like robots. Hirose,
who is a pioneer of the studies for snake-like robots, has found that a curvature of a snake changes
sinusoidally along its body axis. He has named it “Serpenoid Curve”, and applied it to a trajectory
generation for snake-like robots [1]. Endo et al. have implemented a propulsive locomotion control
of snake-like robots by using the Serpenoid Curve [2]. As studies extending the Serpenoid Curve,
Yamada et al. have proposed the kinematics to stabilize head direction during tracking the robot to the

Appl. Sci. 2018, 8, 1873; doi:10.3390/app8101873 www.mdpi.com/journal/applsci430
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Serpenoid Curve, and have implemented the kinematics on the robot [3]. Ma et al. have implemented
slope climbing control by adjusted amplitude of the Serpenoid Curve via a simulator [4]. In our
previous study, we have designed a servo control system for tracking to the Serpenoid Curve [5].
Relative researches with respect to propulsive control use difference of the friction forces between the
propulsive direction and the normal direction also have been reported [6,7]. In our previous study,
a head position control [8–10], a force control [11] and a slope climbing control [12] have been designed.

These researches [6–12] have been based on a dynamical model of the snake-like robot.
The discussions on it has been reported in order to avoid singular configurations as well. In these
researches, the model is generally assumed to install non side-slipping passive wheels on its links.
Prautsch et al. have derived the dynamical model of the snake-like robot without side-slipping, and
have proven some theories and lemmas regarding the dynamics [13,14]. As one of the results of the
analyses, they have referred the snake-like robot takes the singular configuration as long as it poses
either straight line or arc shape. The result has been shared by a lot of researchers. For example,
Date et al. have also reported that the snake-like robot becomes singular when the robot poses straight
line or arc shape [15–17]. In addition, Ye et al. have also stated that straight line or arc shape are
singular [18]. Matsuno et al. [19] and Tanaka et al. [20–22] also have mentioned that the postures of
straight line or arc shape are the singular configuration as well. They [15–22] have led the same results
based on the analysis by Prautsch et al. [13,14]. In addition, Dear et al. [23,24] and Guo et al. [25]
have reported the snake-like robot is the singular configuration when all relative angles are equivalent.
It indicates the posture under this situation is either straight line or arc shape. Liljebäck et al. have
addressed a dynamical model supposing the snake-like robot with side-slipping, and have derived the
model with viscous friction forces working at the center of each link. They have analyzed nonlinear
controllability of the models, and finally have also proven that straight line and arc shape are singular
configurations [26–29].

While these studies [13–28] have addressed the either fully non side-slipping or fully side-slipping
model, Tanaka et al. have addressed a model including both side-slipping and non side-slipping
links [30]. They have referred that either the straight line or the arc shape are still the singular
configuration with respect to the fully non side-slipping model based on Prautsch’s analysis [14].
Nevertheless, they have concluded that following two conditions are the singular configuration
regarding to the model including side-slipping.

Condition

• Axials of passive wheels of all non side-slipping links intersect at a common point.
• Axials of passive wheels of all non side-slipping links are parallel.

These researches [13–30] have a common assumption that the robot has either the passive wheel
or the center of gravity located at the center of each link. This common assumption means link length
and/or position of the passive wheel are defined as common variable. Hence, the common assumption
contributes the analysis simple, because each element of its Jacobian matrix can be factorized by link
length or position of passive wheel as common variable. Accordingly, each element is able to be
formulated by summation of the trigonometric functions with link length or position of passive wheel
as the common variable. For example, Tanaka et al. have defined the length from a front joint to a
passive wheel and the one from a passive wheel to hind joint as a same variable for all link. To satisfy
this definition, they have supposed that the link length of lifted links is not changed by limiting lifting
height infinitesimally, even though their robot allows to lift up it to enough height [30]. Thus, the
analyses of previous studies subject to the limitation regarding to the common variable, although
these variables could be designable. Conversely, effects of link position of the passive wheel and/or
length to its behavior have never discussed yet.—i.e., the analysis without any limitation has never
been discussed.

This paper elucidates a generalized singularity analysis of the snake-like robot. The generalized
analysis is denoted as analysis of singularity of a model which defines all designable parameters such
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as the link length and/or the position of the passive wheel as arbitrary variables. From a viewpoint
of system design, revealing a relationship between the designable parameters and system behavior
affects behavior of the whole system including the locomotion control system as well. In the case of the
inverted pendulum for example, it has been reported that changing its designable parameters such as
link length results in extending stability margin of the system [31–33]. In another instance, the Jansen
linkage mechanism, a representative example of closed link mechanism, is capable of transitioning its
gaits significantly by changing length ratio of all link [34,35]. In addition, its characteristic influences
robot’s morphology as well [36]. The snake-like robot is a kind of non-holonomic system, and its
non-holonomic constraints come from the characteristic of the non side-slipping passive wheels.
Hence, the position of the passive wheel affects the system behavior. Thus, discussion on effect of the
designable parameters is expected to provide some advantages in this area as well.

This paper addresses two main issues. The first main issue is to elucidate dependent relationship
between the singular configuration of the snake-like robot and the designable parameters such as link
length and position of the passive wheel. As discussed above, the previous studies have identified that
the singular configuration of the snake-like robot is either straight line or arc shape. This identification
is equivalent to that the singular configuration depends on only its state vector. Tanaka et al. have
referred that the postures of straight line or arc shape are the singular configuration regarding to the
model with non side-slipping while they have referred that the Conditions are the singular configuration
regarding to the model including side-slipping [30]. In addition, they have defined all link length as
unique parameter. On the other hand, this paper addresses the model which defines the designable
parameters as non-unique variables in order to reveal the relation between the singular configuration
and the designable parameters. This difference of the assumptions results in a substantial increase
of the analysis complexity, because the link length and the position of the passive wheel defined as
different parameters are unable to factorized as common variables.

Therefore, in this paper, an analysis method using redundancy of the snake-like robot is proposed.
The singular configuration of the snake-like robot is analyzed based on the method. The proposed
method contributes to simplify singularity analysis concerned with the designable parameters such as
link length. An epitomization of the method is to resolve the snake-like robot into subsystems every
three links. Applying the same analysis to all subsystem leads to singularity analysis of whole system.
Since the subsystem is absolutely smaller than the whole system, the epitomization reduces complexity
coming from different parameters. The subsystem is also able to be composed corresponding to the
model including side-slipping as well as the one with non side-slipping. Consequently, the singular
configurations of both the model including side-slipping and the one with non side-slipping are
analyzed in this paper.

The second main issue is to characterize the singular configuration of the snake-like robot by the
axials of the passive wheels of all non side-slipping link. Tanaka et al. [30] have proven that the singular
configuration is characterized by the axials of the passive wheels as the Conditions. The Conditions
is novel characteristic to identify the singular configuration. However, they had a limitation for
maintaining the uniform link length. By clearing the limitation, this paper proves effectiveness of the
novel characteristic even if the designable parameters are defined as different values and the model
includes side-slipping links.

This paper is organized as follows: Section 3 derives both kinematics and Jacobian matrices of the
snake-like robot. Four kinds of kinematics around a joint are derived corresponding to side-slipping
patterns. The Jacobian matrices of both the snake-like robot including side-slipping and the one with
non side-slipping are formulated by composing the four kinds of kinematics redundantly. By applying
the analysis method using redundancy, Section 4 analyzes the singular configuration of the snake-like
robot. Two theories and one lemma are proven with respect to the model with non side-slipping. Also,
two theories and two lemmas are proven with respect to the model including side-slipping. Section 5
visualizes the analysis results via two numerical simulations. Section 6 concludes this paper.
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2. Notation

Notations used in this paper are defined here for simplicity of description. The first is regarding
to representation of side-slipping on schematic figures of the snake-like robot. The second is regarding
to product of matrices. The last one is regarding to a relative angle.

Notation 1. The passive wheel depicted on the schematic figure distinguishes between side-slipping and non
side-slipping of a link. Figure 1a represents a non side-slipping link. Figure 1b represents a side-slipping link.

�������

�	��


(a) (b)

Figure 1. The distinction between a side-slipping link and a non side-slipping link. (a): a non
side-slipping link. (b): a side-slipping link.

Notation 2. In this paper, production of matrices is represented as follows:

n

∏
i=1

Ai := An An−1 An−2 · · · A2 A1,
n

∏
i=1

AiB := An An−1 An−2 · · · A2 A1B,

where, Ai ∈ Rn×n, B ∈ Rn×m.

Notation 3. The relative angle of adjacent ith link and i− 1th link is represented as follow:

φi := θi − θi−1.

Whereas, the relative angle of non adjacent ith link and jth link is represented as follow:

iφj := θi − θj.

3. Kinematics of the Snake-Like Robot

A kinematics of n-link snake-like robot including some side-slipping links is formulated in
this section by deriving velocity relations around each joint. Since the snake-like robot is a kind of
redundant robots, its kinematics is also able to be represented by redundant relation. Thus, to derive
the kinematics of n-link snake-like robot is equivalent to derive it between adjacent links. In particular,
a kinematics around a joint between adjacent non side-slipping links is derived, also, ones including
side-slipping link is derived from the derived kinematics. Finally, Jacobian matrices of both the
n-link snake-like robot including side-slipping and the one with non side-slipping are formulated,
respectively.

3.1. Kinematics around a Joint Adjacent Two Links with Non Side-Slipping

A schematic figure of a joint between adjacent non side-slipping links is shown in Figure 2.
Physical parameters and state variables are denoted in Tables 1 and 2, respectively.
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Figure 2. The schematic figure of the joint of two adjacent links both without side-slipping.

Table 1. Physical Parameters(i = 1, · · · , n).

Parameters Notation

Link length Li [m]
Length from COG to end li [m]
Length from extremity to COG di [m]

Table 2. State Variables(i = 1, · · · , n).

Variables Notation

Position in x-coordinate xi [m]
Position in y-coordinate yi [m]
Absolute angle of each link θi [rad]
Relative angle between ith link and i− 1th link φi [rad]
Velocity in the propulsive direction vxi [m/s]
Velocity in the normal direction vyi [m/s]
Angular velocity of each link ωi [rad/s]

From Figure 2, the passive wheel, which represents that the link is non side-slipping, is installed on
arbitrary position of each link. θi (i = 1, · · · , n) represents absolute angle of each link, φi (i = 2, · · · , n)
represents relative angle between ith link and i− 1th link, and (xi, yi) (i = 1, · · · , n) represent position
of the passive wheel of each link on generalized coordinate. Also, di and li (i = 1, · · · , n) represent
length from extremity to center of gravity (COG) and length from COG to end, respectively.

The generalized coordinate and the quasi-velocity coordinate are defined. From Figure 2,
the generalized coordinate of the system xpi is defined as:

xpi :=
[
θi xi yi

]T
.

Also, the quasi-velocity of the system vi is defined as:

vi :=
[
ωi vxi vyi

]T
.

From Figure 2, the velocity transform matrix Ti transforms the generalized coordinate xpi to the
quasi-velocity coordinate vi as below:

ẋpi = Tivi,

Ti =

⎡⎢⎣1 0 0
0 cos θi − sin θi
0 sin θi cos θi

⎤⎥⎦ .
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From Figure 2, ith link is related to i− 1th link as follows:⎧⎪⎪⎨⎪⎪⎩
θi = θi,

xi = xi−1 + li−1 cos θi−1 + di cos θi,

yi = yi−1 + li−1 sin θi−1 + di sin θi.

Its derivations are: ⎧⎪⎪⎨⎪⎪⎩
θ̇i = θ̇i,

ẋi = ẋi−1 − li−1 sin θi−1θ̇i−1 − di sin θi θ̇i,

ẏi = ẏi−1 + li−1 cos θi−1θ̇i−1 + di cos θi θ̇i,

(1)

Equation (1) is reformulated as (2) by using the generalized velocity ẋpi = dxpi/dt.

ẋpi = Λ̄i−1 ẋpi−1 + Δ̄i θ̇i, (2)

Λ̄i−1 =

⎡⎢⎣ 0 0 0
−li−1 sin θi−1 1 0
li−1 cos θi−1 0 1

⎤⎥⎦ , Δ̄i =

⎡⎢⎣ 1
−di sin θi
di cos θi

⎤⎥⎦ .

By transforming (2) to the quasi-velocity coordinate using the velocity transform matrix Ti, and
we obtain:

Tivi = Λ̄i−1Ti−1vi−1 + Δ̄iωi.

Please note that the relative angle of each link is defined as φi = θi − θi−1, (i = 2, · · · , n)
(Notation 3). Then,

vi = Λi−1vi−1 + Δiωi,

where,

Λi−1 = T−1
i Λ̄i−1Ti−1 =

⎡⎢⎣ 0 0 0
li−1 sin φi cos φi sin φi
li−1 cos φi − sin φi cos φi

⎤⎥⎦ ,

Δi = T−1
i Δ̄i =

⎡⎢⎣ 1
0
di

⎤⎥⎦ .

Since adjacent link is supposed non side-slipping, vyi = vyi−1 = 0. Hence,

ωi = − li−1

di
cos φiωi−1 +

1
di

sin φivxi−1.

Therefore, the kinematics around a joint of two adjacent links both non side-slipping is obtained as:

vi = A′ivi−1, i = 2, · · · , n, (3)

A′i =

⎡⎢⎣−
li−1
di

cos φi
1
di

sin φi 0
li−1 sin φi cos φi 0

0 0 0

⎤⎥⎦ ,

where, A′1 = I3×2, and Im×n represents the identity matrix ∈ Rm×n.
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3.2. Kinematics around a Joint Adjacent Two Links with Side-Slipping

From (3) and its derivation process, the kinematics around a joint including side-slipping links
are derived as well. In this paper, the passive wheel represents that the link is side-slipping or non
side-slipping in order to distinguish clearly (Notation 1). Combinations of side-slipping of two adjacent
link regarding around a joint are shown in Figure 3.
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(a) (b) (c) (d)

Figure 3. Combinations of side-slipping of ith link and i− 1th link. (a): Both adjacent links are non
side-slipping. (b): Only hind link is side-slipping. (c): Both adjacent links are side-slipping. (d): Only
front link is side-slipping. A link with the passive wheel represents a non side-lipping link.

The kinematics of Figure 3 are formulated as follows:

(a) Both adjacent links are non side-slipping (Figure 3a).

vi = A′ivi−1, (4)

A′i =

⎡⎢⎣−
li−1
di

cos φi
1
di

sin φi 0
li−1 sin φi cos φi 0

0 0 0

⎤⎥⎦ .

(b) Only hind link is side-slipping (Figure 3b).

vi = A′′hivi−1 + Δiφ̇i, (5)

A′′hi = A′hi I2×3

A′hi =

⎡⎢⎣ 0 0
li−1 sin φi cos φi
li−1 cos φi − sin φi

⎤⎥⎦+

⎡⎢⎣ 1 0
0 0
di 0

⎤⎥⎦ .

(c) Both adjacent links are side-slipping (Figure 3c).

vi =A′sivi−1 + Δiφ̇i, (6)

A′si =

⎡⎢⎣ 0 0 0
li−1 sin φi cos φi sin φi
li−1 cos φi − sin φi cos φi

⎤⎥⎦+

⎡⎢⎣ 1 0 0
0 0 0
di 0 0

⎤⎥⎦ .

(d) Only front link is side-slipping (Figure 3d).

vi = A′′f ivi−1, (7)

A′′f i =

⎡⎢⎣−
li−1
di

cos φi
1
di

sin φi − 1
d1

cos φi

li−1 sin φi cos φi sin φi
0 0 0

⎤⎥⎦ =

[
A′f i
0T

]
.
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Submatrices are defined as follows:

Ai :=

[
− li−1

di
cos φi

1
di

sin φi

li−1 sin φi cos φi

]
, δi :=

[
0
di

]
,

Ahi :=

[
li−1 sin φi cos φi
li−1 cos φi − sin φi

]
, ahi :=

[
sin φi
cos φi

]
,

Asi :=

[
cos φi sin φi
− sin φi cos φi

]
, asi :=

[
li−1 sin φi
li−1 cos φi

]
,

A f i :=

[
1
di

sin φi − 1
di

cos φi

cos φi sin φi

]
, a f i :=

[
− li−1

di
cos φi

li−1 sin φi

]
.

3.3. Jacobian Matrices

The Jacobian matrices of both the n-link snake-like robot including side-slipping and the one with
non side-slipping are formulated by using (4)–(7) redundantly. First, the Jacobian matrix Jg of the
n-link snake-like robot with non side-slipping is formulated. A tangent speed q is defined as:

q :=
[
ω1 vx1

]T
.

The relative angular velocity vector φ̇ is defined as:

φ̇ :=
[
φ̇2 · · · φ̇n

]T
.

Thus, the Jacobian matrix Jg of n-link snake-like robot with non side-slipping is formulated
as follow:

φ̇ =Jgq,

Jg =

⎡⎢⎢⎢⎢⎣
eT

1 (A2 − I)A1

eT
1 (A3 − I)A2 A1

...
eT

1 (An − I)∏n−1
m=1 Am

⎤⎥⎥⎥⎥⎦ ∈ Rn−1×2, (8)

where, eT
1 =

[
1 0

]
.

Next, the Jacobian matrix Js of the n-link snake-like robot including side-slipping is formulated.
While combinations of side-slipping exist infinite on the n-link snake-like robot, the Jacobian matrix Js

consists of (4)–(7) due to its redundancy, since product of the kinematics formulates it. We denotes a
set of non side-slipping links as:

G :=
(

g1, · · · , gη

) ∈ N,

N := (1, · · · , n) .

φ is decomposed into φ =
[
φT

s φT
g

]T
, where φg and φs are a relative angle vector of non

side-slipping links and an one of side-slipping links respectively, and denoted as follows:

φg :={φg(i)|g(i) = G∩ 1, g(i + 1) > g(i)},
φs :={φs(i)|s(i) = G∩N, s(i + 1) > s(i)},
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where φ̇1 := vy1, since φ1 is unable to be defined as angle. Subscripts with respect to the set of non
side-slipping links g(i) are denoted as follow:

g(i− 1) := ζ, g(i) := ι, g(i + 1) := κ.

The Jacobian matrix of the n-link snake-like robot including side-slipping is formulated as follows:[
φ̇s

φ̇g

]
=

[
0n−η×2 In−η×n−η

Js ∗η−1×n−η

] [
q

φ̇s

]
, (9)

Js =

⎡⎢⎢⎢⎢⎣
eT

1 (B2 − I)B1

eT
1 (B3 − I)B2B1

...
eT

1 (Bη − I)∏
η−1
m=1 Bm

⎤⎥⎥⎥⎥⎦ ∈ Rη−1×2, (10)

Bi =

⎧⎪⎪⎨⎪⎪⎩
Aι if ι− ζ = 1,

A′f ι A′hζ+1, if ι− ζ = 2,

A′f ι ∏ι−1
m=ζ+2 A′sm A′hζ+1, if ι− ζ > 2,

where ∗ represents an element of the matrix.
This section has derived the kinematics around a joint corresponding to 4 patterns of side-slipping.

By using the derived kinematics redundantly, the Jacobian matrices of both the n-link snake-like
robot including side-slipping and the one with non side-slipping have been formulated as (9) and
(8) respectively.

4. Singularity Analysis

This section analyzes singularity of n-link snake-like robot. Since elements of matrix to be
analyzed is unable to factorize to summation of trigonometric function, it is inappropriate to analyze
the singularity by the method of Tanaka et al. [30] in the case of the snake-like robot supposed to
non-uniform designable parameters addressed in this paper. The key point of our proposed method is
in redundancy of the system which is one of big reason to make the snake-like robot popular. Using
redundancy results in avoidance of complexity as well as systematic solution. Our proposed method
provides the analysis results as same as Tanaka’s analysis [30]. In addition, the singular configuration
of the snake-like robot is identified as follows:

• Axials of passive wheel of all non side-slipping links intersect at a common point.
• Axials of passive wheel of all non side-slipping links are parallel.

The singular configuration of the snake-like robot with non side-slipping is analyzed first in order
to propose our analysis method using redundancy as well as to prove that the analysis results in the
above two conditions. The analysis proves as well that the singular configuration of the snake-like
robot depends on the designable parameters. The singular configuration of the snake-like robot
including side-slipping is analyzed next. The analysis also proves that the singular configuration of
the snake-like robot is identified as the above two even if the side-slipping links are included.

4.1. Snake-Like Robot with non Side-Slipping

The singular configuration of the snake-like robot with non side-slipping is analyzed first.
The previous studies have reported that the singular configuration is either straight line or arc
shape—i.e., it depends on only state vector. This analysis proves that the singular configuration
of the snake-like robot depends on the designable parameters (such as link length and/or the position
of the passive wheel) as well as the state vector. With respect to the snake-like robot with non
side-slipping, following 2 theories and 1 lemma are obtained.
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Theorem 1. Except for ∃φi, li−1 = di ∩ cos φi = −1, (8) is rank deficient if and only if, ∀φi,(
di

li−1
cos φi + 1

)
1

di+1
sin φi+1 − 1

li−1
sin φi

(
li

di+1
cos φi+1 + 1

)
= 0. (11)

Proof. From (8), since Jg ∈ Rn−1×2, rank of (8) drops when rankJg < 2, and the snake-like robot
poses the singular configuration. Row vectors of (8) are denoted as lT

i (i = 1, · · · , n− 1). Since (8)
possesses one independent row vector when rankJg=1, it can be written by using arbitrary constants
αi (i = 2, · · · , n− 1) as follows:

Jg =

⎡⎢⎢⎢⎢⎣
lT
1

α2lT
1

...
αn−1lT

1

⎤⎥⎥⎥⎥⎦ , (12)

where, ∀αi �= 0. Rank of (12) equals 1 even if any 2 row vectors are chosen.—i.e., if submatrices
Ji (i = 2, · · · , n− 1), consisting of adjacent two row vectors, satisfy ∀rankJi=1, rankJg=1 and Jg is rank
deficient. Ji is

Ji =

[
eT

1 (Ai − I)∏i−1
m=1 Am

eT
1 (Ai+1 − I)∏i

m=1 Am

]
=

[
eT

1 (I − A−1
i )

eT
1 (Ai+1 − I)

]
i

∏
m=1

Am = J̄i

i

∏
m=1

Am.

From ∣∣∣Ai

∣∣∣ = − li−1

di
cos2 φi − li−1

di
sin2 φi = − li−1

di
,

since Ai is rank safficient,
rankJi = rank J̄i.

By finding rank deficient conditions of J̄i, that is, solving | J̄i| = 0, the conditions of which the
snake-like robot poses the singular configuration are identified.

Please note that if ∃αi, αi = 0, it might be able to rank rankJg = 2 even if ∀rankJi = 1 in (12).
In particular, when

Jg =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

lT
1

α2lT
1

...
αj−1lT

1

0T

lT
j+1

αj+2lT
j+1

...
αn−1lT

j+1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

rankJg = 2, if lT
1 and lT

j+1 are linear independent. However, it is determined as rank deficient in above
mentioned condition, because rankJj = rankJj+1 = 1. Since ∀Ai �= 0, lj = 0 only when eT

1 (Aj− I) = 0T .
Because

eT
1 (Aj − I) =

[
− lj−1

dj
cos φj − 1 1

dj
sin φj

]
, (13)

eT
1 (Aj − I) �= 0T as long as lj−1 �= dj. Furthermore, eT

1 (Aj − I) �= 0T as long as cos φj �= −1 even if
lj−1 = dj.
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Finally, since

∣∣∣ J̄i

∣∣∣ = ∣∣∣∣∣
di

li−1
cos φi + 1 − 1

li−1
sin φi

− li
di+1

cos φi+1 − 1 1
di+1

sin φi+1

∣∣∣∣∣
=

(
di

li−1
cos φi + 1

)
1

di+1
sin φi+1 − 1

li−1
sin φi

(
li

di+1
cos φi+1 + 1

)
,

except for li−1 = di ∩ cos φi = −1, (8) is rank deficient if and only if ∀φi, (11).

Equation (11) clearly shows that the singular configuration of the snake-like robot depends on
the designable parameters as well as the state vector. Thus, it is limited into neither straight line nor
arc shape. Equation (11) indicates to be unable to factorize to summation of trigonometric function
due to different coefficients in the premise of different parameter definition. Furthermore, complexity
of | J̄i Ai| is more apparent than (11). This predisposition points difficulty of analyzing the Jacobian
matrix at a time, and the method using redundancy has an advantage for avoiding the complexity.

Lemma 1. li−1 = di ∩ cos φi = −1, —i.e., eT
1 (Aj − I) = 0T if and only if the axials of the passive

wheel overlap.

Proof. In (13),

− lj−1

dj
cos φj − 1 = − 1

dj

(
lj−1 cos φj − dj

)
,

and equation in parentheses equals x coordinate of jth link corresponding to j − 1th link. Hence,
the wheels of jth link and j− 1th link overlap when li−1 = di ∩ cos φi = −1. Thus, the axials of the
passive wheel clearly overlap if eT

1 (Aj − I) = 0T .

The proposed analysis method is capable of analyzing simply even though the designable
parameters of each link are defined as different ones. On the other hand, it has been shown the
analysis method outputs uncertain result if the special condition (li−1 = di ∩ cos φi = −1) is satisfied.
It also has been proven that the condition is satisfied when the axials of the adjacent passive wheels
overlap. Since it is pose of which the links wholly overlaps, the actual snake-like robot generally never
take that pose.

Theorem 2. The snake-like robot is singular if and only if the axials of all passive wheel intersect at a common
point or are parallel.

Proof. ith link is focused on. A coordinate is set the origin at position of the passive wheel of ith link,
and let the X axis and the Y axis are on its propulsive direction and normal direction of the passive
wheel respectively. Let bi−1 and bi+1 are an intercept of the axial of the passive wheel of i− 1th link
and the one of i + 1th link respectively. The axials of the passive wheels of all i− 1th, ith and i + 1th
link intersect at a common point, if bi−1 = bi+1. It is proven that equations of the intercepts on that
situation equals to (11). Figure 4 depicts the axials of all i− 1th, ith and i + 1th link.

The position of the passive wheel of i− 1th link is{
xi−1 = −di − li−1 cos φi,

yi−1 = li−1 sin φi.

Since a slope of the i− 1th link equals − tan φi, a slope of the axial of the passive wheel is follow:

ai−1 =
1

tan φi
=

cos φi
sin φi

.
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Hence, the intercept of the passive wheel of the i− 1th link bi−1 is

bi−1 =
1

sin φi
(li−1 + di cos φi).

Also, the intercept of the passive wheel of the i + 1th link bi+1 is

bi+1 =
1

sin φi+1
(di+1 + li cos φi+1).

If bi−1 = bi+1,

li−1

sin φi

(
di

li−1
cos φi + 1

)
=

di+1

sin φi+1

(
li

di+1
cos φi+1 + 1

)
,

By multiplying 1
li−1di+1

sin φi sin φi+1 to the both side,

(
di

li−1
cos φi + 1

)
1

di+1
sin φi+1 =

1
li−1

sin φi

(
li

di+1
cos φi+1 + 1

)
. (14)

The axials of all passive wheel intersect at a common point when ∀φi, (14). Since (14) equals (11),
the axials of all passive wheel intersect at a common point when the snake-like robot is singular.

When φi = φi+1 = 0, (11) equals (14) at 0. Since φi = φi+1 = 0 represents the axials of the passive
wheel are parallel, the axials of all passive wheel are parallel when the snake-like robot is singular.
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Figure 4. Schematic figure of the axials of the passive wheels in i− 1th and i + 1th link, when ith link
is focused on.

4.2. Snake-Like Robot with Side-Slipping

The singular configuration of the snake-like robot including side-slipping is analyzed next. It also
analyzed as same as the one with non side-slipping as well. An analysis result shows that it satisfies the
two conditions mentioned at beginning of this section. With respect to the snake-like robot including
side-slipping, following 2 theories and 2 lemmas are obtained.

Theorem 3. Except for eT
1 (Bi − I) = 0T, (9) is rank deficient if and only if ∀φi,

(
dι

lζ
cos ιφζ +

ι−1

∑
m=ζ+1

Lm

lζ
cos ζ φm + 1

)
1
dκ

sin κφζ − 1
lι

sin ιφζ

(
lι
dκ

cos κφι +
κ−1

∑
m=ι+1

Lm

dκ
cos κφι + 1

)
= 0. (15)
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Proof. From (9), since columns after 3rd column are clearly rank sufficient and Js ∈ Rη−1×2, rank of
(9) drops and the snake-like robot is singular, when rankJs< 2. (10) is analyzed as well as (8). Thus,
conditions of which rank J̄si drops are formulated. Where,

J̄si =

[
eT

1 (I − B−1
i )

eT
1 (B−1

i+1 + I)

]
.

Bi is expanded with supposing ι− ζ > 2 as the most complex case.

Bi =

[
− lζ

dι
cos ιφζ −∑ι−1

m=ζ+1
Lm
dι

cos ιφm
1
dι

sin ιφζ

lζ sin ιφζ + ∑ι−1
m=ζ+1 Lm sin ιφm cos ιφζ

]
.

Thus,

B−1
i =

[ cos ιφζ

|Bi | − sin ιφζ

dι |Bi |
∗ ∗

]
,

∵
∣∣∣Bi

∣∣∣ = − lζ
dι
−

ι−1

∑
m=ζ+1

Lm

dι
cos ζφm. (16)

J̄si is transformed as:[
− cos ιφζ

|Bi | + 1 sin ιφζ

dι |Bi |
− lι

dκ
cos κφι −∑κ−1

m=ι+1
Lm
dκ

cos κφm − 1 1
dκ

sin κφι

]

→

⎡⎢⎢⎣
dι
lζ

(
cos ιφζ − |Bi|

) dι sin ιφζ

lζ dι

− lι
dκ

cos κφι −
κ−1

∑
m=ι+1

Lm
dκ

cos κφm − 1 1
dκ

sin κφι

⎤⎥⎥⎦

=

⎡⎢⎢⎢⎢⎣
dι
lζ

cos ιφζ +
ι−1

∑
m=ζ+1

Lm
lζ

cos ζφm + 1 − 1
lι

sin ιφζ

− lι
dκ

cos κφι −
κ−1

∑
m=ι+1

Lm
dκ

cos κφm − 1 1
dκ

sin κφι

⎤⎥⎥⎥⎥⎦ .

Therefore, except for eT
1 (Bi − I) = 0T , (10) is rank deficient if and only if ∀φi, (15).

Equation (15) also indicates as well as (11) that the singular configuration of the snake-like robot
depends on the designable parameters as well as the state vector.

Lemma 2. Bi is singular if and only if the joint of next non side-lipping link is placed on a axial of the passive
wheel of current non side-slipping link (see Figure 5).

Proof. In (16), ∣∣∣Bi

∣∣∣ = − 1
dι

(
lζ +

ι−1

∑
m=ζ+1

Lm cos mφζ

)
,

and an equation in the parentheses equals the x coordinate of the joint of ιth link corresponding to
ζth link.

Lemma 3. eT
1 (Bi − I) = 0 if and only if the axials of both current and next non side-slipping link overlap

(see Figure 6).
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Figure 5. An example of singularity of Bi.
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(a) ιφζ = 0 (b) ιφζ = π

Figure 6. Examples of configurations of eT
1 (Bi − I) = 0.

Proof.

eT
1 (Bi − I) =

[
− lζ

dι
cos ιφζ −

ι−1

∑
m=ζ+1

Lm
dι

cos ιφm − 1 1
dι

sin ιφζ

]
,

θι =

{
θζ , if ιφζ = 0,

θζ + π, if ιφζ = π,
∵ 1

dι
sin ιφζ = 0.

Thus,

− lζ
dι

cos ιφζ −
ι−1

∑
m=ζ+1

Lm

dι
cos ιφm − 1 = ∓ 1

dι

(
lζ +

ι−1

∑
m=ζ+1

Lm cos mφζ ± dι

)
.

An equation in the parentheses equals x coordinate of the passive wheel of next non side-slipping
link (ζth link) of when ιφζ = 0, π. Hence, the axials of the passive wheel of both current and next non
side-slipping link overlap.

Theorem 4. The snake-like robot is singular if and only if the axials of passive wheel of all non side-slipping
links intersect at a common point or are parallel.

Proof. ιth link is focused on. A coordinate is set the origin at position of the passive wheel of ιth link,
and let the X axis and the Y axis are on its propulsive direction and normal direction of the passive
wheel respectively. Let bζ and bκ are an intercept of the axial of the passive wheel of ζth link and the
one of κth link respectively. The axials of the passive wheels of all ζth, ιth and κth link intersect at a
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common point, if bζ = bκ . It is proven that equations of the intercepts on that situation equals to (15).
Figure 7 depicts the axials of all ζth, ιth and κth link.
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Figure 7. Schematic figure of the axials of the passive wheels in ζth and κth link, when ιth link is
focused on.

The position of the passive wheel of κth link is⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
xκ = lι +

κ−1

∑
m=ι+1

Lm cos mφι + dκ cos κφι,

yκ =
κ−1

∑
m=ι+1

Lm sin mφι + dκ sin κφι.

Since a slope of the κth link equals tan κφι, a slope of the axial of the passive wheel is follow:

aκ = − 1
tan κφι

= −cos κφι

sin κφι
.

Hence, the intercept of the passive wheel of the κth link bκ is

bκ =
1

sin κφι

(
lκ cos κφι +

κ−1

∑
m=ι+1

Lm cos κφm + dκ

)
.

Also, the intercept of the passive wheel of the ζth link bζ is

bζ =
1

sin ιφζ

(
dι cos ιφζ +

ι−1

∑
m=ζ+1

Lm cos ζφm + lζ

)
.

If bζ = bκ ,

1
sin ιφζ

(
dι cos ιφζ +

ι−1

∑
m=ζ+1

Lm cos ζφm + lζ

)
=

1
sin κφι

(
lκ cos κφι +

κ−1

∑
m=ι+1

Lm cos κφm + dκ

)
.

By multiplying 1
lζ dκ

sin ιφζ sin κφι to the both side,

(
dι

lζ
cos ιφζ +

ι−1

∑
m=ζ+1

Lm

lζ
cos ζφm + 1

)
1
dκ

sin κφζ =
1
lι

sin ιφζ

(
lι
dκ

cos κφι +
κ−1

∑
m=ι+1

Lm

dκ
cos κφι + 1

)
(17)
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The axials of all passive wheel intersect at a common point when ∀φi, (17). Since (17) equals (15),
the axials of passive wheel of all non side-slipping links intersect at a common point when the
snake-like robot is singular.

When ιφζ = κφι = 0, (15) equals (17) at 0. Since ιφζ = κφι = 0 represents the axials of the passive
wheel of non side-slipping link are parallel, the axials of passive wheel of all non side-slipping links
are parallel when the snake-like robot is singular.

5. Numerical Simulation

It has been so far identified as following two conditions. One is that the axials of all passive wheel
intersect at a point. Another is that the axials of all passive wheel are parallel. To show the singular
configuration particularly, this section visualizes the singular configuration via two simulations.
According to the analysis process in this paper, first simulation verifies that the singaular configuration
of the snake-like robot depends on the designable parameters as well as the state vector. Second
simulation verifies that the singular configuration of the snake-like robot is able to be characterized by
axials of the passive wheels of all non side-slipping links. Both simulations analyze both the snake-like
robot including side-slipping and the one with non side-slipping, and performed by MaTX VC version
5.3.45 [37]. The designable parameters used in the both simulations is shown in Table 3.

The first simulation visualizes the state vectors of the singular configuration in the state coordinate
space. The state vectors of the singular configuration of the both 3-link and 4-link snake-like robot
with non side-slipping are calculated by solving (11). In addition, the state vectors of the singular
configuration of the 4-link snake-like robot including side-slipping are calculated by solving (15).

Table 3. Parameters in Numerical Simuations (i = 1, 2, 3, 4).

Parameters Case 1 Case 2 Case 3

di [m] 1.0 0.7 0.2
li [m] 1.0 0.5 0.8

Simulation results are shown in Figures 8–11.
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di=0.7 li=0.5
di=0.2 li=0.8

Figure 8. Singular configuration of the 3-link snake-like robot with non-sideslipping. Red: Singular
configuration with di = 1.0 m and li = 1.0 m (Case 1 in Table 3). This configuration has been defined
as singular configuration in the previous studies. Green: Singular configuration with di = 0.7 m and
li = 0.6 m (Case 2 in Table 3). Blue: Singular configuration with di = 0.2 m and li = 0.8 m (Case 3 in
Table 3).
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Figure 9. Singular configuration of the 4-link snake-like robot with non-sideslipping. Red: Singular
configuration with di = 1.0 m and li = 1.0 m (Case 1 in Table 3). This configuration has been defined
as singular configuration in the previous studies. Green: Singular configuration with di = 0.7 m and
li = 0.6 m (Case 2 in Table 3). Blue: Singular configuration with di = 0.2 m and li = 0.8 m (Case 3 in
Table 3).
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Figure 10. Singular configuration of the 4-link snake-like robot including side-slipping with di = 0.7 m
and li = 0.6 m (Case 2 in Table 3). The third link is supposed as slipping link.
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Figure 11. Singular configuration of the 4-link snake-like robot including side-slipping with di = 0.2 m
and li = 0.8 m (Case 3 in Table 3). The third link is supposed as slipping link.

Figures 8 and 9 show the relative angles on the singular configuration in the state coordinate space.
Red shows singular configuration with di = 1.0 m and li = 1.0 m (Case 1 in Table 3). This configuration
has been defined as singular configuration in the previous studies. In fact, red shows state values of
either straight line or arc shape. If the singular configuration is either straight line or arc shape—i.e.,
it depends on the state values only, the relative angles in the state coordinate space are unchanged
even if the designable parameters are changed. However, green and blue in both Figures 8 and 9
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are absolutely discord. That is, Figures 8 and 9 clearly show that the singular configuration of the
snake-like robot depends on the designable parameters as well as the state values. Figures 10 and 11
show the relative angles on the singular configuration including side-slipping in the state coordinate
space, and these are absolutely discord. Hence, Figures 10 and 11 also clearly show that the singular
configuration of the snake-like robot depends on the designable parameters as well as the state values.
Thus, the designable parameters affect dynamics of the snake-like robot.

Second simulation shows the axials of the passive wheel of all non side-slipping links intersect at
a common point when the snake-like robot is singular. The singular configuration of 4-link snake-like
robot is analyzed. Case 2 and Case 3 in Table 3 are chosen as the designable parameters. Let φ2 = 1.2
rad for Case 2 and φ2 = π/3 for Case 3, and the intercepts of the axials of the passive wheel and
the singular configurations are obtained by solving (11) and (14). Simulation results are shown in
Figures 12–15.

 0

 0.5

 1

 1.5

-1.5 -1 -0.5  0  0.5  1

y
 [

m
]

x [m]

Axials

Figure 12. Case 2: The singular configuration of 4-link snake-like robot without side-slipping when
setting φ2 = 1.2 rad, di = 0.7 m and li = 0.5 m. φ3 = 1.38 rad and φ4 = 1.69 rad on this situation.
Brack: The axial of the passive wheel. The posture is not arc shape, however, these intersect at a point.
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Figure 13. Case 3: The singular configuration of 4-link snake-like robot without side-slipping when
setting φ2 = π/3 rad, di = 0.2 m and li = 0.8 m. φ3 = 0.81 rad and φ4 = 0.68 rad on this situation.
Brack: The axial of the passive wheel. The posture is not arc shape, however, these intersect at a point.
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Figure 14. Case 2: The singular configuration of 4-link snake-like robot including side-slipping when
setting φ2 = 1.2 rad, φ3 = −1.2 rad as slipping link, di = 0.7 m and li = 0.5 m. φ4 = 1.98 rad on this
situation. Brack: The axial of the passive wheel. The posture is not arc shape, however, these intersect
at a point.
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Figure 15. Case 3: The singular configuration of 4-link snake-like robot including side-slipping when
setting φ2 = π/3 rad, φ3 = −1.2 rad as slipping link, di = 0.2 m and li = 0.8 m. φ4 = −1.50 rad on this
situation. Brack: The axial of the passive wheel. The posture is not arc shape, however, these intersect
at a point.

Figures 12–15 shows that the axials of the passive wheel intersect at a common point, when the
snake-like robot is singular. Since φ3 = 1.38 rad and φ4 = 1.69 rad in Figure 12, φ3 = 0.81 rad and
φ4 = 0.68 rad in Figure 13, φ4 = 1.98 rad in Figure 14 and φ4 = −1.50 rad in Figure 15, the singular
configuration of the snake-like robot is not limited to either straight line or arc shape.

This two simulations has proven that the singular configuration of the snake-like robot depends
on the designable parameters as well as the state values, and it is characterized by the intersection of
the axials rather than the state values.

6. Conclusions

This paper has elucidated the generalized singularity analysis of the snake-like robot affected by
the designable parameters such as the link length and/or the position of the passive wheel. This paper
has addressed the model installing the passive wheel on arbitrary position, while the previous studies
had addressed the model installing the wheel on the center of each link.
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By applying the method using redundancy of the snake-like robot, we have reduced high
complexity due to different set-up corresponding to the non-unique designable parameters such
as link length and/or the position of the passive wheel. First, the kinematics around a joint of two
adjacent links installing the passive wheel on arbitrary position have been derived corresponding to
four patterns of side-slipping. By composing the joint kinematics redundantly, the kinematics of whole
snake-like robot is formulated. Second, the Jacobian matrices of both the one including side-slipping
and the one with non side-slipping have been formulated by using the kinematics. Finally, the rank
deficient conditions of the Jacobian matrices—i.e., the singular configuration of the snake-like robot
have been analyzed.

The analysis creates two contributions. The first contribution is that the singular configuration
depends on the designable parameters such as link length and/or the position of the passive wheel
as well as the state vector consisted of the relative angles. Theorem 1 and 3 have revealed the
relation between the singular configuration of the snake-like robot and the designable parameters,
while the previous studies have reported that the singular configuration depends on only the state
vector. The second contribution is that the singular configuration of the snake-like robot is able to
be characterized by the axials of the passive wheel of all non side-slipping link. Theorem 2 and 4
have proven that the singular configuration of the snake-like robot is identified as the following two
conditions regardless of whether the side-slippings actually exist.

• Axials of passive wheels of all non side-slipping links intersect at a common point.
• Axials of passive wheels of all non side-slipping links are parallel.

These analyses lead shows discussions on the system design in the previous studies was
insufficient. Conversely, this paper has shown importance, necessity and possibility of the discussion
with respect to the system design including the locomotion control system as well as the designable
parameters in the area of the snake-like robot. The discussion of the system design has a lot of
possibilities to be a new index of mechanical design. For example in the area of the snake-like robot,
we will be able to design a robot which is unlikely to result in the singular configuration as well as
a novel locomotion control system. For another instance, the discussion will lead to invent a novel
snake-like robot which can control the position of passive wheels actively. Also for another robotic
system, the discussion helps robot’s mechanical design corresponding to its intended use. Especially
for unstable system, the discussion contributes to maximize its stability region.
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Abstract: In this study, we propose a novel power assist control method for a powered exoskeleton
without binding its legs. The proposed method uses motion sensors on the wearer’s torso and legs to
estimate his/her motion to enable the powered exoskeleton to assist with the estimated motion. It can
detect the start of walking motion quickly because it does not prevent the motion of the wearer’s
knees at the beginning of the walk. A nine-axis motion sensor on the wearer’s body is designed to
work robustly in very hot and humid spaces, where an electromyograph is not reliable due to the
wearer’s sweat. Moreover, the sensor avoids repeated impact during the walk because it is attached to
the body of the wearer. Our powered exoskeleton recognizes the motion of the wearer based on a
database and accordingly predicts the motion of the powered exoskeleton that supports the wearer.
Experiments were conducted to prove the validity of the proposed method.

Keywords: powered exoskeleton; motion sensor; machine learning

1. Introduction

Powered exoskeletons are nowadays used in various fields, such as agriculture, and medical
and welfare services [1–4]. They have a wide variety of applications in numerous fields.
A powered exoskeleton in the field of rehabilitation [5–8] has low output power for safety assistance.
On the other hand, the assisting power used to transport heavy baggage tends to be high [9,10].
Powered exoskeletons have also been developed for workers in a nuclear power plant [11,12]. We have
also been developing a powered exoskeleton for workers who transport heavy baggage in a nuclear
power plant. In case of a nuclear hazard, workers need to wear radiation-protective equipment that
weighs approximately 40 kg. Moreover, the worker is supposed to carry a heavy exploration robot,
such as the PackBot [13], around in a nuclear reactor for efficient exploration. The target of our study
is to develop a powered exoskeleton that is used to support workers in a nuclear plant who need to
wear heavy radiation-protective equipment and carry an exploration robot.

Several approaches have been proposed to control powered exoskeletons. One is based on
myoelectric signals measured by electromyography (EMG) sensors [8,14–16]. It estimates human
intentions by measuring the action potential of the muscles, and the powered exoskeleton assists
human action according to the intention. Since action potential occurs approximately 50 ms before
the relevant muscle contracts, the powered exoskeleton enables rapid power assistance. However,
it can easily be affected by human sweat in a hot environment. It is thus unsuitable for our intended
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application because workers often sweat in a radiation-protective equipment [17]. The equipment is
composed of highly airtight materials so that temperature and humidity inside the equipment are high.

Another approach is based on a force sensor/switch. Berkeley Lower Extremity Exoskeleton
(BLEEX) [18–21] uses pressure sensors that measure the force between the shoe of the powered
exoskeleton and the foot of the wearer to control the exoskeleton according to the configuration of
the foot relative to the ground. Sano et al. [22,23] also proposed using force sensors attached to
the bottom of the wearer’s feet to detect the pressure between the shoes of the exoskeleton and the
ground. These exoskeletons control joint angle and angular velocity based on the given state of the
leg, such as “stance phase” or “swing phase”, estimated by the force switches/sensors. We have
examined this approach. We place a force sensor on the wearer’s back to measure the weight of
the load on it. The powered exoskeleton controls itself to generate assist torque based on the
floor’s reaction force. The powered exoskeleton assists the worker to carry the load according to
the measured weight of the load. It has an advantage of not being affected by human sweat. However,
we found that this approach cannot distinguish among similar motions, such as “walking forward”
and “walking backward”. This means that the approach restricts the motion that can be assisted, and
the motion needs to be designed in advance. Actually, the potential user needs to do many motions,
including walking forward and backward, squat, going up and coming down stairs, run, one-leg
standing, and so on. In this research, we focus on only three motions, standing upright position,
walking forward, and walking backward. The motion “walking backward” is necessary because we
suppose that it is hard to turn around in case that the passageway in the nuclear power plant is narrow.
Furthermore, the outputs of a force sensor tend to be noisy, especially at the time of impact. Reactive
assist control based on force sensors tends to be jerky due to noise. Low-pass filters can be applied
but slow down the assist control. Moreover, they are likely to cause hardware trouble because of
repeated impact during the walk because they are likely attached to the bottom of the foot of the
powered exoskeleton.

We adopted the PLL-01 [12], designed and developed by Activelink Co., Ltd., Japan, for our study.
Its major feature is that it does not bind the legs of the wearer. It binds only the wearer’s shoulders and
feet so that he/she can move his/her legs freely at the beginning of the motion because there is room
to move knees due to the redundancy in the link structure of the human body, even if the joints of
the exoskeleton are fixed. Other popular powered exoskeletons often bind the upper and lower legs
tightly to links of the exoskeletons. Consequently, the wearer must push the exoskeleton intentionally
until it estimates the motion of the wearer and begins assistance according to the estimated motion.
Our powered exoskeleton enables the wearer to move his/her legs freely at the beginning of the
motion, so that motion sensors on his/her legs and torso can detect motion and quickly start assistance
according to the estimated motion. Liu et al. [24] proposed a powered exoskeleton that does not
bind the legs of the wearer. However, they bound lightweight, rigid bars to the wearer’s legs and
measured his/her joint angles using magnetic rotary encoders. Even if the rigid bars are lightweight,
they restrict the motion of the wearer. It is well known that the human joint is not a hinge joint.
The center of rotation of the human joint changes during bending and extension. Therefore, rigid bars
with hinge joints are not suitable for measuring human motion because they restrict human motion.
Researchers have also reported motion recognition systems using nine-axis motion sensors for powered
exoskeletons [25]. Seven sensors are attached to the wearer’s trunk and legs to estimate his/her motion
based on hidden semi-Markov models. Such systems can estimate the wearer’s motion; however,
the only experiments on it were conducted without the user wearing a powered exoskeleton.

We propose a novel approach for power assist control of powered exoskeletons based on human
motion estimation using the nine-axis motion sensors. The motion sensor can measure the wearer’s
motion in a high-temperature and humid environment. Our powered exoskeleton does not bind
the wearer’s legs, unlike other popular powered exoskeletons, such that he/she can move his/her
legs freely at beginning of the motion. Therefore, it can quickly detect the start of walking motion.
Our method estimates the wearer’s motion using a motion sensor and controls the exoskeleton based on
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the estimated motion. Our motion estimation and assist control are based on a motion database of
the wearer and the powered exoskeleton. The database consists of sequential output data from the
motion sensors attached to the wearer and the joint angles at the waist and knees of the powered
exoskeleton during specific motions. An advantage of the proposed method is that it can recognize
several motions of the wearer that are challenging for other similar methods. Another advantage is its
low cost. Motion sensors are cheaper than commercially available load cells and are robust such that
they avoid repeated impact during a walk because they are attached to the wearer’s limbs. A force
sensor or force switch embedded into the bottom of the foot can be easily broken because of the direct
impact with the floor during the walk. This paper shows the effectiveness of the proposed method
through experiments with a powered exoskeleton.

2. Powered Exoskeleton without Binding Legs

Figures 1 and 2 show the powered exoskeleton, designed and developed by Activelink Co., Ltd.,
Nara City, Japan [12], used in this research. It consisted of four geared motors and rotary encoders at
the knee and hip joints. Their joint angles were controlled by PID controllers. There was no motor at
the ankle joints. The degrees of freedom of the joints are shown in Figure 1a. The powered exoskeleton
bound a wearer only at his/her shoulders and feet. There was no binding at the limbs of the upper
and lower legs, as in conventional powered exoskeletons. The wearer could move his/her knees
freely, especially at the beginning of the motion. The powered exoskeleton was designed to have
comparatively small torque, at most 50 Nm, at each joint so that the back-drivability ensured safety in
case of loss of control. Therefore, the powered exoskeleton was not designed to support all loads on
the wearer, but only part of it.
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Figure 1. Configuration of powered exoskeleton. (a) Axes of force sensors and the degrees of freedom of
the joints; (b) Side view and zero position of angles.

Figure 2 shows a wearer attaching five nine-axis motion sensors as well as their positions and
coordinates. The x-axis was upward, the y-axis was horizontal, and the z-axis was in the forward
direction. The wearer attached them to the chest and the upper and lower legs. The powered
exoskeleton can distinguish the motions “walking forward” and “walking backward” based on the
outputs of the motion sensors. The algorithm proposed by Sebastian Madgwick [26] was adopted to
calculate the posture of the motion sensor in this paper. This method used acceleration, angular
velocity, and geomagnetism measured by the motion sensors to calculate posture. Three force sensors
were attached to the powered exoskeleton. One was on the back, and the others were on the feet.
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Figure 3 shows the shoe designed for the wearer, the foot of the powered exoskeleton, and the force
sensor attached to both. The force sensor on the back measured the load on the shoulder of the wearer.
The force sensors on the feet measured the interactive force between the feet of the wearer and those of
the exoskeleton. The axes of force sensors are depicted in Figure 1a. These sensors measured load
and moment along the three directions. The force sensors were used only for the evaluation of our
proposed method.

x

z y

x

z y
θ
・
ub

θ
・
lt

(a) front view

θll

θlt

(b) side view

Figure 2. Motion sensors attached to the body of the wearer, and the definition of the axes.

Figure 3. The shoe for the wearer, the foot of the powered exoskeleton, and the force sensor
attached to both.

3. Leg Control Based on Human Motion Prediction Using Motion Sensor

Figure 4 shows the overview of the proposed controller using motion sensors for our powered
exoskeleton. The powered exoskeleton recognizes the wearer’s motion to assist him/her. It estimates in
advance by a few hundred milliseconds the future joint angles of the powered exoskeleton according to
the recognized motion to assist the wearer in real time. The motion estimation and the calculation of
the desired joint angles of the powered exoskeleton are based on a motion database compiled in
advance. This database is composed of sequential data of the wearer’s motion, the label of the motion,
and the corresponding leg motion of the powered exoskeleton. The joint angles of the legs of the
powered exoskeleton are controlled to be estimated based on the database by PID controllers.

455



Appl. Sci. 2019, 9, 164

t

a, θ, θ 

Wb t
Wb t+1

Wb t+2
Wb t+3

･

t

a, θ, θ 

Ww t
Ww t+1

Ww t+2
Ww t+3 ･･･

･･･

PID Controller
Motor Input

t

a, θ, θ 

WS t

･･･

WS t+1
WS t+2

WS t+3

KNN

Sequential Motion Data

Distances

Powered Exosleleton 
Joint Angle

･

･

Figure 4. Overview of proposed control system.

The database includes sequential data from motion sensor attached to the wearer as feature vectors,
each with motion class label “standing”, “walking forward”, or “walking backward”, and the joint
angles of the powered exoskeleton as the wearer exhibited the relevant motion. The data of the motion
sensors are angles θ = (θrt, θrl , θlt, θll), angular velocities θ̇ = (θ̇rt, θ̇rl , θ̇lt, θ̇ll , θ̇ub), and acceleration rates
a = (art, arl , alt, all , aub). Indices rt, rl, lt, ll, and ub indicate the upper-right leg, the lower-right leg, the
upper-left leg, the lower-left leg, and the torso, respectively. The joint angle of the powered exoskeleton
is defined as φ = (φrw, φrk, φlw, φlk). Indices rw, rk, lw, and lk indicate the right hip, the right knee,
the left hip, and the left knee of the powered exoskeleton, respectively.

The wearer’s motion dataset is defined by piecewise sequences of xt = (at, θ̇t, θt), where t is the
time index. Sequential motion data (x1, x2, · · · ) are segmented using a window of size m into sequence
data Xt = (xt, xt+1, · · · , xt+m). The sequence dataset is assigned one of the three motion category
indices of “standing” cs, “walking forward” cw, and “walking backward” cb. It is also assigned the
joint angles of the powered exoskeleton at time t + Δt, φt+Δt. A dataset in the motion database is
composed of the wearer’s motion dataset, the motion category, and the joint angles of the powered
exoskeleton, (Xt, ci, φt+Δt), where ci is one of cs, cw, and cb. The database D is composed of the set of
datasets D = {(X0

t , c0
i , φ0

t+Δt), (X1
t , c1

i , φ1
t+Δt), · · · }.

The powered exoskeleton recognizes the wearer’s motion using the k-nearest neighbors method
on the database D. We choose the k-nearest neighbors algorithm because it is one of the non-parametric
methods that do not make some specific assumption about the motion of the human or the powered
exoskeleton and it is the simplest algorithm and works in real time for our application. Motion data of
the wearer at time t are defined as xt = (at, θ̇t, θt). Query sequential data with window size m are
defined as qX = (xt, xt+1, · · · , xt+m−1). They calculate the normalized Euclidean distance di between
X i

t and qXt, where i is the data index in database D. It chooses k datasets from the database D
with the smallest distances based on a normalized di, and collects the set of motion category IDs
c = (c1, c2, · · · , ck), each of which is one of the motion categories cs, cw, and cb. Then, the k-nearest
neighbor algorithm outputs most of the motion category in c. The term “majority” indicates the motion
category with the maximum number of category indices in the nearest neighbor set of the motion
category indices c. For example, if the number of the nearest datasets with the motion category index
cs is higher than that of datasets with motion category indices cw and cb, cs is said to be in the majority.
The normalized distance di is calculated as below:

d2
i = (qXt − cXt)Σ

−1(qXt − cXt)
T (1)
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where T indicates the transpose and Σ is a variance matrix with variance vector σ on the diagonal.
The variance vector σ is the vector whose components are the variances of the corresponding
components of Xt, which used for database D.

It estimates the appropriate joint angles of the powered exoskeleton at time t + Δt, φd
t+Δt,

according to the estimated motion of the wearer based on the k-nearest neighbor algorithm. For
example, if the estimated motion is “standing”, it chooses only the datasets whose motion categories ci
is cs for the estimation of φd

t+Δt. An overview of the estimation of the appropriate joint angles φd
t+Δt is

provided in Figure 5 and the algorithm is shown in Algorithm 1. The input to the joint motor ut is
calculated by Equation (2):

ut = −kp(φ
d
t+Δt − φt)− kd

(
(φd

t+Δt − φt)− (φd
t+Δt−1 − φt−1)

)
(2)

where φd
t is the desired joint angle and φt is the actual joint angle of the powered exoskeleton at time t.

kp, ki, and kd are the proportional, integral, and differential gains, respectively.

Algorithm 1 Wearer’s motion estimation, and calculation of joint angle of powered exoskeleton

load database D = {(X0
t , c0

i , φ0
t+Δt), (X1

t , c1
i , φ1

t+Δt), · · · }
acquire sequential motion data of the wearer Xt
c = knn(Xt, D): components of c is cs, cw or cb
if majority of c is cs then

recognizes the current motion as “standing” motion
Φ = knn(Xt, D|ci = cs) : Φ = (φ1

t+Δt, φ2
t+Δt, · · · , φk

t+Δt)
end if

if majority of c is cw then

recognizes the “walking forward” motion
Φ = knn(Xt, D|ci = cw) : Φ = (φ1

t+Δt, φ2
t+Δt, · · · , φk

t+Δt)
end if

if majority of c is cb then

recognizes the “walking backward” motion
Φ = knn(Xt, D|ci = cb) : Φ = (φ1

t+Δt, φ2
t+Δt, · · · , φk

t+Δt)
end if

φd
t+Δt =

1
k ∑k

i=1 φi
t+Δt

return φd
t+Δt

t

 θ ,・t  θt a  ,t Selected Window by KNN
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Figure 5. Estimation of joint angle at time t + Δt, φt+Δt, based on k-NN.
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4. Comparative Methods

We evaluated the assistive performance of the proposed method with two comparable methods.
We avoided the use of EMG instrument due to its drawbacks for our application, as mentioned in
Section 1. We also did not rely on the foot force sensors or foot switches because repeated impact during
a walk often breaks them. Therefore, a gravity compensation method was adopted as a comparative
method. Unfortunately, we found that it was challenging to reduce the load on the wearer’s shoulder
in the following experiments. Therefore, we also adopted a foot force switch method as the other
comparative method.

4.1. Gravity Compensation Method

The gravity compensation control method was inspired by work by Sano et al. [23]. The powered
exoskeleton proposed by Sano et al. [23] had only hip joints and no knee joints. Therefore, we modified
the method as follows: The powered exoskeleton generated the torques of the joints of the hips and
knees, τh and τk, so that it counteracted the effect of gravity on the body of the exoskeleton. τh and τk
were controlled by Equations (3) and (4), respectively.

τk = kk

(
1
2

llml g sin φl

)
(3)

τh = kh

(
1
2

lumug sin φu + ml g
(

lu sin φu +
1
2

ll sin φl

))
(4)

where φu, φl , lu, ll , mu, and ml are the posture angles with respect to the force of gravity on,
the lengths of, and the masses of the upper and lower legs of the powered exoskeleton, respectively.
The definitions are shown in Figure 1. g is gravitation acceleration, and kk and kh are the control gains.
The method tends to keep the body in upright position to lift the load to the shoulder.

4.2. Force Switch-Based Method

The other method is based on the idea of the force switch algorithm proposed by Sano et al. [22].
They [22] developed a method to estimate the wearer’s motion, walking or standing, based on the force
switch on the feet of the wearer. The algorithm required two or three steps for estimation and generates
torques on the joints based on a pre-defined pattern for the walking motion. Unfortunately, we found
that the original method needed time to estimate the walking motion, and the wearer needed to push
his/her feet actively while the powered skeleton tried to retain posture before motion estimation was
accomplished. Following motion estimation, the powered exoskeleton began assisting the estimated
motion of the wearer. However, we found that many parameters needed to be tuned for appropriate
power assistance.

Therefore, we designed a simplified algorithm in place of the force switch-based method.
Since force sensors are attached to the wearer’s feet in our powered exoskeleton, we used them as
force switches instead. The powered exoskeleton recognizes the “swing phase” and the “stance phase”
according to the difference between the left and right force values. When the difference is small,
it recognizes that both feet are in “stance phase”. Otherwise, if the force value of the left foot is
greater than the right, it recognizes that the left leg is in the “swing phase” and the right leg is in the
“stance phase”, and vice versa.

Following the recognition of the phase of each foot, the powered exoskeleton controls itself to
maintain the posture of the leg as desired according to the recognized phase. The desired angles of the
powered skeleton φd

t = (φd
rw, φd

lw φd
rk, φd

lk) are set to the pre-defined desired angles (φrp
rw, φ

lp
lw, φ

rp
rk , φ

lp
lk ),

where rp and lp indicate the phases of the right and left legs, respectively. φ
swing
i and φstand

i are the
desired angles of joint i for the “swing phase” and the “stance phase”, respectively. A PD controller
was applied to calculate the input of each joint motor ut = (urw, ulw, urk, ulk) by Equation (5):
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ut = kp(φt −φd
t ) + kd

(
(φt −φd

t )− (φt−1 −φd
t−1)

)
(5)

where φt = (φrw, φlw φrk, φlk) are the given joint angles of the powered exoskeleton. The algorithm for
this process is shown in Algorithm 2. Thresholds τA and τB are determined by trial and error.

The two competing methods introduced above struggle to distinguish forward and
backward walks. Therefore, we apply and tune the parameters of these methods only for the forward
walking motion.

Algorithm 2 Foot Force Switch-based Walk Assistance System

Obtain the floor reaction force fl , fr from the force sensors on the wearer’s feet
fdiff = fl − fr
if τA ≤ fdiff ≤ τB then

recognizes that both legs are in “stance phase”
φd

rw, φd
lw, φd

rk and φd
lk is set to φstand

rw , φstand
lw , φstand

rk and φstand
lk

end if

if fdiff < τA then

recognizes that the left leg is in “swing phase” and the right leg is in “stance phase”
φd

rw, φd
lw, φd

rk and φd
lk is set to φstand

rw , φ
swing
lw , φstand

rk and φ
swing
lk

end if

if τB < fdiff then

recognizes that the right leg is in “swing phase” and the left leg is in “stance phase"
φd

rw, φd
lw, φd

rk and φd
lk is set to φ

swing
rw , φstand

lw , φ
swing
rk and φstand

lk
end if

5. Experiments

Experiments were conducted to test the proposed method by comparing it with two comparative
methods (The experiments were approved as No. H2016001 by the Research Ethics Committee,
Department of Human and Artificial Intelligent Systems, Graduate School of Engineering, University of
Fukui.). One wearer was a male student in his early 20s. In this experiment, he walked forward and
backward for approximately 5 m wearing the powered exoskeleton. The data for the database were
obtained while the powered exoskeleton was lifted by a gantry, and the wearer walked with the gantry
so that he did not have any payload from the powered exoskeleton while his motion was restricted by
the kinematics of the exoskeleton. Figure 6 shows how the data for the database were obtained for
(a) “walking forward” and (b) “walking backward”. The datasets for “standing” were also obtained
when the wearer stood in upright position. The sampling time was approximately 80 milliseconds.
The window size of the dataset was 10 steps. The number of datasets for each motion category was
approximately 50.

Once the database had been constructed, the proposed method was applied. The k of the k-NN
was set to 5 for motion category recognition and 10 for appropriate joint angle estimation in the
experiments.

Figure 7 shows the results of the estimation of the wearer’s motion based on the proposed
method. The wearer first stood in the upright position, started walking forward, stopped, and
stayed still there for a while; he then walked backward, and stopped. The figure shows that the
proposed method successfully recognized the wearer’s motion. The sampling time of the control
system was approximately 80 milliseconds. The calculation of the motion recognition takes only about
20 milliseconds on the controller. The calculation of the whole control system including sensor value
acquisition and motor control takes less than 80 milliseconds so that the powered exoskeleton assists
the wearer’s motion in real time.
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(a) Walk forward

(b) Walk backward

Figure 6. Data acquisition for database construction: the wearer walks forward and backward wearing
the powered exoskeleton while it is lifted by a gantry and pushes the gantry himself.
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Figure 7. Results of motion estimation based on k-nearest neighbor algorithm.

An additional 15 kg weight was placed on the powered exoskeleton in the experiments.
The proposed method and the competitive methods described in Sections 4.1 and 4.2 were applied to
the powered exoskeleton one by one across enough breaks for the wearer. Figures 8 and 9 show the
image sequences of the motion “walking forward” and “walking backward” based on each method.
The images were captured from a side. The motion category recognition worked perfectly based on
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the proposed method and the foot force switch-based method. Table 1 shows the walking speeds for
“walking forward” and “walking backward” based on each method.

Figure 8 shows that the proposed method and the foot force switch-based method enabled the
wearer to walk smoothly while the gravity compensation-based method did not. The sampling
time of image capture was approximately 1.8 s. The gravity compensation-based method caused the
wearer to walk more slowly than the other methods. Table 1 also shows that the proposed and the
force switch-based methods supported “walking forward”. The wearer supported by the gravity
compensation method slowly walked forward because this method does not actively support walking.

Table 1. Walking speed for each method.

Method Walking Forward [km/h] Walking Backward [km/h]

Proposed method 2.70 2.16

Gravity compensation method 2.37 1.65

Force Switch-based method 2.70 0.75

(a) Proposed method

(b) Gravity compensation method

(c) Foot force switch-based method

Figure 8. Image sequences of walking forward based on each method: the sampling time of image
capture was approximately 1.8 s.

461



Appl. Sci. 2019, 9, 164

Figure 9 shows that the proposed method allowed the wearer to walk backward faster than other
methods. The proposed method recognized the wearer’s motion of walking backward correctly and
supported it appropriately. On the other hand, the foot force switch-based method caused the wearer
to walk backward slowly because it tried to support him in walking forward even though he was
walking backward. Eventually, the wearer needed to exert a strong force to push his leg backward and
walk slowly. It was difficult for the foot force switch-based method to recognize walking forward and
backward based only on the outputs of the force sensors of the feet. This was one of the drawbacks of
the method. The gravity compensation method showed good result, but the walk tended to be slow
because it did not assist the horizontal motion of the leg, even though it assisted vertical leg motion,
such that the wearer had to firmly push his leg back. Table 1 supports the analysis in terms of the
walking speed for the motion “walking backward”.

(a) Proposed method

(b) Gravity compensation method

(c) Foot force switch-based method

Figure 9. Image sequences of walking backward based on each method: the sampling time of the
image capture was approximately 5.4 s.
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Figure 10 shows the average load on the wearer’s shoulder while walking forward and backward.
The proposed method and the foot force switch method maintained a load of approximately 100 N
whereas the gravity compensation method maintained one of 350 N. If there was no assist control,
the wearer had approximately 350 N on his shoulders. The proposed method successfully reduced
the load. It depends on the motion database D. When the datasets for the database were sampled,
the powered exoskeleton was hung up on the gantry so that the wearer had no load due to the
exoskeleton. Therefore, the proposed method lifted the exoskeleton. To maintain the back-drivability of
the powered exoskeleton, we kept the control gain as small as possible. An approximately 100 N
load on the shoulder was imposed because of the small control gain for back-drivability. The gravity
compensation method did not reduce the load on the wearer’s shoulder. If the control gains kk and kh
in Equations (3) and (4) became large, the load on the wearer’s shoulder in the upright position became
small, but it became challenging for the wearer to swing the leg because the powered exoskeleton
tried to keep the leg as vertical as possible. It eventually lost back-drivability. To retain back-drivability,
the control gains kk and kh needed to be small, in which case the system failed to reduce the load
on the wearer’s shoulder. The foot force switch-based method was as good as the proposed method
according to Figure 10.
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Figure 10. Average load on the shoulders while walking.

Figure 11 shows the horizontal front-back reaction force measured by foot force sensors while the
wearer walked based on each control method. The reaction forces on the left leg under the proposed
method and the force switch-based method were smaller than that for the gravity compensation
method. This was because the gravity compensation method did not consider the motion of the feet
in the horizontal direction. The proposed method used motion sensors to predict the posture of the
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powered exoskeleton and successfully reduced the reaction forces on the feet in the horizontal direction.
The force switch-based method also reduced the reaction forces because the pre-defined motion for the
method fed the swinging leg forward and the standing leg backward. The reaction force on the right
leg was comparatively small when the gravity compensation was applied because of the wearer’s gait.
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Figure 11. Reaction force on feet in horizontal front-back direction while walking forward based on
each control method.

Figure 12 shows the horizontal front-back force measured by the foot force sensors while the
wearer walked backward based on each control method. The proposed method showed the smallest
magnitudes of forces during this. This was because it appropriately recognized the wearer’s motion
and controlled the legs of the powered exoskeleton based on the estimated motion. The gravity
compensation method yielded the highest resistance force to the wearer’s legs because it did not
consider the motion of the feet in the horizontal direction, as mentioned above. The force switch-based
method failed to support backward walking because it could not distinguish between walking
forward and backward, and the pre-defined motion for the method was designed for forward walking.
Eventually, the wearer had to push the swinging leg more strongly. The reaction force on the right foot
was small because of the manner of the wearer’s walk.

Figures 11 and 12 show that there are differences of the gate frequencies of the walks. The wearer
with the gravity compensation method (b) walks slower than the other methods (a) and (c). The wearer
with the gravity compensation method (b) needs to push the powered exoskeleton forward and
backward by his legs intentionally because the gravity compensation method (b) just compensates
for the gravity effect of the powered exoskeleton and does not support the current human motion.
On the other hand, the proposed method (a) and the force switch-based method (c) support the walk
motion actively so that the wearer can walk faster. Figures 11 and 12 show that there were differences
in the gate frequencies of the walks. The wearer using the gravity compensation method (b) walked
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slower than with methods (a) and (c). The wearer using the gravity compensation method (b) needed to
push the powered exoskeleton forward and backward using his legs because this method (b) only
compensates for the effect of gravity due to the powered exoskeleton and does not support the human
motion. On the other hand, the proposed method (a) and the force switch-based method (c) supported
the walking motion actively such that the wearer could walk faster.
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Figure 12. Reaction force on feet in horizontal front-back direction while walking backward based on
each control method.

To evaluate the usability of the proposed powered exoskeleton, we had a questionnaire on the
powered exoskeleton controlled by each method. Three users wore the powered exoskeleton controlled
by each method, the proposed method, the gravity compensation method, and the force switch method.
After they walked forward, stopped, and walked backward, and repeated them a few times, they
answered the questions on the lightness of the shoulder load, lightness of the reaction force to feet,
and how freely they could move. The users answered these questions with numbers from 1 to 5; 1 is
for the lowest and the 5 is the highest.

Figure 13 shows the results of the questionnaire. According to Figure 13a, they were aware of
the lightness of the shoulder load if the proposed and the force switch methods applied. The gravity
compensation method failed to reduce the shoulder load. The answers are consistent with the
discussions on Figure 10.

Figure 13b suggests that the proposed and force switch methods successfully support the feet of
the users when they walk forward but the force switch method failed to support them when they
walk backward. The evaluation of the gravity compensation method depends on the user’s preference.
This result is also consistent with the discussion on Figures 11 and 12.

The gravity compensation method received high scores on how freely they can move according to
the Figure 13c. The reason is that the gravity compensation method does not assist the power actively
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and just follows the motion of the user while the other methods try to assist the motion actively,
but the assistant becomes against the user’s intention occasionally. The force switch method has a low
evaluation from the users especially when they walk backward. The reason is that the method was
designed for walking forward.

Figure 13 indicates that the overall evaluation of the proposed method is better than the other
while it has room to improve the power assistant abilities. It is one of the future works to improve them.

(a) Lightness of the shoulder load (b) Lightness of the reaction force on feet

(c) How freely they can move

Figure 13. Answers to questionnaire on the powered exoskeleton controlled by the methods.

The experimental results show that the proposed method outperformed the other competitive
methods comprehensively, as it enabled the wearer to walk faster with a smaller reaction force than
the other methods.

6. Conclusions and Discussions

This study proposed a power assist control system based on the wearer’s estimated motion using
motion sensors for a powered exoskeleton without leg binding. It recognizes the wearer’s motion
using motion sensors, estimates appropriate joint angles for the powered exoskeleton based on a
motion database compiled in advance, and assists the wearer’s motion in real time. The experimental
results exhibited the effectiveness of the proposed assistive system.

The major feature of our powered exoskeleton is that it does not bind the legs of the wearer.
It allows the wearer to move his/her legs freely at the beginning of the motion even if the joints of
the exoskeleton are fixed because of the room to move knees. The feature enables us to use motion
sensors to recognize the wearer’s motion and give feedback on the power assist. It supports only
hip and knee joints rotating on the lateral direction. The other joints, for example, hip joints rotating
in different directions and ankle joints are passive. The wearer needs power assists on those joints,
too, if the load on the wearer increases more. It is one of the future works from the viewpoint of the
mechanical design of the powered exoskeleton to strengthen the existing active joints and replace the
passive joints to the active one.
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In principle, the proposed method simply replays the pre-recorded joint angles from the database.
However, even if the walking speed changes, it tries to find the best matching motion from the database
to support it. If the wearer walks more slowly than the pre-recorded walk, the system tries to find the
best matching phase of the walk and assists faster walking. If the wearer walks more quickly than
the pre-recorded walk, it assists in walking slower but does not prevent the human walk because
it always follows the walk to find the best matching phase based on the database. Therefore, it can
adapt to a certain degree. If the walk is too far from the pre-recorded datasets, the proposed method
fails to support it and needs a new dataset for walks at different speeds. This will form part of our
future work.

In this paper, we employed the k-nearest neighbors algorithm to deal with the motion database.
The reason is that it does not make some specific assumptions on the motions of the human or powered
exoskeleton and it is the simplest method among the various machine learning technique. However,
there is a possibility to employ the other sophisticated algorithm. We are investigating more effective
algorithms for motion learning [27,28]. Another part of our future work in this area will involve
increasing the variety of motions that can be assisted, that is, not only standing and walking motions
and forward-backward motions, but also sideways walking, squatting, swinging the body, climbing
stairs, and so on. We also intend to investigate online updates of the motion database.
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Abstract: The Expanded Douglas–Peucker (EDP) polygonal approximation algorithm and its
application method for the Opposite Angle-Based Exact Cell Decomposition (OAECD) are proposed
for the mobile robot path-planning problem with curvilinear obstacles. The performance of the
proposed algorithm is compared with the existing Douglas–Peucker (DP) polygonal approximation
and vertical cell decomposition algorithm. The experimental results show that the path generated by
the OAECD algorithm with EDP approximation appears much more natural and efficient than the
path generated by the vertical cell decomposition algorithm with DP approximation.

Keywords: curvilinear obstacle; douglas–peuker polygonal approximation; opposite angle-based
exact cell decomposition; path planning; mobile robot

1. Introduction

The path-planning process of a mobile robot aims at finding a collision-free path to move the robot
from the current posture to the goal posture [1–3]. If there are multiple available paths, the optimal
path in the sense of an objective function, such as the minimum distance, can be chosen. The algorithms
for mobile-robot path planning can be grouped into four categories: roadmap approaches, such as
the visibility graph or generalized Voronoi graph; cell decomposition approaches, such as the vertical
cell decomposition (VCD) or approximate cell decomposition; sampling-based planning methods,
such as the rapidly exploring random tree (RRT) or probabilistic roadmap (PRM), and potential field
methods [2–5]. Among these methods, roadmap approaches are generally fast and easy to implement,
but an intrinsic way to describe environmental information is not provided [1–3]. Sampling-based
planning methods are more practical, but they do not provide completeness so we cannot recognize
the non-existence of a path [2,3]. Potential field methods are useful to control the robot by generating a
differentiable smooth path, but they cannot give explicit information on the roadmap and easily fall
into a local minimum [1–3]. There are also some hybrid approaches, such as a potential field with
RRT [6] or potential field with cell decomposition [7].

Cell decomposition, which is a classical and representative method for mobile-robot path planning,
decomposes the given environment into several cells and finds a collision-free path based on the
connectivity graph of these cells [2–10]. Here, each node of a connectivity graph is made by the
representative point of each cell or its border line. Each link of the connectivity graph between the
nodes indicates that the corresponding cell is adjacent to each other [11]. In various cell decomposition
algorithms [12–17], one of the most widely known algorithms is vertical cell decomposition (VCD), but
it does not generate an efficient path because it uses too many cells [8]. Figure 1 shows an example of
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the previous exact cell decomposition using VCD. VCD makes vertical lines from the convex vertices
to decompose the environment into cells. The adjacency relationship among the cells is represented by
the connectivity graph and used to find a path using graph search algorithms. VCD does not guarantee
the optimality of the number of decomposed cells since there is no consideration of the shape of the
obstacle. Reducing the number of decomposed cells directly increases the efficiency in path planning,
but finding the optimal decomposition case is known as an NP-hard problem [1–3].

Figure 1. An example of Vertical Cell Decomposition (VCD) and its path.

To supplement this drawback, the Opposite Angle-based Exact Cell Decomposition (OAECD) [18]
was proposed by using a type of greedy approach to minimize the number of cells and increase
efficiency. However, the OAECD can only be applied for polygonal obstacles, since it is operated
based on the relationship among the vertices of the obstacles. In other words, path planning in
an environment with curvilinear obstacles is impossible by itself. Therefore, in this paper, a novel
expanded polygonal approximation method based on Douglas–Peucker (DP) algorithm is proposed to
apply OAECD path planning to the cases with curvilinear obstacles.

In Chapter 2, a novel polygonal approximation algorithm for curvilinear obstacles is addressed.
Then, the algorithm is applied to a modified OAECD algorithm in Chapter 3. The experimental results
are shown in Chapter 4, and the paper is concluded in Chapter 5.

2. Polygonal Approximation Algorithm of Curvilinear Obstacle

In this chapter, the Douglas–Peucker (DP) algorithm [19], which is one of the most popular
algorithms for polygonal approximation, is reviewed. An Expanded Douglas–Peucker (EDP) algorithm
for the application with curvilinear obstacles is proposed with mathematical validation on the
circumscription of the EDP Algorithm.

2.1. Douglas-Peucker Algorithm

The DP algorithm is a representative method of polygonal approximation. The purpose of a
DP algorithm is to find a similar piecewise linear curve with fewer points given a closed curve. The
algorithm uses the concept of dissimilarity based on the maximum distance between the original curve
points and their simplified piecewise linear curve [17,18].
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The algorithm (Algorithm 1) measures the distance between each point of a curve and the base
line, which is the line segment with the same first and last points with the curve, to find the farthest
point from the line segment with the maximum perpendicular distance.

Here, C is the set of obstacle contours, which is the set of point lists of the obstacle; ε is the threshold
value for the maximum dissimilarity tolerance; R is the final result of the polygonal approximation of
all obstacles; c is a point list of the obstacle contour, which is arranged in counter-clockwise order; pl is
a point list; r1 and r2 indicate each result of the recursiveDP procedure; r indicates the final result of
the polygonal approximation of an obstacle by DP algorithm.

Algorithm 1. Pseudo Code of the Initial DP.

Input:

C← Set of point lists of the obstacle
ε← Threshold value for maximum dissimilarity tolerance
Output:

R← Final result of polygonal approximation of all obstacles represented as a set of point lists

Begin DP Procedure
1 for each c in C do

2 find two points in c, p1 and p2, which have the maximum distance from each other and p1 is in front of p2

3 r1 ← recursiveDP(pl[p1 . . . p2], ε) // pl: point list of a segment of obstacle contour
4 r2 ← recursiveDP(pl[p2 . . . starting point of c . . . p1], ε)
5 r← point list[r1[0] . . . r1[end1 − 1] r2[0] . . . r2[end2 − 1]] // endi: number of points in ri
6 insert r to R
7 end for
End DP Procedure

In the recursive procedure of DP algorithm (Algorithm 2), the line segment is further divided into
two sub-line segments using the farthest point as the via-point whenever the maximum perpendicular
distance is greater than or equal to the threshold value for maximum dissimilarity tolerance, ε. This
process is recursively repeated until the maximum perpendicular distance is less than ε.

Here, r1 and r2 are each the result of the recursiveDP procedure, and r is the result of the polygonal
approximation of the given curve.

Figure 2 shows the process of the DP algorithm. lb is the base line, which is identical to linebase in
Algorithm 2. lb1 is determined with the starting point P1 and ending point P2, which makes the widest
width of the given obstacle. Then, we check whether distmax is less than ε. If distmax is less than ε, two
vertices of lb1 are inserted into the point list of the polygonal approximation. If distmax is greater than
or equal to ε, a new base line lb2 with P1 and P3 is made, new distmax is found again based on lb2, and
the above procedures are repeated.

The obstacle approximation result by DP algorithm does not guarantee the circumscription of
the original obstacle. In other words, some interior points of the obstacle region may not be included
inside the polygon by the DP algorithm. Similarly, some exterior points of the obstacle region may be
included inside the polygon by the DP algorithm.

Thus, if the result of the DP algorithm on a curvilinear obstacle is directly used for path planning,
the generated path may penetrate inside the real obstacle region, and the robot may easily collide with
the obstacle. To overcome this problem, a modified DP algorithm is proposed in this paper.
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Algorithm 2. Pseudo Code of the Recursive DP.

Input:

pl← Point list of the given curve
ε← Threshold value for maximum dissimilarity tolerance
Output:

r← Result of the polygonal approximation of the given curve represented as a point list
Initialization:

linebase ← line segment connected from pl[0] to pl[end] // end: number of points in pl
distmax ←−1
imax ←−1

Begin recursiveDP Procedure
1 for each point p in pl[1 . . . end−1] do
2 dist← perpendicular distance between linebase and p
3 if dist > distmax

4 distmax ← dist
5 imax ← index of p
6 end if
7 end for
8 if distmax >= ε then
9 r1 ← recursiveDP(pl[0 . . . imax], ε) // pl: point list of a segment of the given curve
10 r2 ← recursiveDP(pl[imax . . . end], ε)
11 r← point list[r1[0] . . . r1[end1 − 1] r2[0] . . . r2[end2]] // endi: # of points in ri
12 else
13 insert pl[0] to r
14 insert pl[end] to r
15 end if
End recursiveDP Procedure

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 2. Douglas–Peucker (DP) process between P1 and P2: (a) If distmax ≥ ε, then (b) lb2 between P1

and distmax point P3 is used for the next base line; (c) If distmax < ε, then (d) lb3 between P3 and P2 is
used for the next base line.
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2.2. Proposed Expanded Douglas-Peucker (EDP) Algorithm

The path planning for curvilinear obstacles using DP algorithm may not be collision-free. The
basic philosophy of the EDP algorithm is to guarantee the circumscription of obstacles by expanding
the polygon of the DP algorithm with the maximum dissimilarity tolerance. In addition, by appending
additional points near the convex corner, the convex corner clearance is considered, where the robot
control may become more difficult during path following.

Figure 3 shows the operation of EDP based on the counter-clockwise traversal. The first step is to
perform the DP algorithm. If the half angle between line segments l0 and l1 is 0–90◦, i.e., the corner
of DP polygon is convex, the perpendicular half-lined to l0 and l1 are v0 and v1 at the corner point,
respectively. Then, the points on the arc, with the center point as the convex corner and the radius of ε,
are appended starting from v0 and rotating with angle θrot until they meet v1 in the counter-clockwise
direction. These points are added for the convex corner clearance. If the half angle between line
segments l0 and l1 is 90◦ or more, i.e., the corner of DP polygon is concave, the point far from the
cross point of l0 and l1 with distance ε to the outer direction of the obstacle is appended. The above
procedures are repeated for the remaining corner points of the DP polygon.

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 3. Abstract process of Expanded Douglas–Peucker (EDP) algorithm: (a) Before applying EDP
for a convex corner; (b) After applying EDP for a convex corner; (c) Before applying EDP for a concave
corner; (d) Overall appearance after applying EDP for a concave corner.

Algorithm 3 shows the abstract version of the pseudo code of the EDP algorithm.
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Algorithm 3. Pseudo Code of EDP (Abstract version).

Input:

RDP ← Result of DP polygonal approximation of all obstacles represented as a set of point lists
ε← Threshold value for maximum dissimilarity tolerance
θrot ← Constant angle for obstacle corner clearance
Output:

R← Final result of the EDP polygonal approximation represented as a set of point lists

Begin Expanded-DP Procedure
1 for each rDP in RDP do
2 R← null
3 for each point p in rDP do
4 if p is convex vertex then
5 θ← half inner angle of p
6 dist← ε

7 l0 ← line segment connected from the previous point of p to p
8 l1 ← line segment connected from p to the next point of p
9 v0 ← perpendicular half-line to l1 started from p
10 v1 ← perpendicular half-line to l2 started from p
11 loop

12
insert points pcv on the arc with center point p and radius ε, which is consisted of the points

according to θrot angle from v0 to v1, to R
13 end loop
14 else
15 θ← half outer angle of p
16 dist← ε/sinθ

17 insert point pcc far from p with distance dist to the outer direction of the obstacle to R
18 end if
19 end for
20 end for
End Expanded-DP Procedure

Here, RDP is the set of point lists of the polygonal approximation of the obstacles by the DP
algorithm; ε is the threshold value for maximum dissimilarity tolerance; θrot is a constant angle for
obstacle corner clearance; R is the final result of the polygonal approximation of all obstacles by the
EDP algorithm, and rDP is a point list of the obstacle polygonal approximation by the DP algorithm,
which is arranged in counter-clockwise order.

Figure 4 illustrates the detailed version of the EDP algorithm (Algorithm 4).

 
(a) (b) 

Figure 4. Detailed process of the EDP: (a) Convex; (b) Concave.
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Since
→

Pn−1Pn = (xn − xn−1, yn − yn−1) and
→

Pn−1Pn⊥
→

PnQ0,
unit vector of

→
PnQ0 =

1√
(yn − yn−1)

2 + (xn − xn−1)
2
(yn − yn−1, −(xn − xn−1))

T (1)

Therefore,

Q0 =
ε√

(yn − yn−1)
2 + (xn − xn−1)

2
(yn − yn−1, −(xn − xn−1))

T (2)

In addition, since Qi (i = 1, 2, . . . , m − 1) are on the arc with center point Pn and radius ε, rotating
Qi with angle θrot in the counter-clockwise direction yields

Qi =

(
cos θrot − sin θrot

sin θrot cos θrot

)
(Qi−1 − Pn) + Pn (3)

Similarly, in the case of a concave corner,

→
OPn +

→
PnQs = (xn, yn)

T +

(
cos(π − θ) − sin(π − θ)

sin(π − θ) cos(π − θ)

)
(xn−1 − xn, yn−1 − yn)

T (4)

Around the convex vertex of DP polygon, the concept of θrot is used for the convex corner
clearance. When θrot ≥ ∠Q0PnQm, there is no additionally appending vertex, and Qm = Q1; when θrot

< ∠Q0PnQm, there are additionally appending vertices Q1, Q2, . . . , which makes the effect of securing
additional free space near the obstacle corner relatively difficult to path following.

Algorithm 4 shows the detailed version of the pseudo code of the EDP algorithm.
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Algorithm 4. Pseudo Code of EDP (Detailed version).

Input:

RDP ← Result of DP polygonal approximation of all obstacles represented as a set of point lists
ε← Threshold value for maximum dissimilarity tolerance
θrot ← Constant angle for obstacle corner clearance
Output:

R← Final result of the EDP polygonal approximation represented as a set of point lists

Begin Expanded-DP Procedure
1 for each rDP in RDP do

2 for each point Pn(xn, yn) in point list rDP do
3 if ∠Pn+1PnPn+1 < π then
4 θ← 1

2∠Pn+1PnPn+1

5 dist← ε

6 Q0 ← (xn, yn)
T + ε√

(yn−yn−1)
2+(xn−xn−1)

2
(yn − yn−1, −(xn − xn−1))

T

7 Qm ← (xn+1, yn+1)
T + ε√

(yn+1−yn)
2+(xn+1−xn)

2
(yn+1 − yn, −(xn+1 − xn))

T

8 loop until i ≤ π−2θ
θrot

9 Qi ←
(

cos θrot − sin θrot

sin θrot cos θrot

)
(Qi−1 − Pn) + Pn

10 insertQi to R
11 i← i + 1
12 end loop
13 else
14 θ← 1

2∠Pn+1PnPn+1

15 dist← ε/sinθ

16 Qs ←
→

OPn +
→

PnQs = (xn, yn)
T +

(
− cos(θ) − sin(θ)

sin(θ) − cos(θ)

)
(xn−1 − xn, yn−1 − yn)

T

18 insert Qs to R
19 end if
20 end for
21 end for
End Expanded-DP Procedure

2.3. Mathematical Validation on the Circumscription of the EDP Algorithm

[Theorem] The polygon that consists of the resulting points from the expanded DP (EDP) algorithm
on an obstacle includes all points of the original obstacle, i.e., no point of the obstacle region is outside
of the polygon that consists of the resulting points from EDP on that obstacle.

(Proof ) Let Pn be the n-th point from the DP polygonal approximation of an obstacle. Then, the
following propositions are always true by the DP algorithm.

[P1] Pn−1, Pn, Pn+1 are points included in the boundary line of the obstacle.
[P2] Pn is the farthest point from the line segment Pn−1Pn+1 among the boundary points of the

obstacle in [Pn−1, Pn+1].
[P3] Every boundary point of the obstacle in [Pn−1, Pn] has a shorter distance than ε from the line

segment Pn−1Pn.
[P4] Every boundary point of the obstacle in [Pn, Pn+1] has a shorter distance than ε from the line

segment PnPn+1

If Pn is a convex point.
Let us assume that there is a boundary point c ∈ [Pn−1, Pn+1] of the obstacle such that c is located

outside the polygon Qm, Q’0, Q’1, . . . , Q’m, Q”0 such as Figure 5a, which consists of the resulting
points from the EDP algorithm on the obstacle. Since Pn−1, Pn, and Pn+1 are points on the boundary
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line of the obstacle by proposition [P1], boundary point c should be identical to Pn or included in the
range of [Pn−1, Pn] or (Pn, Pn+1).

 
(a) (b) 

Figure 5. Circumscription of EDP: (a) Convex; (b) Concave.

If point c is identical to Pn, it is trivial that c cannot be located outside of the polygon with vertices
Qm, Q’0, Q’1, . . . , Q’m, and Q”0, since Pn is inside the polygon.

If point c is included in the range of [Pn−1, Pn), the distance from point c to the line segment
Pn−1Pn should be less than ε by proposition [P3]. Therefore, c cannot be located outside of the polygon
with vertices Qm ~ Q’0.

If point c is included in the range of (Pn, Pn+1], the distance from point c to the line segment
PnPn+1 should be less than ε by proposition [P4]. Therefore, c cannot be located outside of the polygon
with vertices Q’m ~ Q”0.

Therefore, no boundary point of the obstacle region is outside of the polygon with vertices Qm,
Q’0, Q’1, . . . , Q’m, and Q”0 in the case of convex Pn.

If Pn is a concave point,
Let us assume that there is a boundary point c ∈ [Pn−1, Pn+1] of the obstacle such that c is located

outside of the polygon Qm, Q’s, Q”0 such as Figure 5b, which consists of the resulting points from the
EDP algorithm on the obstacle. Since Pn−1, Pn, and Pn+1 are points on the boundary line of the obstacle
by proposition [P1], boundary point c should be identical to Pn or included in the range of [Pn−1, Pn]
or (Pn, Pn+1).

If point c is identical to Pn, it is trivial that c cannot be located outside of the polygon with vertices
Qm, Q’s, and Q”0, since Pn is inside the polygon.

If point c is included in the range of [Pn−1, Pn), the distance from point c to the line segment
Pn−1Pn should be less than ε by proposition [P3]. Therefore, c cannot be located outside of the polygon
with vertices Qm and Q’s.

If point c is included in the range of (Pn, Pn+1], the distance from point c to the line segment
PnPn+1 should be less than ε by proposition [P4]. Therefore, c cannot be located outside of the polygon
with vertices Q’s and Q”0.

Therefore, no boundary point of the obstacle region is outside the polygon with vertices Qm, Q’s,
and Q”0 in the case of concave Pn (Q.E.D.).

Once the polygonal approximation with the EDP algorithm is completed, it is possible to
solve the obstacle collision problem that may occur when DP algorithm is used for the polygonal
approximation of a curvilinear obstacle. Since the polygon created by the EDP algorithm can guarantee
the circumscription of obstacles, this result of EDP can be used to apply OAECD in path planning with
curvilinear obstacles.
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3. Modified Opposite Angle-Based Exact Cell Decomposition (OAECD) Algorithm for Path
Planning with Curvilinear Obstacles

The basic concept of the modified OAECD algorithm is to reduce as possible as many cells after
the execution of the EDP algorithm and increase the calculation efficiency. Using the concept of
inclusion of an opposite angle, OAECD first tries to connect the closest neighboring cell in the opposite
angle region. OAECD does not randomly or sequentially process the points but processes in the order
from a close pair to a far pair through three consecutive steps, which are similar to the human method.
In addition, OAECD does not try to make an additional decomposition if the shape of the generating
cell is convex.

The detailed algorithm for the modified OAECD consists of three steps [18]. Figure 6 shows
how the decomposing lines are formed between the obstacles for each step of the modified OAECD
algorithm. In the first step, the modified OAECD finds the closest neighboring vertex in the set of all
vertices of other obstacles for every convex vertex (CV) of each obstacle. For every CV of each obstacle
and its closest neighboring vertex (NV) in other obstacles, a new decomposing line is drawn if there is
no existing decomposing line with the current CV, its closest NV is inside the region of the opposite
angle of the current CV, and no intersection is made with other obstacles or other decomposing lines.

Figure 6. Decomposition results of each step in the modified Opposite Angle-Based Exact Cell
Decomposition (OAECD) algorithm after the EDP algorithm: (a) Environment; (b) Result of step
1; (c) Result of step 2; (d) Result of step 3.
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In the second step, for every CV among the remaining vertices and a vertex (AV) in another
obstacle inside the region of the opposite angle of the current CV, a new decomposing line is drawn
if there is no decomposing line with the current CV, the AV in another obstacle is the shortest one
from the current CV among all available AVs, and there is no intersection with other obstacles or other
decomposing lines.

Finally, in the third step, for every CV of the remaining vertices, a new decomposing line is drawn
in the direction of the equiangular line of the opposite angle of the current CV until it intersects with
the boundary of the environment, obstacle, or another decomposing line, if no decomposing line is
connected with the current CV or more than one decomposing line is already connected from another
CV, and the created angle near the current CV is larger than 180◦.

The OAECD can be properly applied in a static environment. Although a single-sensed map may
generate noise, it can sense multiple times for the same environment in a short period and remove
the noise on the map by the moving average method [20] or the median method [21]. Based on these
methods, one can plan the route. However, this process is only accurate in the static environment.
In the dynamic environment, it is difficult to resolve the sensor noise completely by the moving average
method or the median method for the same position because the obstacle moves.

Algorithms 5–7 show the pseudo code of the modified OAECD algorithm for each step in the
process. Here, vc1 is a convex vertex of an obstacle; Vc is the set of point lists, which is the result of the
EDP polygonal approximation of all obstacles; va1 is the closest neighboring vertex from vc1; V is the
set of all vertices of the obstacles; Vcheck is the point set to check for processing.

Algorithm 5. Pseudo Code of the modified OAECD (Step 1).

Input:

Vc ← R // R: Result of the EDP polygonal approximation of all obstacles represented as a set of point lists
M← Environment map
Output:

Vchec ← Point set to check for processing
M← Environment map with decomposing lines of step 1

Begin OAECD-Algorithm Procedure
1 for every convex vertex of each obstacle in Vc do

2
find the closest vertex in the set of all vertices of other obstacles by comparing the distances between

the current vertex and other vertices
3 end for
4 for each vc1 in Vc do
5 if there is no decomposing line that is already connected with vc1 then

6
if va1 is included in the region of the opposite angle of vc1 and line(vc1, va1 in V) is not intersected

with other obstacles or other lines then
7 draw decomposing line from vc1 to va1 and insert vc1 to Vcheck
8 else if
9 else if all angles near vc1 are less than or equal to 180◦ then
10 insert vc1 to Vcheck
11 end if
12 end for
End OAECD-Algorithm Procedure

Generally, the cells created by the cell decomposition methods are shaped as a convex polygon to
avoid being penetrated by obstacles. Therefore, only the convex vertices of the obstacles are considered
in this step because the concave vertices of the obstacles obviously result in convex vertices of the
free cell. In other words, there is no need to make an additional decomposing line from some vertices
if they preserve the concaveness. In addition, the closest neighboring vertex is chosen to reduce the
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number of possible cells and the possibility of crossing with other decomposing lines. Here, vc2 is a
convex vertex of an obstacle in Vc-Vcheck, va2 is a vertex in the region of the opposite angle of vc2, and
Vi is the set of all vertices inside the region of the opposite angle of vc2.

Algorithm 6. Pseudo Code of the modified OAECD (Step 2).

Input:

Vc ← R//R: Result of the EDP polygonal approximation of all obstacles represented as a set of point lists
M← Environment map
Vcheck ← Point set to check for processing (Result of previous step 1)
Output:

Vcheck ← Point set to check for processing (Result of this step)
M← Environment map with the decomposing lines of step 1 and 2

Begin OAECD-Algorithm Procedure
1 for each vc2 in Vc - Vcheck do
2 if there is no decomposing line that is already connected with vc2 then

3
if va2 has the shortest distance with vc2 compared with those in Vi - {va2} and line(vc2, va2 in Vi) is not

intersected with the obstacle and other lines then
4 draw decomposing line from vc2 to va2 and insert vc2 to Vcheck
5 end if
6 else if all angles near vc2 are less than or equal to 180◦ then
7 insert vc2 to Vcheck
8 end if
9 end for
End OAECD-Algorithm Procedure

From Step 2, the decomposing line from vc2 to va2 is drawn, and vc2 is inserted into Vcheck although
va2 is not the closest vertex in V. Here, vc3 is an unchecked convex vertex of each obstacle.

Algorithm 7. Pseudo Code of the modified OAECD (Step 3).

Input:

Vc ← R//R: Result of the EDP polygonal approximation of all obstacles represented as a set of point lists
M← Environment map
Vcheck ← Point set to check for processing (Result of previous step 2)
Output:

M← The final environment map with decomposing lines of steps 1, 2, and 3

Begin OAECD-Algorithm Procedure
1 for each vc3 in Vc - Vcheck do
2 if there is no decomposing line that is already connected with vc3 then

3
draw decomposing line from vc3 in the direction of half angle of the opposite angle of vc3 until it

intersects with the boundary of the environment, other obstacles, or other lines and insert vc3 to Vcheck
4 else if all angles near vc3 are less than or equal to 180◦ then
5 insert vc3 to Vcheck
6 end if
7 end for
End OAECD-Algorithm Procedure

The time complexity of the modified OAECD is O(n2) because the sub-time complexity is basically
all O(n2) for Step 1, Step 2, and Step 3. In addition, the time complexity for Step 3 can be reduced to
O(nlogn) approximately when the sweep-line method [22,23] is applied.
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4. Experimental Results

Two types of experiments were conducted to find the performance of the proposed EDP and
modified OAECD algorithm. An additional simulation has been performed to verify the feasibility of
the modified OAECD algorithm for a map with curvilinear obstacles. The first experiment is conducted
to compare the approximation error and the number of vertices of the approximated polygon made
by EDP and DP. In each experiment, twenty maps were chosen in the pre-created one hundred fifty
random maps, each of which is assumed to be 20 × 20 m2 in size and randomly have the position of
the obstacle, position of the vertices of each obstacle, and area of the obstacle by using the random
function in the math library of the MS Visual C++ compiler. The number of obstacles and vertices of
each obstacle were fixed at fifteen. Bezier curve was used for the curvilinear obstacle representation by
interconnecting the vertices of each obstacle and creating naturally curved obstacles. Each map was
created by an image in bitmap format.

The second experiment was conducted to compare the performance of the OAECD algorithm and
the VCD algorithm. Similar to the first experiment, the size of the map was assumed as 20 × 20 m2,
and the position of the obstacle, positions of the vertices of each obstacle, number of vertices of each
obstacle, and number of obstacles in the map were random variables.

Table 1 shows the experimental results by averaging the results of each experiment. Here, IA is
the percentage area of the inner space of the approximated polygons outside the obstacle regions in
comparison with the area of the original obstacle region. OA is the percentage area of the outer space
of the approximated polygons inside the obstacle regions in comparison with the area of the original
obstacle region. SA is the sum of IA and OA. AVG is the average values for various ε.

Table 1. Performance comparison between Expanded Douglas–Peucker (EDP) algorithm and
Douglas–Peucker (DP) alogrithm for various ε values (The number of obstacles and vertices of each
obstacle were fixed as 15, and θrot for EDP was fixed as 30◦).

ε (m)
EDP (%) DP (%)

IA OA SA IA OA SA

0.05 19.05 0.00 19.05 2.45 0.70 3.15
0.08 28.46 0.00 28.46 4.89 1.17 6.06
0.11 37.95 0.00 37.95 7.19 1.54 8.73
0.14 47.63 0.00 47.63 9.26 1.83 11.08
0.17 57.34 0.00 57.34 11.50 2.08 13.58
0.20 67.17 0.00 67.17 13.38 2.48 15.86
0.23 77.11 0.00 77.11 15.52 2.76 18.28
0.26 87.01 0.00 87.01 17.23 3.20 20.43
0.29 96.91 0.00 96.91 19.55 3.56 23.10
0.32 106.7 0.00 106.7 22.00 3.86 25.85
0.35 116.7 0.00 116.7 23.90 4.40 28.30
0.38 127.3 0.00 127.3 26.91 4.83 31.74
0.41 137.9 0.00 137.9 27.99 5.27 33.26
0.44 148.0 0.00 148.0 30.57 5.62 36.19
0.47 158.8 0.00 158.8 32.13 5.86 37.99
0.50 169.5 0.00 169.5 33.11 6.60 39.72

AVG 92.72 0.00 92.72 15.53 2.99 18.52

From Table 1, the average approximation error of the result of the EDP algorithm is approximately
5 times larger than that of DP algorithm to cover the entire area of the original obstacle regions.

Table 2 shows the experimental results by averaging the results of ten experiments with 15 random
obstacles and 15 random vertices for each obstacle.

From Table 2, on average, the result of the EDP algorithm has 2.88 times more vertices than the
result of the DP algorithm when θrot for EDP is 30◦.

Figure 7 shows a graphical representation of Tables 1 and 2. The approximation performance of
EDP is worse than DP in the aspects of IA, SA, and average number of vertices. Nonetheless, OA of
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EDP is completely zero and better than DP since the result of the EDP can cover the entire area of the
original obstacle regions.

Table 2. Average number of vertices created by EDP and DP (The numbers of obstacles and vertices of
each obstacle were fixed as 15, and θrot for EDP was fixed as 30◦).

ε (m)
Average Number of Vertices

EDP DP

0.05 31.08 15.92
0.08 27.87 11.92
0.11 25.89 10.19
0.14 24.68 9.18
0.17 23.67 8.33
0.20 22.85 7.66
0.23 22.13 7.32
0.26 21.55 6.83
0.29 20.97 6.56
0.32 20.15 6.20
0.35 19.32 5.91
0.38 18.97 5.58
0.41 18.63 5.40
0.44 18.06 5.06
0.47 17.65 5.00
0.50 17.16 4.78

AVG 21.91 7.65

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 7. Performance comparison between EDP and DP for various ε values: (a) Ratio of the inner
space of the approximated polygons outside the obstacle region (IA); (b) Ratio of the outer space of
the approximated polygons inside the obstacle region (OA); (c) Sum of IA and OA (SA); (d) Average
number of vertices created by EDP and DP (The numbers of obstacles and vertices of each obstacle
were fixed as 15, and θrot for EDP was fixed as 30◦).
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Table 3 compares the performance of the modified OAECD algorithm and VCD algorithm. Here,
NV is the total number of vertices in the connectivity graph, VV is the number of vertices that composes
the generated path by the A* algorithm, and PL is the path length.

Table 3. Performance comparison between modified Opposite Angle-Based Exact Cell Decomposition
(OAECD) and Vertical Cell Decomposition (VCD) (The numbers of obstacles and vertices of each
obstacle were fixed as 15).

(NO, NV)
OAECD VCD

NV (ea) VV (ea) PL (m) NV (ea) VV (ea) PL (m)

(1,10) 7.60 4.30 28.43 12.00 7.00 29.27
(3,10) 19.80 6.00 29.16 36.60 16.50 33.43
(5,10) 31.70 10.20 29.85 61.80 24.70 37.84
(7,10) 44.10 10.60 30.37 88.20 29.90 45.89
(9,10) 56.80 11.90 29.68 111.80 34.60 47.90
(11,10) 68.50 13.40 30.88 139.00 36.80 53.64
(13,10) 79.20 14.90 30.62 164.70 43.80 56.38
(15,10) 92.50 17.60 30.92 192.00 45.70 48.31
(15,3) 40.70 9.80 28.88 76.60 28.90 57.03
(15,5) 54.90 11.10 29.72 108.00 29.80 51.94
(15,7) 69.20 13.80 29.83 141.20 37.70 59.94
(15,9) 84.70 15.70 30.48 174.60 43.50 54.79
(15,11) 100.60 17.60 30.82 207.80 43.00 53.86
(15,13) 116.10 21.40 31.26 249.50 46.90 58.88
(15,15) 130.60 20.30 31.32 279.20 43.30 55.28

AVG 66.47 13.24 30.15 136.20 34.14 49.63

From Table 3, the path length by the modified OAECD algorithm is 60.7% shorter than the path
length by VCD algorithm on average.

Figure 8 shows the comparison of VCD with DP and OAECD with EDP to show the feasibility of
the modified OAECD algorithm for maps with static curvilinear obstacles.

 
(a) 

 
(b) 

Figure 8. Comparison between OAECD with EDP and VCD with DP (ε = 0.05 m): (a) Path planning
using EDP and OAECD; (b) Path planning using DP and VCD (The numbers of obstacles and vertices
of each obstacle were fixed as 15, and θrot for EDP was fixed as 30◦).
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The EDP shows that the polygonal approximation completely covers each obstacle. In addition,
the OAECD shows a more natural-looking and efficient path than VCD in Figure 8a. The path from
VCD with the DP algorithm may also easily collide with the obstacle, such as Figure 8b.

Even though the path in Figure 8a is more natural looking than that in Figure 8b, there are
still some sharp corners which may occur generating an additional problem of motion control for
real-world robots due to kinematic constraints. These corners can be smoothed by some additional
path smoothing techniques [5,24].

5. Conclusions

In this paper, the Expanded Douglas–Peucker (EDP) polygonal approximation algorithm and its
application method for the Opposite Angle-based Exact Cell Decomposition (OAECD) are proposed for
the mobile-robot path-planning problem with curvilinear obstacles. In addition, mathematical analysis
has been conducted to guarantee the circumscription of obstacle regions by the EDP approximation.
Since OAECD is basically focused on the static environment, OAECD is not robust enough to sensor
noises in the dynamic environment. Nonetheless, the proposed method is useful with both polygonal
and curvilinear obstacles, since the EDP approximation can guarantee the circumscription of obstacle
regions, and the modified OAECD algorithm can effectively reduce the number of decomposing cells.

The experimental results show that the path generated by the OAECD algorithm with the EDP
approximation looks much more natural and is collision-free. That path is also more efficient than
the path generated by the VCD algorithm with DP approximation, although on average, the EDP
approximation may induce a larger approximation error and more approximation vertices than
DP approximation.
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