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1. Introduction

In the past two decades, Internet traffic has increased by over 10,000 times by taking advantage of
both efficient information processing technology in the electronic domain and efficient transmission
technology in the optical domain, which are the foundation of today’s Internet infrastructure [1,2].
The advancement of electronics processing circuits has followed Moore’s law, and perhaps will continue
this exponential growth for years to come. This may make the electrical systems significantly outpace
the advancement of optical systems in information and communications technologies. To support the
ever-growing Internet traffic, optical communication systems face a great challenge in transporting
information processed by electronic systems for sustained exponential growth. The industry has
explored multiple degrees of freedom of the photon (time, wavelength, amplitude, phase, polarization,
and space) to significantly reduce the cost/bit for data transmission by increasing the capacity/fiber
through multiplexing and reducing the size and power through integration.

This Special Issue aims to explore the latest advancements in the optical communication industry.
The applications range from short-reach chip-to-chip interconnections to the long-haul backbone
communications at the trans-oceanic distance, including the technologies used in devices, systems,
and networks levels. It focuses on state-of-the-art advances and future perspectives in commercially
deployed systems.

2. Special Issue Papers

In this Special Issue, we have carefully selected nine articles, including one invited and eight
contributed papers. These papers cover advanced techniques for short-reach applications, such as
data centers, long-distance applications such as trans-oceanic links from systems that use single mode
fibers, and the systems use free-space transmission, such as visible light communication (VLC) systems
and satellite-to-sea laser communications.

The following are the summary of these papers:

• Phase Noise Cancellation in Coherent Communication Systems Using a Radio Frequency Pilot
Tone [3]

In long-haul optical fiber communication, DSP-based (digital signal processing) dispersion
compensation can be distorted by the equalization-enhanced phase noise (EEPN), due to the reciprocities
between the dispersion compensation unit and the local oscillator (LO) laser phase noise (LPN). In this
invited paper, the authors demonstrated a unique approach for phase noise cancellation using a radio

Appl. Sci. 2020, 10, 411; doi:10.3390/app10010411 www.mdpi.com/journal/applsci1
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frequency pilot tone. They showed that the RF pilot tone can entirely eliminate the LPN and efficiently
suppress the EEPN when it is applied prior to the carrier phase recovery.

• 400GbE Technology Demonstration Using CFP8 Pluggable Modules [4]

In this paper, the authors reviewed the current status of 400GBASE client-side optics standards
and multi-source agreements (MSAs). They then compared different form factors for 400GE modules,
including CFP8, OSFP, and QSFP-DD. The essential techniques used to implement 400GE, such as pulse
amplitude modulation (PAM4), forward error correction (FEC), and a continuous time-domain linear
equalizer (CTLE), are also discussed. In addition, a 400GE physical interface card (PIC) in Juniper’s
PTX5000 platform has been developed, conforming to the latest IEEE802.3bs standard. To validate the
PIC’s performance, a commercial optical network tester (ONT) and the PIC are optically interconnected
through two CFP8-LR8 modules. The CFP8-LR8 module utilizes eight optical wavelengths through
coarse wavelength division multiplexing (CWDM). Each wavelength carries a 50 Gb/s PAM4 signal.
The signal transmits through 10 km of single mode fiber (SMF). The ONT generates framed 400GE
signal and sends it to the PIC through the first CFP8 module. The PIC recovers the signal, performs
an internal loopback, and sends 400GE signal back to the ONT through the second CFP8 module.
The optical spectrum, eye diagram, receiver sensitivity, long time soaking results, and internal digital
diagnosis monitoring (DDM) result are fully characterized. The pre-FEC bit error rate (BER) is well
below the KP4 FEC threshold of 2.2 × 10−4. After KP4 FEC, an error-free performance over 30 km of
SMF is achieved. At the end, the authors demonstrated both the interoperation between the PIC and
the ONT, as well as the interoperation between the two CFP8 modules. This demonstration represents
the successful implementation of the 400GE interface in the core IP/MPLS router.

• Power and Signal-to-Noise Ratio Optimization in Mesh-Based Hybrid Optical Network-on-Chip
Using Semiconductor Optical Amplifiers [5]

To address the performance bottleneck in metal-based interconnects, hybrid optical
network-on-chip (HONoC) has emerged as a new alternative. However, as the size of the HONoC
grows, insertion loss and crosstalk noise increase, leading to excessive laser source output power
and performance degradation. In this paper, the authors proposed a low-power scalable HONoC
architecture by incorporating semiconductor optical amplifiers (SOAs). An SOA placement algorithm is
developed considering insertion loss and crosstalk noise. Moreover, the authors establish a worst-case
crosstalk noise model of SOA-enabled HONoC and induce optimized SOA gains with respect to power
consumption and performance, respectively. Simulation results show that the proposed SOA-enabled
HONoC architecture and the associated algorithm help sustain the performance as network size
increases without the need for additional laser source power.

• Two-Dimensional Constellation Shaping in Fiber-Optic Communications [6]

Constellation shaping has been widely used in optical communication systems. The authors
reviewed recent advances in two-dimensional constellation shaping technologies for fiber-optic
communications. The system architectures that are discussed include probabilistic shaping, geometric
shaping, and hybrid probabilistic-geometric shaping solutions. The performances of the three shaping
schemes are also evaluated for Gaussian-noise-limited channels.

• Joint Probabilistic-Nyquist Pulse Shaping for an LDPC-Coded 8-PAM Signal in DWDM Data
Center Communications [7]

M-ary pulse-amplitude modulation (PAM) has useful applications in data center communication
due to its simplicity and low cost. The challenge in PAM systems include providing dynamic bandwidth
and reaching the Shannon capacity limit. One potential solution is probabilistic shaping distribution
with Nyquist pulse shaping for fine entropy granularity and reaching the Shannon limit. In this paper,
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the authors demonstrated the joint usage of probabilistic shaping and Nyquist pulse shaping with
low-density parity-check (LDPC) coding to improve the bit error rate (BER) performance of 8-PAM
signal transmission. They optimized the code rate of the LDPC code and investigated different Nyquist
pulse shaping parameters using simulations and experiments. They achieved a 0.43 dB gain using
Nyquist pulse shaping, and a 1.1 dB gain using probabilistic shaping, while the joint use of probabilistic
shaping and Nyquist pulse shaping achieved a 1.27 dB gain, which offers an excellent improvement
without upgrading the transceivers.

• Adaptive Compensation of Bandwidth Narrowing Effect for Coherent In-Phase Quadrature
Transponder through Finite Impulse Response Filter [8]

In optical coherent communication systems, the transmitted signals may experience bandwidth
narrowing effects after passing through multiple reconfigurable optical add-drop multiplexers
(ROADMs), or due to coherent in-phase quadrature (IQ) transponder aging. In this paper, the authors
demonstrated a method using a post ADC adaptive finite impulse response (FIR) filter in coherent
optical receivers to dynamically compensate for the bandwidth narrowing effect. The influence
of chromatic dispersion, polarization mode dispersion, and polarization dependent loss were also
investigated comprehensively. Furthermore, the bandwidth information of the transmitted analog
signal can be fed back to the coherent optical transmitter for signal optimization, and the transmitter-side
FIR filter thus can be changed accordingly.

• A Novel Coding Based Dimming Scheme with Constant Transmission Efficiency in VLC Systems [9]

Visible light communications (VLC) has attracted tremendous attention due to two functions:
communication and illumination. Both reliable data transmission and lighting quality need to be
considered when the transmitted signal is designed. To achieve the desired levels of illumination,
dimming control is an essential technology applied in VLC systems. In this paper, the authors proposed
a block coding-based dimming scheme to construct the codeword set, where dimming control can be
achieved by changing the ratio of two levels (ON and OFF) based on on-off keying (OOK) modulation.
Simulation results show that the proposed scheme can maintain good error performance with constant
transmission efficiency under various dimming levels.

• Low-Complexity Hybrid Optical OFDM with High Spectrum Efficiency for Dimming Compatible
VLC System [10]

In this paper, the authors proposed a novel dimming compatible hybrid optical orthogonal
frequency division multiplexing (DCHO-OFDM) method to fulfil the requirements for both
communications and illuminations. Explicitly, the signal branch of the unclipped asymmetrically
clipped O-OFDM (ACO-OFDM) and the down/upper-clipped pulse-amplitude-modulated
discrete multitone (PAM-DMT) are adaptively combined to increase the spectrum efficiency.
The chromaticity-shift-free and pulse width modulation (PWM) are adopted for the precisely dimming
control, and a time-varying biasing scheme is used to mitigate the non-linear distortion. As the
different signal components in DCHO-OFDM are combined in an interference-orthogonal approach,
the transmitted symbols can be readily detected by a standard OFDM receiver. The simulation
demonstrated that a high spectrum efficiency of the conceived DCHO-OFDM scheme can be achieved
with less fluctuation in a wide dimming range.

• Shipborne Acquisition, Tracking, and Pointing Experimental Verifications towards Satellite-to-Sea
Laser Communication [11]

Acquisition, tracking, and pointing (ATP) with high precision is a key technology in free space
laser communication. In this paper, the authors report the acquisition and tracking of low-Earth-orbit
satellites using shipborne ATP and verify the feasibility of establishing optical links between laser
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communication satellites and ships in the future. They developed a shipborne ATP system for
satellite-to-sea applications in laser communications. The proposed acquisition strategy improves
shipborne ATP pointing accuracy. They acquired and tracked some low-Earth-orbit satellites at sea,
achieving a tracking accuracy of about 20 μrad. The results achieved in this work experimentally
demonstrate the feasibility of ATP in satellite-to-sea laser communications.

3. Future Perspectives

Optics in the information and communication industry has a wide range of applications. It has
experienced enormous growth in the past decades. Current communication systems and networks
utilize the preeminent property of lightwaves for information transmission. To support the continuous
exponential Internet traffic growth for many newly-emerging and unanticipated applications in the
future, such as new services in the 5G network, we anticipate that the evolution of optical transmission
technology will continue in order to meet the challenge ahead, probably through parallel process and
integration [1,12]. On the other hand, many other emerging technologies, such as optical quantum
communication and optical computing, promise to provide a number of new services and applications,
and possibly to change future information infrastructure significantly [13]. This certainly requires
more innovations and breakthroughs in optical signal processing technology.
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Featured Application: This work is performed for the compensation of the laser phase noise

(LPN) and the equalization enhanced phase noise (EEPN) in high-capacity, long-haul, coherent

optical fiber networks.

Abstract: Long-haul optical fiber communication employing digital signal processing (DSP)-based
dispersion compensation can be distorted by the phenomenon of equalization-enhanced phase noise
(EEPN), due to the reciprocities between the dispersion compensation unit and the local oscillator
(LO) laser phase noise (LPN). The impact of EEPN scales increases with the increase of the fiber
dispersion, laser linewidths, symbol rates, signal bandwidths, and the order of modulation formats.
In this work, the phase noise cancellation (PNC) employing a radio frequency (RF) pilot tone in
coherent optical transmission systems has been investigated. A 28-Gsym/s QPSK optical transmission
system with a significant EEPN has been implemented, where the carrier phase recovery (CPR) was
realized using the one-tap normalized least-mean-square (NLMS) estimation and the differential
phase detection (DPD), respectively. It is shown that the RF pilot tone can entirely eliminate the LPN
and efficiently suppress the EEPN when it is applied prior to the CPR.

Keywords: coherent optical fiber communication; laser phase noise (LPN); carrier phase recovery
(CPR); phase noise cancellation (PNC); equalization enhanced phase noise (EEPN); radio frequency
(RF) pilot tone

1. Introduction

Long-haul optical communication is seriously deteriorated by transmission impairments, e.g.,
chromatic dispersion (CD), polarization mode dispersion (PMD), laser phase noise (LPN), and Kerr
fiber nonlinearities [1,2]. The combination of coherent detection, digital signal processing (DSP),
and advanced modulation formats offers a very promising solution for long-haul, high-capacity optical
transmission, to offer great capabilities and flexibilities in the design, deployment, and operation of core
telecommunication networks [3–5]. In the reported phase noise cancellation (PNC) methods, the radio
frequency (RF) pilot tone scheme was verified to be an efficient approach to remove laser phase

Appl. Sci. 2019, 9, 4717; doi:10.3390/app9214717 www.mdpi.com/journal/applsci6
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fluctuations [6–9]. However, these works only studied the behaviors of RF pilot tones in short-reach
systems, where the enhancement effect of fiber dispersion on the LPN was neglected [10,11]. Actually,
due to the interplay between the electronic dispersion compensation (EDC) module and the LPN from
the local oscillator (LO), a phenomenon of equalization enhanced phase noise (EEPN) is induced and
plays a significant role in the carrier phase recovery (CPR) in high-capacity optical communication
systems [10–16]. However, so far, no DSP-based CPR has been developed to effectively compensate for
EEPN [16–18]. Therefore, it will be of great significance to study the suppression of LPN and EEPN
using an RF pilot tone scheme.

In this work, the performance of an orthogonally polarized RF pilot tone scheme is investigated
for eliminating both the LPN and the EEPN in long-haul optical transmission systems. A 28-Gsym/s
quadrature phase shift keying (QPSK) system is numerically implemented, where the CPR is realized
using a one-tap normalized least mean square (NLMS) estimation and a differential phase detection
(DPD) scheme, respectively [19–21]. The results show that the LPN can be fully removed and the EEPN
can also be effectively suppressed, when the RF pilot tone scheme is applied prior to the CPR.

2. EEPN in Optical Communication Systems

Figure 1 describes the block diagram of a long-haul, coherent optical communication system
with EDC and CPR. The LPN from the transmitter (Tx) laser passes through the optical fiber and
the dispersion compensation unit, and thus the net CD experienced by the Tx LPN approaches zero.
By contrast, the LO LPN goes only through the dispersion compensation unit. Consequently, the LO
LPN interplays with the dispersion compensation component in EDC and the interactions will degrade
the performance of the optical communication system. This effect is called EEPN [10–13].

Figure 1. Block diagram of coherent transmission system and equalization-enhanced phase noise
(EEPN). φTx: Tx laser phase noise (LPN), φLO: LO LPN, ADCs: analogue-to-digital converters.

The variance of the EEPN distortion will increase with fiber dispersion, local oscillator laser
linewidth, and signal symbol rate. The noise variance of EEPN can be written as follows [10,19]:

σ2
EEPN =

πλ2

2c
· D · L · Δ fLO

TS
, (1)

where λ is the central wavelength of the optical carrier, c is the speed of the light in vacuum, L is the
length, D is the CD coefficient of the fiber, TS is the symbol period of the signal, and ΔfLO is the 3-dB
linewidth of the LO laser.

It is noted that the EEPN evaluation in Equation (1) only works for the static time-domain and
frequency-domain EDCs, which involve no phase noise compensation functions [22,23].
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3. CPR Using One-Tap NLMS

A one-tap NLMS filter could be effectively applied in the CPR [20], and its tap weight w(k) is
expressed using the following equations:

w(k + 1) = w(k) +
μ∣∣∣x(k)∣∣∣2 x∗(k)e(k), (2)

e(k) = d(k) −w(k) · x(k), (3)

where x(k) is the input signal, k is the symbol index, d(k) is the desired symbol, e(k) is the error between
the output and the desired symbols, and μ represents a parameter of the step size.

The schematic of the NLMS CPR is illustrated in Figure 2, which can actually be implemented in a
feed-forward structure and can be realized in parallel in the field programmable gate array (FPGA)
circuits for a real-time operation [4].

Figure 2. Block diagram of the one-tap normalized least-mean-square (NLMS) carrier phase recovery
(CPR).

Similar to the definition of the Tx and the LO, a concept of effective linewidth ΔfEff is employed
here to describe the total phase noise in coherent transmission systems considering EEPN [17,19]:

Δ fE f f ≈
σ2

Tx + σ
2
LO + σ2

EEPN

2πTS
(4)

σ2
Tx = 2πΔ fTx · TS (5)

σ2
LO = 2πΔ fLO · TS (6)

where σ2
Tx and σ2

LO are the LPN variance of the Tx and LO lasers, respectively, and ΔfTx is the 3-dB
linewidth of the Tx laser.

It has been established that the step size μ can be optimized to enhance the performance of NLMS
CPR [19]. Therefore, it is significant to find the optimal step size for NLMS CPR, when the EEPN is
considered in coherent optical communication systems. Figure 3 shows the optimal step size parameter
for various effective linewidths in the 28-Gsym/s QPSK system, applicable to the time-domain and the
frequency-domain static dispersion equalizations [22,23]. In all numerical simulations in this paper,
the NLMS algorithm is operated with its corresponding optimal value of the step size.
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Figure 3. The optimal step size parameter in the NLMS CPR for various effective linewidths.

4. Differential Carrier Phase Recovery

Differential phase detection (DPD) can also be employed for recovering the carrier phase in
coherent communication systems. In the DPD scheme, signal data are encoded in and extracted from
the phase differences between consecutive transmitted signal symbols [21]. For instance, the phase
information of the k-th symbol can be extracted according to the phase difference between the k-th
and the (k + 1)-th symbols. Therefore, the CPR error is determined by the phase fluctuation between
the k-th and the (k + 1)-th symbols within a symbol period [19]. It is noted that DPD does not require
additional computations such as the n-power, the averaging, and the phase unwrapping, compared to
other CPR methods [20,24–26]. Therefore, it can be easily implemented in DSP hardware for a real-time
operation. The block diagram of DPD CPR is provided in Figure 4.

Figure 4. Schematic of the differential phase detection.

5. Transmission Setup with RF Pilot Tone Scheme

Figure 5 depicts a 28-Gsym/s QPSK coherent optical fiber transmission system using an RF pilot
tone orthogonally polarized against the transmitted signals. The electrical data were converted into
28-Gsym/s QPSK signals using an in-phase and quadrature (I-Q) optical modulator. The modulated
signals occupied one polarization state, and the RF pilot tone was transmitted in the orthogonal
polarization state. The signals and the RF pilot tone are integrated into the fiber via a polarization
beam combiner (PBC). At the receiver side, both the received signals and the RF pilot tone are mixed
with the LO laser, respectively, and are then detected by balanced photodiodes after the 90◦ hybrid.
After that, both the received signals and the RF pilot tone are digitized using 8-bit analogue-to-digital
converters (ADCs) at 56 Gsym/s and are then equalized using the EDC module. The signals are further
multiplied with a conjugate of the processed RF pilot tone to suppress the impact of both LPN and
EEPN. The central wavelengths of both the transmitter and the local oscillator lasers are 1553.6 nm,
and the fiber dispersion coefficient is 16 ps·nm−1 km−1. Here, we have neglected fiber attenuation,
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PMD, and Kerr nonlinearities [27,28]. The EDC is implemented in the frequency domain [23]. The CPR
is performed using the one-tap NLMS and DPD methods, respectively.

Figure 5. High-speed coherent communication system with an orthogonally-polarized RF pilot tone.

6. Results and Analyses

Figure 6 shows the results of PNC using the RF pilot tone in a 2000 km coherent communication
system, where the CPR is realized using the NLMS algorithm. In Figure 6a, the effective linewidth
is 170 MHz and there is no EEPN, since the linewidth of the transmitter laser is 170 MHz and the
linewidth of the LO laser is 0 Hz. It is found that both the Tx and the LO LPN can be entirely
suppressed. In Figure 6b, the linewidths of both the Tx and the LO lasers are 5 MHz. According to
Equations (1) and (4), the EEPN is quite significant in such a case, and the effective linewidth is the
same (170 MHz) as that in Figure 6a. It is found in Figure 6b that the BER performance improves
considerably (around half an order of magnitude in the BER floor, from 8 × 10−4 to 3 × 10−4) using the
RF pilot tone, compared to the case of NLMS CPR only. The results in Figure 6a,b demonstrate the
efficiency of the RF pilot tone in compensating for both LPN and EEPN. It can be found that the use of
RF pilot tone can entirely mitigate the LPN from both the Tx and the LO lasers. However, it cannot
fully compensate for the EEPN in optical fiber transmission systems since the EEPN actually represents
a complicated integration of the phase, the amplitude, and the time jitter noise [10,12,16,29].

(a) (b)

Figure 6. Phase noise cancellation (PNC) results of the 2000 km coherent transmission system (the
one-tap NLMS CPR). Ideal: linewidth of both Tx and LO lasers is 0 Hz. w/o: without, w/: with.
(a) Transmitter: 170 MHz, local oscillator: 0 Hz; (b) Transmitter = local oscillator: 5 MHz.

When the CPR is implemented using DPD, the results of the PNC using the RF pilot tone in the
same 2000 km coherent system are illustrated in Figure 7. In Figure 7a, the linewidth of the transmitter
laser is 170 MHz and the linewidth of the LO laser is 0 Hz, representing an absence of EEPN. It is found
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that the full suppression of LPN can be performed with the use of the RF pilot tone, compared to the
scheme of DPD only. In Figure 7b, the linewidths of both the transmitter and local oscillator lasers
are 5 MHz, so that the EEPN is significant again (with an effective linewidth of 170 MHz). Similar
to Figure 6b, a considerable improvement of BER performance is also achieved with half an order of
magnitude in the BER floor (from 6.5 × 10−4 to 1.5 × 10−4), when the RF pilot tone scheme is applied
prior to the DPD.

(a) (b)

Figure 7. PNC results of the 2000 km coherent transmission system (DPD CPR). Ideal: linewidth of
both Tx and LO lasers are 0 Hz. (a) Transmitter: 170 MHz, local oscillator: 0 Hz; (b) Transmitter = local
oscillator: 5 MHz.

7. Discussions

It has to be clarified that the use of the RF pilot tone for the PNC in this work has occupied one
polarization state in the fiber, since here we aim to investigate and discuss the efficiency of the use of an RF
pilot tone for PNC in a simplified transceiver structure. In fact, the RF pilot tone can also be transmitted
using the same polarization state as the optical data signals, which requires a more complicated
implementation to perform the generation and recovery of the RF pilot tone [7,30,31]. In such systems,
a pilot-carrier vector modulation (PCVM) scheme has been applied, where the transverse magnetic
(TM) component is loaded with the signal data in X-polarization and the transverse electric (TE)
component is employed to carry both the signal data in Y-polarization and the RF pilot tone [7]. It was
reported that the PNC in such PCVM transmission schemes can also provide a good performance
for an effective linewidth of up to 30 MHz [7,31]. The performance comparison between such PCVM
transmission scheme and our proposed RF pilot tone-PNC scheme will be investigated in future work.
In addition, for orthogonal frequency division multiplexing (OFDM) optical transmission systems it
will be straightforward to employ one subcarrier as the RF pilot tone within the OFDM spectrum to
remove the influence of laser phase noise and EEPN [32].

To study the impact of PMD on the proposed RF pilot tone PNC scheme, numerical simulations
using the same 28-Gsym/s QPSK coherent transmission setup have been implemented with a PMD
coefficient of 0.1 ps/

√
km. The differential group delay (DGD) and the random rotations between the

transmitted data and the RF pilot tone (due to effect of PMD) are mitigated using a constant modulus
algorithm CMA equalizer [5,33,34]. The CPR is performed using the one-tap NLMS approach. Figure 8
shows the PNC results of the same 2000 km coherent system, with and without including the impact of
PMD. Similarly, the linewidth of the Tx laser is 170 MHz and the linewidth of the LO laser is 0 Hz in
Figure 8a, and the linewidths of both the Tx and the LO lasers are 5 MHz in Figure 8b. Both scenarios
indicate an effective linewidth of 170 MHz, and there is no EEPN in Figure 8a. It can be clearly found
that, for both transmission scenarios, the impact of PMD can be fully suppressed using the CMA
equalizer and the performance of the RF pilot tone-based PNC (both with and without EEPN) will not
be affected due to the introduction of PMD.
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(a) (b)

Figure 8. PNC performance of the 2000 km coherent transmission systems with and without PMD,
when the NLMS-CPR is applied. Ideal: linewidth of both Tx and LO lasers are 0 Hz. (a) Transmitter:
170 MHz, local oscillator: 0 Hz; (b) Transmitter = local oscillator: 5 MHz.

8. Conclusions

In this work, an orthogonally polarized RF pilot tone is investigated to suppress the LPN and EEPN
in long-haul coherent optical fiber communication systems. A 28-Gsym/s QPSK optical transmission
system is numerically implemented, where the CPR is performed using the one-tap NLMS and DPD
methods, respectively. Our results demonstrate that the LPN in the communication system can be
completely eliminated and the EEPN can also be effectively suppressed, when the RF pilot tone scheme
is applied prior to the CPR.
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Abstract: In this article, we first review the current status of 400GBASE client-side optics standards
and multi-source agreements (MSAs). We then compare different form factors for 400GE modules,
including CFP8, OSFP and QSFP-DD. The essential techniques to implement 400GE, such as pulse
amplitude modulation (PAM4), forward error correction (FEC) and a continuous time-domain
linear equalizer (CTLE), are discussed. A 400GE physical interface card (PIC) in Juniper’s PTX5000
platform has been developed, conforming to the latest IEEE802.3bs standard. To validate the PIC’s
performance, a commercial optical network tester (ONT) and the PIC are optically interconnected
through two CFP8-LR8 modules. The CFP8-LR8 module utilizes eight optical wavelengths through
coarse wavelength division multiplexing (CWDM). Each wavelength carries 50 Gb/s PAM4 signal.
The signal transmits through 10 km of single mode fiber (SMF). The ONT generates framed 400GE
signal and sends it to the PIC through the first CFP8 module. The PIC recovers the signal, performs an
internal loopback, and sends 400GE signal back to the ONT through the second CFP8 module.
The optical spectrum, eye diagram, receiver sensitivity, long time soaking results, and internal digital
diagnosis monitoring (DDM) result are fully characterized. The pre-FEC bit error rate (BER) is well
below the KP4 FEC threshold of 2.2 × 10−4. After KP4 FEC, error-free performance over 30 km of
SMF is achieved. In this way, we demonstrate both the interoperation between the PIC and the ONT,
as well as the interoperation between the two CFP8 modules. This demonstration represents the
successful implementation of the 400GE interface in the core IP/MPLS router.

Keywords: optical communication; fiber optics; client-side optics; 400G Ethernet;
CFP8-LR8 transceiver

1. Introduction

Processing information and transmitting information are two fundamental functions in
communication networks [1]. From a quantum physics perspective, particles can be classified as
fermions or bosons. Electrons follow Fermi-Dirac statistics, while Bose-Einstein statistics apply to
photons. Due to strong interaction, electrons are ideal for processing information. As there is minimal
interaction between bosons, photons are ideal for transmitting information in different degrees of
freedom including wavelength, time, amplitude, phase, polarization, mode, and space [2,3].

Figure 1 illustrates the architecture of a core router, which is widely used in today’s
communication networks. A typical router includes a routing engine (RE), routing control board
(RCB), physical interface card (PIC), flexible PIC concentrator (FPC), and switch interface board
(SIB). Information processing in the communication network is mainly performed by these functional
units, which is in the electron domain. Moreover, some of Juniper’s packet optics products on the
PTX platform are also shown in Figure 1. Information transmission is mainly performed by these
functional units, which is in the photon domain. The integrated photonics line card (IPLC) tightly
couples a 1 × 2 wavelength selective switching (WSS), embedded bi-directional switch gain amplifiers,
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optical multiplexer/de-multiplexers, and optical supervisory channel for optical management into
a single package that supports up to 64 ITU-T C-band wavelengths at 50 GHz spacing via an IPLC
expansion line card. P3-15-U-QSFP28 and P2-PTX-5-100G-WDM are PTX Series PICs that support
15 QSFP28 and 5 CFP2 modules.

 

Figure 1. Typical architecture of core router and Juniper packet optical product. RE: routing engine;
RCB: routing control board; PIC: physical interface card; FPC: Flexible PIC concentrator; SIB: switch
interface board.

In 2017, standardization of the 400 Gigabit Ethernet (400GE) was ratified by the IEEE P802.3bs
Task Force [4]. This paves the way for deployment of 400GE in the network. It is expected that the
demand for 400GE will grow rapidly over the next couple of years [5]. Recently, multiple industrial
line-side and client-side interoperability trials have been successfully demonstrated using 400GE
CFP8 pluggable optical modules [6–8]. These trials demonstrate that the ecosystem for the 400GE
application is mature. In this paper, we present a successful demonstration of the 400GE physical
interface card (PIC) integrated in the core internet protocol/multi-protocol label switching (IP/MPLS)
router, with the CFP8-LR8 modules acting as the optical front end.

IEEE defines the optical and electrical parameters for the physical media dependent (PMD) to
guarantee interoperability between PMDs. The physical implementations of PMDs are defined by
multi-source agreement (MSA) instead. Currently, there are still multiple MSAs defining pluggable
optical modules. Figure 2 below shows the comparison between different form factors defined by
multiple MSAs [9–16]. The most notable form factors for 400GE defined by MSAs are QSFP-DD,
OSFP and CFP8. Currently the industry is converging behind QSFP-DD due to the high port density
on the front panel, backward compatibility with QSFP28/QSFP+, and large ecosystem.

 

Figure 2. Form factors and electrical lanes for pluggable optical modules.
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On-off-keying (OOK) has been the modulation format for 40 Gigabit Ethernet (40GE) and
100 Gigabit Ethernet (100GE). The IEEE 802.3bs has selected 4-level pulse amplitude modulation
(PAM4) for 400GE transmission. Compared with OOK, the required baud rate of PAM4 could be
reduced by a factor of two when keeping the desired net data rate constant. Thus, the transceiver
implements PAM4 with fewer optical lanes/lower bandwidth components. This leads to lower cost,
smaller power consumption and a denser footprint.

The following variants are defined in 803.bs: 400GBASE-DR4, 50 gigabit per second (Gb/s)
4 parallel single mode fiber transmission (PSM4) up to 500 m; 400GBASE-FR8, 25 Gb/s 8-λ wavelength
division multiplexing (WDM) transmission up to 2 km; and, 400GBASE-LR8, 25 Gb/s 8-λ coarse WDM
transmission up to 10 km. All interfaces use a 1300 nm window with minimum chromatic dispersion
and a low-cost transceiver. For 8-λ WDM transmission, the assignment of the optical wavelength
on the coarse wavelength division multiplexing (CWDM) grid removes the requirement of precise
temperature control for the laser diode.

To improve sensitivity and increase the transmission distance, forward error correction (FEC)
is widely used in today’s client-side optics interface. IEEE has approved two FEC coding schemes,
KR4 and KP4. KR4-FEC utilizes Reed-Solomon coding (528, 514). The net coding gain is 5.3 dB and
the bit error rate (BER) threshold for the uncorrected code word (UCW) is 2.1 × 10−5. This is widely
used in the non-return-to-zero (NRZ) OOK modulation format. However, with the same symbol rate,
the sensitivity penalty of PAM4 over NRZ OOK is 10 × log10 (1/3) = 4.77 dB. In practice, there is
further performance degradation due to the system nonlinearity. In order to close the link budget,
KP4-FEC defined in IEEE 802.3bs clause 91, is widely used in PAM4 transmission [17]. KP4-FEC
utilizes Reed-Solomon coding (544, 514). The net coding gain is 6.4 dB and the BER threshold for the
UCW is 2.2 × 10−4.

Figure 3 illustrates PAM4 eye diagrams without and with pre-compensation. As one can see,
especially for the high baud rate PAM4 signal, its eye can easily be closed due to system bandwidth
limitation. Consequently, it is critically important to implement pre-compensation techniques to
improve the signal quality and open up the PAM4 eye. A continuous time-domain linear equalizer
(CTLE) has been widely used to equalize the frequency-dependent loss for the electrical interface
between the packet forwarding engine (PFE) and the pluggable optical module. CTLE is essentially
a high-pass filter which inverts the frequency response of the trace on the printed circuit board
(PCB). The typical response of CTLE is plotted in Figure 4. In Reference [4], the emphasis of the
CTLE is defined in 1 dB steps. However, 0.5 dB steps may be required in large-scale deployment to
improve granularity.

  
(a) (b) 

Figure 3. (a) Closed 4-level pulse amplitude modulation (PAM4) eye without pre-compensation,
(b) open PAM4 eye with pre-compensation.

17



Appl. Sci. 2018, 8, 2055

Figure 4. Typical response curve of the continuous time-domain linear equalizer (CTLE) as defined in
Reference [4] in 0.5 dB step size.

2. 400GE Pluggable Module and Host Card

Figure 5 below shows the 400GE CFP8-LR8 pluggable optical transceiver and the block diagram of
the physical interface card (PIC) hosting the 400GE pluggable module. The total data rate is 425 Gbit/s,
due to the overhead of the FEC block and the 64B/66B mapping in the physical coding sublayer (PCS).
The data are carried with 8 optical channels modulated using PAM4 signal running at 53.125 Gbit/s
(8 × 50G PAM4 WDM optical channels). The electrical interfaces (CDAUI-16) are 16 pairs of differential
lanes running at 26.5625 Gbit/s (16 × 25G electrical NRZ signals). The CFP8-LR8 uses the distributed
feedback laser (DFB) as the transmitter and the PIN photodiode (p-type, intrinsic, n-type photodiode)
as the receiver. The total power consumption is less than 16 W. Within the CFP8-LR8 module, a gearbox
integrated circuit (IC) multiplexes two electrical lanes of NRZ signal into one optical lane of pulse
amplitude modulation (PAM) signal. Gray mapping is implemented so that there is only a one bit
difference between the adjacent levels to minimize the BER.

 

(a) (b) 

Figure 5. (a) Picture of 400GE CFP8-LR8 pluggable optical transceiver; (b) configuration of physical
interface card (PIC). MAC: media access control, PCS: physical coding sublayer, FPGA: field
programmable gate array, PFE: packet forwarding engine, CDAUI-16: 400G attachment unit interface,
running at 16 lanes with 26.5625 Gb/s per lane.

Juniper’s PIC hosts the PFE which forwards the IP packet based on the routing table generated
from the routing engine (RE). The additional interfaces, like the bridge, the media access control (MAC)
and the PCS layer are implemented with a field programmable gate array (FPGA). The control and
management function is implemented in FPGA as well. One PIC can host three pluggable optical
modules, giving a total capacity of the PIC of 1.2 Tbit/s.

Figure 6 shows the experimental setup to demonstrate the interoperation of CFP8-LR8 modules.
We use an optical network tester (ONT, Viavi) to generate a CDAUI-16 signal. One CFP8-LR8 module
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is inserted into the ONT to perform electrical-to-optical conversion. The optical signal goes through a
variable optical attenuator (VOA) and is received by a second CFP8-LR8 module, which is hosted by a
Juniper’s PIC. Within the PIC, the 400GE signal is electrically looped back to the transmitter of the
second CFP8-LR8 module. The signal either bypasses or goes through a single mode fiber (SMF) spool.
The signal is then received by the CFP8-LR8 from the first module, and the ONT counts the BER.

  
(a) (b) 

Figure 6. (a) Experimental demonstration of the interoperation of CFP8-LR8 modules; (b) two
CFP8-LR8 modules in Juniper’s PIC and PTX5000 chassis.

3. Transmitter Performance

Figure 7 below shows the optical eye diagram obtained through Keysight’s digital communication
analyzer (DCA). The CDAUI-16 electrical signal is generated by a Viavi optical network tester (ONT)
and passed through a pluggable connector. A clock signal derived from the ONT drives the DCA
to obtain these optical eye diagrams. As seen, a clear 4-level eye diagram with wide eye opening
indicates a good signal to noise ratio (SNR). One can also notice that there is a misalignment in the
center of the eye, due to the nonlinear response of the modulator.

 

Figure 7. Optical eye diagrams of eight wavelength division multiplexing (WDM) channels using
PAM4 modulation format. Top: channels 1 to 4; bottom: channels 5 to 8.

Figure 8 shows the optical spectrum from the CFP8-LR8 modules. The optical wavelengths are
around 1310 nm so that the influence of chromatic dispersion is minimized. The wavelength assignment
of these eight optical channels follows the CWDM designation. This facilitates the interoperation
between the CFP8 modules. Also, the measured side mode suppression ratio (SMSR) is well above
40 dB, indicating the excellent jitter performance for the optical modules.
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(a) (b) 

Figure 8. Optical spectra of two CFP8-LR8 modules: (a) first sample module; (b) second sample
module. Top: spectrum at the output of the transmitter; Bottom: spectra of the individual lanes after
going through a de-multiplexer.

4. Link Performance

In this section, we first study the system performance in a back-to-back scenario, and then extend
our experiment to tens of kilometers of fiber transmission.

4.1. Back-to-Back Performance

We first measure the performance of the 400GE CFP8-LR8 module in a back-to-back scenario.
Here we bypass the SMF spool as shown in Figure 9. We first adjust the VOA1 to test the interoperation
between the transmitter (Tx) of the first module to the receiver (Rx) of the second module. Meanwhile,
the attenuation of VOA2 is set to zero so that there is minimum error introduced on the backward
path from the PIC to the ONT. As seen, even with 14 dB attenuation between the transmitter and the
receiver, the BER is still below the FEC’s UCW threshold of 2.2 × 10−4. For the BER performance of
16 ONT electrical lanes, we note that some lanes perform better than others. This is potentially because
of the non-ideal combination of the PAM4 signal from two individual NRZ OOK signals.

Next, we adjust the VOA2 to test the interoperation between the Tx of the second module and the
Rx of the first module. Meanwhile, the attenuation of VOA1 is set to zero so that there is minimum
error introduced on the forward path from the ONT to the PIC. As seen in Figure 10, even with 12 dB
attenuation between the transmitter and the receiver, the BER is still below the FEC’s UCW threshold
of 2.2 × 10−4.

We also measure the receiver optical power (ROP) at the different values of attenuation. There is
a difference of 2.3 dB between the launching powers of eight optical lanes. At 12 dB attenuation,
the average ROP is −12.4 dBm.
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(a) (b) 

Figure 9. Back-to-back performance for interoperation of two CFP8-LR8 modules. The signal is
transmitted from the transmitter (Tx) of the first module to the receiver (Rx) of the second module:
(a) Bit error rate (BER) vs. VOA1’s attenuation for 16 individual electrical lanes; (b) total BER vs.
VOA1’s attenuation. The threshold for the uncorrected code word (UCW) is shown as the red line.

  

(a) (b) 

Figure 10. Back-to-back performance for interoperation of two CFP8-LR8 modules. The signal is
transmitted from the Tx of the second module to the Rx of the first module: (a) BER versus VOA2’s
attenuation for 16 individual electrical lanes; (b) total BER vs. VOA2’s attenuation. The threshold for
UCW is shown as the red line.

4.2. Fiber Transmission

Furthermore, we measure the performance of the 400GE CFP8-LR8 module with the single mode
fiber. The attenuation of VOA1 is set to zero so that there is minimum error introduced on the forward
path from the ONT to the PIC. We adjust the fiber length and measure the BER. The result is shown in
Figure 11. As seen, even with 30 km SMF between the transmitter and the receiver, the BER is still
below the FEC’s UCW threshold of 2.2 × 10−4. This clearly demonstrates 400G Ethernet interoperation
using two CFP8-LR8 modules.
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(a) (b) 

  
(c) (d) 

Figure 11. Interoperation of two CFP8-LR8 modules through single mode fiber (SMF) spool. The signal
is transmitted from the Tx of the first module to the Rx of the second module: (a) BER vs. fiber length
for 16 individual electrical lanes; (b) total BER vs. fiber length. The signal is transmitted from the Tx of
the second module to the Rx of the first module: (c) BER versus VOA2’s attenuation for 16 individual
electrical lanes; (d) total BER vs. VOA2’s attenuation. The threshold for the UCW is shown as the
red line.

5. Conclusions

In this article, we review the current status of the 400G Ethernet standard. The essential techniques
to implement 400G client-side optics, like PAM4, FEC and CTLE, are discussed. The PIC in Juniper’s
PTX5000 platform has been developed with the CFP8-LR8 modules being the optical front-end.
The optical signal transmits through 30 km SMF. The pre-FEC BER is well below the threshold for
UCW and there is no post-FEC error. This demonstration represents the successful implementation of
a 400G Ethernet interface in the core IP/MPLS router using the CFP8-LR8 pluggable modules.
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Abstract: To address the performance bottleneck in metal-based interconnects, hybrid optical
network-on-chip (HONoC) has emerged as a new alternative. However, as the size of the HONoC
grows, insertion loss and crosstalk noise increase, leading to excessive laser source output power
and performance degradation. Therefore, we propose a low-power scalable HONoC architecture by
incorporating semiconductor optical amplifiers (SOAs). An SOA placement algorithm is developed
considering insertion loss and crosstalk noise. Furthermore, we establish a worst-case crosstalk
noise model of SOA-enabled HONoC and induce optimized SOA gains with respect to power
consumption and performance, respectively. Extensive simulations for worst-case signal-to-noise
ratio (SNR) and power consumption are conducted under various traffic patterns and different
network sizes. Simulation results show that the proposed SOA-enabled HONoC architecture and the
associated algorithm help sustain the performance as network size increases without additional laser
source power.

Keywords: hybrid optical network-on-chip (HONoC); insertion loss; crosstalk noise; signal-to-noise
ratio (SNR); semiconductor optical amplifier (SOA)

1. Introduction

As multicore systems-on-chips (SoCs) have become mainstream as chips suffer from diminishing
returns of miniaturization and the power wall, a new high-performance on-chip network architecture
is needed to overcome the physical limitations of metal interconnects [1,2]. A hybrid optical
network-on-chip (HONoC) in which the electrical and optical layers are combined, using silicon
photonics technology, is emerging as a new alternative for replacing metallic interconnects [3]. The
HONoC uses the optical layer to transmit massive data and uses the electrical layer to send control
packets or small-size data. As the number of cores in the system increases, the network-size-scalable
architecture is highly desirable. The widely-known mesh topology is chosen due to its simplicity and
regularity in terms of layout, after considering the advantages of the topology revealed by existing
studies on mesh-based HONoCs [4–6].

For reliable communication, the optical signal power arriving at the receiver should be higher than
the sensitivity of the photodetector. Because of the significant insertion loss in large-scale HONoCs
due to the accumulated microring resonator (MR) drops and waveguide crossings, the laser source
output power should be increased. As the laser source is the most power-consuming device among
the optical devices, the insertion loss acts as a dominant factor for the overall power consumption of
the HONoC.

Appl. Sci. 2019, 9, 1251; doi:10.3390/app9061251 www.mdpi.com/journal/applsci24
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Lan et al. [7] suggested the dynamic laser power control to reduce the power consumption of
the ONoC. However, adaptive laser power management demands complicated control and exhibits
limited power efficiency. Moreover, even if the power efficiency of the chip is increased by reducing the
laser source power, reliable communication is not guaranteed under high crosstalk noise environments
with heavy data traffic cases [8].

We propose a low-power scalable HONoC architecture by deploying semiconductor optical
amplifiers (SOAs) and the closely related SOA placement algorithm considering the insertion loss and
crosstalk noise change caused by SOA deployment. An analytic worst-case crosstalk noise model is
developed to find the optimized SOA gain that minimizes crosstalk noise and to investigate the effect
of SOAs on worst-case signal-to-noise ratio (SNR) in HONoC. Considering the relationship between
SOA placement and worst-case insertion loss, we calculate the minimum SOA gain for laser source
power savings.

The remainder of this paper is organized as follows. Section 2 briefly provides related research
and background information regarding insertion loss and crosstalk noise. In Section 3, we introduce
the optical router and the SOA model and present a constraint optimization problem for implementing
an SOA-enabled HONoC. In Section 4, to solve the constraint optimization problem, we propose an
SOA placement algorithm and analyse the worst-case crosstalk noise. Based on the crosstalk noise
model, the correlation between the SOA and the SNR is analysed. We also calculate the minimum
SOA gain to apply laser source power independent of the longest path. In Section 5, we evaluate
and compare the worst-case SNR and power consumption of SOA-enabled HONoC. We draw the
conclusion in Section 6.

2. Related Work

2.1. Insertion Loss

The worst-case insertion loss is the dominant factor in determining the laser source output power
to ensure reliable communication in the HONoC. The two major causes of insertion loss due to MR
drop (Figure 1a) and waveguide crossings (Figure 1b) were reported to be 0.5–1.5 dB and 0.04–0.12 dB,
respectively [9–13].

 
 

(a) (b)

Figure 1. Two major insertion losses in optical network-on-chip (ONoC): (a) Microring (MR) drop loss;
and (b) waveguide crossing loss.

The received signal power should be higher than the sensitivity of the photodetector. Therefore,
the relationship between the laser source power (Plaser), worst-case insertion loss (Pworst_IL) and
sensitivity of the photodetector (Psensitivity) can be expressed as

Plaser ≥ PworstIL + Psensitivity, (1)
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where Psensitivity has been reported as approximately −20 dBm [14].
Other types of optical signal power losses considered at the system-level analysis are as follows:

(1) The waveguide propagation loss is −0.274 dB/cm [15].
(2) The MR through loss is smaller than the MR drop loss by two orders of magnitude [16].

Given that these factors are minor in comparison to major insertion losses, most on-chip
network architecture studies focus on reducing the insertion losses caused by MR drops and
waveguide crossings.

2.2. Crosstalk Noise

Crosstalk noise is an unavoidable characteristic of photonic devices. Sanchis et al. proposed a
method for selecting the optimal crossing angle of the waveguide to reduce the crosstalk [17]. Chen et
al. proposed multimode-interference (MMI)-based waveguide crossing instead of plain waveguide
crossing for reducing signal power loss [18]. They designed a compact structure to minimize the
crosstalk at the device level.

Despite these efforts, leakage signals that act as crosstalk cannot be ignored due to their
accumulation. Especially, crosstalk noise should be considered as network size increases. In a
network-level, Xie et al. analysed crosstalk noise and worst-case SNR through a formal approach
in a mesh-based ONoC [19]. According to their research, crosstalk noise causes severe performance
degradation and limits the scalability of the HONoC architectures.

Studies on crosstalk noise have been conducted with respect to router architectures, network
topologies and traffic patterns [20–22]. On the other hand, there are few studies regarding crosstalk
noise when integrating the SOA. The SOA can significantly reduce insertion loss; however, it can also
increase crosstalk noise. In this regard, we analyse the correlation between the SOA, insertion loss and
crosstalk noise and then propose a methodology to efficiently compensate insertion loss and minimize
crosstalk noise.

3. SOA-Enabled HONoC Architecture

Our proposed architecture, as shown in Figure 2, is a mesh-based HONoC with integrated SOAs
and consists of two layers. The electrical layer controls the optical layer while transmitting control
packets and small-size data through packet switching. Before the optical data transaction between the
cores starts, the routing path should be setup in advance through the electrical layer. During the path
setup process, the ON/OFF state of SOAs and MRs located in the path are determined and the SOA
gain is controlled by adjusting the bias current applied to the SOA.

Figure 2. Semiconductor optical amplifier (SOA)-enabled HONoC architecture.

In the optical layer, data transaction is performed using circuit switching due to the absence of
optical storage. The SOAs can amplify the optical signal power attenuated by photonic devices in the
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routing path. The SOAs outside of the routing path are in the OFF state and absorb the optical signal
power. In this study, the expected effects of integrating the SOA with the mesh-based HONoC are as
follows:

• The SOA compensates for the insertion loss by amplifying the optical signal and reduces the
burden of the laser source to reduce the total power consumption of the HONoC.

• An appropriate SOA gain can prevent the SNR degradation problem of the longest path due to
the network size growth of the mesh-based HONoC.

3.1. Optical Router Model

The 5 × 5 general optical router for mesh-based HONoC, as shown in Figure 3, consists of the
following five ports: Injection/Ejection, North, East, South and West. The ONoC parameters in this
analysis are based on the study conducted by Xie et al. [19], which presented the formal analytic
models of insertion loss and crosstalk noise for mesh-based HONoCs.

Figure 3. General optical router model.

Optical signals can traverse from the ith port to the jth port and the value of i and j varies from
0 to 4: 0 denotes the Injection/Ejection port and 1–4 denote the North, East, South and West ports,
respectively. Pi

in denotes the optical power coming into the ith port and Li,j(x, y) is the insertion loss
from the ith port to the jth port in the optical router located at (x, y) in the mesh-based HONoC.
Pi,j(x, y), defined in (2), is the optical power when going from the ith port to the jth port in the optical
router R(x, y).

Pi,j(x, y) = PinLi,j(x, y) i, j ∈ {0, . . . , 4}, x ∈ {1, . . . , m}, y ∈ {1, . . . , n} (2)

Ni,j(x, y), calculated in (3), denotes the crosstalk noise introduced into the optical router located
at (x, y) in the mesh-based HONoC and Ki,j,k is the crosstalk noise introduced into the kth port when
the optical signal travels from the ith port to the jth port.

Ni,j(x, y) = P0
in(x, y)Ki,j,0 + P1

in(x, y)Ki,j,1 + P2
in(x, y)Ki,j,2 + P3

in(x, y)Ki,j,3+P4
in(x, y)Ki,j,4 (3)

The SNR is the ratio of the signal power to the noise power and can be written as

SNR = 10 log
(

PS
PN

)
, (4)

where PS is the power of the optical signal and PN is the power of noise.
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3.2. Semiconductor Optical Amplifier

The SOA is mainly used for amplifying the input optical signals, switching and frequency
conversion [23]. The SOA can be integrated into a CMOS-compatible chip and thus can be implemented
in the HONoC by using silicon photonics technology. The operating principle of the SOA is that
electrons and holes are injected into the n-type region and the p-type region respectively, causing
population inversion in the active region. Population inversion leads to stimulated emission and
therefore, a photon injected into the SOA triggers another photon with the same phase, wavelength
and direction. Optical gain is obtained through this process.

In the active region, the gain per unit length of the SOA is called material gain (g) and is expressed
in (5a) as a function of wavelength (λ) and current (I). As L increases, the SOA gain (G) increases
accordingly. Here, g and G are in cm−1 and dB units, respectively.

g(λ, I) = [Γa1n0

{
I
I0

− 1
}
− α][1 − 2(λ − 1570)2

Δλ2 ] (5a)

G(λ, I) = 10 log10

(
eL∗g(λ, I)

)
(5b)

Γ, a1, n0, L, I0, α and Δλ depend on the material and the structural characteristics of the SOA;
the definitions and values of each parameter are shown in Table 1 [24]. As in Equation (5), the SOA
gain is proportional to the current. The operating voltage of the SOA and the wavelength are assumed
to be 1.5 V and 1550 nm, respectively. In addition, it takes 20–50 ps for the SOA to reach the target
gain. The SOA model in this study is simplified for the purpose of system-level analysis; therefore, the
physical effect of the amplified spontaneous emission (ASE) introduced by the SOAs is not considered.
Although ASE cannot be ignored in physical implementations with contemporary silicon photonics
technology, this study focuses on the emerging architecture with a matured manufacturing process
that enables feasible on-chip SOAs, assuming a negligible ASE compared to the cumulated crosstalk
noise. Additionally, it is also assumed that the placement of SOAs can be over-layered on waveguides
in the physical layout; therefore, SOAs do not affect the spaces between optical routers.

Table 1. Definitions and values of SOA parameters.

Parameter Definition Value

Γ Light confinement factor 0.4
a1 Constant 6.7 × 10−16 cm2

n0 Transparency carrier concentration 1.2 × 1018 cm−3

L Length of the SOA active region 10 μm
I0 Threshold input current 5 μA
α Loss in the SOA active region 10 cm−1

Δλ SOA gain linewidth 95 nm

3.3. Constrained Optimization Problem in SOA-Enabled HONoC

In the HONoC, laser source power mainly depends on the total loss experienced by the optical
signal in the longest path. The laser source power level is determined to ensure that the signal power
at the receiver is greater than the sensitivity of the photodetector. Therefore, we reduce the burden of
the laser source power by using the SOA, which is easy to integrate and of relatively low processing
cost. Appropriately placing SOAs across the signal path is an effective way to save the laser source
output power in large-scale HONoCs if the additional power consumption of SOAs is reasonably
smaller than the reduced amount of the laser source power.

As the total power consumption of the SOA-enabled HONoC depends on the location, spacing
and number of SOAs, an efficient SOA placement is needed to achieve the goal. Furthermore, the SOA
placement also affects the worst-case SNR because SOAs can amplify the crosstalk noise power as well
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as the desired optical signal power. Therefore, the constrained optimization problem for implementing
the SOA-enabled HONoC in an m × n mesh is defined as follows:

Minimize : ∑
total

Plaser + ∑
total

PSOA

Subject to : Psensitivity ≤ min
{

PLSOA
(x0,y0)(x1,y1)

}
(6a)

min
{

SNR(x0,y0)(x1,y1)

}
≤ min

{
SNRSOA

(x0,y0)(x1,y1)

}
(6b)

x0, x1 ∈ {1, . . . , m}, y0, y1 ∈ {1, . . . , n}
Here, Plaser is the laser source power consumption of the SOA-enabled HONoC, PSOA is the total power
consumption of the SOAs, Psensitivity is the sensitivity of the photodetector, PLSOA

(x0,y0)(x1,y1)
is the power

loss of the optical signal traveling from the router (x0, y0) to the router (x1, y1) in the SOA-enabled
HONoC, SNR(x0,y0)(x1,y1)

is the SNR of the path from the router (x0, y0) to the router (x1, y1) in the
conventional mesh-based HONoC and SNRSOA

(x0,y0)(x1,y1)
is the SNR of the path from the router (x0, y0)

to the router (x1, y1) in the mesh-based HONoC with SOAs.

4. Design Methodology for SOA-Enabled HONoC

As mentioned in Section 3.3, the insertion loss problem exacerbates as the network size scales up.
On the other hand, the SOA placed to compensate for the insertion loss might adversely affect the SNR
caused by unintended crosstalk noise amplification. Therefore, SOA placement considering the routing
algorithm should be performed in terms of SNR. In this regard, we devise a design methodology of the
SOA-enabled HONoC when XY routing is used in the mesh topology. XY routing has been reported
to realize the best performance in terms of bandwidth, latency, load balancing and insertion loss in
mesh-based HONoC [5].

The proposed methodology for the SOA-enabled HONoC comprises three steps, as shown in
Figure 4. In step 1, we propose an SOA placement algorithm considering insertion loss and SNR. In
step 2, the worst-case crosstalk noise due to the SOA placement and the SOA gain to be realized to
suppress the crosstalk noise amplification are presented. Based on the SNR analysis with segmented
regions, we compare the SNR of the longest path according to the SOA gain and analyse the path in
which SNR degradation occurs even if the SOA gain is controlled. In step 3, the algorithm for finding
the minimum required SOA gain is developed to allocate the laser source output power independent
of the network size.
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Figure 4. Overall flow of the proposed design methodology.

4.1. SOA Placement Algorithm for Laser Source Power Saving and SNR Enhancement

The SOA gain modelling in Equation (5) shows that using a single SOA is superior to using
multiple SOAs in that it uses less bias current to obtain the same gain, as described in Equation (7).

G(Itotal) >
n

∑
i=1

G(Ii), Itotal =
n

∑
i=1

Ii (7)

In addition to the gain efficiency of the SOA, the small number of SOAs with high gain is
advantageous in terms of the area in which the SOA devices and control units are placed. However,
this strategy should be validated. As the worst-case insertion loss determines the output power of
laser sources and even one SOA has impact on various routing paths, an effective SOA placement rule
is needed to reduce the laser source power using the appropriate number of SOAs. Considering the
insertion loss due to the SOA placement in the routing path, the power consumption of the HONoC
can be effectively reduced by equalizing the maximum number of hops that do not pass through the
SOA in all routing paths. We denote this maximum hop count without SOAs as h, which is determined
by tx and ty, indicating the SOA spacing on the X-axis and Y-axis, respectively.

The accumulated crosstalk noise power at the destination depends on not only the number of
SOAs but also the location of the SOAs. For example, as shown in Figure 5, the crosstalk power
increases when the SOA is placed nearer to the destination rather than the source. In other words, to
minimize the crosstalk power amplified through the SOAs in the optical signal path, SOA should be
placed close to the source. In the mesh-based HONoC with XY routing, the optical signal is transmitted
along the Y-axis after the X-axis. Hence, placing more SOAs on the X-axis is preferred to Y-axis in
terms of SNR. Accordingly, we propose the SOA placement algorithm as follows. In this study, it is
assumed that all SOA gains are the same for the convenience of design and analysis of the network.
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Figure 5. Example of cumulated crosstalk noise according to the SOA placement.

In Algorithm 1, the optimal SOA spacing in the X-axis (tx) and that in the Y-axis (ty) are selected
according to the maximum number of hops among the possible routing paths without SOAs (h).
Therefore, the total number of SOAs placed in the network depends on the possible combinations of tx

and ty with a consistent h. To minimize the additional power consumption of the SOAs, use of the
smallest number of SOAs should be pursued. If there are several cases with the same number of SOAs,
the narrowest X-axis spacing is chosen to improve the SNR (lines 1–10). After the spacing of the SOAs
is determined, SOAs are placed on the link of the corresponding router (lines 11–23).

Algorithm 1. SOA Placement for Laser Source Power Saving and SNR Improvement

Input: mesh size (m, n), maximum hop count of possible paths without SOAs (h)
Output: number of SOAs (nSOA), SOA spacing of X-axis and Y-axis (tx, ty)

1: nSOA = (n − 1)/1+(m − 1)/(h + 1)
2: For i from 1 to h + 1 do

3: j = h + 2 − i
4: n[i] = (n − 1)/i+ (m − 1)/j
5: If n[i] <nSOA then

6: nSOA = n[i]
7: t = i
8: End if

9: End for

10: tx = t, ty = h + 2 − t, nSOA = m·tx + n·ty

11: For i from tx to n − 1 do

12: For j from 1 to m do

13: Allocate SOA at east link of R(j, i)
14: j = j + 1
15: End for

16: i = i + tx

17: End for

18: For i from ty to m − 1 do

19: For j from 1 to n do

20: Allocate SOA at south link of R(i, j)
21: j = j + 1
22: End for

23: i = i + ty

24: End for

4.2. Worst-Case Crosstalk Noise and SNR Analysis

For the analysis of the worst-case SNR in the proposed architecture, we use several definitions as
follows:

• nr: the total number of routers in the optical signal path
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• ns: the total number of SOAs in the optical signal path
• ti: the number of the routers between the ith SOA and the (i − 1)th SOA in the optical signal path

(t0 = 0, tns+1 = (# of routers between the last SOA and the destination))
• PNi : the crosstalk noise introduced into the ith router in the optical signal path
• L: router loss, G: SOA gain, K: crosstalk noise coefficient

To simplify the worst-case SNR equations, we make the following assumptions

• The insertion loss and the crosstalk noise coefficient are the same regardless of ports. (Li,j =

L, Ki,j,n = K)
• The mesh size is m × m.

As the crosstalk noise introduced into each router is also amplified by the corresponding SOAs in
the optical signal path, these effects are reflected in the SNR as in (8).

SNR = 10 log

⎛
⎝ PSGns Lnr

∑ns
i=0 Gns−i ∑

Ti+1
j=Ti+1

(
PNj L

nr−j
)
⎞
⎠ where Ti =

i

∑
k=0

tk (8)

As shown in Equation (8), it is inevitable that the crosstalk noise introduced into the optical
signal passes through the SOAs located in the signal path. Therefore, to maximize the SNR, the worst
crosstalk candidate must be suppressed before it leaks into the desired optical signal path.

The dominant crosstalk power is mainly caused by the crosstalk noise coming from the nearest
router in conventional HONoCs. However, in the SOA-integrated HONoC, the worst crosstalk
candidates vary depending on the gain of the associated SOAs. If the SOA gain is larger than the
insertion loss between the SOAs, the crosstalk noise introduced from a farther router has a greater
impact on the SNR than that from a nearer router. For example, when there are the three crosstalk
noise sources P1, P2 and P3 as shown in Figure 6, each crosstalk noise power can be expressed as in (9).
If the total SOA gain is smaller than the total power loss (∏ GiLi < 1), the magnitude of each crosstalk
noise power is ordered as N1 < N2 < N3; otherwise, N1 > N2 > N3.

N1 = P1G1L1G2L2G3L3K (9a)

N2 = P2G2L2G3L3K (9b)

N3 = P3G3L3K (9c)

where P1 = P2 = P3, G1 = G2 = G3

Figure 6. Example of crosstalk noise paths whose magnitude order varies depending on SOA gains.

Therefore, the worst crosstalk noise differs depending on the SOA gain even with the same
placement of SOAs. To quantify the effect of SOAs when the current signal path acts as a crosstalk
noise to other adjacent signal paths, we introduce the concept of average insertion loss (Lavg) per SOA
as (10). Here, definitions of terms are as follows:

• nr,c: the total number of routers in the crosstalk path
• ns,c: the total number of SOAs in the crosstalk path
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• ti,c: the number of the routers between the ith SOA and the (i − 1)th SOA in the crosstalk path

Lavg =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

ns,c

√
∏

i∈{2,··· ,nr,c}
Li,

ns,c

∑
i=1

ti,c �= nr,c

ns,c−1

√
∏

i∈{2,··· ,nr,c}
Li,

ns,c

∑
i=1

ti,c = nr,c

(10)

To analyse the worst crosstalk candidates, we denote the router to be analysed as RDUT and
the SOA farthest from the RDUT in the crosstalk-inducing path as SOADUT . In Equation (10), Lavg is
determined by the power loss of an optical signal traveling from SOADUT to RDUT and the number of
SOAs in that path. If an SOA is placed in the link directly connected to RDUT , this SOA is not included
in the calculation for Lavg because incoming crosstalk noise passes through that SOA inescapably. With
the SOA gain and the average insertion loss, the dominant crosstalk noise introduced into the router
can be identified. The worst crosstalk noise due to the SOA gain can be expressed as Equation (11).

(1) G >
∣∣Lavg

∣∣,
PN = PLaserKLnr,c Gns,c (11a)

(2) G ≤ ∣∣Lavg
∣∣,

PN =

⎧⎪⎪⎨
⎪⎪⎩

PLaserKL,
ns,c

∑
i=1

ti,c �= nr,c

PLaserKLG,
ns,c

∑
i=1

ti,c = nr,c

(11b)

If the SOA gain is greater than
∣∣Lavg

∣∣, the crosstalk power originating from the farthest SOA is the
largest. This worst crosstalk noise power increases as the SOA gain and mesh size increases and the
SOA spacing decreases. Conversely, if the SOA gain is less than or equal to

∣∣Lavg
∣∣, the crosstalk noise

from the nearest router is dominant. In this case, the crosstalk can be amplified or not, depending on
the presence of the SOA in the corresponding waveguide.

Therefore, SOA gain control is required to minimize the dominant crosstalk before it leaks into
the optical signal path. The average insertion loss is equal to the maximum gain of the SOA required
to minimize the worst crosstalk as given in Equation (12).

Gmax =
∣∣Lavg

∣∣ (12)

On the other hand, as the crosstalk noise introduced into the optical signal is amplified by the
SOAs on the signal path, we analyse the specific cases in which SNRs are strongly affected by the SOAs.

4.2.1. SNR Analysis with Multiple SOAs Using Segmented Regions in Mesh-Based HONoCs

To facilitate the analysis of the SNR change resulting from SOAs and crosstalk, the entire on-chip
optical network is partitioned into several sub regions. The criteria for region partitioning are that no
sub region should contain any SOA inside and should be surrounded by the SOA-placed links. The
sub region is denoted as REG(i, j) where i and j indicate the row and column position, respectively, as
shown in Figure 7.
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Figure 7. Non-SOA sub regions (REG) according to the SOA placement algorithm.

It is apparent that the crosstalk noise introduced at the same REG with the source node of the
optical signal to be routed will be subject to the same number of SOAs as the optical signal, whereas
the other crosstalk noises introduced at nearby REGs to the destination node will be amplified to a
lesser degree by the SOAs than by the optical signal under analysis. More specifically, we formulated
the SNR of the optical signal path that travels from REG(1, 1) to REG

(
nx, ny

)
in Equation (13a) for

an SOA-enabled HONoC. For comparison purposes, the SNR for the non-SOA case is derived in
Equation (13b).

SNR1 = 10 log

⎛
⎝ PSLREG(1,1)(nx ,ny)

∑∀i
NREG(1,i)LREG(1,i+1)(nx ,ny)

G(i−1) + ∑∀j
NREG(j,nx)LREG(j+1,nx)(nx ,ny)

G(nx−1)+(j−1)

⎞
⎠ (13a)

SNR2 = 10 log

(
PSLREG(1,1)(nx ,ny)

∑∀i NREG(1,i)LREG(1,i+1)(nx ,ny) + ∑∀j NREG(j,nx)LREG(j+1,nx)(nx ,ny)

)
(13b)

i ∈ {1, . . . , nx − 1}, j ∈ {
1, . . . , ny

}
Here, the total crosstalk noise introduced into the optical signal when it passes through REG(i, j)
is represented by NREG(i,j) and the signal power loss that occurs when migrating from REG(i0, j0)
to REG(i1, j1) is denoted by LREG(i0,j0)(i1,j1). Additionally, nx and ny are the number of subregions
divided by the SOA-placed links in the X and Y axes, respectively.

In the non-SOA enabled HONoC, the SNR decreases as the routing path length increases as a result
of increased signal attenuation and more involved crosstalk noises. In the proposed architecture, the
effect of additional crosstalk noise according to the path length increase decreases by the appropriate
placement of SOAs to boost the SNR. As shown in Equation (13a), the noise terms decrease by G0,
G1, . . . and Gnx+n7−2, respectively. The SNR enhancement becomes more apparent as the number of
REGs increases. Therefore, at the router level, we analysed a path that passes through the greatest
number of REGs and a path inside an REG.

4.2.2. SNR Analysis of the Longest Path

As the worst-case SNR of the longest path can vary depending on the dominant crosstalk affected
by the SOA gain, the SNR values of three representative cases are analysed as follows.
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(1) Case 1: h = 0, G ≤ ∣∣Lavg
∣∣

SNR1 ≈ L/K[(
(GL)−1 + 2GL

)(
∑2m−3

i=0
1

(GL)i

)
− (GL)−(m−2) + (GL)−(m−4)

] (14a)

(2) Case 2: h = 0, G >
∣∣Lavg

∣∣
SNR1 ≈ L/K[(

(GL)−1 + (GL)m−1
)(

∑2m−3
i=0

1
(GL)i

)
+
(
(GL)m−1 + 1

)(
∑m−2

i=0
1

(GL)2i

)] (14b)

(3) Case 3: h = 2m − 1

SNR3 ≈ L/K[
(L−1 + 2L)

(
∑2m−3

i=0
1
Li

)
− L−(m−2) + L−(m−4)

] (14c)

The case when h = 0 indicates that SOAs are placed on all waveguides, whereas there is no SOA
when h = 2m − 1. When h = 0, a REG consists of only one router. As shown in Figure 8a of Case 1,
the incoming crosstalk from the nearest router is dominant. In contrast, the crosstalk introduced from
the farthest router causes the worst-case SNR in Case 2 as shown in Figure 8b.

 

(a) 

 
(b) 

Figure 8. Worst-case SNR of the longest path in accordance with the SOA gain: (a) h = 0, G ≤ ∣∣Lavg
∣∣;

and (b) h = 0, G >
∣∣Lavg

∣∣.
As shown in Equation (14a) and (14c), SNR1 and SNR3 have an identical form because of the

same traffic pattern for the worst-case SNR in the network. If the GL of SNR1 is replaced by L1 and
if the L of SNR3 is L3, then L1 is always less than L3. Therefore, SNR1 is always greater than SNR3

because the insertion loss of Case 1 is smaller than that of Case 3.
In contrast, some crosstalk components have the chance to be amplified more times than the

optical signal by SOAs as described in Case 2. In Equation (14b), (GL)m−1 represents the worst
crosstalk noise due to the SOAs and (GL)i indicates the ratio of the number of SOAs that the optical
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signal passes through to the number of the SOAs that the introduced crosstalk noise passes through.
Therefore, if (GL)m−1 is larger than (GL)i, this implies that the number of SOAs that the crosstalk noise
passes through is greater than the number of SOAs that the optical signal passes through. Consequently,
SNR2 severely degrades and eventually can be smaller than SNR3 as the SOA gain grows.

4.2.3. SNR Analysis inside Regions without SOAs

As previously described, the SNR can be improved when the optical signal passes through
multiple SOAs with suitable SOA gain control. However, if the optical signal path forms within a
certain REG, the SNR can degrade compared to a non-SOA HONoC, even if the condition G <

∣∣Lavg
∣∣

is satisfied.
When there is a path that travels along the boundary of REG, as shown in Figure 9, both the

crosstalk noise occurring inside REG and the optical signal will not pass through any SOA, whereas
the crosstalk noise originating from the outside of REG is amplified by SOAs.

 

Figure 9. Worst-case signal to noise ratio (SNR) of the non-SOA region surrounded by SOA-placed links.

The worst-case SNR of the SOA-integrated HONoC under the corresponding traffic condition
and that of the HONoC without SOAs under the same condition can be expressed as follows:

(1) Case 1: 0 < h < 2m − 1, G <
∣∣Lavg

∣∣
SNR1 ≈ Ltx+ty−1/K⎡

⎣ GL
(

2 ∑tx
i=1 Ltx+ty−1−i + ∑

ty
i=2 Lty−i

)
+ 2

(
∑tx−2

i=1 Ltx+ty−i + ∑
ty−2
i=1 Lty−i

)
+
(

Lty+1 + Lty + L
)
+
(

∑
tx+ty−2
i=1 Ltx+ty−2−i

)
⎤
⎦

(15a)

(2) Case 2: h = 2m − 1

SNR2 ≈ Ltx+ty−1/K⎡
⎣ L

(
2 ∑tx

i=1 Ltx+ty−1−i + ∑
ty
i=2 Lty−i

)
+ 2

(
∑tx−2

i=1 Ltx+ty−i + ∑
ty−2
i=1 Lty−i

)
+
(

Lty+1 + Lty + L
)
+
(

∑
tx+ty−2
i=1 Ltx+ty−2−i

)
⎤
⎦

(15b)

Case 1 represents the SOA-integrated HONoC and Case 2 denotes the HONoC without SOAs. In
Equation (15a), the first term in the denominator is the crosstalk noise introduced from outside of REG
and amplified by the SOA gain (G). Assuming the same optical signal power for both cases, the SNR
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of the SOA-integrated HONoC is less than that of the HONoC without SOAs. Therefore, if the SOAs
are not placed on every link, there is a path along which the SNR decreases.

4.3. Minimum SOA Gain and Laser Source Power Allocation

In a conventional mesh-based HONoC, a laser source power is applied considering the insertion
loss of the longest path and the receiver sensitivity. However, in the proposed SOA-enabled HONoC, a
new analysis of the worst-case insertion loss is required, as the optical signal is amplified whenever it
passes through the SOA. If the total SOA gain is larger than the total insertion loss of the overall signal
path, the signal power at the destination is greater than that at the source. Therefore, we present the
allocation of the laser source power independent of the longest path considering the SOA placement,
SOA gain and mesh size.

4.3.1. Minimum SOA Gain Allocation

The SOA gain should be sufficiently large to compensate for the insertion loss between two
adjacent SOAs along the signal path. Thus, the laser source power need not be increased even if the
network size grows. Overall, the laser source power level is determined by the insertion loss of the
longest signal path that does not pass through any SOAs.

As shown in Figure 10, the top-leftmost sub region REG(1, 1) occupies the largest area among
the sub regions because uniform placement of SOAs is performed from the top-leftmost corner of
the network according to the proposed SOA placement algorithm. Assuming that the reference laser
source power level is calculated by considering the longest path formed within REG(1, 1), we can
compute the minimum SOA gain to compensate for the insertion loss without increasing the laser
source power.

  
Figure 10. Example of determining the minimum SOA gain considering traffic paths across the
top-leftmost non-SOA region.

Once the laser source power is determined by the insertion loss of Path A, the next step is to
identify the larger insertion loss between Path B and Path C to compute the minimum SOA gain.
Finally, the minimum SOA gain is chosen as the larger value between the insertion loss of Path X2 and
that of Path Y2. To summarize, the minimum SOA gain can be expressed as follows:

Gmin = max(LX2, LY2), (16)

where LX2 and LY2 denote the insertion loss of Paths X2 and Y2, respectively. Considering mesh size
and SOA spacing, we propose the following algorithm to calculate the minimum SOA gain:

As the optical signal passes through the router in a straight manner, Algorithm 2 checks the paths
(W → E) and (E → W) in the X-axis and (S → N) and (N → S) in the Y-axis, respectively, to find the
maximum power loss. Then, LX2 and LY2 are independently calculated for each axis. If nx ≥ 2, the
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maximum hop count is the SOA spacing along the X-axis (tx) (lines 2–3). Otherwise, the hop count is
the number of routers in the X-axis (n) excluding tx (lines 4–6). The same process is performed on the
Y-axis (lines 7–11) and the larger insertion loss between LX2 and LY2 is chosen as the minimum SOA
gain (line 12).

Algorithm 2. Calculation for the Minimum SOA Gain

Input: mesh size (m, n), SOA spacing (tx, ty)
Output: minimum SOA gain (Gmin)

1: nx = (n − 1)/tx, ny = (m − 1)/ty

2: If nx ≥ 2 then

3: LX2 = max(LW,E, LE,W)× tx

4: Else

5: LX2 = max(LW,E, LE,W)× (n − tx)

6: End if

7: If ny ≥ 2 then

8: LY2 = max(LS,N , LN,S)× ty

9: Else

10: LY2 = max(LS,N , LN,S)×
(
m − ty

)
11: End if

12: Gmin = max(LX2, LY2)

4.3.2. Minimum Laser Source Power Allocation

When the SOA effectively compensates for the insertion loss along the optical signal path, the
worst-case insertion loss depends on h, which is the maximum number of hops along which the optical
signal does not pass through any SOAs. If h = 0, the maximum insertion loss case occurs when the
length of the optical signal path is one hop as the optical signal is amplified just once. Otherwise, the
worst insertion loss is among the sub-longest paths that are not amplified by the SOA.

When the waveguide crossing loss is –0.12 dB, the insertion loss of the input/output port in the
5 × 5 Crux router is shown in Table 2. The crux router is the optimized optical router for the insertion
loss and the SNR when using X-Y routing [25]. A shown Table 2, the optical router has different
insertion loss values depending on the signal flow at the input/output ports. Therefore, the total
power loss depends on the routing path even if the number of hops that the optical signal travels along
are the same. The worst-case insertion loss according to h considering the input and output port is
as follows.

(1) h = 0, 1
Pworst_IL = (LIn,E + LW,Ej) or (LIn,N + LS,Ej) (17a)

(2) h = 2
Pworst_IL = (LIn,E + LW,N + LS,Ej) (17b)

(3) h ≥ 3
Pworst_IL = (LIn,E + LW,N + LS,N × (h − 2) + LS,Ej) (17c)

Here, the loss values are in dB units. When h = 0, the worst-case insertion loss is equal to the case
of h = 1, as the SOA exists in all links; however, the SOA gain should be additionally considered when
calculating the minimum laser source power. Therefore, the minimum laser source power according to
h can be expressed as follows:

Plaser_min =

{
Pworst_IL + Psensitivity − Pgain, h = 0

Pworst_IL + Psensitivity, h �= 0
(18)
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where Pworst_IL is the worst-case insertion loss in the SOA-enabled HONoC, Psensitivity is the minimum
optical power required by the photodetector and Pgain is the SOA gain.

Table 2. Loss value in 5 × 5 Crux router.

Loss Value (dB) Loss Value (dB)

LIn,W 0.50 LE,W 0.38
LIn,E 0.88 LE,N 0.50
LIn,N 0.88 LE,S 1.00
LIn,S 0.63 LE,Ej 0.63
LW,E 0.38 LN,S 0.38
LW,N 1.00 LN,Ej 0.50
LW,S 0.50 LS,N 0.38
LW,Ej 0.88 LS,Ej 0.88

5. Simulation Results

We built up a C-based simulator to evaluate the SNR and the power consumption of the
SOA-enabled mesh-based HONoC in comparison with an HONoC without SOAs. The typical values
of insertion loss and crosstalk coefficient for system analysis are presented in Table 3. The chip size of
16 × 16 HONoC is assumed as 1 cm2 and in other cases, the chip sizes are assumed to be proportional
to the number of cores. It is reasonable to suppose that the chip size of the SOA-enabled HONoC is
the same as that of the conventional one, as the SOA is small enough to be embedded in a waveguide
without widening the space between photonic devices. The traffic patterns are generated using
modified BookSim [26] and Crux router is deployed because it is optimized for insertion loss and SNR
in the mesh topology.

Table 3. Loss and crosstalk coefficient values.

Parameter Value Reference

Waveguide crossing loss –0.12 dB [12]
Propagation loss per cm –0.274 dB/cm [15]

Power loss of CSE in OFF state –0.04 dB [13]
Power loss of CSE in ON state –0.5 dB [9]
Power loss of PSE in OFF state –0.005 dB [9]
Power loss of PSE in ON state –0.5 dB [9]
Crossing crosstalk coefficient –45 dB [27]

Crosstalk coefficient of PSE in OFF state –20 dB [28]
Crosstalk coefficient of PSE in ON state –25 dB [28]

5.1. SNR Analysis

In the conventional m × n mesh-based HONoC, it is proved formally that the worst-case SNR is
among the 1st, 2nd and 3rd longest paths and the best SNR performance is achieved when m = n [19].
For fair comparison, symmetric mesh topologies are chosen for evaluations.

Figure 11 shows worst-case SNR for the 1st, 2nd and 3rd longest paths according to the SOA
gain when every link contains an SOA and the network size is 8 × 8, 16 × 16, 24 × 24 and 32 × 32,
respectively. When the SOA gain is 0 dB, the SNR values are the same as that for non-SOA HONoCs.
The SNR gradually improves as the SOA gain increases, whereas it decreases at a certain threshold of
the SOA gain. Furthermore, the SNR decreases further than that of the conventional HONoC without
SOAs if the SOA gain increases even more.
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(a) (b) 

(c) (d) 

Figure 11. Worst-case SNR for SOA-enabled HONoC according to the SOA gain for different network
sizes: (a) 8 × 8; (b) 16 × 16; (c) 24 × 24; and (d) 32 × 32.

Figure 12 shows the worst-case SNR of the SOA-enabled HONoC and that of the conventional
HONoC according to the mesh size in an m × m mesh. When the network size is larger than 12 × 12,
the noise power exceeds the signal power in the mesh-based HONoC. In addition, the SNR decreases
drastically as the network size increases. However, in our proposed architecture, the SNR of the 1st,
2nd and 3rd longest paths are 1.19 dB, 0.89 dB and 0.28 dB when the network size is 24 × 24. When
the network size is 32 × 32, the worst-case SNR is –1.05 dB and the SNR degradation is not large even
if the network size is further increased. As the worst-case SNR determines the feasibility and the
scalability of the HONoC, the proposed architecture shows a great advantage over the conventional
HONoC architecture.

Figure 12. SNR comparison for the 1st, 2nd and 3rd longest paths between SOA-enabled HONoC and
conventional HONoC (without SOAs) in accordance with the mesh size.

Figure 13 shows the SNR improvement in an average basis for the 1st, 2nd and 3rd longest
paths with respect to the maximum hop count without SOAs, h. The number of SOAs is proportional
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to the mesh size and is inversely proportional to h. When the mesh size is smaller and h is larger,
the amplification of the optical signal is relatively small. On the contrary, the amplification of the
introduced crosstalk noise occurs frequently when the mesh size is larger and h is smaller. Therefore,
the SNR improvement is closely related to the mesh size as well as h, which determines the number of
SOAs in the optical signal path. When the SOA placement is performed according to the optimal h, the
SNR is improved by 4.26 dB, 8.91 dB, 13.69 dB and 18.65 dB when the network size is 8 × 8, 16 × 16,
24 × 24 and 32 × 32, respectively. Therefore, the degradation of the worst-case SNR in the large-scale
HONoC can be mitigated through the placement of SOAs.

Figure 13. SNR improvement in an average basis for the 1st, 2nd and 3rd longest paths of the
SOA-enabled HONoC according to different h and network sizes.

Figure 14 shows the worst-case SNR reduction of the non-SOA region surrounded by the
SOA-placed links, in accordance with the SOA gain. As previously analysed in Section 4.2.2, there
is a path in which the SNR decreases due to the several amplified crosstalk noises, compared to the
equivalent optical signal power if the SOAs are not placed on all links (h �= 0).

Figure 14. SNR reduction in the region surrounded by the SOA-placed links. X indicates the appropriate
SOA gain for the worst-case SNR.

When h becomes smaller, the SNR of the longest path traveling along the boundary decreases
more as the SOA gain increases. This result denotes that the shorter path length is more affected by
the amplified crosstalk noise. However, as marked X in Figure 14, the appropriate SOA gain for the
worst-case SNR on the whole network differs depending on h. The SNR losses at the mark X are
2.06 dB, 3.96 dB and 2.26 dB when h = 2, h = 4 and h = 8, respectively. The SNR reduction is the
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smallest when h = 2; however, there are more paths in which such SNR degradation occurs in the
network because the SOA spacing is narrower than in other cases. In other words, it means that SNR
degradation may occur when SOA spacing is narrow but it does not occur in the same path when
SOA spacing is wide. Therefore, h = 8 can be the best case considering both the magnitude of SNR
reduction and the probability that these SNR-reduced paths will occur.

5.2. Power Consumption

Figure 15 shows the laser source power considering the mesh size, the placement of the SOA and
the worst-case insertion loss. We assume that the efficiency of the laser source power is 20% [29]. If there
is no SOA, the laser source power increases sharply as the mesh size increases. In the SOA-enabled
HONoC, however, the laser source power is independent of the mesh size. Although additional power
consumption due to the SOAs will be inevitable, it is expected to be a comparable trade-off owing to
the laser source power savings that will be realized by incorporating this work.

Figure 15. Laser source power comparison between a conventional HONoC (without SOA) and
SOA-enabled HONoC.

With common traffic patterns for NoCs, the simulation results in terms of power consumption
in the conventional HONoC and the SOA-enabled HONoC are illustrated in Figure 16. We assume
that the mesh size is 8 × 8 and SOAs are placed on every waveguide where the laser source power is
the smallest. According to the previous studies, the power consumption of MR activation has been
reported as 50 μW [30]. Simulation was performed on the HONoC without SOAs and the SOA-enabled
HONoCs optimized for SNR and power consumption, respectively. Power consumption is reduced
by 16.26–35.86% when focusing on the SNR and by 21.81–37.68% when focusing on the total power
consumption. There is a slight difference in power consumption between when optimizing for SNR
and when optimizing for power consumption.
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Figure 16. Power consumption comparison between a conventional HONoC (without SOA)
and SOA-enabled HONoC optimized for SNR and power consumption, respectively, for various
traffic patterns.

Figure 17 shows the total power consumption according to the maximum hop count of possible
paths without SOAs (h) and different traffic patterns when network size is 8 × 8. When h = 0, the laser
source power can be reduced by the SOA gain; however, the efficiency of the SOA gain is low and the
number of SOAs is the most. If h �= 0, the number of SOAs in the network is reduced as h increases;
however, the laser source power and single SOA power consumption increase.

Figure 17. Power consumption of an SOA-enabled HONoC according to the SOA spacing for various
traffic patterns.

When h = 4, the number of SOAs is twice as high as when h = 8 and the power consumption
increases. Furthermore, in the case of h = 2, the number of SOAs is three times higher than when
h = 8; however, the power consumption is reduced slightly or similar. Therefore, the total power
consumption in relation to h is hard to predict because it is determined by the total sum of the power
consumption per unit SOA, the number of SOAs in the network and the laser source power. Simulation
results show that the power consumption is the largest when h = 0; therefore, placing SOAs on all
links is inefficient in terms of power consumption. Contrarily, the minimum power consumption is
achieved when h = 2 and the overall power consumption of the SOA-enabled HONoC is reduced by
32.17–45.49%, compared to the conventional HONoC.

Figure 18 shows the comparison of power consumption between the SOA-enabled HONoC and
the conventional HONoC according to the mesh size and the hop count between SOAs in a random
uniform pattern. The increase in the power consumption in the proposed HONoC is relatively low
compared to that in the conventional HONoC because the insertion loss is independent of the longest
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path. As a result, the power saving realized by the proposed approach becomes prominent as the mesh
size grows.

Figure 18. Power consumption comparison between a conventional HONoC (without SOA) and
SOA-enabled HONoC in terms of mesh size and maximum hop count without SOAs.

6. Conclusions

We proposed the SOA-enabled HONoC architecture to reduce the total power consumption and
mitigate SNR degradation, considering network size scalability without increasing laser source output
power. An SOA placement algorithm was developed for efficient laser source power reduction and
SNR enhancement. We suggested the worst-crosstalk noise model and presented the attuning method
for optimal SOA gain with respect to power consumption and SNR, respectively. We constructed a
C-based simulator to evaluate the SOA-enabled HONoC with an associated SOA placement algorithm.
Simulation results showed that the worst-case SNRs for the 1st, 2nd and 3rd longest paths are improved
by an average of 4.26 dB and power consumption is reduced by 32.17% to 45.49% under various traffic
patterns in the 8 × 8 network. The performance gaps regarding various SOA spacings were not
significant; on the other hand, the improvement achieved in both SNR and power consumption was
increased in proportion to the mesh size. Therefore, the proposed SOA-enabled HONoC can be a
scalable solution to cope with the performance degradation problem of large-scale HONoCs.

Author Contributions: Formal analysis, J.Y.J.; Investigation, C.-L.L.; Methodology, M.S.K.; Validation, J.Y.J.;
Writing—original draft, J.Y.J.; Writing—review & editing, T.H.H.

Funding: This research was funded by the Basic Science Research Program through the National Research
Foundation of Korea under Grant NRF-2018R1D1A1B07043585 and by the MOTIE (Ministry of Trade, Industry &
Energy) (10080594) and KSRC (Korea Semiconductor Research Consortium) support program for the development
of the future semiconductor device.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Vantrease, D.; Schreiber, R.; Monchiero, M.; McLaren, M.; Jouppi, N.P.; Fiorentino, M.; Davis, A.; Binkert, N.;
Beausoleil, R.G.; Ahn, J.H. Corona: System implications of emerging nanophotonic technology. In
Proceedings of the IEEE/ACM International Symposium on Computer Architecture (ISCA), Beijing, China,
21–25 June 2008.

2. International Technology Roadmap for Semiconductors. Available online: http://www.itrs2.net (accessed
on 27 September 2018).

3. Shacham, A.; Bergman, K.; Carloni, L.P. Photonics Networks-on-Chip for Future Generations of Chip
Multiprocessors. IEEE Trans. Comput. 2008, 57, 1246–1260. [CrossRef]

44



Appl. Sci. 2019, 9, 1251

4. Mo, K.H.; Ye, Y.; Wu, X.; Zhang, W.; Liu, W.; Xu, J. A Hierarchical Hybrid Optical-Electronic Network-on-Chip.
In Proceedings of the 2010 IEEE Computer Society Annual Symposium on VLSI, Lixouri, Kefalonia, Greece,
5–7 July 2010.

5. Gu, H.; Xu, J.; Wang, Z. A novel optical mesh network-on-chip for gigascale systems-on-chip. In Proceedings of
the 2008 IEEE Asia Pacific Conference on Circuits and Systems, Macao, China, 30 November–3 December 2008.

6. Lee, J.; Kim, Y.; Li, C.; Han, T. A shortest path adaptive routing technique for minimizing path collision in
hybrid optical network-on-chip. J. Syst. Arch. 2013, 59, 1334–1347. [CrossRef]

7. Lan, F.; Wu, R.; Zhang, C.; Pan, Y.; Cheng, K.-T.T. DLPS: Dynamic laser power scaling for optical
Network-on-Chip. In Proceedings of the 2017 22nd Asia and South Pacific Design Automation Conference
(ASP-DAC), Chiba, Japan, 16–19 January 2017.

8. Xie, Y.; Nikdast, M.; Xu, J.; Zhang, W.; Li, Q.; Wu, X.; Ye, Y.; Wang, X.; Liu, W. Crosstalk noise and bit error
rate analysis for optical network-on-chip. In Proceedings of the ACM/IEEE Design Automation Conference,
Anaheim, CA, USA, 13–18 June 2010.

9. Xiao, S.; Khan, M.H.; Shen, H.; Qi, M. Multiple-channel silicon micro-resonator bad filters for WDM
applications. Opt. Express 2007, 15, 7489–7498. [CrossRef] [PubMed]

10. Eid, N.; Boeck, R.; Jayatilleka, H.; Chrostowski, L.; Shi, W.; Jaeger, N.A.F. A silicon-on-insulator microring
resonator filter with bent contradirectional couplers. In Proceedings of the 2016 IEEE Photonics Conference
(IPC), Waikoloa, HI, USA, 2–6 October 2016.

11. Fusella, E.; Cilardo, A. Lighting Up On-Chip Communications with Photonics: Design Tradeoffs for Optical
NoC Architectures. IEEE Circuits Syst. Mag. 2016, 16, 4–14. [CrossRef]

12. Poon, A.W.; Xu, F.; Luo, X. Cascaded active silicon microresonator array cross-connect circuits for WDM
networks-on-chip. In Proceedings of the SPIE—The International Society for Optical Engineering, San Jose,
CA, USA, 13 February 2008.

13. Ding, W.; Tang, D.; Liu, Y.; Chen, L.; Sun, X. Compact and low crosstalk waveguide crossing using impedance
matched metamaterial. Appl. Phys. Lett. 2010, 96, 111114. [CrossRef]

14. Biberman, A.; Preston, K.; Hendry, G.; Sherwood-Droz, N.; Chan, J.; Levy, J.S.; Lipson, M.; Bergman, K.
Photonic network-on-chip architectures using multilayer deposited silicon materials for high-performance
chip multiprocessors. ACM J. Emerg. Technol. Comput. Syst. 2011, 7, 7. [CrossRef]

15. Dong, P.; Qian, W.; Liao, S.; Liang, H.; Kung, C.-C.; Feng, N.-N.; Shafiiha, R.; Fong, J.; Feng, D.;
Krishnamoorthy, A.V.; et al. Low Loss Silicon Waveguides for Application of Optical Interconnects. In
Proceedings of the IEEE Photonics Society Summer Topicals 2010, Playa del Carmen, Mexico, 19–21 July 2010.

16. Lee, B.G.; Biberman, A.; Dong, P.; Lipson, M.; Bergman, K. All-Optical Comb Switch for Multiwavelength
Message Routing in Silicon Photonic Networks. IEEE Photonics Technol. Lett. 2008, 20, 767–769. [CrossRef]

17. Sanchis, P.; Galan, J.V.; Brimont, A.; Griol, A.; Marti, J.; Piqueras, M.A.; Perdigues, J.M. Low-crosstalk
in silicon-on-insulator waveguide crossings with optimized-angle. In Proceedings of the 2007 4th IEEE
International Conference on Group IV Photonics, Tokyo, Japan, 19–21 September 2007.

18. Chen, H.; Poon, A.W. Low-Loss Multimode-Interference-Based Crossings for Silicon Wire Waveguides.
IEEE Photonics Technol. Lett. 2006, 18, 2260–2262. [CrossRef]

19. Xie, Y.; Nikdast, M.; Xu, J.; Wu, X.; Zhang, W.; Ye, Y.; Wang, X.; Wang, Z.; Liu, W. Formal Worst-Case Analysis
of Crosstalk Noise in Mesh-Based Optical Networks-on-Chip. IEEE Trans. Very Large Scale Integr. Syst. 2013,
21, 1823–1836. [CrossRef]

20. Nikdast, M.; Xu, J.; Wu, X.; Zhang, W.; Ye, Y.; Wang, X.; Wang, Z.; Wang, Z. Systematic Analysis of Crosstalk
Noise in Folded-Torus-Based Optical Networks-on-Chip. IEEE Trans. Comput. Aided Des. Integr. Circuits Syst.
2014, 33, 437–450. [CrossRef]

21. Duong, L.H.K.; Nikdast, M.; Xu, J.; Wang, Z.; Thonnart, Y.; Beux, S.L.; Yang, P.; Wu, X.; Wang, Z. Coherent
crosstalk noise analyses in ring-based optical interconnects. In Proceedings of the 2015 Design, Automation
and Test in Europe Conference and Exhibition (DATE), Grenoble, France, 9–13 March 2015.

22. Nikdast, M.; Xu, J.; Duong, L.H.K.; Wu, X.; Wang, Z.; Wang, X.; Wang, Z. Fat-Tree-Based Optical
Interconnection Networks Under Crosstalk Noise Constraint. IEEE Trans. Very Large Scale Integr. Syst.
2014, 23, 156–169. [CrossRef]

45



Appl. Sci. 2019, 9, 1251

23. Rostami, A.; Baghban, H.; Maram, R. Nanostructure Semiconductor Optical Amplifiers, 1st ed.; Springer: Berlin,
Germany, 2011; Available online: https://books.google.com.hk/books?hl=en&lr=&id=xN0PXG_38SIC&
oi=fnd&pg=PR3&dq=Nanostructure+Semiconductor+Optical+Amplifiers&ots=A-G24LLZxf&sig=
QA-Sb2u1vHjRxW_K80vxRLDUB4E&redir_esc=y#v=onepage&q=Nanostructure%20Semiconductor%
20Optical%20Amplifiers&f=false (accessed on 16 September 2018).

24. Thakkar, I.G.; Chittamuru, S.V.R.; Pasricha, S. Run-time laser power management in photonic NoCs with
on-chip semiconductor optical amplifiers. In Proceedings of the 2016 Tenth IEEE/ACM International
Symposium on Networks-on-Chip, Nara, Japan, 31 August–2 September 2016.

25. Ye, Y.; Wu, X.; Xu, J.; Zhang, W.; Nikdast, M.; Wang, X. Holistic comparison of optical routers for chip
multiprocessors. In Proceedings of the IEEE 2012 International Conference on Anti-Counterfeiting, Security
and Identification (ASID), Taipei, Taiwan, 24–26 August 2012.

26. Jiang, N.; Becker, D.U.; Michelogiannakis, G.; Balfour, J.; Towles, B.; Shaw, D.E.; Kim, J.; Dally, W.J. A detailed
and flexible cycle-accurate Network-on-Chip simulator. In Proceedings of the 2013 IEEE International
Symposium on Performance Analysis of Systems and Software (ISPASS), Austin, TX, USA, 21–23 April 2013.

27. Bogaerts, W.; Dumon, P.; Thourhout, D.V.; Baets, R. Low-loss, low-cross-talk crossings for silicon-on-insulator
nanophotonic waveguides. Opt. Lett. 2007, 32, 2801–2803. [CrossRef] [PubMed]

28. Chan, J.; Hendry, G.; Bergman, K.; Carloni, L.P. Physical-Layer Modeling and System-Level Design of
Chip-Scale Photonic Interconnection Networks. IEEE Trans. Comput. Aided Des. Integr. Circuits Syst. 2011, 30,
1507–1520. [CrossRef]

29. Maulini, R.; Lyakh, A.; Tsekoun, A.; Patel, C.K.N. λ~7.1 μm quantum cascade lasers with 19% wall-plug
efficiency at room temperature. Opt. Express 2011, 19, 17203–17211. [CrossRef] [PubMed]

30. Joshi, A.; Batten, C.; Kwon, Y.-J.; Beamer, S.; Shamim, I.; Asanovic, K.; Stojanovic, V. Silicon-photonic clos
networks for global on-chip communication. In Proceedings of the 2009 3rd ACM/IEEE International
Symposium on Networks-on-Chip, San Diego, CA, USA, 10–13 May 2009.

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

46



applied  
sciences

Article

Two-Dimensional Constellation Shaping in
Fiber-Optic Communications

Zhen Qu 1,*, Ivan B. Djordjevic 2 and Jon Anderson 1

1 Juniper Networks, 1133 Innovation Way, Sunnyvale, CA 94089, USA; jonanderson@juniper.net
2 Department of Electrical and Computer Engineering, University of Arizona, 1230 E. Speedway Blvd., Tucson,

AZ 85721, USA; ivan@email.arizona.edu
* Correspondence: zqu@juniper.net; Tel.: +1-520-442-7197

Received: 5 April 2019; Accepted: 2 May 2019; Published: 8 May 2019

Abstract: Constellation shaping has been widely used in optical communication systems. We review
recent advances in two-dimensional constellation shaping technologies for fiber-optic communications.
The system architectures that are discussed include probabilistic shaping, geometric shaping,
and hybrid probabilistic-geometric shaping solutions. The performances of the three shaping schemes
are also evaluated for Gaussian-noise-limited channels.
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1. Introduction

The advances in photonics integrated circuit [1,2], software-defined networking [3,4],
application-oriented fibers [5,6], and optical amplifiers [7,8], have been greatly pushing forward
development and commercialization of optical communications. In the modern optical transport
systems, especially in terrestrial and transoceanic fiber-optic communications, advanced modulation
formats have been overwhelmingly implemented in optical transceivers [9–14], thanks to the
ever-cheaper optical frontend and powerful digital signal processing (DSP) chips with smaller
size and lower power consumption. Traditional quadrature amplitude modulation (QAM) formats
have been applied extensively to realize high-capacity and long-reach optical communications, and we
have witnessed numerous two-dimensional QAM (2D-QAM)-based hero experiments in recent years
to explore the highest possible system capacity and longest transmission distance [15–17].

Due to the loss profile of the standard single mode fiber (SSMF) and gain profile of commercial
Erbium-doped fiber amplifiers (EDFAs), C-band window (1530–1565 nm) is mostly used for data
loading [18]. However, the capacity bottleneck becomes more visible for the traditional QAM-based
C-band optical transmissions [19]. In order to meet the increasing bandwidth requirements, in particular
the upcoming 5G infrastructure, more advanced solutions are expected to be introduced to
optical infrastructures. We can roughly divide the promising solutions into two categories: coded
modulation [20–27] and extended multiplexing [17,28–31]. The idea of coded modulation is increasing
information bits per channel use, including higher-order 2D modulation formats, like 1024QAM [22],
multidimensional QAM formats, like 4D optimized constellations [23], and constellation shaping
techniques [24–26], like probabilistic shaping (PS)-64QAM [25]. Alternatively, extended multiplexing is
a more straightforward solution, which mainly contains C+L band wavelength multiplexing [17,28] and
space-division multiplexing [29–31]. All the solutions come with the trade-off choice between optical
complexity and electrical complexity. In order to implement C+L band wavelength multiplexing,
C-band EDFAs and L-band EDFAs should be used together to simultaneously amplify the channel
loss per span [17]. Raman amplifier may be another option [32], but the telecom industry is not in
favor of it because of its high cost. Space-division multiplexing based on few-mode fiber or multi-core
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fiber is an efficient way to directly boost the aggregate capacity. However, it seems to have been
put at the bottom of the to-do list, because (i) it will be quite challenging to replace and rebuild the
current fiber links, (ii) space-division-multiplexing-based optical amplifiers are too expensive for
commercial applications, and (iii) complex multi-input multi-output (MIMO) channel equalization
may be required to compensate channel crosstalk [33]. The telecom industry always chooses the most
cost-efficient way to upgrade their communication systems. Therefore, extended multiplexing solution
is barely found in the roadmap of optical communications, especially in the field of long-reach optical
communications. On the contrary, coded modulation seems to be a more attracting solution. Higher
modulation formats are more common now, but they have more stringent requirements on optical
signal-to-noise ratio (OSNR), digital-to-analog converter/analog-to-digital converter (DAC/ADC),
and DSP recovery. Multidimensional QAM solution can further enlarge the minimum Euclidean
distance between constellation points, but it requires powerful DSP technology to recover signals.
What is more, such performance optimization can come at a price of less information bits per channel
use [34].

In traditional QAM formats, the constellation points are located on a uniform grid. Such uniform QAM
formats are easy for generation and recovery but suffer a 1.53-dB asymptotic loss towards the Shannon limit.
In order to close the gap, constellation shaping was introduced to optical communications. Constellation
shaping, including PS [25,35–37], geometric shaping (GS) [26,38–41], and hybrid probabilistic-geometric
shaping (HPGS) [42–45], is used to mimic a Gaussian distribution with limited constellation points.
Although target at approaching Gaussian distribution, PS and GS have completely different generation
and detection implementations. GS-QAM is obtained by optimizing some metrics, like mutual information
(MI) [40] and generalized MI (GMI) [41], which will relocate the constellation point in geometric space.
PS-QAM is applied on a uniform grid, but the constellation points will be transmitted with different
probabilities. HPGS can optimize the performance in both geometric space and probabilistic space which
should, in principle, provide the optimal performance.

In this paper, we review recent advances on 2D constellation shaping in fiber-optic communications.
Section 2 gives an overview of PS, GS, and HPGS. Section 3 discusses the performance of PS, GS,
and HPGS in Gaussian-noise-limited channels. Finally, the concluding remarks are given in Section 4.

2. Typical Constellation Shaping Schemes

2.1. Probabilistic Shaping

In a Gaussian-noise-limited channel, PS-QAM yielding a Maxwell–Boltzmann (M–B) distribution
is recognized as the optimal format to maximize the channel capacity [46]. In general, the low-amplitude
constellation points are sent with a higher probability than the high-amplitude ones. Besides,
the constellation points under the same amplitude layer are sent equally likely. Therefore, the average
symbol power will be decreased, but at a cost of lower source entropy.

The first PS scheme was proposed by Gallager, which is based on many-to-one mapping [47].
Complex forward error correction (FEC) coding is required to be implemented to recover the original
bits from the systematic errors after many-to-one demapping. The recently proposed arithmetic
coding-based constant composition distribution matcher (CCDM) is an invertible fix-to-fix length
distribution matcher, enabling maximum information rate asymptotically in the block-length [48]. Later,
there are some methods proposed to further reduce the complexity of CCDM, like multiset-partition
distribution matching [49] and streaming distribution matching [50]. The first PS-based coded
modulation was probabilistic amplitude shaping (PAS) [51], which could seamlessly combine the
binary FEC coding and CCDM in a square M-QAM format.

The proposed PAS enables capacity approaching fiber-optic communications, but also brings
some issues. Firstly, CCDM and the modified CCDM architectures are hard to be implemented in
commercial optical transceivers. Secondly, more bit-to-symbol (B2S) mapping and symbol-to-bit (S2B)
mapping modules are required to be implemented at the transceivers, leading to extra complexity.
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Thirdly, there will be an entropy loss by shaping on a given M-ary signal constellation format. Fourthly,
intrablock error propagation will loom over the dematching procedure once the FEC coding cannot
totally correct all bit errors. Fifthly, the applicable FEC code rate is limited, which will be lower-bounded
by [log2(M)− 2]/ log2(M). Sixthly, DSP circuit will be under a higher pressure to recover Gaussian-like
constellation diagrams. Thereafter, more pilot-tones are essential to be used for signal recovery.
Last but not least, although could be used for reach extension, PAS-MQAM suffers more from the
modulation-dependent noise in long-haul fiber-optic communications [52].

In a square MQAM format, the coordinate of each constellation can be represented by the Cartesian
product of two pulse-amplitude modulation (PAM) coordinates, namely,

X =
{
±1, ±3, . . . , ±

(√
M− 1

)}
(1)

The well-known M–B distribution is defined by

PXv(x) = e−v|x|2 /
∑
x′∈X

e−v|x′|2 (2)

where v is a non-negative scaling factor. If v is 0, the PAM format follows a uniform distribution.
The capacity of PAS-MQAM format can be defined as [51]

C = H(p) −m(1−R) (3)

where H(p) is the entropy of the PAS-MQAM format, R is the FEC code rate, and m = log2(M).
Figure 1 shows the conceptual diagram of PAS-MQAM generation, where 16QAM is used as an

illustrative example. In such scheme, the 1D amplitude symbols labeled by 1-3-1-1-1-3 . . . , will be
probabilistically shaped according to the M–B distribution (the probabilities of Symbol-1 and Symbol-3
are indicated by the blue and black colors, respectively), and the sign bits labeled by 1-0-0-1-0-1
. . . , will be used to carry the uniformly distributed parity-check bits. The S2B mapping is used to
map the Symbol-1 and Symbol-3 to amplitude bits, i.e., Bit-1 and Bit-0, respectively. In the FEC
encoder, the party-check bits will be appended to the sign bits, and combine with the amplitude bits.
Such encoded bits are remapped to PAM-4 symbols (00→−3, 01→−1, 11→+1, 10→+3). Therefore,
after FEC coding, the M–B distribution will not be changed, and Gray-mapping rule is still applicable.

Figure 1. The conceptual diagram of probabilistic amplitude shaping (PAS)-M-ary quadrature amplitude
modulation (MQAM) generation.

2.2. Geometric Shaping

GS-QAM is generated by optimizing certain criterion under a given signal-to-noise ratio
(SNR). Such criteria can be maximizing MI [40], maximizing GMI [41], maximizing constellation
figure of merit [53], or minimizing mean-square error of Gaussian distribution [54], etc. Typically,
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the lower-amplitude constellation points will be more concentrated around the origin. Generalized
cross constellations and Voronoi constellations were proposed decades ago [38,39]. GMI-optimized
constellations have also been proposed recently to enhance the capacity in a binary FEC coding featured
fiber-optic communication systems.

GS could potentially simplify the process to generate Gaussian-like constellations, but it also brings
several issues. Firstly, due to the unavailability of Gray-mapping in most cases, GMI performance
hardly approach MI performance. Although nonbinary FEC coding is a solution to close such gap,
the high complexity hinders its commercial development [55]. Secondly, the common asymmetry of the
constellations may result in more complex PAM constellations in both in-phase and quadrature branches.
Therefore, the ADC/DAC is required to be implemented with higher resolutions. Thirdly, the DSP
circuits to recover GS-MQAM formats are not compatible with the ones to recover regular-MQAM.
As a result, new DSP algorithms are suggested to be developed to efficiently recover the GS-MQAM
signals. Fourthly, it is hard to reach standard agreements between optical transceiver manufacturers
due to the variety of GS-QAM formats and the matched DSP algorithms.

Figure 2 shows the conceptual diagram of a GS-QAM-based communication system. If binary
FEC coding is used, the suboptimal B2S mapping table has to be found to minimize the gap between
GMI and MI, in order to minimize the Non-Gray mapping penalty. Brutal force algorithm may be used
to find such mapping rule at a cost of high computational complexity. Alternatively, binary data can be
mapped to the GS-QAM symbols through any B2S look-up table, followed by a reasonable complexity
nonbinary FEC encoder to sustain reliable communications [56].

 

Figure 2. The conceptual diagram of a geometric shaping (GS)-QAM-based communication system.

Figure 3 shows 16/32/64QAM formats generated by maximizing constellation figure of merit [53],
minimizing mean-square error of Gaussian distribution [57], and maximizing GMI [41], respectively.
The GS-16QAM constellation shown in Figure 3a is obtained by maximizing the minimum Euclidean
distance under the same average power of the 16-ary constellation.

(a) (b) (c) 

Figure 3. GS-QAM formats based on (a) maximizing constellation figure of merit, (b) minimizing
mean-square error of Gaussian distribution, and (c) maximizing generalized mutual information (GMI).
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The GS-32QAM constellation shown in Figure 3b can be obtained by the following steps.

1. Choosing 2D Gaussian distribution as the optimal source distribution, and select the uniformly
distributed regular-32QAM as the initial constellation.

2. Generating a symbol sequence following the Gaussian distribution.
3. Distributing the symbols into 32 clusters, where the decision is made as per the minimum

Euclidean distance from the 32QAM constellation points obtained in previous iteration.
4. Finding the average central positions from the symbols labeled by each cluster. Such 32 points

located on the central positions are used as the new MQAM constellation points.
5. Iterating over Steps 2 and 4 until convergence.

The GS-64QAM constellation shown in Figure 3b is designed with the constraint of Gray mapping,
which can maximize the GMI. Due to the Gray mapping constraint, such scheme cannot fully explore
the 2D space, but it can also reduce capacity gap towards the Shannon limit.

It is an open question about the optimal GS solution, since it depends on lots of implementation
scenarios. When the amount of the constellation points is more than 64, GS may suffer more
implementation penalties than PS.

2.3. Hybrid Probabilistic-Geometric Shaping

When more flexible constellation formats are required, especially multi-dimensional QAM formats,
HPGS may be an enabling technique, since each constellation point during the optimization process
will not be limited to equal probability or uniform-grid locations. Figure 4 shows HPGS-5QAM
and HPGS-9QAM formats based on Huffman coding [58,59]. The probability of each symbol is
predetermined by the corresponding Huffman tree, and the coordinates of the symbols can be obtained
by optimizing the MI.

 
(a) (b) (c) (d) 

Figure 4. Huffman coding (a) and the constellation format (b) for 5-QAM; Huffman coding (c) and the
constellation format (d) for 9-QAM.

As an illustrative example, the generation process of HPGS-9QAM constellation can be found below:

1. Parsing the binary source into nine blocks labeled by unique bit sets {00, 010, 110, 011, 100, 1110,
1111, 1010, 1011}. If the binary sequence is sufficiently long, the resulting blocks should be
generated with the probabilities of {P(00) = 1/4, P(010) = 1/8, P(011) = 1/8, P(100) = 1/8, P(1110) =
1/16, P(1111) = 1/16, P(1010) = 1/16, P(1011) = 1/16}. Thereafter, the entropy is 3, i.e., there is no
entropy loss.

2. Mapping the 9-block sequence to any 9-QAM symbols with the constraints: (i) The 9-ary
constellation points with the same probability are uniformly located in the same power layer,
(ii) The constellation points with higher probabilities are located at higher power layers. In other
words, such 9-ary constellation should be featured with three power layers and 1, 4, and 4 points
are equally spaced in each power layer, respectively.
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3. Maximizing the MI by iterating over all amplitude ratios and phase differences of such
9-ary constellation.

Huffman coding can be treated as a variable-length and prefix-free PS scheme, which can also be
uniquely decodable, but it cannot provide flex rate.

There are four major problems for this HPGS scheme. Firstly, it is quite challenging to implement
Huffman coding when the amount of symbols increase. Secondly, as any other variable-length coding
technology, Huffman coding will also suffer from the overflow or underflow problems. Thirdly,
the higher-complexity nonbinary FEC coding is required. Fourthly, error propagation may occur if
unexpected symbol errors remained after FEC decoding.

A more efficient and practical way to generate HPGS-QAM is based on universal probabilistic
shaping scheme and GMI-optimized GS scheme [44,60]. Figure 5 shows the constellation formats for
HPGS-32QAM, as well as the regular/PS-32QAM.

(a) (b) (c) (d) 

Figure 5. Constellation formats for (a) hybrid probabilistic-geometric shaping (HPGS)-32QAM,
(b) regular-32QAM, (c) shallowly shaped 32QAM, and (d) deeply shaped 32QAM.

The constellation diagram of the HPGS-32QAM shown in Figure 5a is generated by the generalized
pairwise optimization algorithm. The objective function is maximizing GMI under the constraints of
zeros mean amplitude and normalized average power. The two constraints can be expressed as

pixi = −A− pjxj (4)

∣∣∣pjxj + b
∣∣∣2 + pj

pi2

∣∣∣xj
∣∣∣2 = 1− B (5)

where (xi, xj) is one pair of the M-ary constellation (M = 32 in this case), pi is the probability of xi,

A =
M∑

k=1,k�i,k� j
pkxk, and B =

M∑
k=1,k�i,k� j

pk|xk|2. The objective of maximizing GMI will be searching

the (xi, xj) pair over a hypersphere with the center and radius determined by the other M − 2
constellation points. Such generalized pairwise optimization algorithm can converge to the final
steady state after iterating all M(M− 1)/2 pairs. As a rule of thumb, we suggest start the iteration
with the regular-32QAM, and the optimal HPGS-32QAM shown in Figure 5a can be obtained within
1000 iterations.

Such HPGS constellation could provide the trade-off between the number of nearest symbols and
their Hamming distance. Any constellation format shown in Figure 5 does not belong to the square
QAM category. As a result, the well-known PAS scheme cannot be used for the PS purpose.

Figure 6 shows the modified probabilistic fold shaping and universal probabilistic shaping
schemes [60]. Probabilistic fold shaping can be used for shaping any F-fold rotationally symmetric
constellation, like regular-32QAM, as shown in Figure 6a. In such kind of constellations, the bits
determining the fold index yield uniform distribution, which can be used to carry the parity-check bits.
There is a major difference between PAS and probabilistic fold shaping. PAS is a 1D shaping scheme,
which uses the single bit determining the positive or negative amplitude to carry the parity-check bit
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and shapes the 1D-PAM with a 1D M–B distribution. On the contrary, probabilistic fold shaping is a
2D shaping scheme, which uses the log2(F) bits determining the fold indexes to carry the parity-check
bits, and shapes the 2D constellation points in one fold with a 2D M–B distribution. As an illustrative
example, the 32QAM shown in Figure 6a is featured with four-fold rotational symmetry. The 8-ary
constellation points in one fold are firstly shaped with a 2D M–B distribution, where different colors
indicate different probabilities. The bit sets {11,01,00,10} determining the fold indexes will carry the
parity-check bit after FEC encoding and rotate the 8-ary constellation by 0◦, 90◦, 180◦, 270◦, respectively.
Therefore, 2D M–B distribution can be applied to the constellation points in one fold, and the selection
of the fold-index can be performed by the parity-check bits. The target distribution will not be changed
after the binary FEC coding.

 
(a) 

 
(b) 

P  − R

R

P

Figure 6. Modified probabilistic shaping (PS) schemes based on (a) probabilistic fold shaping,
(b) universal PS.

The universal probabilistic shaping scheme shown in Figure 6b can be applied to shape any
QAM format. The MQAM symbols generated from the CCDM may not yield a M–B distribution.
The binary bits generated after the bit labeling block are used to carry the uniformly distributed
parity-check bits. During the process of B2S mapping, the parity-check bits will be uniformly
mapped to partial MQAM symbols, i.e., N-ary QAM (NQAM) symbols, where N is the largest
power of 2 to contain the MQAM constellation points with the desirable probabilities of >(1−R)/M.
Assuming that the desirable probability distribution of the MQAM symbols is PM(x), the probability
distribution of the MQAM symbols after the CCDM is PD(x), and probability distribution of
the NQAM symbols is given by PN(y) = 1/N. The final relationship can be written as
PM(x) =

[
RPD(x)/ log2(M) + (1−R)PN(y)/ log2(N)

]
/[R/ log2(M) +

(
1−R)/ log2(N)

]
. In such a

way, any desirable distribution of the HPGS-MQAM symbols can be obtained.

3. Performance Comparison in Gaussian-Noise-Limited Channels

As a rule of thumb, HPGS-MQAM cannot show clear performance improvement over PS-MQAM
and GS-MQAM when M < 32. In addition, if M ≥ 64, PS-MQAM could closely approach the Shannon
limit, thus it is not necessary to apply HPGS to higher order QAM formats. In this paper, we performed
Monte Carlo simulations in MATLAB. The block-length of the CCDM was chosen more than 5000,
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so the normalized divergence of the encoder output and the desired distribution is negligible. The awgn
function provided by MATLAB was used to add white Gaussian noise to the 2D-MQAM signals.
All the results were averaged over 1000 trials.

In a numerical simulation, as shown in Figure 7, we compared the MI performances of
the minimizing mean-square error of Gaussian-distribution-based GS-8/16/32QAM, CCDM-based
PS-8/16/32QAM, and regular-8/16/32QAM. Figure 7a1,a2,b1,b2,c1,c2 show the constellation diagrams
of PS/GS-8/16/32QAM. Here we chose MI as the metric for performance comparison, because MI
can be measured without the consideration of the FEC coding performance. Given that most of
the current nonbinary FEC coding and binary FEC coding schemes may vary in performance and
implementation penalty, MI instead shows the upper limit of the capacity obtained with the “ideal”
FEC coding scheme [61]. In order to easily describe the PS-MQAM with an entropy of A b/s, we adopt
the notation of PS-MQAMA. For example, we use PS-8QAM2.3 to denote the PS-8QAM with an entropy
of 2.3 b/s. As we can see from Figure 7a,b, the best MI performances can be obtained by GS-8/16QAM.
GS-8/16QAM can always outperform regular-8/16QAM. PS-8QAM can have comparable performance
over GS-8QAM when the SNR is less than 6.2 dB; the performances of PS-16QAM and GS-16QAM
are quite similar when the SNR is less than 11.7 dB. In the region of high SNR region, PS-8/16QAM
cannot bring better MI performance. In Figure 7c, we find that the best performance can be achieved
by PS/GS-32QAM separately. In addition, GS-32QAM is always better than regular-32QAM in terms
of MI performance. When the SNR is more than 15.7 dB, GS-32QAM has the best performance,
while PS-32QAM formats can maximize the MI performance when the SNR is less than 15.7 dB.

 
(a) 

(b) 

Figure 7. Cont.
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(c) 

Figure 7. Mutual information (MI) versus signal-to-noise ratio (SNR) performance in Gaussian-noise-
limited channels for (a) PS/GS/R-8QAM, (b) PS/GS/R-16QAM, (c) PS/GS/R-32QAM. Insets (a1,a2) The
constellation diagrams of PS-8QAM and GS-8QAM. Insets (b1,b2) The constellation diagrams of
PS-16QAM and GS-16QAM. Insets (c1,c2) The constellation diagrams of PS-32QAM and GS-32QAM.

Although PS-256QAM and PS-1024QAM have been investigated over fiber links [62], we still
believe that PS-64QAM is expected to be the most promising solution for high-order QAM-based
fiber-optic communications, at least for the upcoming 400 G/800 G Ethernet. It is mainly because
that PS-64QAM has near-capacity-approaching performance, and its implementation penalty may
also be well reduced to an acceptable level in the near future. While, unfortunately, regular-64QAM
and PS-64QAM have been suffering a large implementation penalty so far. Here we compare the
performances of PAS-64QAM and GMI-optimized HPGS-32QAM (referred to as opti-32QAM in
this paper).

In another numerical simulation, Figure 8 shows the post-FEC bit error rate (BER) versus SNR
performances of PAS-64QAM, opti-32QAM, PS-32QAM, and regular-32QAM. DVB-S2 irregular
low-density parity-check (LDPC) codes were applied for FEC coding. The performance comparisons
were executed under the same capacity levels, i.e., C = 3.33 b/s and C = 4 b/s. Table 1 lists the parameters
used in the post-FEC BER analysis under the capacity levels of 3.33 b/s and 4 b/s. In Figure 8a,
the performance of PS-32QAM is slightly better than opti-32QAM, but worse than PAS-64QAM
by 0.2 dB. Opti-32QAM shows a 0.8-dB performance improvement over regular-32QAM in case of
C = 3.33 b/s. In Figure 8b, the performance of opti-32QAM is better than PS-32QAM by 0.2 dB, better
than regular-32QAM by 0.8 dB when the capacity is 4 b/s. However, PAS-64QAM is also shown
to outperform opti-32QAM by 0.4 dB. It is reasonable to find that PAS-64QAM always has the best
post-FEC performance over shaped 32QAM. While in a realistic communication system, we believe
that the performance of HPGS-32QAM (opti-32QAM) should be similar to that of PAS-64QAM, due to
the higher implementation penalties that PAS-64QAM may suffer.

Table 1. The parameters used in the post-forward error correction (FEC) bit error rate (BER) analysis
under the same capacity.

C [b/s] H/R R-32QAM Opti-32QAM PS-32QAM PAS-64QAM

3.33
H(p) 5 5 4.33 4.53

R 2/3 2/3 4/5 4/5

4
H(p) 5 5 4.55 5.2

R 4/5 4/5 8/9 4/5
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(a) (b) 

Figure 8. BER versus SNR performances in the scenarios of (a) C = 3.33 b/s, (b) C = 4 b/s.

4. Concluding Remarks

Constellation shaping will play an increasingly important role in fiber-optic communications in the
wake of the booming 5G era. In this paper, we focused on the performance of 2D constellation shaping
in Gaussian-noise-limited channels. We have discussed three key constellation shaping schemes, i.e.,
PS, GS, and HPGS, and analyzed their pros and cons in terms of performance and implementation
complexity. We also introduced two modified CCDM-based shaping schemes, i.e., probabilistic fold
shaping and universal PS, which could enable applying PS on any 2D modulation format. We found that
GS-8QAM and GS-16QAM could outperform PS/regular-8QAM and PS-regular-16QAM, respectively,
in terms of MI performance. In addition, the best MI performance of 32-ary QAM format could be
reached by PS-32QAM and GS-32QAM separately. We compared the post-FEC BER performances of
HPGS/PS/regular-32QAM and PAS-64QAM under the same capacity.

The performances of HPGS/PS-32QAM were shown to be similar, and better than regular-32QAM.
What is more, PAS-64QAM could still have 0.2–0.4 dB performance gains over HPGS/PS-32QAM.

For a commercial CCDM-based PS implementation, the power consumption is mainly determined
by the block length and the entropy of the CCDM, as well as FEC coding selection. GS-QAM formats
will cost more power consumption than regular-QAM formats, because of that a higher complexity DSP
circuit is required to be used for GS-QAM-based transceivers to recover the signal from the received
data with Gaussian-like distribution. Although the best performance can be theoretically achieved by
HPGS-QAM, the extra power consumption arising from PS and GS schemes is nontrivial. Considering
that both PS and GS can closely approach the Shannon limit and only limited margin can be reached
by HPGS, HPGS may not be in favor by the industry due to the low benefit–cost ratio.
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Abstract: M-ary pulse-amplitude modulation (PAM) meets the requirements of data center
communication because of its simplicity, but coarse entropy granularity cannot meet the dynamic
bandwidth demands, and there is a large capacity gap between uniform formats and the Shannon
limit. The dense wavelength division multiplexing (DWDM) system is widely used to increase the
channel capacity, but low spectral efficiency of the intensity modulation/direct detection (IM/DD)
solution restricts the throughput of the modern DWDM data center networks. Probabilistic shaping
distribution is a good candidate to offer us a fine entropy granularity and efficiently reduce the gap
to the Shannon limit, and Nyquist pulse shaping is widely used to increase the spectral efficiency.
We aim toward the joint usage of probabilistic shaping and Nyquist pulse shaping with low-density
parity-check (LDPC) coding to improve the bit error rate (BER) performance of 8-PAM signal
transmission. We optimized the code rate of the LDPC code and compared different Nyquist pulse
shaping parameters using simulations and experiments. We achieved a 0.43 dB gain using Nyquist
pulse shaping, and a 1.1 dB gain using probabilistic shaping, while the joint use of probabilistic
shaping and Nyquist pulse shaping achieved a 1.27 dB gain, which offers an excellent improvement
without upgrading the transceivers.

Keywords: pulse amplitude modulation; nyquist pulse shaping; DWDM system; LDPC coding

1. Introduction

In view of the current development of the annual growth rate of data center transmission, the widely
used coherent optical communication [1–5] is moving toward the data center networks market, but has not
dominated because of its high cost, high power consumption, and implementation complexity. Self-coherent
detection is a viable solution to reduce the cost, but its expensive coherent receiver still limits its use to
a narrow range of applications [6–8]. To match the low-cost requirement, many researchers have paid
increasing attention to pulse-amplitude modulation (PAM) [9–11]. However, for the currently widely
used uniform distribution, coarse entropy granularity of M-ary PAM (M = 2, 4, 8, . . . ) cannot meet the
dynamic bandwidth demands. More importantly, there exists a large capacity gap between the uniform
modulation formats and the Shannon limit.

To compensate for the performance loss, in recent years, a constellation shaping scheme has
attracted increasing research attention, which include geometric shaping (GS) [12–17], probabilistic
shaping (PS) [18–23], and hybrid geometric-probabilistic shaping [24–27]. These different shaping
schemes can approach the Shannon limit. Since it may be easier to have a common standard agreement
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among network service providers if the PS scheme is used for constellation shaping, PS should be
more suitable to be used in data center networks. PS can be realized using Huffman coding [28,29],
many-to-one mapping [30], and a constant composition distribution matcher (CCDM) [31,32]. Given
that a CCDM can flexibly generate fractional entropy without systematic error, the optical industry is
more inclined to apply a CCDM-based PS scheme. PS can not only be used for quadrature amplitude
modulation (QAM) formats, but also for a PAM scheme [33–35]. For a PAM scheme, it imposes an
exponential-like distribution on a set of equidistant constellation points. It transmits symbols with
smaller amplitudes more often than larger ones, which can offer us a fine entropy granularity and
enable a transmission with a lower signal-to-noise ratio (SNR) at the same forward error correction
(FEC) overhead.

The requirement of channel capacity is greatly increasing nowadays, which leads to the dense
wavelength division multiplexing (DWDM) system being widely using in data center networks [36–38],
but the low spectral efficiency of the intensity modulation/direct detection (IM/DD) solution restricts
the throughput of the modern DWDM data center networks, which results in large investments to
upgrade the transceivers in order to meet the increasing bandwidth requirement.

Nyquist pulse shaping (NPS) is a good solution to increase the spectral efficiency of a DWDM
system [39,40]; it uses a raised-cosine filter to limit the effective bandwidth and can reduce the
inter-symbol interference (ISI) by properly selecting the roll-off factor (ROF) for NPS.

The purpose of this paper was to demonstrate the joint usage of both the PS distribution and NPS
in a DWDM system for short-reach applications, in particular data center networks. In addition to the
joint shaping format, the employment of a suitable FEC code was also important for improving the
overall performance. Low-density parity-check (LDPC) codes represent excellent FEC candidates to
be applied together with the proposed shaping scheme. We transmitted LDPC-coded 8-PAM signals
for both uniform and nonuniform signaling and compared the performance for different LDPC code
rates. We further evaluated the performance improvements when NPS was used for different ROFs
in both PS and uniform distribution-based systems. We experimentally evaluated the bit error rate
(BER) performance improvement of the proposed joint shaping scheme, compared with the uniform
signaling scheme.

The rest of the paper is organized as follows. In Section 2, we introduce the DWDM system
employing the proposed joint probabilistic-Nyquist pulse shaping scheme. In Section 3, we demonstrate
the improvements with respect to uniform signaling via simulation and experimental verifications.
Relevant concluding remarks are provided in Section 4.

2. Proposed PS-NPS-8-PAM-Based DWDM System

Figure 1 shows the proposed LDPC-coded PS-NPS-8-PAM signal generator. The input was a
pseudorandom binary sequence (PRBS), and after the distribution matcher (DM), there was an array of
different amplitudes that satisfy a certain probability distribution. After binary labelling and LDPC
encoding [36], we obtained a block of LDPC-coded binary bits. After mapping to the PAM constellation
points, we performed the Nyquist pulse shaping, followed by the DWDM multiplexing.

Figure 1. Low-density parity-check (LDPC)-coded, probabilistic shaping, Nyquist pulse shaping,
8-level pulse-amplitude modulation (PS-NPS-8-PAM) signal generator. DM: Distribution matcher.
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The PS distribution performances are highly dependent on a selected distribution function.
In this paper, we used an exponential distribution [33], in which different constellation points ai were
transmitted with probabilities determined using:

P(ai) = exp(−λ‖ai‖)/Z(λ), λ ≥ 0, (1)

where Z(λ) is the normalization function used to ensure that the probabilities of occurrence of symbols
sum up to one, which means Z(λ) is defined as:

Z(λ) =
∑

i exp(−λ‖ai‖). (2)

Nyquist pulse shaping is widely used in DWDM systems to improve the spectral efficiency [40].
It often uses a low-pass raised-cosine (RC) filter with the frequency response being:

HRC(ω) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Ts

Ts
2

(
1− sin

[ TS
2×ROF

(
|ω| − π

TS

)])
,

0

0 ≤ |ω| < π(1−ROF)/TS

π(1−ROF)/TS ≤ |ω| < π(1 + ROF)/TS

|ω| > π(1 + ROF)/TS

, (3)

where ω is the angular frequency, Ts is the symbol duration, and ROF is the roll-off factor mentioned
before. A small ROF value can make the frequency response an almost rectangular shape and be
able to reduce the channel spacing but comes with a longer memory length and a higher generation
complexity. In this study, we used the square-root raised cosine (SRRC) filter, whose transfer function
is given as:

HSRRC(ω) =
√

HRC(ω). (4)

Figure 2 shows the frequency response for two different ROF values of neighboring DWDM
channels, with the channel spacing set to 50 GHz. It is clear that a smaller ROF had a better spectral
efficiency with a lower inter-channel crosstalk.

Figure 2. Frequency response with different roll-off factors (ROFs): (a) ROF1 = ROF2 = 0.1; (b) ROF1 = 1,
ROF2 = 0.1; and (c) ROF1 = ROF2 = 1.

Figure 3 shows the whole DWDM system. On the transmitter side, we generated the
PS-NPS-8-PAM signals using the generator in Figure 1 and sent them to the modulator for each
channel with a different frequency. Then, after transmission, at the receiver, we used a super Gaussian
filter to select every target frequency (wavelength).
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Figure 3. Structure of the PS-NPS-8-PAM-based DWDM system. DEMUX: demultiplexer.

3. Simulation and Data Center Experimental Results

In this section, we first describe the optimization of the code rate of the LDPC encoder for the PS
distribution and show a different ROF factor performance using simulations. Then, we introduce the
experimental setup and the improvement we achieved from our PS-NPS-8-PAM scheme.

3.1. Simulation Results

Figure 4 shows the BER performance comparison for LDPC-coded 8-PAM signals with PS and
uniform distributions for different LDPC code rates. As the PS distribution has a smaller entropy,
we needed to make sure that each modulation scheme had the same information rate to guarantee
that the comparison was fair; in other words, they had the same FEC overhead. The code rate of the
uniform distribution was 0.6, so the information rate was 1.8 bits/symbol, with a 66.7% FEC overhead.
From Figure 4, we can see that all PS distributions outperformed the uniform distribution, and the best
improvement offered a 0.8 dB signal-to-noise ratio (SNR) gain over the uniform distribution at a BER
of 10−5, which appeared when code rate (r) equal to 0.8.

Figure 4. Bit error ratio (BER) performance for different LDPC code rates (r). SNR: Signal-to-noise ratio.

Figure 5 shows the BER performance of the LDPC-coded PS and uniform distribution for different
values of the ROF. We can see for both distribution schemes that a smaller ROF achieved a better
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BER performance, which was caused by the reason shown in Figure 2: a smaller ROF value can lead
to the frequency response of a rectangular shape, improving the spectral efficiency. For every ROF
value considered, we found that the PS distribution-based scheme always outperformed uniformly
distribution-based one.

Figure 5a shows a very clear error flow when the ROF was set to 0.5. Namely, every LDPC
code had an effective SNR region, in which it sufficiently improved the BER performance after a
corresponding SNR threshold. According to Figure 2, a larger ROF brought a wider bandwidth
and more inter-channel crosstalk, which prevented us reaching the SNR threshold of the employed
LDPC code.

Figure 5. BER performance for different ROF values for: (a) a PS distribution with an LDPC code of
rate r = 0.8 and (b) a uniform distribution with an LDPC code of rate r = 0.6.

3.2. Experimental Setup and Results

The performance of the LDPC-coded PS-NPS-8-PAM transmission in a fiber channel-based DWDM
system was experimentally verified with the testbed depicted in Figure 6. Three 10 kHz-linewidth,
continuous-wave, tunable sources (with the following center frequencies: f1 = 193.30 THz, f2 =
193.35 THz, and f3 = 193.40 THz) were coupled by an optical coupler and launched to a Mach-Zehnder
modulator. The PRBS was sent to our LDPC-coded PS-NPS-8-PAM generator. Then, the LDPC-coded
PS-NPS signals were sent to an arbitrary waveform generator (AWGen) to create 11.5 GBaud 8-PAM
signals with a 66.7% FEC overhead, which meant the bit rate was 20.7 Gbps. After being converted to
the optical domain by the modulator, the resulting signals were boosted by an erbium-doped fiber
amplifier (EDFA) with a 6 dB noise figure. The enhanced signal was then sent to a 1 × 3 coupler to be
split and interleaved into three fibers with different lengths (delay lines). The corresponding outputs
were then applied to a 32 × 32 arrayed waveguide grating (AWG)-based datacenter network at three
different input ports. Every input port worked as a selective bandpass filter. At the output port, we
obtained three different center frequencies with different delays, which worked as our DWDM system.
The output signal was then mixed with an amplified spontaneous emission (ASE) noise signal using
a 2 × 2 coupler. We also employed a variable optical attenuator (VOA) after the ASE noise source
to emulate the different optical SNR (OSNR) channel conditions. At the receiver side, the targeted
frequency f2 was selected by a tunable filter (TF) and detected using a photodetector (PD). To collect
the received baseband signal, we employed a 100 GS/s digital phosphor oscilloscope from Tektronix.
Then, we performed offline digital signal processing (DSP) with the collected signals.

64



Appl. Sci. 2019, 9, 4996

Figure 6. Experimental data center setup. CP: coupler, DL: delay line.

The BER performance of the LDPC-coded PS-NPS-8-PAM is shown in Figure 7a. We transmitted
the PS-NPS-8-PAM signals with ROF = 0.8 and 1, and compared them against a PS-8-PAM. From this
figure, we can see that when ROF = 1, it performed the same as the PS-8-PAM without NPS, which is
because ROF = 1 will not change the pulse shape. On the other hand, when we set the ROF to 0.8,
we obtained a 0.43 dB shaping gain improvement in OSNR at BER = 10−5. In Figure 7b, we compare
the LDPC-coded PS- and uniform distribution-based schemes with both ROFs set to 0.8. We can see
that uniform distribution required higher OSNRs, and we obtained a 1.1 dB shaping gain improvement
in OSNR at BER = 10−5.

Figure 7. BER performance for: (a) a PS distribution with different ROFs and without NPS, and (b) a
PS and uniform distribution comparison with the same ROF. OSNR: optical signal-to-noise ratio.

Figure 8 shows the comparison of BER performance between the LDPC-coded PS-NPS-8-PAM
and LDPC-coded uniform distributed 8-PAM schemes. Evidently, the joint usage of PS and NPS could
obtain a 1.27 dB OSNR improvement at BER = 10−5 compared to the uniform signaling.

65



Appl. Sci. 2019, 9, 4996

Figure 8. BER performance of an LDPC-coded PS-NPS-8-PAM against an LDPC-coded uniform 8-PAM.

4. Conclusions

In our simulation results, we found that a smaller ROF could provide a better BER performance,
and to optimize the PS performance, we needed to consider both the signal entropy and the error
correction capability of an LDPC code. In practical usage, there will be many potential limits on
the ROF and FEC overhead, since in most cases, we can only use an appropriate ROF for a certain
FEC overhead. We have shown that the optimization was not highly sensitive to either the ROF
or FEC overhead, and we could do the optimization on any limit of the ROF and FEC overhead.
The improvement can be achieved without any equipment upgrade, which means that the proposed
LDPC-coded PS-NPS-8-PAM scheme can be widely applied in data center communications and other
short-reach applications. We have shown that the Nyquist pulse shaping could provide a 0.43 dB
improvement, and the probabilistic shaping provided a 1.1 dB gain. By the joint use of probabilistic
shaping and Nyquist pulse shaping, we obtained a 1.27 dB performance gain.
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Abstract: Coherent in-phase quadrature (IQ) transponders are ubiquitous in the long-haul and the
metro optical networks. During the transmission, the coherent signal experiences a bandwidth
narrowing effect after passing through multiple reconfigurable optical add-drop multiplexers
(ROADMs). The coherent signal also experiences a bandwidth narrowing effect when electrical
or optical components of the coherent IQ transponder experience aging. A dynamic method to
compensate the bandwidth narrowing effect is thus required. In the coherent optical receiver, signal
bandwidth is estimated from the raw analog-to-digital converter (ADC) outputs. By adaptively
adjusting the tap coefficients of the finite impulse response (FIR) filter, simple post-ADC FIR filters
can increase the resiliency of the coherent signal to the bandwidth narrowing effect. The influence of
chromatic dispersion, polarization mode dispersion, and polarization dependent loss are studied
comprehensively. Furthermore, the bandwidth information of the transmitted analog signal is fed
back to the coherent optical transmitter for signal optimization, and the transmitter-side FIR filter
thus changes accordingly.

Keywords: coherent communications; optical communications; fiber optics; digital signal processing

1. Introduction

Coherent line-cards using the polarization-division-multiplexed quadrature amplitude modulation
(PDM-QAM) have been the de-facto standards for the metro and the long-haul optical fiber
communications systems [1]. When a modulated signal passes through multiple reconfigurable
optical add-drop multiplexers (ROADMs), the bandwidth of the propagating signal narrows down
due to two effects. One is the spectral shape of the ROADM filter, and the other is the misalignment
between the central frequency of the signal and the ROADM passband [2,3]. This inevitably leads
to an increase in the observed bit error ratio (BER) at the receiving end and eventually causes the
receiver to lose track of the signal. Moreover, the bandwidth narrowing effect due to the ROADM is
relatively dynamic.

Several methods have been studied to quantify the effect of cascading ROADMs. In [4], an
accurate model is developed to predict the final bandwidth of the signal after passing through multiple
cascaded ROADMs. In [5,6], the weighted crosstalk method is used to estimate the transmission
penalty, including the effects of signal bandwidth narrowing, crosstalk filtering, and nonlinear-enhance
crosstalk. In [7], the impact of the random group delay ripple on multiple cascading ROADMs is
thoroughly studied. In [8], one observes signal-to-noise ratio (SNR) for n times and determines
the minimal SNR. Then, the probability of this minimal SNR being smaller than a specified target
is evaluated through extreme value statistics. This approach improves the reliability to access the
performance of cascaded ROADMs. In [9], the influence of the bandwidth narrowing effect on a
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probabilistically shaped 64-QAM system is evaluated using generalized mutual information (GMI).
The shaping parameters can be optimized to improve the tolerance to the bandwidth narrowing effect.

With a comprehensive understanding from the theoretical models and experimental results above,
different schemes to compensate the effects of the bandwidth narrowing have been demonstrated.
In [10], digital pre-equalization is applied to the coherent transmitter based on the estimation of the
signal’s bandwidth using an analytical model. The parameters in the analytical model are determined
by the statistics from the measurement results. In [11], the maximum likelihood sequence estimation
(MLSE) is used to mitigate inter-symbol interference (ISI) induced by the bandwidth narrowing effect.
In [12], time-domain digital pre-equalization is used for a bandwidth-limited coherent communications
system. The characteristics of the channel are generated from the coherent receiver through a digital
adaptive equalizer. In [13], the bandwidth narrowing effect is studied in the context of elastic optical
network. Different techniques, like bandwidth-variable transmitter and optical spectrum shaping, are
used to compensate the bandwidth narrowing effect. In [14], the bandwidth-variable transceivers offer
flexibility in adjusting both the symbol rate and the spectral efficiency. With the cascaded ROADMs,
the balance between the optical filtering tolerance and the required SNR can be optimized. In [15],
the data stream from the transmitter passes through a digital filter and generates the duobinary data
pattern, which is more tolerant to the bandwidth narrowing effect.

In this work, we propose a novel scheme to compensate the bandwidth narrowing effect by
simply using the finite impulse response (FIR) filters. First, we demonstrate that the bandwidth of
the received signal can be estimated from the raw analog-to-digital converter (ADC) data samples.
Then, we adaptively adjust the FIR filter in the coherent receiver to provide compensation according to
the received signal bandwidth. The tolerance of the coherent receiver to the bandwidth narrowing
effect is improved by 5 GHz, which is equivalent to the bandwidth degradation of the signal passing
through >10 ROADMs [16]. Furthermore, the estimated signal bandwidth can be fed back to the
coherent transmitter. By adaptively adjusting the FIR filter in the coherent transmitter, one can
dynamically change the spectral shape of the coherent signal. The system tolerance to the bandwidth
narrowing effect through the cascaded ROADMs is further improved. This scheme is relatively simple
to implement, and it is also complementary to the other methods discussed above [10–15].

2. Experimental Setup and Signal Bandwidth Estimation

On top of the optical transport network, there is an Internet protocol (IP) network utilizing
the packet forwarding engine (PFE) application-specific integrated circuit (ASIC) to forward the IP
packets. It is very desirable to physically integrate the coherent transponder with the PFE, which
will remove any client-side optical transponders to reduce the cost and power consumption. Figure 1
shows the architecture, which closely integrates the PFE, the digital signal processing (DSP) ASIC, and
the coherent optical transponders. The client’s signal is received by the DSP and converted to the
polarization-division-multiplexed quadrature phase shift keying (PDM-QPSK) modulation format
at 30.1 giga-baud (GBd). The coherent optical transponder is a highly integrated C form factor two
analog coherent optics (CFP2-ACO) module [17]. The payload of each transponder is either 100 gigabit
Ethernet (GbE) or Optical Channel Transport Unit 4 (OTU4).

The IP traffic is converted into optical signal through the coherent transmitter and then transmitted
through the long-haul optical communications system, which can have multiple cascading ROADMs.
During the transmission, multiple optical impairments, such as chromatic dispersion (CD), polarization
mode dispersion (PMD), and polarization dependent loss (PDL), can accumulate. At the receiver,
the optical signal is coherently detected by beating with the local oscillator (LO). Then, the signal
is converted back to the digital domain through the ADC. Most of the optical impairments are
compensated by the DSP ASIC. Figure 1 depicts this detailed configuration. In addition, a network
management layer oversees the whole long-haul system.

The digital analog converter (DAC), the circuit trace, the connector for pluggable optics, the
radio-frequency (RF) amplifier, and the electro-optical modulator form the analog interface between
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the DSP chip and the coherent transmitter (Tx). Together with the ADC, the photodiode, the
trans-impedance amplifier, the circuit trace, and the connector in the pluggable ACO form the analog
interface between the coherent receiver (Rx) and the DSP chip. The received signal bandwidth is
influenced by the bandwidth of both these analog interfaces. Although this influence is relatively static, it
might degrade over the lifetime of the coherent transponder. Thus, a dynamic mechanism to compensate
the bandwidth narrowing effect would also improve the tolerance to the component degradation.

 

Figure 1. Block diagram of coherent line-card and optical line system. FEC: forward error correction,
CPE: carrier phase estimation. Network management layer is not shown for simplicity.

Figure 2 shows the experimental setup to study the bandwidth narrowing effect. CD, PMD,
and PDL emulators are used to emulate various impairments in the transmission system. The 4 × 4
non-blocking optical switches can reconfigurably load either individual impairment or combined
impairments. The noise produced by the amplified spontaneous emission (ASE) is added to adjust
the optical signal-to-noise ratio (OSNR). An optical filter whose center frequency and pass-band are
tunable is placed in front of the coherent receiver. The tunable filter is Finisar’s WaveShaper built
on the liquid crystal on silicon (LCOS) technology. The filter’s passband closely resembles that of
a wavelength selective switch (WSS), which is widely used in modern ROADM [4]. One noticeable
difference is that with multiple cascading ROADMs, there is a steep roll-off at high-frequency content
of the filter’s frequency response, which cannot be emulated by the WaveShaper. Despite this slight
difference, one can adjust the pass-band of the tunable filter, allowing the emulation of the bandwidth
narrowing effect to the coherent signal.

 

Figure 2. Experimental setup to emulate the bandwidth narrowing effect together with other
impairments during the transmission. VOA: variable optical attenuator, OSA: optical spectrum analyzer.

To achieve adaptive compensation of the bandwidth narrowing effect, we firstly estimate the
signal’s bandwidth. The coherent DSP ASIC can provide a snapshot of the ADC raw data and store
them in the random-access memory (RAM). The network management layer can extract the ADC
raw data and perform fast Fourier transform (FFT) to calculate the spectrum of the modulated signal.
The sample rate of the ADC is 45 GHz. There are 16,384 points for the ADC raw data, and FFT is then
applied to the whole data set. The raw spectra from FFT are shown in Figure 3a. However, the data
modulation makes it difficult to estimate the exact bandwidth. Thus, we apply the Savitzky-Golay
filter [18] to smooth the raw spectrum. The length of the filter tap is 11, and the polynomial order of
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the filter is three. The Savitzky-Golay filter can improve the SNR with minimum distortion to the
signal. It performs much better than the averaging filter, which filters out a significant portion of
high frequency content of the signal. Figure 3b shows the spectrum after the Savitzky-Golay filter
being applied.

Next, we adjust the bandwidth of the optical tunable filter to emulate the narrowing effect for
the coherent signal’s bandwidth. We define this parameter as the signal’s bandwidth. The spectra of
the X-polarization in-phase tributary (XI) under different bandwidth are shown in Figure 3c. Clearly,
the bandwidth narrowing effect is presented in the spectrum of the received signal. We defined the
difference between the signal’s power at the spectrum’s edge (Nyquist frequency) and the one at the
spectrum’s center as AttnEdge. This parameter is closely related to the spectral shape of the signal and
can be used to characterize the bandwidth of the signal. This value was further averaged over four
tributaries to improve the accuracy. Figure 4 shows a roughly linear relationship between AttnEdge
and the signal’s bandwidth. There is small variation for AttnEdge over different measurements, thus
multiple measurements are used to improve the accuracy.

It is also noticeable that AttnEdge is dependent on the SNR level. To estimate the signal’s bandwidth
(BW) from AttnEdge, one must approximately determine the SNR. In our experiment, the noise is
emulated by an external ASE source. In such a condition, the SNR is approximately equivalent to the
OSNR. One can thus use the pre-FEC BER to estimate the SNR [19].

In the long-haul optical communications system utilizing dense wavelength division multiplexing
(DWDM), the noise is also coming from the nonlinear effect. In a modern DWDM system where
coherent transponder is widely deployed, CD is continuously accumulated, and it is not compensated
by the inline dispersion compensation module (DCM) anymore. Consequently, uncompensated CD
broadens the spectrum of a coherent signal to a Gaussian-like shape. In the nonlinear regime where
the per-channel power is larger than the optimal launching power, cross phase modulation (XPM) is
the main source of fiber nonlinearity. However, most systems operate in the linear regime or weakly
nonlinear regime where the per-channel power is smaller than the optimal launching power. Here,
four wave mixing (FWM) is the main source of fiber nonlinearity. The noise generated from FWM
approximately acts as the additive white Gaussian noise (AWGN) to the channel under consideration
due to its Gaussian-like spectrum [20]. As a result, SNR is further reduced to a value smaller than
OSNR. A well-known Gaussian noise (GN) model has been developed as a simple yet reliable tool to
predict the performance of uncompensated coherent systems [21]. Thus, the pre-FEC BER can also be
used to estimate SNR using the GN model.

Based on the discussion above, the measured AttnEdge can be used to reversely estimate the signal’s
bandwidth at the coherent receiver. In turn, the FIR filter in the receiver’s data path can be adaptive
adjusted to compensate the bandwidth-narrowing effect based on the value of AttnEdge.

Figure 3. Cont.
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Figure 3. (a) Spectra from the analog-to-digital converter (ADC)’s raw outputs. (b) Spectra after
applying the Savitzky-Golay filter. (c) Spectra of XI tributary under different bandwidths. Results are
measured with 14-dB optical signal-to-noise ratio (OSNR).

 
Figure 4. Attenuation at spectrum edge (AttnEdge) versus the signal’s bandwidth in the receiver. For
each setting of signal’s bandwidth, we measure 16 times and take the average value.

3. Adaptive Compensation through Digital Filters

Simple FIR filters can be placed right after the ADC and before the frequency-domain CD
compensation module. The typical usage of those simple FIR filters is to compensate the RF losses
of the analog interface, and the tap values of the FIR filters usually remain unchanged during the
lifetime of the coherent transponder. However, in this work, the tap coefficients of the FIR filters are
dynamically optimized, particularly to compensate the bandwidth narrowing effect. As discussed in
Section 2, the value of AttnEdge is directly correlated to the signal’s bandwidth. One can use this value
to see whether the signal’s bandwidth is limited. If so, one can adjust the simple FIR filter to provide
more peaking to compensate the limited bandwidth.

Two key parameters determine the shape of channel filters—peaking frequency and peaking
amount. The peaking amount is the difference between the maximal frequency response and the
frequency response close to the direct current (DC). The peaking frequency is where the maximal
response locates in the frequency domain. The output of the FIR filter is a convolution between the
input signal and the FIR’s impulse response, as shown in the equation below.

y(n) =
N∑

j=1

h( j)x(n− j) (1)
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Here, x is the input signal to the FIR filter, h is the tap coefficient of the FIR filter, and N is the total
number of taps. In the current DSP ASIC, N is equal to three. The FIR filter is Ts/2 spaced, where Ts is
the symbol period. The tap coefficients of those digital filters are real numbers only. Also, four sets of
the FIR filters (for four tributaries) share the same tap coefficients. These simplifications greatly reduce
the complexity in the hardware implementation.

Next, we search different combinations of the tap coefficients and identify the desired spectral
shapes. The desired range for the peaking frequency is from 13 GHz to 19 GHz, and the one for the
peaking amount is from 1 dB to 5 dB. To obtain the target spectral shape, we first set the value of
main tap to be one. Next, we perform a coarse scan on the values of precursor and postcursor. We
adjust those values between −0.5 to 0.5 at the step of 0.1. By performing a Z-transform, the frequency
response of FIR filter is determined. Then, we identify a small range of precursor and postcursor.
Within this small range, the peaking amount and the peaking frequency are close to the target values.
Furthermore, we optimize the values of precursor and postcursor by performing a fine scan within this
small range. With only three taps, we sometimes cannot obtain both the desired peaking amount and
the peaking frequency simultaneously. In those situations, we prioritize the peaking amount over the
peaking frequency. Finally, we convert the representation of tap coefficients from floating-point number
to signed-integer number. The conversion is based on the following rules—the tap coefficients are
implemented by 8-bits registers with the most significant bit (MSB) being the sign bit; for the remaining
seven bits, two bits are used to represent integer value, and five bits are used to represent fractional
value. Figure 5 shows spectral shape dependence of a few FIR filters on the peaking frequency and
the peaking amount. One advantage of those simple FIR filters is their approximately linear phase
response, which minimizes the ripple in the frequency domain.

Figure 5. Normalized amplitude and phase responses of simple finite impulse response (FIR) filters with
different peaking frequencies and peaking amounts. The results are obtained by applying Z-transform
on the tap coefficients of the FIR filter.

For each filter shape, there are multiple sets of tap coefficients satisfying the requirement. It is
also important to consider the DC gain of the FIR filter, which is determined by the summation of the
absolute value of those tap coefficients. A FIR filter with a high DC gain will lead the signal to being
clipped, while a FIR filter with a low DC gain will lead the signal to being submerged under the noise.
We optimize the DC gain of the FIR filter to achieve the best performance. We choose three typical
filters: 2-dB peaking at 13 GHz, 4-dB peaking at 15 GHz, and 4-dB peaking at 19 GHz, corresponding
to the three filters shown in Figure 5. We adjust the DC gain of the FIR filter while maintaining the
spectral shape in the frequency domain. We measure the BER under different DC gain and summarize
the results in Figure 6. As seen, for each filter’s shape, there is an optimal DC gain setting leading to
minimum BER. In the following sections, we set the DC gain of the FIR filter to the optimal point.
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Figure 6. The direct current (DC) gain of the FIR filter should be optimized to minimize the bit error
ratio (BER).

In general, the spectral response of the FIR filter should be inverse to the overall frequency response
of the cascaded ROADMs for equalization. When a signal has a relatively high bandwidth with a small
number of cascading ROADMs, the optimal filter has a small peaking amplitude and a small peaking
frequency. Otherwise, more noise will be amplified. When a signal has a low bandwidth due to larger
number of cascading ROADMs, the optimal filter should have a large peaking amplitude and a large
peaking frequency. In this way, any reduction of the signal’s bandwidth will be compensated by this
adaptive FIR filter.

We first study the scenario where no FIR filter is applied. However, we obtain a subpar BER
result. The performance degradation is much more severe when various impairments are included.
The reason is that the optical and the electrical components in the receiver’s data path accumulate
the limitation on the received signal’s bandwidth. Even when the receiver’s signal bandwidth is not
limited by the filter-narrowing effect due to the cascading ROADMs, a FIR filter with certain peaking
amount is still needed to compensate the bandwidth limitation introduced by various components
in the receiver’s data path, as discussed in the introduction. We experimentally identify that a
mild FIR filter with 2-dB peaking at 13 GHz provides the optimal results across different scenarios.
The performance is similar to that reported in [22], where a coherent transponder is built with discrete
premium components. This demonstrates that the mild FIR compensates the bandwidth limitation of
integrated coherent receiver.

To demonstrate the advantage of our proposed method, we also select a strong FIR filter with 4-dB
peaking at 19 GHz for further study. It is expected that the mild FIR filter will perform better when the
signal’s bandwidth is large, while the strong FIR filter will perform better when the signal’s bandwidth
is small. Through the experimental measurements under different transmission impairments, we
validate this prediction. The results are summarized in Figure 7.

For these two settings, we measure the pre-FEC BER at 16-dB OSNR with a receiver optical
power of −18 dBm. This is close to our system’s end-of-life specification, which is the summation
of the required OSNR for the coherent receiver and the reserved margin for operation. The pre-FEC
BER is reported by the DSP ASIC using the output of the FEC decoder. Furthermore, one can use
the pre-FEC BER to estimate the SNR. We first convert the measured BER to the Q2 factor. Next,
we choose the baseline as the measured Q2 factor in the back-to-back scenario with the strong FIR
setting. We determine the penalty by calculating the difference between the Q2 factor under the specific
scenario and the Q2 factor of the baseline scenario.
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In the subplot of the back-to-back scenario, the penalty of the Q2 factor under the strong FIR
setting is always zero, since this is chosen as the baseline. With the signal’s bandwidth larger than
40 GHz, we obtain a negative penalty for the mild setting, which indicates a better BER performance.
However, when the signal’s bandwidth is smaller than 30 GHz, we obtain a positive penalty for the
mild setting, which indicates a worse BER performance. In the other scenarios, the penalty in the Q2

factor is always positive due to the fact that the transmission impairments such as CD, PMD, and
PDL cause the degradation in the BER. Still, we can notice that the mild FIR setting performs better
with the signal’s bandwidth larger than 40 GHz, while the strong FIR setting performs better with the
signal’s bandwidth smaller than 30 GHz. Those experimental results agree with the analysis above.
In the scenarios of back-to-back, 3-dB PDL, and combined impairment, as shown in Figure 7a–c, a
coherent receiver using a strong FIR setting can still recover the signal with 20-GHz signal’s bandwidth;
however, a coherent receiver using the mild FIR setting fails to recover this signal. This indicates that
the operation range of the coherent receiver using 4-dB peaking at 19 GHz (strong FIR setting) is 5 GHz
larger than that of the coherent receiver using 2-dB peaking at 13 GHz (mild FIR setting). A 5-GHz
improvement on the tolerance to the bandwidth narrowing effect will allow the coherent signal to pass
10 additional ROADMs [16].

Figure 7. The penalty in Q2 factor versus the receiver bandwidth under different scenarios of the
transmission impairments. (a) Result in back-to-back setup. (b) Result with 40 ps/nm CD. (c) Result
with combined impairment. (d) Result with 25 ps PMD. (e) Result with 3 dB PDL. The Combined
impairments are 3-dB polarization dependent loss (PDL), 18-ps polarization mode dispersion (PMD),
and 40-ns/nm chromatic dispersion (CD).

In the data path of the coherent receiver, there is another adaptive equalizer (AEQ) to track the
state of polarization (SoP), de-multiplex the orthogonal polarizations, and compensate the PMD. It is
illustrated as the “PMD Comp” block in Figure 1. The AEQ also has multiple taps, thus a large
amount of PMD can be compensated. To some degree, the bandwidth-narrowing effect can be partially
compensated by this AEQ. The advantages of AEQ are high loop bandwidth and small response time.
Thus, the equalizer can quickly track and dynamically compensate the bandwidth narrowing effect.
However, there are certain limitations associated with the AEQ. The first limitation from AEQ is its
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complexity. The AEQ is a 2 × 2 equalizer with tap coefficients being complex numbers. It has large
power consumption and long latency as well. The second limitation is that AEQ is placed after the
CD compensation block. Thus, the bandwidth narrowing effect will increase the noise floor of the
CD compensation block. The third limitation is that the quality of the signal impacts whether AEQ
converges. When the bandwidth of the signal is severely narrowed down to <20 GHz, we notice that
the coherent receiver cannot lock due to the fact that the AEQ cannot converge anymore. This can be
seen from Figure 7a,c,e, where there are no data points for the mild FIR setting. When we apply the
strong FIR setting to partially compensate the bandwidth narrowing effect, the AEQ converges, and
the coherent receiver locks. We summarize the difference between two types of equalizers in Table 1.

Table 1. Comparison between Rx FIR filter and PMD adaptive equalizer.

Parameters Rx FIR Filter PMD AEQ (Adaptive Equalizer)

Main function Static loss compensation for RF channel SoP tracking and PMD compensation
Location Before CD block After CD block

Tap coefficients Real value Complex value
Power consumption Small Large

Complexity Simple tap-and-delay Complicate 2 × 2 butterfly
Feedback mechanism Spectrum from ADC raw data Blind equalization or data-aided equalization

Loop bandwidth Low High
Number of taps Small Moderate

Impact of signal’s bandwidth Minimal AEQ may not converge with small bandwidth

The influence of these two types of equalizers on the optical performance of the coherent
transponder can also be viewed in the experimental results above. For example, in Figure 7d, where
the impairment of 25-ps PMD is presented, we notice that the penalty in Q2 factor for the mild FIR
setting is increased from 0.1 dB to 0.5 dB when the signal’s bandwidth is reduced from 50 GHz to
20 GHz. This shows that, even though the AEQ for PMD compensation can adjust its spectral response,
the impairment due to the signal’s bandwidth narrowing effect cannot be fully mitigated by the AEQ
alone. By changing the simple Rx FIR filter from the mild setting (2-dB peaking at 13 GHz) to the strong
setting (4-dB peaking at 19 GHz), the penalty in Q2 factor is reduced from 0.5 dB to 0.3 dB with 20 GHz
signal’s bandwidth, demonstrating the performance improvement from the simple Rx FIR filter on top
of the AEQ. Similarly, this performance improvement can also be observed when other types of optical
impairments are introduced, as shown in Figure 7. Overall, both the AEQ for PMD compensation
and the Rx FIR for channel loss compensation can be simultaneously used to improve the tolerance to
the bandwidth narrowing effect of the coherent signal passing through multiple cascading ROADMs.
A complementary method is to use the PMD equalizer to compensate the dynamic change of the
signal’s bandwidth and use the simple FIR filter to compensate the slow drift of the signal’s bandwidth.

In addition to post-compensation at the Rx side, it is beneficial to apply pre-compensation on the
Tx side as well. The Tx FIR is located after the FEC layer and before the DAC input. Most applications
use those FIR filters to compensate the relatively static loss of the RF channel between the DAC’s
output and the Mach-Zehnder modulator (MZM) in a set-and-forget approach. Since we can estimate
the BW of the signal, we can also adaptively adjust the Tx FIR to pre-compensate the narrowing effect
of signal’s bandwidth. In addition, the Nyquist filter is widely used to improve the spectral efficiency,
which is usually a raised cosine (RC) filter or a root raised cosine (RRC) filter. The roll-off factor for the
RC filter or the RRC filter determines the spectral response [23]. Thus, the key parameters of the FIR
in the coherent transmitter are the peaking amplitude, the peaking frequency, and the roll-off factor.
To determine the tap coefficients, the frequency response of the FIR filter with the desired peaking
frequency and the peaking amount is first multiplied with the frequency response of the Nyquist filter.
Next, a reverse Z-transform is performed to solve the coefficients of the combined filter.

As a demonstration, we apply the peaking filter and the Nyquist filter together to the Tx FIR.
The number of taps in the Tx FIR is 17, and the FIR filter is Ts/2 spaced. We use the RRC filter
with the roll-off factor of one as the Nyquist filter. We adjust the peaking amount from 1 dB to 9
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dB while keeping the peaking frequency at the Nyquist frequency. We measure the optical spectra
using a high-resolution optical spectrum analyzer (Finisar Wave Analyzer 1500) and summarize the
results in Figure 8. As seen, the optical spectra clearly show the influence of different peaking values,
demonstrating the feasibility of using Tx FIR to pre-compensate the bandwidth narrowing effect.

 

Figure 8. Tx pre-compensation is achieved through the adjustment of FIR filter. The spectra above
show the output from the coherent transmitter at different peaking values from 1 dB to 9 dB at 2 dB
step size.

The capability of the FIR filter to adjust the signal’s spectrum is limited by the total number of
taps. Usually, the FIR filters in the Tx have many taps and are independently controlled for each
tributary. Thus, the Tx FIR allows great capability and flexibility for pre-compensation of the bandwidth
narrowing effect. In general, with the bandwidth narrowing effect, one should increase the peaking
amplitude, increase the peaking frequency, and reduce the roll-off factor. These parameters can be
adjusted independently or simultaneously.

We summarize the experimental parameters in Table 2 below for both the Tx FIR filter and the Rx
FIR filter.

Table 2. Experimental parameters for the Rx FIR filter and the Tx FIR filter.

Parameters Value and Range

Receiver Optical Power (dBm) −18
Transmitter Optical Power (dBm) 1
Optical Signal to Noise Ratio (dB) 16

Baud Rate (GBd) 30.1
Chromatic Dispersion (ns/nm) 40

Polarization Mode Dispersion (ps) 25
Polarization Dependent Loss (dB) 3

Signal Bandwidth (GHz) 20 to 50
Rx FIR Peaking Frequency (GHz) 13 to 19

Rx FIR Peaking Amount (dB) 1 to 5
Tx FIR Peaking Amount (dB) 1 to 9

4. Application Scenarios for Different Network Topologies

Different application scenarios exist with various network topologies. For each network topology,
there is a different approach to apply the demonstrated method, as depicted in Figure 9. For most of
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the scenarios in the network, there are bi-directional links. Here, the transmitter of the network node
one on the east end goes to the receiver network node two on the west end, while the transmitter of
the network node two on the west end goes to the receiver of the network node one on the east end.
The links in both directions go through the same number of ROADMs. The ROADMs in both directions
are usually of the same type, from the same vendor, and under the same ambient environment. Thus,
we can assume that the bandwidth narrowing effect in the east–west direction is the same as that in the
west–east direction. In this case, one can estimate the bandwidth from the Rx of node 2 on the west
end and use this information to adjust the FIR filter on the Tx of node 2. Hence, the characteristics of
the west–east link are improved. This approach is shown in Figure 9a.

 

 

 

Figure 9. Application scenarios for different network topologies. (a) The estimated signal bandwidth is
directly fed back from the coherent receiver to the coherent transmitter in a bi-directional link. (b) The
estimated signal bandwidth is fed back through the network management layer. (c) The estimated
signal bandwidth is fed back through the in-band signal.

Furthermore, one can also send the estimated information of the signal’s bandwidth to the network
management layer. The network layer will relay the information to the other end of the link accordingly.
This approach is shown in Figure 9b. In addition, another approach is to send the information of the
bandwidth in the reverse direction through the in-band signal, which can be embedded in Internet
protocol (IP) packet or optical transport network (OTN) frame. This approach is shown in Figure 9c.
Once the information is received by the other end, the FIR filter on the Tx side can be configured
accordingly. For example, the Rx side of node two estimates the signal bandwidth in the east–west
direction. This information is sent through the Tx of node two to the Rx of node one in the west–east
direction through two approaches above. Once the node one receives the bandwidth information,
it can adaptively adjust its Tx FIR for the pre-compensation that improves the performance of the

79



Appl. Sci. 2019, 9, 1950

east–west link. These two approaches can extend the application to any network scenario, although it
will take longer time to adjust the Tx FIR to the appropriate setting.

A typical process is depicted below. Initially the FIR filters at both the Rx and the Tx sides are
loaded with the default tap coefficients to compensate the channel loss of the analog interfaces. Next,
the bandwidth of the received signal is estimated, and the Rx FIR is adaptively adjusted. Since one can
calibrate the optical spectrum of the Tx signal and estimate the electrical spectrum of the Rx signal
based on the raw data from the ADC, one can derive the degradation due to multiple cascading
ROADMs. This information can be then fed back to the Tx directly in the bi-directional case or through
the in-band signal/network management layer in the other case. Then, one can adjust the Tx FIR filter
in one step based on a certain pre-calibrated table. Next, the Rx FIR filter can be adaptively adjusted to
compensate any dynamic bandwidth narrowing effect.

The adaptive nature of the demonstrated method is well suited for real deployment. In the case
with cascaded ROADMs, the spectral response of multiple filters will vary inadvertently. By estimating
the spectrum of the received signal from the raw data of the ADC samples, one can dynamically adjust
the simple FIR filter, which is implemented after the ADC, to compensate the bandwidth narrowing
effect. This leads to an improved performance for the long-haul optical communications system.

5. Conclusions

Both the pre-compensation from the transmitter’s FIR filter and the post-compensation from the
receiver’s FIR filter are demonstrated to compensate the bandwidth narrowing effect. The bandwidth
of the received coherent signal is estimated from the raw output of the ADC with the improved
accuracy by using Savitzky-Golay digital filter. No coherent receiver locking or data recovery is
needed. The adaptive equalization of the FIR filter can improve the system’s tolerance to the bandwidth
narrowing effect. This process can be done in real time with running traffic. The proposed method is
critical for the coherent signal with high baud rate and high spectral efficiency, such as a single-carrier
64-GBd 16-QAM signal running with 400-Gb/s information bits.
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Abstract: Visible light communication (VLC) has attracted tremendous attention due to two functions:
communication and illumination. Both reliable data transmission and lighting quality need to be
considered when the transmitted signal is designed. To achieve the desired levels of illumination,
dimming control is an essential technology applied in VLC systems. In this paper, we propose
a block coding-based dimming scheme to construct the codeword set, where dimming control
can be achieved by changing the ratio of two levels (ON and OFF) based on on-off keying (OOK)
modulation. Simulation results show that the proposed scheme can maintain good error performance
with constant transmission efficiency under various dimming levels.

Keywords: VLC; block code; dimming control; encoding/decoding algorithm

1. Introduction

Recently, light-emitting diode (LED) lighting technology has made significant progress in indoor
applications of green lighting [1,2]. Utilizing the fast response characteristic of LEDs, visible light
communication (VLC) systems can simultaneously provide high quality illumination and high-speed
wireless data transmission [3,4]. As a complementary technique to radio frequency (RF), VLC has
several advantages, e.g., huge bandwidth, high rate transmission, excellent security, and immunity to
electromagnetic interference [5]. There is no doubt that VLC is becoming an increasingly attractive
communication option. Meanwhile, dimming control plays an essential role in indoor VLC systems,
where users can maintain the variable dimming levels. Due to ever-increasing energy consumption,
the interest in dimming control has further increased. However, dimming control may cause adverse
effects on communication. To overcome these challenges, some dimming schemes have been proposed
in recent years [6–12].

Generally, the existing on-off keying (OOK)-based dimming schemes change the ratio of the two
levels (ON and OFF) to achieve dimming control. Thus, the average light intensity can be changed
to maintain the various brightness demands. In recent years, many works have been carried out to
achieve dimming control. The analog dimming scheme [7] adjusts the direct current (DC) bias of the
transmitted signal to meet the required dimming levels where light intensity is reduced proportionally
to the current. Unfortunately, this approach may change the wavelength of the emitted light, causing
a chromaticity shift effect. The variable-OOK (VOOK) scheme proposed in [7] is the combination
of OOK and the pulse width modulation (PWM) signal. The inactive portions of the duty cycle
are filled by the filler bits with either ones or zeros according to the dimming level. Variable pulse
position modulation (VPPM), where 2-PPM is combined with the PWM signal, is responsible for
dimming and data transmission. The multiple-PPM (MPPM)-based dimming scheme constructs
the codeword set to achieve the theoretical transmission efficiency limit as the codeword length
increases [8]. However, the above-mentioned dimming schemes encounter the common problem that
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the transmission efficiency cannot be fixed under different dimming levels, which may cause a severe
effect on data transmission.

In order to solve the problem of the transmission efficiency not being constant under different
dimming levels, we propose a block coding-based dimming scheme to achieve data transmission and
dimming control simultaneously. Via bitwise AND operation of the block code and dimming code,
new codewords are generated to satisfy the dimming requirement. Simulation results show that the
proposed scheme can maintain constant transmission efficiency under different dimming levels, and it
proves an attractive alternative to the dimming scheme.

The remainder of this paper is organized as follows: In Section 2, the system model of the
proposed block coding scheme is given. In Section 3, the implementation of the proposed coding
scheme is demonstrated and the construction of the encoding/decoding algorithm is summarized
accordingly. In Section 4, simulations are carried out to evaluate the error performance of the proposed
scheme. Finally, we conclude our findings in Section 5.

2. System Model

In this section, we first introduce the system model of the proposed scheme. For simplification,
intensity modulation and direct detection (IM/DD) can be applied in the VLC system, where the
message is carried by the light intensity emitted from the LED. In general, LEDs can be modeled as
Lambertian emitters, and the line of sight (LOS) path is considered for the indoor VLC system where
reflected light is much weaker then direct light [13]. At the receiver side, we assume perfect symbol
synchronization. After the optical channel, the signal detected by the receiver can be expressed as:

y = Hx + n, (1)

where x denotes the transmitted optical signal and n can be considered as additive white Gaussian
noise (AWGN) with variance σ2. H represents the optical channel gain in VLC links, which is given
as [1]:

H =

{
ρAr(m+1)

2πD2 cosm(φ)Ts(ψ)g(ψ)cos(ψ), 0 ≤ ψ ≤ ΨC

0, ψ > ΨC
(2)

As shown in Figure 1, m denotes the order of the Lambertian emission, defined as m = − ln 2
ln(cosΦ1/2)

.
ρ is the receiver responsivity. Ar denotes the effective receiver area of the receiver, and D is the distance
between the transceivers. φ and ψ are the angle of irradiance and incidence from the LED to the
Photodetector (PD), respectively. Ts(ψ) is the gain of the optical filter, and g(ψ) is the gain of the
optical concentrator. ΨC denotes the field of view (FOV) of the receiver.

1/2

Figure 1. Optical channel model.
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Unlike RF systems, the transmitted optical signal should meet the practical lighting constraints,
which should be restricted to be nonnegative and less than the maximum limit of light intensity.
Without loss of generality, we make the peak light intensity P = 1. Meanwhile, considering the
dimming function, the average light intensity of the transmitted optical signal is defined as E(x) = γP,
with dimming level γ ∈ (0, 1). For reference, the whole process of the proposed dimming scheme is
shown in Figure 2.

Dimming controller: According to the dimming level γ, the “dimming controller” puts parameter
K into the “message generation” part and the “dimming code” part, generating block code b and
dimming code g, respectively.

Dimming encoding: With the input block code and dimming code, the “dimming encoding”
makes the two parts a bitwise AND operation to generate the transmitted codewords c satisfying the
dimming requirement.

Dimming 
Code 

Dimming 
Encoding

Dimming 
Controller

OOK 
Modulation

+ AWGN

Photo 
Detector

Dimming 
Decoding

Message 
Output

Message 
Generation

b

g c x

y˄ c˄ b

Figure 2. Block diagram of the proposed scheme. OOK, on-off keying.

3. The Proposed Coding Scheme

In VLC links, the brightness can be determined by the average light intensity of the signal. We
can achieve dimming control by adjusting the average intensity of the optical signal by constructing
the transmitted codeword set. In this section, we will demonstrate the process of the encoding and
decoding structure and give the algorithms accordingly.

3.1. Dimming Encoder

In this subsection, the encoding structure is given. To make our presentation clear, some notations
are given as follows:

(1) For a binary data sequence where the occurrence ratio of the bits of one and two is the same,
based on the required dimming level, we first divide it into a certain number of blocks with
binary data length K, denoted as b = [bK, · · · , b2, b1], which is taken as the input of the “dimming
encoding” part.

(2) The dimming code is denoted as g = [gK, · · · , g2, g1], where gi = [giK, · · · , gi2, gi1] with
i ∈ {1, 2, · · · , K}, which corresponds to the specific dimming level. The normalized code weight
of dimming code g is:

W =
∑K

i=1 ∑K
j=1 gij

K2 . (3)

(3) We perform the bitwise AND operation on block code b and each subsection of dimming code
gi to generate new codeword ci = [ciK, · · · , ci2, ci1]. Then, we combine each ci to make the
transmitted data c = [cK, · · · , c2, c1], which satisfies the dimming requirement. For any random
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input data sequence, the ratio of bits of zeroes and ones is the same. Namely, these block codes
are transmitted with equal probability. Therefore, the dimming level can be expressed as:

γ =

{
W
2 , 0 < γ ≤ 0.5,

1 − W
2 , 0.5 < γ < 1.

(4)

Therefore, the key point of the problem is the construction of the dimming code. To better
distinguish the generation of codewords, we provide the following principles to construct the dimming
code g.

Principle 1. The construction of the dimming code.

(1) The dimming code corresponding to the minimum dimming level should guarantee that gij = 1 when
i = j and gij = 0 when i �= j.

(2) As mentioned above, the dimming factor can be changed proportionally with the code weight of the dimming
code. To increase the dimming level, we can successively increase the number of “ON” levels of each gi.
Therefore, the dimming resolution is γ̃ = 1

2K2 .
(3) The dimming code with γ ∈ (0.5, 1) is the same as the γ ∈ (0, 0.5) part, and accordingly, the generated

data are c̄i = [c̄iK, · · · , c̄i2, c̄i1], where c̄ik = 1 − cik.

Example 1. To make the encoding process clear, without loss of generality, we make K = 3 here, so the dimming
code under different dimming levels is as summarized in Table 1. Meanwhile, the construction of the generated
codewords under dimming factor γ = 1

6 with K = 3 is shown in Table 2.

From the above analysis, the transmission efficiency can be expressed as:

ν =
1
K

, (5)

where the transmission rate can be fixed under different dimming levels when the bandwidth is given.
We conclude the performance comparison under different K where the corresponding dimming level
and dimming range are determined, as shown in Table 3. The analysis shows that we can obtain
a wider dimming range and more precise dimming levels with the increase of parameter K. However,
a large value of K may degrade the performance of transmission efficiency. Thus, we can choose the
proper dimming scheme depending on the specific transmission condition.

Consequently, we can summarize the above-mentioned encoding process as Algorithm 1 where⊗
denotes the operation of bitwise AND.

Algorithm 1 Dimming Encoding

Require:
dimming factor γ
input data bit b and dimming code g

Ensure:
if 0 < γ ≤ 0.5

c = [cK, · · · , c2, c1], where ck = b
⊗

gk
else 0.5 < γ < 1

c = [c̄K, · · · , c̄2, c̄1], where c̄k = 1 − ck, ck = b
⊗

gk
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Table 1. The dimming code under different dimming levels with K = 3.

g3 g2 g1 γ

100 010 001 1
6

110 010 001 2
9

111 010 001 5
18

111 110 001 1
3

111 111 001 7
18

111 111 101 4
9

111 111 111 1
2

Table 2. The construction of generated codewords under dimming factor γ = 1
6 with K = 3.

i b g3 g2 g1 c

1 000 100 010 001 000000000
2 001 100 010 001 000000001
3 010 100 010 001 000010000
4 100 100 010 001 100000000
5 011 100 010 001 000010001
6 101 100 010 001 100000001
7 110 100 010 001 100010000
8 111 100 010 001 100010001

Table 3. The performance comparison under different K.

K γmin γmax γ̃ ν

2 1
4

3
4

1
8

1
2

3 1
6

5
6

1
18

1
3

4 1
8

7
8

1
32

1
4

K 1
2K

2K−1
2K

1
2K2

1
K

3.2. Dimming Decoder

In this subsection, we will demonstrate the process of decoding the structure. To make our
presentation clear, some notations are given as follows:

(1) After maximum likelihood (ML) detection, the received binary data can be regarded
as the estimation of transmitted data, which is denoted as ĉ = [ĉK, · · · , ĉ2, ĉ1], where
ĉi = [ĉiK, · · · , ĉi2, ĉi1] with i ∈ {1, 2, · · · , K}. Then, the binary data sequence ĉ is taken as the
input of the “dimming decoding” part.

(2) We perform the bitwise OR operation on each subsection of received binary codeword ĉi to
estimate the original input data string b̂.

Consequently, we can summarize the above-mentioned encoding process as Algorithm 2 where⊕
denotes the operation of bitwise OR.

Algorithm 2 Dimming Decoding

Require:
received binary data ĉ

Ensure:
if 0 < γ ≤ 0.5

b̂ = [ĉK
⊕ · · ·⊕ ĉ2

⊕
ĉ1]

else 0.5 < γ < 1
b̂ = [ĉK

⊕ · · ·⊕ ĉ2
⊕

ĉ1], where ĉk = 1 − ĉk

By means of the above-mentioned encoding/decoding algorithms, we can simultaneously achieve
dimming control and data transmission with a fixed transmission rate.
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4. Simulation Results

To evaluate the performance of the proposed encoding and decoding scheme, simulations
have been carried out. The indoor environment was designed based on [1] with a room size of
5 m × 5 m × 3 m. The LED was installed at a height of 2.5 m from the floor, and the PD was put on
the desk at 0.85 m under the LED. The semi-angle at half-power of the LED chip was 60 deg, and the
field of view was 60 deg. The effective detected area of the receiver PD was 1.0 cm2. The gains of the
optical filter and the refractive index of an optical concentrator were set as 1.0 and 1.5, respectively.

Next, to compare the error performance of the various dimming schemes, we fixed the the
peak light intensity of transmitted signal P for a fair comparison according to the literature [11,14].
The signal-to-noise ratio (SNR) can be defined as SNR = 10 log10[

1
Rc

HP
σ2 ], where the code rate Rc can be

regarded as transmission efficiency here, and σ2 is the variance of the AWGN. The bit error rate (BER)
was calculated by the Monte Carlo method, and the length of the transmitted data was set to be 108 in
the simulations. Simulations of BER have been carried out for the proposed dimming scheme with the
different dimming levels where the SNR gain (in dB) was utilized, and three representative dimming
levels (i.e., 0.25, 0.375, and 0.5) with different parameter K values were considered to examine the
performance of the proposed scheme.

As shown in Figure 3, the red lines and blue lines represent the proposed scheme with parameter
values K = 2 and K = 4 respectively. As the parameter K increased, the code rate Rc decreased
accordingly. We can see that the BER performance with K = 2 outperformed K = 4 under the same
dimming levels. In terms of the same parameter K = 2, the error performance with dimming level
γ = 0.25 was better than dimming levels γ = 0.375 and γ = 0.5, 1.7 dB and 2.7 dB SNR gains at
BER = 10−4, respectively.

0 5 10 15 20 25
10-5

10-4

10-3

10-2

10-1

100

SNR (dB)

BE
R

 

 

r=0.25 (K=2)
r=0.375 (K=2)
r=0.5 (K=2)
r=0.25 (K=4)
r=0.375 (K=4)
r=0.5 (K=4)

Figure 3. Error performance of the proposed scheme under different dimming factor.

5. Conclusions

In this paper, we have proposed a block coding-based scheme to achieve dimming control, as
well as data transmission with constant transmission efficiency, where a large dimming range can be
achieved. Meanwhile, the encoding/decoding algorithm was provided accordingly. Via the bitwise
AND operation on the block code and each subsection of dimming code to construct the proper
codewords satisfying the dimming requirement, the proposed scheme is simple to implement and can
maintain constant transmission efficiency under different dimming levels. Simulation results show
that the proposed scheme can achieve reliable data transmission via the designed encoding/decoding
structure. Therefore, it proves an attractive alternative dimming scheme.
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Abstract: In visible light communications (VLC), dimming control constitutes an indispensable
technique to comply with various illumination necessities and with different energy consumption
constraints. Therefore, a novel dimming compatible hybrid optical orthogonal frequency
division multiplexing (DCHO-OFDM) is conceived in this paper to fulfil the requirements from
communications and illuminations. Explicitly, the signal branch of the unclipped asymmetrically
clipped O-OFDM (ACO-OFDM) and the down/upper-clipped pulse-amplitude-modulated
discrete multitone (PAM-DMT) are adaptively amalgamated in order to increase the spectrum
efficiency. For the sake of precisely achieving dimming control, the chromaticity-shift-free and
industry-preferred pulse width modulation (PWM) is further invoked to the hybrid signal, assisted
by a time-varying biasing scheme to mitigate the non-linear distortion. As the different signal
components in DCHO-OFDM are beneficially combined in an interference-orthogonal approach,
the transmitted symbols are able to be readily detected upon relying on a standard OFDM receiver,
as that of ACO-OFDM. Our simulations demonstrate that a high spectrum efficiency of the conceived
DCHO-OFDM scheme can be achieved with less fluctuation in a wide dimming range.

Keywords: visible light communications (VLC); optical orthogonal frequency division multiplexing
(O-OFDM); dimming control; pulse width modulation (PWM)

1. Introduction

Driven by the rapid development of light emitting diodes (LED), visible light communication
(VLC) constitutes a promising part of next-generation wireless communications [1–3]. Under the
trend of internet of everything (IoE), the exhaustion of radio frequency (RF) band to resolve the
unprecedented data escalation dilemma becomes a bottleneck of current communications [4,5].
As a benefit, the environmentally friendly technology of VLC possesses plenty of unlicensed spectral
resource at the high frequency band [6]. This part of electromagnetic-interference-free spectrum can
be exploited, for the sake of supporting high-speed and high-security communications in the near
future [7]. Upon relying on modulating the intensity of lights above the flicker-fusion frequency,
the dual functionality of communications and illuminations can be simultaneously achieved in VLC,
providing an efficient solution especially for short-range communications [8].

In order to achieve high-speed transmission, optical orthogonal frequency division multiplexing
(O-OFDM) modulation schemes have been extensively explored for VLC systems [9]. Since a VLC
system is based on intensity modulation and direct detection (IM/DD), the transmitted signal via
VLC link should be both real-valued and positive-valued [10]. To meet these constraints, there are
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two classic O-OFDM schemes in VLC, namely, asymmetrically clipped O-OFDM (ACO-OFDM) and
DC-biased O-OFDM (DCO-OFDM). DCO-OFDM relies on a DC bias to guarantee the positivity, which
enjoys the advantage of implementation simplicity. However, it suffers from the power inefficiency
since the DC bias which does not convey any information leads to a waste of power. By contrast,
with the aid of the properties of Fourier transform, ACO-OFDM directly clips the negative parts of the
signal to generate a non-negative signal, substantially increasing the power efficiency, but ACO-OFDM
leverages only half of the subcarriers for transmission hence, resulting in spectrum inefficiency [11].
Therefore, advanced transmission schemes have been further investigated, such as hybrid ACO-OFDM
(HACO-OFDM) [12] and layered ACO-OFDM (LACO-OFDM) [13]. In HACO-OFDM regimes,
for the sake of promoting the spectrum efficiency, the ACO-OFDM signal is further combined
with pulse-amplitude-modulated discrete multitone (PAM-DMT), where the latter is employed to
modulate the imaginary part of even-indexed subcarriers. Superior to the conventional OFDM schemes,
HACO-OFDM can notably improve the spectrum efficiency while, at the same time, maintaining high
power efficiency. However, on the receiver side of HACO-OFDM, additional operations including
the re-generation of time-domain ACO-OFDM samples, the zero-clipping, the re-production of
clipping distortion and the noise subtraction are required, leading to an increased complexity [14].
The perspective of LACO-OFDM improves the traditional ACO-OFDM upon relying on actively
invoking the unexploited subcarriers for transmission in a layer-based approach. Compared to
HACO-OFDM, the spectrum efficiency can be further enhanced. Unfortunately, the improvement
of spectrum efficiency in LACO-OFDM is accompanied by the complexity increment due to the
multi-layer transmitter and the successive interference cancellation (SIC) receiver [15].

It is worth mentioning that conventional O-OFDM schemes mainly concentrate on promoting
data rate, while ignoring the various illumination requirements. As an emerging member of green
communication technology, VLC is intrinsically distinct from the conventional RF system due to its
dual functionality: communications and ambient lighting, and not just the former [16]. Therefore,
the dimming control is envisioned to be a critical technique in VLC, for the sake of handling the
lighting and energy consumption constraints [17]. There are mainly two kinds of dimming approaches
extensively used in VLC, namely, analogous dimming and digital dimming. A popular analogous
dimming approach, known as the conventional DCO-OFDM, achieves dimming control upon
adjusting the DC bias, which is easily implemented. Unfortunately, the performance of DCO-OFDM
may fluctuate with different dimming levels. Especially when the requested dimming level is
considerably low or high, the resulting performance becomes degraded, due to the grave non-linear
distortion [18]. The analogous dimming approach is further investigated in terms of advanced O-OFDM
scheme, such as the asymmetrical hybrid optical-OFDM (AHO-OFDM) scheme [19]. In AHO-OFDM,
either the signal of PAM-DMT or ACO-OFDM is inverted, and then compounded for transmission.
By modifying the power allocated to the two components, a wide dimming range can be attained.
However, the analogous dimming approach is challenging to precisely control the brightness and
may further impinge upon the wavelength of the emitted light, resulting in undesired chromaticity
shift [20]. Therefore, another category of the dimming approach, which is referred to as digital
dimming relying on the the pulse width modulation (PWM) technique has been extensively applied.
A reverse polarity O-OFDM (RPO-OFDM) was proposed to dim the transmitted signal, such as
the conventional ACO-OFDM, upon invoking the PWM technique [21]. RPO-OFDM can realize
a steady BER performance over a wide range of dimming levels, but has a low spectrum efficiency.
To improve the spectrum efficiency, a negative HACO-OFDM (NHACO-OFDM) scheme was conceived
in [22] for combining with the high level of PWM signal, which is further amalgamated with
HACO-OFDM at the low level. In this regime, the various dimming requests can be satisfied
upon altering the proportion of these two branches, while a high spectral efficiency can be realized.
Moreover, the authors in [23] proposed a reconstructed layered ACO-OFDM (RLACO-OFDM) scheme
based on LACO-OFDM, which is further combined with PWM signal to achieve various brightness
levels, without introducing additional complexity. As a benefit, the PWM-biased dimming approach
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constitutes an implementation-friendly philosophy, where the brightness level can be well-controlled
upon varying the parameter of duty cycle [24].

However, the existing digital dimming approaches are vulnerable to the varying dimming level,
where a preliminary is required at the receiver side to detect the PWM signal, leading to an increasing
complexity. In fact, detecting the PWM signal may be intractable especially in the scenario of multiple
LEDs, since the received multi-path signals may have different dimming levels [23]. Furthermore,
as mentioned above, both the HACO-OFDM and LACO-OFDM require a successive demodulation
operation, suffering from an increased receiver complexity. Against this background, a novel dimming
compatible hybrid optical OFDM (DCHO-OFDM) is conceived in this paper incorporating the PWM technique
to realize high-spectral-efficiency transmission under various dimming levels, where the transmitted signal can
be readily recovered upon relying on a standard receiver. To be specific,

• The conceived DCHO-OFDM signal is beneficially composed of the unclipped ACO-OFDM
signal and the down/upper-clipped unipolar PAM-DMT signal, where the time-varying bias
is further facilitated to diminish the undesired non-linear distortion. In this way, the proposed
DCHO-OFDM achieves a higher spectrum efficiency than the conventional schemes over a broad
dimming range.

• Thanks to the elaborately combined signal, the symbol transmitted by the proposed DCHO-OFDM
is capable of being recovered without detecting the PWM signal, which is superior to the existing
digital dimming approaches. Additionally, the BER performance of DCHO-OFDM is invulnerable
to the various duty cycles of PWM, achieving a steady system performance in a wide dimming
range compared to DCO-OFDM.

• Moreover, the information-carried subcarriers in the proposed DCHO-OFDM scheme can avoid
the corruption by the generated interference. As a benefit, the symbols transmitted by the
proposed DCHO-OFDM can be readily detected upon relying on a standard OFDM receiver,
which significantly reduces the complexity at receiver compared to the existing advanced
transmission schemes, such as HACO-OFDM and LACO-OFDM.

The superiorities of the proposed DCHO-OFDM in terms of spectrum efficiency over its counterparts
have been verified by our simulation results.

The rest of this paper is organized as follows. Section 2 provides a review of the HACO-OFDM
scheme in VLC. The detail of the proposed DCHO-OFDM regime is presented in Section 3. Our numerical
results are discussed in Section 4, whilst our conclusions are drawn in Section 5.

2. Brief Review of HACO-OFDM

To enhance the spectrum efficiency, HACO-OFDM scheme amalgamates the signal of ACO-OFDM
with PAM-DMT for achieving an ambitious transmission rate [12]. In order to guarantee real-valued
outputs, Hermitian symmetry is invoked in each branch. As demonstrated in Figure 1a, the mapped
M-ary quadrature amplitude modulation (M-QAM) symbols Ai in ACO-OFDM branch occupy the
odd-indexed subcarriers, which is expressed as:

X =
[
0, A1, 0, A2, · · · , AN/4, 0, A∗

N/4, · · · , A∗
2, 0, A∗

1
]

, (1)

where the total number of subcarriers is denoted by N and A∗
i is invoked to present the Hermitian

symmetry of symbol Ai. After performing the N-point IFFT of X, a bipolar time-domain signal xACO,n
is obtained. In order to acquire the positive signal appropriating for VLC propagation, the bipolar
signal of xACO,n has to be directly clipped at zero as:

�xACO,n�c =

{
0, xACO,n < 0
xACO,n, xACO,n ≥ 0

, (2)
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where the resultant clipping distortion is imposed on the even-indexed subcarriers, leaving the
odd-indexed subcarriers carrying ACO-OFDM symbols uncontaminated [25]. For the PAM-DMT
link, as depicted in Figure 1a, the mapped L-ary pulse amplitude modulation (L-PAM) symbols Bi are
assigned to the the even-indexed subcarriers, with only the imaginary component being modulated.
It can be expressed as:

Y =
[
0, 0, jB1, 0, jB2, · · · , jBN/4−1, 0, 0, 0, jB∗

N/4−1, 0, · · · , jB∗
2 , 0, jB∗

1 , 0
]

, (3)

where we have j =
√−1. A bipolar signal of yPAM,n can be then obtained, upon performing the

N-point IFFT operation of Y. For the sake of producing the non-negative result, yPAM,n is clipped at
zero-level, which is given by:

�yPAM,n�c =

{
0, yPAM,n < 0
yPAM,n, yPAM,n ≥ 0

. (4)

Consequently, in HACO-OFDM scheme, the clipped signal �xACO,n�c and �yPAM,n�c is capable of
being simultaneously transmitted, achieving a beneficially high spectrum efficiency. As the detrimental
clipping noise generated by ACO-OFDM contaminates the subcarriers carrying PAM-DMT signal,
the receiver of HACO-OFDM has to recover the ACO-OFDM symbols first and then retrieve the
clipping distortion imposed on the even-indexed subcarriers, so that the detection of PAM-DMT signal
can be successively implemented.
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Figure 1. Frequency-domain demonstration including both the real component and the imaginary
component of the proposed DCHO-OFDM signal, with N = 16 subcarriers. (a) presents the symbol
allocation for ACO-OFDM and for PAM-DMT branch, respectively; (b) demonstrates the hybrid
unclipped ACO-OFDM and the down/upper-clipped PAM-DMT signals; (c) indicates the combined
signal after performing time-varying biasing scheme; (d) depicts the hybrid signal further incorporating
the PWM signal.

For achieving dimming control, directly combining the HACO-OFDM signal with PWM is
deemed to be inefficient. Due to the non-negativity of the clipped unipolar signal �xACO,n�c and
�yPAM,n�c, the hybrid signal may exceed the dynamic range of LEDs with a large probability [26].
To overcome, a negative-valued NHACO-OFDM signal is invoked to superpose to the high brightness
level of PWM signal to avoid non-linear distortion, while the HACO-OFDM with positive-polarity
is invoked for the low-brightness scenario [22]. In this regime, the PWM signal has to be detected
first by a receiver in order to recover the dissimilar clipping distortion generated by NHACO-OFDM
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and HACO-OFDM, respectively. Afterwards, the transmitted information can be then extracted by
successively demodulating the ACO-OFDM and PAM-DMT branch.

3. Proposed Dimming Compatible Hybrid O-OFDM

Although the spectrum efficiency is improved in HACO-OFDM, the sequential detection
operations lead to an increased receiver complexity and process delay, compared to that of
the conventional ACO/DCO-OFDM. When dimming control is invoked, additional operation
including the detection of PWM signal is necessary before demodulation, which further increases
the implementation complexity. To overcome this, in this paper, a novel dimming compatible
hybrid O-OFDM (DCHO-OFDM) scheme is conceived with a low-complexity receiver for achieving
a high-speed VLC transmission. Moreover, the proposed scheme is insensitive to the different dimming
levels, which implies the preliminary of detecting PWM signal can be neglected.

3.1. Pulse Width Modulation

Due to the non-linear transfer characteristic of LED, the transmitted VLC signal has to be confined
in the limited linear range. We employ the notation Il and Ih to represent the lower and upper bound
of the limited linear range, respectively. Then, the dimming level η can be defined as:

η =
Iave − Il
Ih − Il

, (5)

where we have Iave to present the average amplitude of signal. Upon observing Equation (5), different
dimming levels can be attained by altering the value of Iave. Although directly adding a bias can
change the value of Iave, it leads to an undesired wavelength shift of the emitted lights. Therefore,
the PWM signal is invoked in our proposed DCHO-OFDM scheme, which can be expressed as:

dPWM(t) =

{
Ih, 0 < t ≤ TON (ON state)
Il , TON < t ≤ T (OFF state)

(6)

where T represents the period of PWM signal and TON denotes the time duration when the signal is
in the ON state. The dimming level can be changed upon adjusting the duty cycle of PWM, which is
referred to as ρ = TON/T.

3.2. DCHO-OFDM

In order to implement dimming control, the PWM signal needs to be designated for incorporating
the O-OFDM transmission. Specifically, the period of the PWM is set to be as many as the K times of
a single O-OFDM symbol duration Ts, which can be represented as T = KTs, where K is an integer.
Accordingly, the duration of ON state of PWM is set to TON = K′Ts, where K′ denotes the number of
O-OFDM symbols transmitted at ON state. It can be observed that the PWM signal remains constant
in a single O-OFDM symbol duration Ts, which implies that the introduced interference is imposed
only on the 0-th subcarrier, as depicted in Figure 1d.

Since the transmitted signal in VLC has to be constrained by the limited linear transmission range
of LEDs, the O-OFDM components needs to be carefully designed, in order to incorporate PWM for the
purpose of dimming control. Taking the characteristic of the PWM signal into consideration, a signal
with negative polarity is desired during the ON state, while a positive-valued signal is required for the
OFF state. Therefore, instead of combining the unipolar signal of ACO-OFDM and of PAM-DMT as
seen in the conventional HACO-OFDM scheme, we invoke the unclipped double-side ACO-OFDM
signal in our proposed DCHO-OFDM to amalgamated with either the upper-clipped PAM-DMT signal
�yPAM,n�c or the down-clipped PAM-DMT signal �yPAM,n�c as:
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{
son

n = xACO,n + �yPAM,n�c, ON state
soff

n = xACO,n + �yPAM,n�c, OFF state
, (7)

depending on the state of PWM signal. Note that the upper-clipped PAM-DMT signal is given by:

�yPAM,n�c =

{
0, yPAM,n ≥ 0
yPAM,n, yPAM,n < 0

. (8)

Similar to the HACO-OFDM scheme, the ACO-OFDM symbols in our DCHO-OFDM are allocated
to the odd-indexed subcarriers, where the PAM-DMT symbols are carried by the imaginary proportion
of the even-indexed subcarriers, as shown in (1) and (3). On the contrary, the ACO-OFDM branch
in the proposed DCHO-OFDM scheme is designed to remain unclipped, yielding even-indexed
subcarriers that are free of clipping noise contamination. According to [27], the clipping distortion
generated by the down-clipped PAM-DMT is imposed only on the real-part of the even-indexed
subcarriers. Furthermore, upon the analysis provided in Appendix A, the clipping distortion caused
by the upper-clipped PAM-DMT is also encountered only by the real-portion of the even-indexed
subcarriers. Therefore, it implies that the overall generated clipping distortion in DCHO-OFDM of
either the combined signal son

n or soff
n is orthogonal to the information-carrying subcarriers, which is

demonstrated in Figure 1b. As a benefit, the bipolar signal of son
n and soff

n can be obtained in
an interference-orthogonal way. Furthermore, in HACO-OFDM scheme, the clipped ACO-OFDM
and PAM-DMT branch are superposed directly, which leads to a higher amplitude since the both
components are non-negative. In contrast, by superposing the bipolar ACO-OFDM and the unipolar
PAM-DMT signal, a lower peak-to-average-power-ratio (PAPR) can be expected, compared to that of
the conventional HACO-OFDM.

The hybrid signal in Equation (7) has double-sided polarity, as seen in Figure 2a,b. In order
to incorporate the PWM signal, it has to be converted to the unipolar signal. To tackle this issue,
we introduce a time-varying biasing scheme based on the Proposition 1, which converts the the
bipolar signal of son

n and soff
n to negative-valued and positive-valued signals for the ON and OFF states,

respectively. Moreover, the time-varying bias does not induce any additional interference imposed on
the legitimate transmitted symbols. To be specific, the Proposition 1 is exhibited as follows.

Proposition 1. If a time-domain signal zn has the characteristic as:{
zn = z N

2 +n, n = 0, N
4

zn = z N
2 −n = z N

2 +n = zN−n, n = 1, · · · , N
4 − 1

, (9)

the interference generated by zn imposes only on the real-part of the even-indexed subcarriers.

Proof. Please see Appendix B.

For the hybrid signal son
n , it is expected to be negative for further incorporating the PWM signal

during ON state. In the light of Proposition 1, a bias of −max
{

son
n , son

N/2+n

}
can be added to sample

son
n and son

N/2+n, for n = 0, N/4, so that to achieve the negative-valued samples. Uniformly, a bias of

−max
{

son
n , son

N/2−n, son
N/2+n, son

N−n

}
is applied for sample son

n , son
N/2−n, son

N/2+n, and son
N−n to acquire the

non-positive values, when we have n = 1, 2, · · · , N/4 − 1. Therefore, the introduced time-varying bias
zon

n for signal son
n is given by:
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⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

zon
n = zon

N
2 +n

= −max
{

son
n , son

N
2 +n

}
, n = 0, N

4

zon
n = zon

N
2 −n

= zon
N
2 +n

= zon
N−n

= −max
{

son
n , son

N
2 −n

, son
N
2 +n

, son
N−n

}
, n = 1, · · · , N

4 − 1

. (10)
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Figure 2. A demonstration of the superposed signal in DCHO-OFDM. (a,b) depict the bipolar
signal son

n and soff
n , where the ACO-OFDM signal is directly combined with upper/down-clipped

PAM-DMT; (c,d) present the unipolar signal of son
conv,n and soff

conv,n, aided by the introduced time-varying
biasing scheme.

After performing the time-varying biasing, the bipolar signal son
n is able to be converted to the

unipolar signal as:

son
conv,n = xACO,n + �yPAM,n�c + zon

n , n = 0, 1, · · · , N − 1, (11)

where all the N samples experience non-positive values, which is demonstrated in Figure 2c. On the
contrary, a positive-valued signal is desired during OFF state transmission. Therefore, for the bipolar
signal soff

n , the time-varying bias zoff
n is introduced as:
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⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

zoff
n = zoff

N
2 +n

= −min
{

soff
n , soff

N
2 +n

}
, n = 0, N

4

zoff
n = zoff

N
2 −n

= zoff
N
2 +n

= zoff
N−n

= −min
{

soff
n , soff

N
2 −n

, soff
N
2 +n

, soff
N−n

}
, n = 1, · · · , N

4 − 1

. (12)

Hence, the converted signal is given by:

soff
conv,n = xACO,n + �yPAM,n�c + zoff

n , n = 0, 1, · · · N − 1, (13)

resulting in a positive-valued signal as shown in Figure 2d, which is appropriated for OFF
state transmission.

Assisted by the time-varying biasing scheme, the acquired unipolar signals relying on the
Equations (11) and (13) can be readily amalgamated with PWM signal. To this end, the proposed
DCHO-OFDM signal can be expressed as:

vn =

{
son

conv,n + Ih, ON state
soff

conv,n + Il , OFF state

= sconv,n + dPAM,n, n = 0, 1, · · · , N − 1.

(14)

Note that the signal of sconv,n consists of the ON state transmitted signal, son
conv,n, and the

OFF state transmitted signal, soff
conv,n, while dPAM,n is the sample of PWM signal dPAM(t). It is

observed from Equation (14) that the PWM dimming control and the OFDM transmission can be well
integrated in the conceived DCHO-OFDM. Specifically, Figure 3 depicts the block diagram of the
proposed DCHO-OFDM.
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Figure 3. Block diagram of the transmitter and receiver for the proposed DCHO-OFDM.

Furthermore, according to Equation (14), the average amplitude of signal vn is given by:

Iave =
TON

T
(

Ih +E
[
son

conv,n
])

+
T − TON

T

(
Il +E

[
soff

conv,n

])
= Il + E1 + ρ(Ih − Il + E2 − E1)

(15)

where E[•] denoted the expectation operation. Here, we have E1 and E2 to denote the expectation
result of signal soff

conv,n and son
conv,n, respectively, which can be readily obtained by numerical simulations.

Recalling the Equation (5), the dimming level can then be further expressed as:

η =
E1

Ih − Il
+ ρ

[
1 +

E2 − E1

Ih − Il

]
. (16)
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The Equation (16) shows that the dimming level η has a linear relationship with the duty cycle ρ.
It is essential to discuss the receiver structure for the proposed DCHO-OFDM scheme.

The clipping distortion caused by down/upper-clipped PAM-DMT branch in DCHO-OFDM
is orthogonal to the information-carrying subcarriers. Moreover, in the light of Proposition 1,
the odd-indexed subcarriers carrying ACO-OFDM and the imaginary-part of the even-indexed
subcarriers carrying PAM-DMT is capable of remaining uncontaminated during the polarity conversion
process relying on the introduced time-varying bias, which is demonstrated in Figure 1c. When the
converted signal is amalgamated with PWM for dimming control, the interference caused by PWM
falls only on the 0-th subcarrier, which does not introduce additional interference to the transmitted
signal. As a benefit, the DCHO-OFDM signal is obtained in an interference-orthogonal approach.
Therefore, DCHO-OFDM symbols can be readily recovered upon relying on a standard OFDM receiver,
as shown in Figure 3.

3.3. Complexity Analysis

In this section, the complexity of the proposed DCHO-OFDM is discussed. For comparison,
the conventional HACO-OFDM is invoked as a benchmarker. At the transmitter side, the main
difference between the conventional HACO-OFDM and the proposed scheme lies in the signal
component. To elaborate, the zero-clipping operation of the ACO-OFDM branch is required in
HACO-OFDM, while the time-varying biasing process is introduced in the proposed DCHO-OFDM.
Remarkably, the zero-clipping operation of ACO-OFDM branch is based on computing the maximum
value between zero and the signal sample, which is similar to the calculation process of the time-varying
biasing scheme in the proposed DCHO-OFDM. Therefore, the proposed DCHO-OFDM is capable of
achieving the similar complexity as the conventional HACO-OFDM at the transmitter.

At the receiver side, due to the undesired clipping distortion generated by the ACO-OFDM
branch, an additional process including the clipping noise re-generation and cancellation is required in
HACO-OFDM. Therefore, the associated computational complexity mainly relies on the sum of two
real-valued N-point FFT operations and of one complex-valued N-point IFFT operation [14]. On the
contrary, a benefit to the orthogonal interference, the detection of DCHO-OFDM, can be achieved
upon relying on a standard OFDM receiver seen in Figure 3, as that of ACO/DCO-OFDM. Hence,
the computational complexity of DCHO-OFDM is dominated by a single real-valued N-point FFT
operation, which is significantly reduced compared to the HACO-OFDM counterpart [28]. Moreover,
for the HACO-OFDM-based dimming control scheme [22], an additional operation is required at
the receiver side to distinguish if either HACO-OFDM or NHACO-OFDM is transmitted, since they
introduce different clipping distortions. Instead, the proposed DCHO-OFDM signal is invulnerable
to the varying dimming level and can be directly recovered without detecting the PWM signal,
which futher reduces the complexity compared to that of the HACO-OFDM scheme.

To this end, superior to the conventional HACO-OFDM scheme, the complexity and the process
delay of the proposed DCHO-OFDM scheme at the receiver is significantly reduced, without increasing
the complexity at the transmitter side.

4. Numerical Results

This section provides our simulations for quantifying the proposed DCHO-OFDM, where we
employ N = 256 for the O-OFDM VLC system. The lower bound and the upper bound of LED are
referred to as Il = 0 and Ih = 1, respectively. In order to evaluate the non-linear distortion, a pair of
scaling factors βACO and βPAM are defined as βACO = (Ih − Il)/σACO and βPAM = (Ih − Il)/σPAM,
where σACO and σPAM denote the standard variance of the unclipped ACO-OFDM and PAM-DMT,
respectively.

To begin with, we investigate the PAPR performance of the proposed DCHO-OFDM scheme,
compared to that of the HACO-OFDM, where the associated complimentary cumulative distribution
function (CCDF) can be seen in Figure 4 [26]. It is observed that the proposed DCHO-OFDM achieves
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a much lower PAPR than that of the conventional HACO-OFDM. This observation is as expected
for the reason that the unclipped ACO-OFDM is invoked in DCHO-OFDM, which is capable of
avoiding relatively high amplitudes. Note that a lower PAPR results in a better ability to resist the
non-linearity [26]. Therefore, unlike the HACO-OFDM, the proposed OFDM scheme is capable of
alleviating the undesired non-linear distortion in the presence of the non-linear transfer characteristic
of LED. In this case, a better BER performance can be achieved by the proposed DCHO-OFDM,
leading to an improved achievable spectrum efficiency compared to HACO-OFDM, as shown in the
following figures.
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Figure 4. CCDF curves of PAPR for the proposed DCHO-OFDM scheme, compared to that of the
HACO-OFDM scheme.

Figure 5 quantifies the dimming level for the various values of duty cycle ρ. Upon observing,
the dimming level is linearly changed upon adjusting the duty cycle of PWM signal, which is consistent
with our theoretical analysis in Section 3.2. Additionally, a wide range of dimming level is achieved in
DCHO-OFDM. To expound, the proposed scheme is capable of achieving a fairly low or high dimming
level, upon further increasing the value of the scaling factors, albeit at a cost to power inefficiency.

In Figure 6, we demonstrate the BER performance of DCHO-OFDM vs the variance of signal under
different values of duty cycle, where a standard OFDM receiver is directly employed. Upon observing
Figure 6, the attained BER of the proposed scheme first becomes better upon increasing the variance of
signal, while it deteriorates afterwards due to the clipping noise generated by the limited dynamic
range of LEDs. Additionally, we observe that the same BER performance is obtained with various
values of duty cycle ρ, which indicates that the BER performance of DCHO-OFDM is invulnerable
to the various duty cycles of PWM. This can be explained by noting that the dimming control in
the proposed DCHO-OFDM scheme does not affect the information transmission, so that both the
functionality of illuminations and communications in VLC can be achieved without disturbing each
other. Hence, the symbols transmitted by the proposed DCHO-OFDM can be directly detected through
a standard OFDM receiver without requiring additional operation of PWM signal detection.

98



Appl. Sci. 2019, 9, 3666

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Duty Cycle 

0

10

20

30

40

50

60

70

80

90

100

D
im

m
in

g 
Le

ve
l 

 (
%

)

ACO
 = 

PAM
 = 2

ACO
 = 

PAM
 = 3

ACO
 = 

PAM
 = 4

ACO
 = 

PAM
 = 5

Figure 5. The performance of dimming level η vs duty cycle ρ, with various values of scaling factors.
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Figure 6. BER performance of the proposed DCHO-OFDM scheme under different variances of signal.

For a target BER of 2 × 10−3, we further explore the spectrum efficiency of the proposed
scheme, as depicted in Figures 7 and 8, in a scenario of high (−2 dBm) and of low (−8 dBm) noise
power, respectively. For comparison, the spectrum efficiency of DCO-OFDM and the dimmable
HACO-OFDM proposed in [22] are also provided. Upon observing, the achievable spectrum efficiency
of DCHO-OFDM is superior to that of the conventional DCO-OFDM and HACO-OFDM in a wide
range of dimming levels, where the transmission in DCO-OFDM is easily affected by dimming control
due to the non-linear distortion. Furthermore, in contrast to HACO-OFDM scheme, while it has to
detect ACO-OFDM signal first and then demodulatethe PAM-DMT signal, our proposed scheme can
be detected upon utilizing the same receiver as the DCO-OFDM scheme, beneficially decreasing the
complexity of receiver. Therefore, the proposed DCHO-OFDM scheme may be further cooperated
with DCO-OFDM regime for a VLC system to satisfy the different transmission and illumination
requirements, without increasing the complexity at the receiver side.
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Figure 7. The achievable spectrum efficiency as a function of dimming level η, under a noise power
of −2 dBm.

0 20 40 60 80 100
Dimming Level  (%)

0

0.5

1

1.5

2

2.5

3

S
pe

ct
ru

m
 E

ffi
ci

en
cy

 (
bi

ts
/s

/H
z)

DCO-OFDM
DCHO-OFDM
HACO-OFDM

Figure 8. The achievable spectrum efficiency as a function of dimming level η, under a noise power
of −8 dBm.

5. Conclusions

In this contribution, a novel DCHO-OFDM scheme was conceived for simultaneously achieving
the dual functionality of data transmission and illumination in VLC. To achieve high spectrum
efficiency, the bipolar unclipped ACO-OFDM signal was elaborately combined with the unipolar
down-clipped PAM-DMT signal during the OFF state of PWM signal, while it was jointly transmitted
with the upper-clipped PAM-DMT signal during the ON state. For the purpose of dimming control,
a time-varying bias was applied to convert the superposed bipolar signals to unipolar ones, so that the
PWM signal can be invoked without introducing interference. According to our simulations, a wide
dimming range was obtained in DCHO-OFDM, with a high spectral efficiency and less fluctuation.
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As the interference generated by the proposed scheme is orthogonal to the transmitted information,
the demodulation of DCHO-OFDM can be easily executed upon employing a standard OFDM receiver,
which may allow the proposed scheme to further cooperate with the DCO-OFDM scheme, fulfilling
the dynamic communication and illumination requirements of the VLC system.
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Appendix A

According to the definition of the upper-clipping, the upper-clipped PAM-DMT signal can be
re-written as:

�yPAM,n�c =
yPAM,n − |yPAM,n|

2
. (A1)

Upon taking the N-point FFT of signal �yPAM,n�c, we can get:

Yc
k =

N−1

∑
n=0

�yPAM,n�c exp
(
−j

2πnk
N

)

=
1
2

N−1

∑
n=0

yPAM,n exp
(
−j

2πnk
N

)
︸ ︷︷ ︸

W1

− 1
2

N−1

∑
n=0

|yPAM,n| exp
(
−j

2πnk
N

)
︸ ︷︷ ︸

W2

.
(A2)

It can be found that the first term W1 in (A2) is the FFT results of the unclipped signal
yPAM,n, which is the original transmitted PAM-DMT symbols carried by the imaginary parts of
the even-indexed subcarriers. The second term of W2 is viewed as the interference, imposed by the
upper-clipping operation. Recall the property of yPAM,n = yPAM,n+N/2 = −yPAM,N/2−n = −yN−n [14],
the second term of (A2) can be re-written as:

W2 =
1
2

N/4−1

∑
n=1

[
|yPAM,n| exp

(
−j

2πnk
N

)
+ |yPAM,N/2−n| exp

(
−j

2π(N/2 − n)k
N

)

+|yPAM,N/2+n| exp
(
−j

2π(N/2 + n)k
N

)
+ |yPAM,N−n| exp

(
−j

2π(N − n)k
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)]

=
1
2

N/4−1

∑
n=1

|yPAM,n|
{
[1 + exp(−jπk)]

[
exp

(
j
2πnk

N

)
+ exp

(
−j

2πnk
N

)]}
.

(A3)

Since we have

exp(−jπk) =

{
−1, k is odd-valued
1, k is even-valued

, (A4)

the second term W2 can be further expressed as:

W2 =

{
0, k is odd-valued
∑N/4−1

n=1 |yPAM,n| cos 2πnk
N , k is even-valued

. (A5)
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Upon observing, it can be easily found that the introduced interference caused by the
upper-clipping falls only on the real parts of the even-indexed subcarriers, where the odd-indexed
subcarriers and the imaginary parts of the even-indexed subcarriers are free of contamination.
As a benefit, the proposed DCHO-OFDM scheme is capable of remaining uncorrupted by the
upper-clipped PAM-DMT signal.

Appendix B

Upon taking the N-point FFT of zn, we obtain the frequency-domain sample ZK for
k = 0, 1, · · · , N − 1 as:

Zk =
N−1

∑
n=0

zn exp
(
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2πnk
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(A6)

According to Proposition 1, we have zn = zN/2+n for n = 0, N/4 and have zn = zN/2−n =

zN/2+n = zN−n for n = 1, · · · , N/4 − 1. Therefore, the Equation (A6) can be re-written as:

Zk = [1 + exp (−jπk)]
[
z0 + zN/4 exp
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π

2
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(A7)

If the value of k is odd, where exp(−jπk) = −1, then we have:

Zk = 0, k = 1, 3, 5, · · · , N − 1. (A8)

Otherwise if the value of k is even, where exp(−jπk) = 1, the expression of Zk is therefore
given by:

Zk = 2z0 + 2zN/4 exp(−j
π

2
k) + 2

N/4−1
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n=1
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[
exp

(
−j

2πnk
N

)
+ exp
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j
2πnk

N

)]
. (A9)

According to Euler formula, the real-part and the imaginary-part of Zk are given by:

Re[Zk] = 2z0 + 2zN/4 cos
πk
2

+ 4
N/4−1

∑
n=1

zn cos
2πnk

N
, k = 0, 2, 4, · · · , N − 2, (A10)

Im[Zk] = 0, k = 0, 2, 4, · · · , N − 2. (A11)

Upon observing Equations (A8), (A10) and (A11), it can be concluded that the interference
generated by zn is only imposed on the real part of the even-indexed subcarriers, leaving the
odd-indexed subcarriers as well as the imaginary part of the even-indexed subcarriers uncontaminated.
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Abstract: Acquisition, tracking, and pointing (ATP) is a key technology in free space laser
communication that has a characteristically high precision. In this paper, we report the acquisition
and tracking of low-Earth-orbit satellites using shipborne ATP and verify the feasibility of establishing
optical links between laser communication satellites and ships in the future. In particular, we developed
a shipborne ATP system for satellite-to-sea applications in laser communications. We also designed
an acquisition strategy for satellite-to-sea laser communication. In addition, a method was proposed
for improving shipborne ATP pointing error. We tracked some stars at sea, achieving a pointing
accuracy of less than 180μrad.We then acquired and tracked some low-Earth-orbit satellites at sea,
achieving a tracking accuracy of about 20μrad. The results achieved in this work experimentally
demonstrate the feasibility of ATP in satellite-to-sea laser communications.

Keywords: satellite-to-sea laser communication; acquisition, tracking and pointing; shipborne ATP;
pointing error model

1. Introduction

Laser communication is a technology that uses a laser beam as a carrier to transmit information
in space [1,2]. The laser beam used in space laser communication is emitted at an angle that is
near the diffraction limit. The divergence angle of very narrow communication beams requires
both communicating sides to maintain extremely high dynamic alignment accuracy. With the
ultimate aim of realizing a global-scale laser communication for practical use, many significant
achievements have been made in the past decades, such as the demonstration of links for
building-to-building communication [3,4], airborne applications [5–7], inter-satellite applications [8,9],
satellite-to-ground [10–16], and ship-to-ship communication [17–19]. However, currently, most of the
experiments only involve space and ground communication links or short-distance communication
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between ships. Since water bodies occupy more than 70% of the earth’s surface and given the rising
demand for maritime communications, the global-scale communication network is bound to extend
from the ground to the sea in the future. Huge volumes of data need to be transmitted by satellite.
Thus, there is an urgent need to conduct experimental verifications of laser communication between
satellites and ships at sea.

Satellite-to-sea laser communication mainly refers to data transmission between satellites
and shipboards. Acquisition, tracking, and pointing (ATP) is the key technology used in laser
communication, which requires the rapid acquisition and alignment of line-of-sight between two
platforms and the establishment of communication links with high precision, high probability, and high
dynamic tracking. The ATP system’s rapid and high probability acquisition of a satellite terminal’s
line-of-sight under shipborne conditions has a direct impact on the communication time. Currently,
optical links between ships have been verified. The link is usually initiated actively by an ATP at one
end to cover an uncertain area with beacon light, then scanned or stared at by an ATP at another end to
establish the link. This method of establishing an optical link is the most common method in laser
communication, which requires high pointing accuracy. For short-distance communication links of
tens of kilometers between ships or in air [20,21], the divergence angle and optical power of the beacon
light can be improved, and the requirement of the ATP with respect to the pointing accuracy can be
reduced to reduce the difficulty of acquisition. Another method for realizing short-range ship-to-ship
laser communication is using modulating retro-reflectors (MRRs). An MRR link uses an active ATP at
one end and a small semi-passive MRR at the other [22–25]. For one end of the link, MRRs no longer
have tight pointing requirements. However, satellite-to-sea laser communication is very different from
ground ATP systems. For ship-to-ship laser communications of tens of kilometers, the divergence angle
of the uplink beacon is usually only a few milliradians due to resource constraints. The MMR method
is less likely to achieve communication over hundreds or thousands of kilometers of links. Moreover,
the complex nature of the ocean environment significantly increases the difficulty of acquisition and
tracking by the ATP system. It is difficult for shipborne ATP systems to achieve high pointing accuracy
to complete initial acquisition under conditions such as random and sharp waggling along with the
sea, which poses a higher challenge to its technology. As a first step toward satellite-to-sea laser
communication, it is essential to develop shipborne ATP and test its performance.

In this paper, we report the acquisition and tracking of low-Earth-orbit satellites using shipborne
ATP and verify the establishment of optical links between laser communication satellites and a ship at
sea. To improve the initial pointing accuracy of line-of-sight in the satellite-to-sea laser communication,
we designed a calibration method for the shipborne ATP pointing error model. Some satellites
were acquired and tracked by the ATP system, thereby demonstrating the acquisition and tracking
performance of the ATP system at sea. A tracking accuracy of about 20μrad was obtained, together
with a pointing accuracy of less than 180μrad.Our implementation provides a solid test for shipborne
ATP, thus paving the way for a global-scale laser communication network involving space, ground,
and sea.

2. Strategies for Establishing Optical Links

We designed an acquisition process for satellite-to-sea laser communication. The communication
handshake is initiated by shipborne ATP. The terminals on each side of the communication drive
their respective optical antennas to roughly align with each other’s instantaneous positions according
to the ephemeris and attitude information. Shipborne ATP has high-precision pointing ability and
can transmit uplink beacon light to accurately cover the satellite terminal. After the satellite coarse
Charge Coupled Device (CCD) detects the beacon light of the shipborne ATP, closed-loop tracking is
carried out with high accuracy. The satellite terminal emits downlink beacon light. After the downlink
beacon light is detected by the shipboard ATP coarse CCD, stable closed-loop tracking is conducted to
complete the acquisition. After establishing a stable communication link between the satellite and
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the sea, laser communication is achieved until the satellite passes through. The acquisition strategy is
summarized in Figure 1.

Figure 1. Schematic of acquisition and tracking. (a) The shipborne acquisition, tracking, and pointing
(ATP) system initiates the acquisition process. The shipborne ATP and satellite activate their beacon
lasers and point at each other using the predicted ephemeris. (b) The satellite detects the uplink beacon
laser and initiates precise tracking. (c) The shipborne ATP detects the downlink beacon laser and
initiates precise tracking. (d) Bidirectional tracking and locking between the satellite and shipborne
ATP is established until the laser communication is terminated.

3. Method for Improving the Pointing Error

The acquisition protocol involves the shipborne ATP irradiating the satellite to initiate a link.
The ATP is fixed on the ship. As the ship moves, the ATP is affected by sea waves, thus producing three
periodic yaw, pitch, and roll disturbances, which cause the ATP’s line-of-sight axis to wobble a few
degrees. The divergence angle of the uplink beacon laser cannot be increased indefinitely; it is generally
several milliradians and much smaller than the swaying amplitude. To achieve the acquisition of a
satellite, the acquisition performance can only be improved by reducing the pointing error. The absolute
pointing error is defined as the angular separation between the actual direction and the intended
ATP line-of-sight [26]. In invisible satellite target acquisition, the pointing accuracy of the telescope is
one of the important indices for the establishment of optical links. In our experiment, several factors
contribute to the pointing error, including the attitude of the ship platform pre-compensation accuracy,
installation error calibration accuracy, and systematic errors calibration accuracy.

3.1. Pre-compensation for Ship Platform Attitude

During the initial acquisition stage, the target coordinate value (A, E) in the Northeast celestial
coordinate system is converted to (A c, Ec) in the deck coordinate system. (A c, Ec) is used to guide the
ATP to open-loop pointing.

As shown in Figure 2a, the Northeast celestial coordinate system is defined as O-XYZ, where OX
is due North, OY is due east, and OZ is due sky. The origin, O is the intersection of the azimuth axis
and the pitching axis of the tracking equipment. The polar coordinates of the observation point, M
are (A, E), while the projection of M on the OXY plane is N. A represents the azimuth angle, that is,
the included angle of XON, which is positive when overlooking clockwise. E represents the elevation
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angle, which is the angle MON, where up is positive. L represents the distance from the tracking
device to the observation point.

Figure 2. Schematic diagram of coordinate system and attitude angle. (a) The Northeast celestial
coordinate system O-XYZ. (b) The deck coordinate system O−XcYcZc. (c) Definition of attitude angle.

As shown in Figure 2b, the deck coordinate system O−XcYcZc is defined; the axis Xc is the
fore-and-aft line, while the bow direction is forward. The axis OZc is positive clock wise; the axis Yc

is perpendicular to the fore-and-aft line in the deck plane, whereas the axis OZc is perpendicular to
the deck plane, upward is positive. The origin O is consistent with the Northeast celestial coordinate
system. The projection point of M on plane OXcYc is Nc. The polar coordinates of M in the deck
coordinate system are defined as (A c, Ec). Ac represents the azimuth angle of the deck, where clockwise
is positive. Ec represents the elevation angle of the deck; upward is positive.

As shown in Figure 2c, the roll angle, R is the angle obtained by rotating the fore-and-aft line of
the deck platform, and the port side rising is defined as a positive angle. The pitch angle, P is the angle
included between the fore-and-aft line and the horizontal plane, and P is the positive angle when the
bow is raised. The yaw angle, H is the rotation angle of the fore-and-aft line about the z-axis, and the
clockwise angle is the positive angle.

When the shipborne ATP tracks a target, it is necessary to convert (A, E) of the target in the
Northeast celestial coordinate system to (Ac, Ec) of the deck coordinate system for guidance and tracking.

In the Northeast celestial coordinate system, the transformation relationship exists between the
polar coordinate system and rectangular coordinate system is given by Equation (1):

⎧⎪⎪⎪⎨⎪⎪⎪⎩
x = Lcos EcosA
y = Lcos EsinA
z = Lsin E

(1)

In the deck coordinate system, the transformation relationship between the polar coordinate
system and rectangular coordinate system is given by Equation (2):

⎧⎪⎪⎪⎨⎪⎪⎪⎩
xc = Lcos Eccos Ac

yc = Lcos Ecsin Ac

zc = Lsin Ec

(2)

When the ship is affected by yaw, pitch, and roll at the same time, it shall be convertedin the order
of yaw, pitch, and roll. The attitude rotation matrix, ξt is given by Equation (3):

ξt =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0
0 cos R sin R
0 − sin R cos R

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

cos P 0 sin P
0 1 0

− sin P 0 cos P

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

cos H sin H 0
− sin H cos H 0

0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (3)
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The conversion expression is shown in Equation (4) below:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
xc

yc
zc

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ = ξt

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
x
y
z

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
cos HcosP sin HcosP sin P
− sin HcosR− cos HsinPsinR cos HcosR− sin HsinPsinR cos PsinR
− cos HsinPcosR + sin HsinR − sin HsinPcosR− cos HsinR cos PcosR

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

x
y
z

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4)

It can be obtained the Equation (5) from Equations (1) and (2):

⎧⎪⎪⎨⎪⎪⎩
Ac= arctg(

yc
xc
)

Ec= arcsin( zc
L

) (5)

Thus, the target guidance value under the deck coordinate system can be obtained, as shown in
Equation (6):

⎧⎪⎪⎨⎪⎪⎩
Ac= arctg{ cos E [cos R sin(A−H)−sin P sin R cos(A−H) ]+sin E cos P sin R

cos E cos P cos(A−H)+sin E sin P }
Ec= arcsin

{
sin E cos P cos R− cos E[sin R sin(A−H) + sin P cos R cos(A−H)]

} (6)

It can be seen from Equation (6) that the measurement accuracy for attitude (H, P, R) is one of
the key factors affecting the accuracy of shipborne ATP pointing. The attitude error of the shipborne
ATP is the main source of error that affects the orientation of the line-of-sight. We used an attitude
pre-compensation unit (Figure 3), which used a combined inertial navigation equipment composed
of a gyroscope, accelerometer, and GPS (GPS/INS) to measure the attitude of the ship. We made
pre-compensation for the attitude by 200Hz, compensating for the wobble of the ATP line-of-sight axis
caused by the swaying of the ship. The attitude error of the shipborne ATP is the main source of error
that affects the orientation of the line-of-sight. The attitude of the ship is measured by the GPS/INS unit,
which is converted into a compensation amount for the ATP line-of-sight axis for real-time attitude
compensation using Equation (6).

 

Figure 3. Attitude pre-compensation unit.

The accuracy of the GPS/INS unit measurement is shown in Table 1. The angle measurement error
for the GPS/INS unit roll and pitch direction root-mean-square (RMS) was δPitch = δRoll = 0.09mrad
(root-mean-square.) whereas the yaw direction angle measurement error was δYaw = 0.18mrad (RMS).
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Table 1. GPS/INS unit attitude measurement accuracy.

Attitudeangle Accuracy

Yaw ≤0.18mrad (RMS)
Roll and pitch ≤0.09mrad (RMS)

From Equation (6), the target guidance error caused by the GPS/INS unit can be obtained as shown
in Equation (7), δazimuth = 0.18mrad (RMS) and δelevation = 0.09mrad (RMS).

δguidance =
√
δazimuth

2 + δelevation
2 = 0.202mrad (7)

To improve the precision of the attitude compensation, the ship’s attitude at the present moment
as measured by the GPS/INS unit is used to predict the ship’s attitude at a future time, while the
guidance value of the target is pre-compensated. We used attitude velocity filtering and extrapolation to
compensate the attitude lag. The running cycle of the software is 20 ms, and the attitude measurement
data sent to the controller for execution needs three frames, a total of 60ms. Areal-time lag compensation
of 60 ms was determined by testing the lag frame number on the swing table, so that the precision of
the line-of-sight disturbance compensation reached the angular second level.

3.2. Installation Error Model

During the installation of the GPS/INS unit, inevitable installation errors are incurred between
the measuring axis of the GPS/INS unit and the ATP pointing axis. If there is an error between the
installation of the GPS/INS unit and the ATP, the attitude compensation accuracy will be affected and
the pointing accuracy of the ATP will decrease. Therefore, after the installation of the GPS/INS unit
and ATP, the rotation relationship between the platform coordinate system represented by the GPS/INS
unit O−XpYpZp and the shipborne ATP deck coordinate system O−XcYcZc needs to be calibrated
(Figure 4). When measuring the equipment attitude, it is necessary to convert the inertial attitude to
the coordinate system of the equipment.

Figure 4. Error relation between the shipborne ATP and the GPS/INS unit.

The Equations (8) can be obtained from Equations (3) and (4), and Euler’s theorem:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
xc

yc
zc

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ = Ψt ∗ ξt ∗
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

x
y
z

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (8)
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We can get from Equations (3) and (4), as shown in Equation (9).

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Lcos Eccos Ac

Lcos Ecsin Ac

Lsin Ec

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ = Ψt ∗ ξt ∗
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

Lcos EcosA
Lcos EsinA

Lsin E

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ (9)

where (A c, Ec) represents the target polar coordinate in the deck coordinate system, (A, E) represents
the target coordinate value in the Northeast celestial coordinate system, ξt represents the attitude
rotation matrix, and Ψt is the installation error matrix for the shipborne ATP and the GPS/INS unit.

Ψt is the parameter to be calibrated, Λc and Λ are coefficient matrices determined by experimental
data, and the linear model of installation error can be expressed as Equation (10):

Λc = Ψt ∗ ξt ∗Λ + Δ (10)

where, Λc =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Lcos Eccos Ac

Lcos Ecsin Ac

Lsin Ec

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦, Λ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Lcos EcosA
Lcos EsinA
Lsin E

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦, Δ = [α, β,θ]T.

The method of “star tracker” is used to evaluate the absolute pointing error of telescope, which is
the main method to determine the absolute pointing error of ATP [27]. Because of the high precision of
the known positions of stars in the sky, the identification of star signals provides a powerful tool for
checking the absolute ATP alignment. In practical application, a star is considered a measurable point
in the sky, and the least square fitting technology provides a solution for the absolute pointing error
assessment [28].

In fact, we know the theoretical coordinates of the stars (Ai, Ei) in the Northeast celestial coordinate
system. When measuring the star using the shipborne ATP, the measured value of the stars (A ci

, Eci

)
can be obtained from the deck coordinate system. Several stars in the all-sky region were measured,
and the error matrix, Ψ̂t was obtained by fitting with the least square method.

To sum up, the undetermined parameter Ψ̂t of the installation error model is calibrated by
the least square method, and the residual error Δ is calculated by substituting into Equation (10).
We regard residual error Δ as the systematic error of ATP. In the next section, the residual error is further
corrected by establishing the shipborne system error correction model to achieve a high absolute
pointing accuracy.

3.3. Systematic Errors Model

Due to the influence of machining, installation, and other factors, the telescope contains
systematic errors. The error sources include the non-verticality of the horizontal and vertical axes,
non-orthogonality of the visual and horizontal axes, and bending of the mirror tube and displacement
of the optical axis. For ground telescopes, the research on absolute pointing accuracy correction method
is relatively mature [29,30]. But at present there is no good method to complete the high precision
systematic error calibration on the mobile platform.

We take the installation error model and systematic error model into consideration, and get the
following expression, as shown in Equation (11):

{
ΔAci = Âci −Aci = f (Aci , Eci) + εi, i = 1, 2 . . . , n
ΔEci = Êci − Eci = g(Aci , Eci) + τi, i = 1, 2 . . . , n

(11)

where, (Âci , Êci) can be obtained from the equation Λ̂ = Ψ̂t ∗ ξt ∗Λ, (ΔAci , ΔEci) are the observation
error; f (Aci , Eci) and g(Aci , Eci) represent the approximate functions with the pointing angles (Aci , Eci)

as unknowns, that is, the systematic error correction model; εi and τi are residual errors.
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According to Figure 2, the zero position of the azimuth encoder is no longer aligned with due
North, but with the zero position of the fore-and-aft line. Therefore, we consider the deck coordinate
system as the reference when designing the error model.

The expression for the mount model [31] is shown in Equation (12):

⎧⎪⎪⎨⎪⎪⎩
ΔAci = f (Aci , Eci) + εi =

∑m
j=1 djΥj(Aci , Eci) + εi, i = 1, 2 . . . , n

ΔEci = g(Aci , Eci) + τi =
∑m

j=1 djΓj(Aci , Eci)+τi, i = 1, 2 . . . , n
(12)

where dj, j = 1, 2, . . . , m are the model coefficients for the m terms; Υj(Aci , Eci) represents the function
in azimuth residual of the azimuth, Aci and elevation Eci of star i, i = 1, 2, . . . , n; Γj(Aci , Eci) represents
the function in elevation residual of the azimuth, Aci and elevation Eci of star i, i = 1, 2, . . . , n. The ATP
mount model is presented in Table 2.

Table 2. The ATP mount model.

Term Description Azimuth Function (Υ) Elevation Function (Γ)

1. Azimuth encoder offset 1 -
2. Elevation encoder offset - 1

3. Azimuth axis tilt about
fore-and-aft line − cos Actan Ec sin Ac

4. Azimuth axis tilt about axis Yc − sin Actan Ec − cos Ac
5. optical axis misalign sec Ec -

6. Non-orthogonality of Azimuth
and Elevation axes − tan Ec -

7. Azimuth bearing ellipticity (sin) sin Ac -
8. Azimuth bearing ellipticity (cos) cos Ac -
9. Azimuth bearing ellipticity (sin) - sin Ec

10. Azimuth bearing ellipticity (cos) - cos Ec
11. Telescope tube flexure - cot Ec
12. Azimuth encoder scale error Ac/2π -
13. Elevation encoder scale error - Ec/2π
14. Bi-periodic in azimuth cos 2Ac -
15. Elevation encoder stiction - sin Ac
16. Elevation bearing stiction - Ecsin Ac

3.4. Installation and Systematic Error Model Calculation and Application Process

The installation and systematic error model can be obtained by the shipborne ATP’s software
automatically as shown in Figure 5a. ATP tracks and measures about 20 stars (magnitude less than
6, etc.) uniformly throughout the sky. Then the star’s theoretical position (Ai, Ei), measurement
position (Aci

, Eci), and ship attitude (Hi, Pi, Ri) can be recorded. Once the measurements are available,
the telescope will automatically track and measure the next star. The installation error matrix and
systematic error model are solved by the least square method after all the stars measurement data are
obtained. The whole process takes less than 10 min.

In the acquisition mode, the ideal point angle (A, E) in the Northeast celestial coordinate system is
calculated according to the relationship between the target guidance position and the position of the
ship. According to the measured attitude (H, P, R) and the installation error matrix Ψt, the guidance
value (Ac, Ec) in the deck coordinate system can be calculated. Then, according to the pointing error
correction model, the pointing error (ΔAc, ΔEc) corresponding to the (Ac, Ec) pointing angle is solved.
Finally, the pointing error (ΔAc, ΔEc) is used to correct the actual pointing angle (Ac, Ec), and the
correct pointing angle (Âc, Êc) is obtained as shown in Figure 5b.
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tΨ

 
(a) 

Δ Δ

 
(b) 

Figure 5. Installation and systematic error model calculation and application process. (a) Installation
and system error model calculation flow chart. (b) Flow chart of actual use.

4. Experiment and Results

We developed a shipborne ATP system (Figure 6) mainly to verify the ability for acquisition and
pointing, hence, a fast-steering mirror was not used at the fine pointing stage. The primary mirror in
the ATP system is a reflecting Cassegrain telescope with an aperture of 75 mm and a focal length of
200 mm. The coarse-control loop included a two-axis gimbal telescope (azimuth rotation range of about
−360◦ to +360◦, elevation rotation range of about −5◦ to +90◦) and a CCD camera (FOV of 0.97◦ × 0.91◦,
frame rate of 50 Hz).

 

Figure 6. The shipborne ATP system. The shipborne ATP system shows the uplink beacon, coarse
camera, and the attitude pre-compensation unit.
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We set up the ATP system terminal on an experimental ship at Dalian city. After the installation of
the ATP system, the experimental ship sailed to an experimental site (38◦48.027′ N, 121◦50.037′ E) in
the sea. We calibrated the ATP system’s pointing ability by tracking and measuring a batch of stars one
hour before the experiment. The residual error after installation error correction is shown in Figure 7
while the residual error after systematic error correction is shown in Figure 8. After obtaining the
ATP system error model, a batch of stars were tracked and measured to verify the accuracy of the
system error model. We used the shipborne ATP to track 15 stars with open-loop and obtained the
pointing accuracy. The absolute pointing error obtained for the shipborne ATP azimuth was117.8μrad
whereas the elevation was 128.1μrad (Figure 9). The total pointing error of ATP is given by δpointing error,
as shown Equation (13).

δpointing error =
√
δazimuth

2 + δelevation
2 = 0.174 mrad (13)

Figure 7. Residual error after installation error calibration. The azimuth residual error is 654.2μrad
while the elevation residual error is 195.6μrad.
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Figure 8. Residual error after systematic error correction. The azimuth residual error was obtained as
76.1μrad while the elevation residual error was110μrad.

Figure 9. Pointing error of azimuth and elevation. Azimuth pointing error is 117.8μrad and elevation
pointing error is 128.1μrad.

Figure 10 shows the performance of the shipborne ATP with respect to the acquisition and tracking
of a satellite. The azimuth and elevation tracking errors were both less than 20μrad (RMS). The azimuth
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initial acquisition error was 310μrad whereas the elevation initial acquisition error was160μrad. This
error includes the orbital error of the satellite.

(a) 

(b) 

Figure 10. The shipborne ATP acquired and tracked the performance of a satellite. (a) The tracking
error for the entire process and the initial error just appear in the field of view. The azimuth initial
acquisition error was 310μrad whereas the elevation initial acquisition error was 160μrad. When the
spot was in the tracking field, the azimuth tracking error was about 19.5μrad (RMS) while the elevation
tracking error was about 14.6μrad (RMS). The tracking error in the stabilized time lasted from 10:15:58
to 10:21:28, about 330 seconds. (b) Ship attitude measurement. The yaw, pitch, and roll curves of the
ship measured by the GPS/INS unit.
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5. Conclusions

We tracked some stars at sea, achieving a pointing accuracy of less than 180μrad. We acquired and
tracked some Low-Earth-orbit satellites at sea, achieving a tracking accuracy of about 20μrad. In this
work, we have taken other sources of error into account, including position and alignment errors.
The initial coarse orientation of the ATP was based on the satellite’s predicted orbital position, with an
uncertainty generally less than 200 m.A position error is less than 0.1mrad at 2000 km. An alignment
error of less than 0.05mradcan be achieved between the beacon laser and tracking camera after
adjustment. We can obtain a total initial open-loop pointing error of less than 0.324mrad, including
position error (less than 0.1mrad at 2000 km), pointing error (less than 0.174mrad), and alignment error
between the beacon laser and tracking camera (less than 0.05mrad). In accordance with two-dimensional
Gaussian distributions, if the acquisition probability reaches 98.9%, the initial open-loop pointing error
(RMS) of the shipborne ATP must be less than one-sixth of the beacon divergence angle. If the divergence
angle of the ATP uplink beacon laser is greater than 2mrad, the shipborne ATP system open-loop
pointing beacon laser spot can irradiate the satellite. Therefore, by verifying the pointing accuracy of
the shipborne ATP and selecting the appropriate divergence angle for the uplink beacon, optical links
between the shipborne ATP and the satellite can be established. We achieved significant experimental
results for the shipborne ATP acquisition and tracking that will contribute to the realization of laser
communication in free space between satellites and the sea.
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