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Preface to "Ensemble Forecasting Applied to
Power Systems”

Modern power systems are affected by many sources of uncertainty, driven by the spread of
renewable generation, by the development of liberalized energy market systems and by the intrinsic
random behavior of the final energy customers. Forecasting is, therefore, a crucial task in planning
and managing modern power systems at any level, from transmission to distribution networks, and
in the new context of smart grids. Many important operations are scheduled and performed on the
basis of predictions of several energy-related variables, such as non-controllable generation, loads,
energy prices, and power quality indicators. Forecasts of these variables at different lead times,
ranging from several minutes to several days, are needed by the operators in order to suit different
applications and scenarios.

The application of forecasting techniques to power systems, in both deterministic and
probabilistic frameworks, is a topic that is still far from being fully explored. Recent trends
suggest the suitability of ensemble approaches in order to increase the versatility and robustness
of forecasting systems. Stacking, boosting, and bagging techniques have successfully been applied
within several frameworks, and have recently started to attract the interest of power system
practitioners. The subject is therefore worthy of further investigation.

This book addresses the development of new, advanced, ensemble forecasting methods applied
to power systems, collecting recent contributions to the development of accurate forecasts of energy-
related variables by some of the most qualified experts in energy forecasting. Typical areas of
research (renewable energy forecasting, load forecasting, energy price forecasting) are investigated,
with relevant applications to the use of forecasts in energy management systems.

This book is relevant for forecasters and energy practitioners involved in power system
planning and management. It also represents a good starting point for young researchers who want
to discover potentialities of ensemble forecasting systems. Eventually, the contents of the book may
be used by system operators and market operators in order to boost the performance of their in-
house forecasting systems through ensemble refinement.

Antonio Bracale, Pasquale De Falco

Special Issue Editors
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Abstract: Accurate probabilistic forecasts of renewable generation are drivers for operational and
management excellence in modern power systems and for the sustainable integration of green
energy. The combination of forecasts provided by different individual models may allow increasing
the accuracy of predictions; however, in contrast to point forecast combination, for which the
simple weighted averaging is often a plausible solution, combining probabilistic forecasts is a much
more challenging task. This paper aims at developing a new ensemble method for photovoltaic
(PV) power forecasting, which combines the outcomes of three underlying probabilistic models
(quantile k-nearest neighbors, quantile regression forests, and quantile regression) through a weighted
quantile combination. Due to the challenges in combining probabilistic forecasts, the paper presents
different combination strategies; the competing strategies are based on unconstrained, constrained,
and regularized optimization problems for estimating the weights. The competing strategies are
compared to individual forecasts and to several benchmarks, using the data published during the
Global Energy Forecasting Competition 2014. Numerical experiments were run in MATLAB and R
environments; the results suggest that unconstrained and Least Absolute Shrinkage and Selection
Operator (LASSO)-regularized strategies exhibit the best performances for the datasets under study,
outperforming the best competitors by 2.5 to 9% of the Pinball Score.

Keywords: forecast combination; photovoltaic power; probabilistic forecasting

1. Introduction

Load demand and non-controllable generation powers are the main sources of uncertainty in
modern electrical grids and forecasting of these issues is of the greatest interest during planning and
operation stages. In particular, disposing of accurate load and generation predictions is mandatory in
order to tackle and solve a large variety of power system tasks, such as market bidding, energy dispatch
in smart grids and microgrids, replacement reserve scheduling, virtual power plant aggregation,
and sizing of battery energy storage systems [1-7].

Relevant literature on load and generation forecasting is quite heterogeneous; this is highlighted
by the comparative dissertations in reviews and surveys [8,9], clearly showing that no method
outperforms the others in every aspect. Major efforts have been devoted to point prediction, for which
researchers and practitioners often individuate Artificial Neural Networks (ANN) [10,11], K-Nearest
Neighbors (KNN) [12], support vector regression [13], Random Forests (RF) [14], and multiple linear
regression models [15] as the best solutions.

Energies 2019, 12, 1011; d0i:10.3390/en12061011 1 www.mdpi.com/journal/energies
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Historically, research efforts have often been dedicated to load forecasting, since the generation
has been mainly constituted by dispatchable fossil-fueled and hydroelectric plants. Today, instead,
the widespread penetration of renewable generation, and in particular of photovoltaic (PV) and
wind systems, makes forecasting renewable generation essential to cope with the new power system
tasks, addressing the uncertainty of the energy source. Moreover, due to the intrinsic randomness
of the physical phenomenon, probabilistic PV power forecasting is more adequate to deal with
the management and operation of electrical networks under uncertainties [16,17]; however, only a
minor part of the existing literature has dealt with PV power forecasting under a probabilistic
framework. Relevant existing approaches are based on Quantile K-Nearest Neighbors (QKNN) [18],
Quantile Regression Forests (QRFs) [19], Quantile Regression (QR) [20,21], and Gradient Boosting
Regression Trees [18]; these models proved their effectiveness also in recent energy forecasting
competitions [16,22], since the forecasting systems developed by the highest-ranking teams were
based on these nonparametric probabilistic models.

New trends in probabilistic PV power forecasting individuate the probabilistic combination of
individual forecasts as a suitable solution, in order to improve the accuracy of the results [9,20,23].
Probabilistic forecast combination is not as straightforward as it seems to be at first inspection.
In contrast to combining point forecasts, for which the simple weighted averaging is often a plausible
solution, combining probabilistic forecasts is a much more challenging task; the combined probabilistic
forecasts indeed must retain adequate properties in terms of reliability and sharpness [20,24], and the
main features of a probabilistic forecast (e.g., the ascending order of predictive quantiles) must be
retained also by the combined forecasts [23].

Relevant literature has addressed these aspects under different points of view [9]. Individual
probabilistic forecasts can be indeed merged: (i) by a combination of the predictive cumulative
distribution functions [20]; or (ii) by a combination of the predictive quantiles [23]. The first
combination type has already been applied to PV power forecasting, whereas the second combination
type has yet to be applied to PV power forecasting (it has been presented in [23] only for load
forecasting). Nevertheless, within these two types of approach, several strategies and architectures can
be developed to combine forecasts, so there is room for further investigation and improvement.

In this context, this paper aims to provide a further contribution on the probabilistic combination
of PV power forecasts. The paper develops and compares different forecast combination strategies
applied to three individual probabilistic models (QKNN [18], QRF [19], and QR [20,21]), which are
selected among the state-of-the-art nonparametric solutions for probabilistic forecasting. The outcomes
of these models are properly combined under a competitive ensemble framework, based on a weighted
combination of predictive quantiles.

Estimating the combination weights is a challenging task; several estimation strategies and
architectures are therefore analyzed in this paper, in order to check the effectiveness of the model
combination from different perspectives, and to allow picking the best solution for combining forecasts.
In particular, the competing strategies are based on unconstrained, constrained, and regularized
optimization problems for estimating the weights used to combine the predictive quantiles.

To guarantee the reproducibility of the experiments, the data published in the framework of the
Global Energy Forecasting Competition 2014 (GEFCOM?2014) [16] are used in this paper. In order to
validate the proposal, the results are compared to relevant probabilistic benchmarks in actual scenarios.

Eventually, the main contributions of this paper are:

e the development of a new competitive ensemble method that combines the outcomes of three
probabilistic models, selected among the ones which have proved consistency in probabilistic PV
power forecasting;

e  acritical analysis of different strategies and architectures to estimate the weights of the predictive
quantile combination;

e acomparison of the results of the numerical experiments, based on the data published in the
framework of the GEFCOM2014, with state-of-the-art probabilistic benchmarks.
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The paper is organized as it follows. Section 2 provides an overview of the competitive ensemble
method; Section 3 briefly describes the underlying probabilistic models; Section 4 presents the
combination architectures and strategies analyzed in this paper; Section 5 shows benchmarks used for
the comparison; Section 6 shows the results of the numerical experiments; and our conclusions are in
Section 7.

2. Overview of the Proposed Competitive Ensemble Method for Forecasting PV Power

The forecasts of the underlying probabilistic models are combined in this paper in a competitive
ensemble method, illustrated in Figure 1. Historical PV power and weather data, together with
calendar qualitative variables, are the inputs of the procedure. These inputs are used by the underlying
probabilistic models in order to build individual probabilistic forecasts of PV power, provided in terms
of predictive quantiles. Eventually, the predictive quantiles returned from the underlying models are
fed as inputs of the ensemble model, in order to be properly combined. In the forecast combination step,
calendar variables may or may not be used; this differentiates the parameter estimation, as will be
discussed in Section 4. The outputs of the procedure are probabilistic PV power forecasts, given in
terms of predictive quantiles.

Inputs Underlying models Forecast
combination
F’Vdp?wer QKNN
ata l Output
| [ Ensemble }_ PV power
Weather data QRF | model | forecasts

Calendar
- on

Figure 1. Overview of the proposed competitive ensemble method for forecasting photovoltaic
(PV) power.

3. Probabilistic Underlying Models

Three probabilistic underlying models are selected and used to build individual forecasts. They are
based on the QKNN, QRF, and QR techniques; all of these underlying models provide probabilistic
forecasts in terms of predictive quantiles.

A brief description of these models is provided hereinafter. For each model, we assume that
the same, following training data are available at the forecast origin t: (i) N historical values
P_(n-1)P—(n-2),- -, P+ of PV power; (ii) N vectors z;_(y_1),Z;_(N—2),---,Zt of M predictors,
corresponding to each of the N historical values of PV power. In particular, the generic jth vector of
predictors is z; = {z]i,...,zM].}, forj=t—(N—-1),t—(N-2),...,¢t

3.1. Quantile K-Nearest Neighbors

K-Nearest Neighbors (KNN) models are widely used in regression problems, due to their
versatility and ease of use. Extending KNN to the probabilistic framework, thus formulating the
QKNN model, is quite straightforward.

QKNN models are based on similarity effects. Given the predictors z; (related to the forecast
time horizon t + k, but known at the forecast origin t), the KNN model individuates, among the N
predictor vectors, a subset Z;, = {z},...,z§} made of the K predictor vectors that are closest to
the predictors z;, . In this paper, the proximity relationship is mathematically expressed using the
Euclidean metric, defined as:

A(zt4171) = \ L (2 2m,) - M
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The subset P;y = {p}‘, e, p}‘(} of measured PV powers, corresponding to the subset Z;,
is straightforwardly individuated. The QKNN forecast 75}_85( NN
sample g;-quantile of the subset P .

The hyper-parameter K (i.e., the number of neighbors) is selected in this paper in a
cross-validation procedure.

)(qi) at level g; is then obtained as the

3.2. Quantile Regression Forests

QRFs are groups of D decision trees, where individual trees are built by randomly selecting
bagged subsets from the available pool of predictor variables.

Given the predictors z; (related to the forecast time horizon t + k, but known at the forecast
origin f), one leaf of each tree is univocally individuated. In particular, for the generic dth tree,
it is denoted as L£;(z;.¢). In QREF, all of the outcomes contained in the D leaves, which have been
individuated, concur to form the probabilistic forecast for the time horizon t + k.

The QREF predictive distribution is estimated as:

F(Priy < Prlzipp) = 2111\]=1w"(zt+k)1{Pf—(n71) < P*}, 2

where 1{-} = 1 if the condition in the brackets is true, 1{-} = 0 if the condition is false, and a weight
coefficient wy, (z;, ) is estimated for each of the N historical vectors of predictors, as:

1 {th(n—l) € RLd(Zt+k) }

1y
Wn(zek) = 5 i1 ’ ®
P I Yzt o) € Rey(a)
and Ry, (;, .,y is the rectangular subspace of RM in which the leaf £;(z;.) finds its values.
Obtaining the QRF forecast P[f,f F) (g;) at level g; is straightforward from (2); it is:
5(QRF . * I *
Pf(fk V(i) = inf{P* : E(Prys < P*|zeip) > i} 4

The hyper-parameter D (i.e., the number of trees in the forest) is selected in this paper in a
cross-validation procedure.

3.3. Quantile Regression

QR is a multiple linear regression model, the parameters of which are not estimated in a traditional
ordinary least square approach, but instead they are estimated by minimizing the Pinball Score
(PS) [16,25] in the training period. The PS is a proper score [25], which simultaneously accounts for
reliability and sharpness of the probabilistic forecasts; it is the most common index in evaluating
probabilistic forecasts, and is therefore used in all of the comparative analyses in this paper.

The analytic formulation of the QR model is:

Pipk = 2ok B + E% ()

where Bl is the vector of parameters to be estimated, and e< ,)( is the residual. Parameters are
estimated from: <
1 ql
Bl = argmin)_ N 18 (n—1) (g — 1{8 < 0}). (6)
Bl
The unconstrained nonlinear programming problem in (6) can be put in a constrained linear
programming problem [26]; this allows to increase the computational efficiency. It is represented as:
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ﬁ(%‘)/ g(%‘)i@(ﬂ;)i = argmin qil[le]‘g(q,)* + (l _ Qi)l[le]g(qi)i’
B, e g™
)" i) 7
T T 0
@)* (9:)”
th—(n—l)’ 8;1(,.71) =0, Vn,

where 1|y,q) is a [Nx1] vector of ones, and:

@) _ @) (9:)
& i) = 5r1k'1{8i(n71) z 0}' ®)
(@)~ _ _ () (9:)
squ(nq) = _S:ik'l{sti(wl) < 0}' ©
The QR forecast Pt(flf ) (g;) atlevel g; is then obtained as:
p[(fzf)(%) =z, pU9. (10)

4. The Competitive Ensemble Model for Forecast Combination

The competitive ensemble model is based on the Quantile Weighted Sum (QWS), which has
recently been applied to probabilistic load forecasting with interesting results [23]. Eight different
strategies are proposed and compared in this paper:

the Pure Quantile Weighted Sum (PQWS);

the Hourly Quantile Weighted Sum (HQWS);

the Pure Constrained Quantile Weighted Sum (PCQWS);

the Hourly Constrained Quantile Weighted Sum (HCQWS);

the Pure Quantile Weighted Sum with Least Absolute Shrinkage and Selection Operator (LASSO)
Regularization (PQWSLR);

e the Hourly Quantile Weighted Sum with LASSO Regularization (HQWSLR);

e the Pure Quantile Weighted Sum with Ridge Regularization (PQWSRR);

e the Hourly Quantile Weighted Sum with Ridge Regularization (HQWSRR).

In the “pure” approaches, weights are estimated without any differentiation in terms of daily
periodicity, whereas in the “hourly” approaches weights are estimated using only same-hour
observations; thus the weights are differentiated by the hour of the day to account for the daily
periodicity of the PV power pattern. The last four approaches are extended in this paper starting
from the Least Absolute Shrinkage and Selection Operator (LASSO) quantile regression [27] and from
the Ridge quantile regression [28], respectively, which allow regularizing the weights by assigning a
penalty linked to the magnitude of the weights.

In the PQWS and HQWS strategies, the weights are estimated without any constraint or
regularization loss. Compared to the constrained or regularized strategies, the PQWS and HQWS
strategies return the smallest in-sample PS, since the minimization problem is unconstrained. However,
there is no assurance that these weights are the best picks for out-of-sample forecasts. This is a
common issue for regression applied to forecasting, in which overfitting the training data has negative
consequences when the model is used to forecast unknown data.

Therefore, in this paper, we compare the results of the unconstrained, non-regularized strategies
to constrained and regularized strategies, in order to check their performances and to pick the best
strategy to be used in practical applications.

The PCQWS and the HCQWS are the constrained strategies, in which weights are forced to sum
for the unity. This ensures that the predictive quantiles of the combined forecasts do not oddly deviate
from the average value of the three predictive quantiles of the individual predictors. The in-sample PS
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of the PCQWS (HCQWS) strategy is obviously greater than the corresponding in-sample PS of the
PQWS (HQWS) strategy, but the out-of-sample performances may be very different.

The PQWSLR, the HQWSLR, the PQWSRR, and the HQWSRR strategies were instead developed
in order to estimate weights having a regularized magnitude (in absolute value). Indeed, regularization
of the parameters is a well-known strategy in order to avoid overfitting by penalizing the returned
objective function (in this case, the PS), adding a loss term which directly depends on the magnitude
of the parameters. In this paper, both the LASSO and the Ridge regularization are tested,
in order to provide a comprehensive analysis. Note that, in these cases, the in-sample PSs of the
PQWSLR/PQWSRR (HQWSLR/HQWSRR) strategies are obviously greater than the corresponding
in-sample PS of the PQWS (HQWS) strategy, but the out-of-sample performances may be very different.

All of the strategies developed in this paper are presented in the following subsections.

4.1. Pure Quantile Weighted Sum

PQWS combination returns predictive quantiles at a given level g;, by summing the predictive

quantiles (at the same level g;) of the underlying models, multiplied for coefficients W) =
wgq“), w;q’), wéq" ) } that are estimated in the training step.

Starting from the PQWS approach, two strategies are separately analyzed in this paper:
a combination of all of the three individual forecasts (PQWS3) and a combination of the two best
individual forecasts (PQWS2). This differentiated analysis is run in order to check whether the addition
of a third individual forecast, which is clearly worse than the other two, may add useful information
when building the ensemble. In the following formulation, we will refer to the PQWS3 strategy, since
its extension to the PQWS?2 is trivial. The model is:

p(PQWS3) (4i )P(QKNN)(%)

t+k ("h) = wy t+k (o )P(QRF)(qi)

+w, B w0 (g, 11)

The weights are estimated from:

d;(‘iz) — {w](qi)/wéqi),wélli)} _ arg(m)m Z [ (PQWS3)(qi)] (q’ _ 1{PI < PZ(PQWS3)(qi)}) (12)
%) 1=1

that is, by minimizing the PS in the training interval, which is made of L observed points.

The hyper-parameter L is the length of the dataset used to train the weights of the combination
models; it could be optimized by means of a model selection procedure (e.g., cross-validation).
However, no selection procedure was run in this paper to pick the optimal hyper-parameter L;
our purpose was instead to provide an exhaustive comparative analysis on the variation of the forecast
errors with respect to this hyper-parameter. Nevertheless, the results of the comparative analysis can
be used by the forecaster to build subsequent out-of-sample forecasts, picking the optimal result.

4.2. Hourly Quantile Weighted Sum

The daily seasonality of the PV power time series is taken into account in the HQWS approach.

For the same purposes enunciated beforehand, two strategies were developed from the HQWS

approach and separately analyzed: a combination of all of the three individual forecasts (HQWS3) and

a combination of the two best individual forecasts (HQWS2). We present the HQWS3 strategy, since
the extension to the HQWS2 case is trivial. The model is:

PRV (gi) = L3 [ DS (g0) + ol BISED (01) + o BIEY ()] hod, (13)

where hod< )k = 1 if the forecast horizon t + k is the hth hour of the day, and hod( >k = 0 otherwise.
The welghts are estimated from:
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d\;(q,') — {d)g'),d}(ql) d}(‘h) A1) (i) "(qt)} —

1, W, Wy’ Wy, Wy
. 14
= argmin Y|, [Pz - PZ(PQWS3) (‘7:‘)} (gi =P < PZ(PQWSS) (a1)})- 1

wli)

The daily periodicity of the PV power pattern is therefore also accounted for in the forecast
combination; Equation (14) is a new formulation proposed in this paper to account for it in PV
power forecast combination. This new HQWS approach is indeed expected to improve the forecast
combination, by differentiating the weights not only for different quantiles but also for different hours
of the day.

4.3. Pure and Hourly Constrained Quantile Weighted Sum

The PCQWS and the HCQWS approaches are based on a constrained optimization formulation,
in which the sum of the weights is constrained to the unity. Also, for these approaches we differentiate
between a combination of all of the three individual forecasts (PCQWS3 and HCQWS3 strategies) and
a combination of the two best individual forecasts (PCQWS2 and HCQWS2 strategies).

For the PCQWS3 strategy, the model is analogous to Equation (11), but the weights are
estimated from:

; . L
w(llz) — {d)§qt),w£Qx)’d}§q:)} _ arg(rn)inlzl [PI _ P[(PQWS3) (ql)] (ql _ 1{PI < P[(PQWS3) (%)})
W) 1=

s.t. wgq") + w;‘m + wé’m =1

(15)

For the HCQWS3 strategy, the model is analogous to Equation (13), but the weights are
estimated from:

(b(qi> — {w(q’) wiql), A(Qi) A1) ~(00) A q,)} —

Wy, Wy Wy, Wy
= argminyf, [P - P}PQW“%)] (g = 1{P < PP (g)})

wli)
b, wl® >+w§2)+w<q,) 1 (16)

“’éz;l) + “’§42) + w§43) =1

4.4. Quantile Weighted Sum with LASSO Regularization

The PQWSLR and the HQWSLR approaches are based on the regularization of the weights
through the LASSO [27]. In contrast to the constrained approaches, in which the sum of the weights is
assigned, the regularization of parameters in the PQWSLR and HQWSLR approaches is an output of
the model itself (which indeed requires no pre-assignment from the forecaster). Due to the intrinsic
capability of the LASSO in reducing the impact of uninformative predictors by assigning smaller
(or even zero) weights to them [16], these two approaches were developed and tested only for the
combination of all three of the individual forecasts, thus each of them straightforwardly identifies one
combination strategy.

For the PQWSLR strategy, the model is analogous to Equation (11), but the weights are
estimated from:

~ (i) A3y
= {@, r“-’ b=
_ argmin E[L:l [PZ _ PQWS?) ( )} ( _ 1{P < P(PQWS?)) (q )}) + )\L 23 | ‘w]|

w7

(17)
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For the HQWSLR strategy, the model is analogous to Equation (13), but the weights are
estimated from:
W) — {uﬁm ~(47) <q1> NUDIN }_

“’12 ,w .. ,w241,w242,w243

. 18
— argminyk {PI _ P[(PQWSS)(qi)],(qi _ 1{Pz < P[(PQWS3)(,%.)}) + AL 2?21 el 1)% (18)

W)

The selection of the penalty coefficient A; (which is an important hyper-parameter in LASSO
regression) is performed in this paper in 5-fold cross-validation.

4.5. Quantile Weighted Sum with RIDGE Regularization

The PQWSRR and HQWSRR approaches are based on the Ridge regularization [28]. The models
are very similar to the LASSO-based ones, and also, in this case, the intrinsic capability in reducing the
impact of uninformative predictors by assigning smaller weights to them [28] lead us to develop and
test the PQWSRR and HQWSRR approaches only for the combination of all of the three individual
forecasts, developing one strategy for each approach.

For the PQWSRR strategy, the model is analogous to Equation (11), but the weights are
estimated from:

{0:15 2 A (Wi)} _
(7 (19)

= argmin Y}, [P, — PO )] - 1{p, < PP (g} + AR Ly w?

wi)

For the HQWSRR strategy, the model is analogous to Equation (13), but the weights are
estimated from:

w(q,-) — {w%@t wiZz) d}(fh) (");le) 6?)242 Aé?}; } _
. PQWS3 (PQWS3 20
= argminyf, [PZ—P1< ¢ )(‘11‘)}‘ i — P, <Pz ¢ )(ﬂi)})‘f‘)\RZ?:l 34:10.;31,. @0

w\i)

The selection of the penalty coefficient Ag (which is an important hyper-parameter in Ridge
regression) is performed in this paper in 5-fold cross-validation.

5. Benchmarks

The ensemble combination of probabilistic individual forecasts was mainly assessed in terms of
relative improvement with respect to individual predictions. However, three relevant benchmarks
were also added for comparison. They are briefly recalled in the following subsections.

5.1. Naive Benchmark

A Naive Benchmark (NB), was provided by the GEFCOM2014 organizers [16]. It consists of point
forecasts which are repeated for the 99 predictive quantiles. This benchmark was added in this paper
in order to provide a direct comparison with outcomes of the GEFCOM2014.

5.2. Quantile Artificial Neural Network

An ANN-based probabilistic benchmark (QANN) is the second benchmark, which was added to
provide a comparison with an artificial intelligence technique. The QANN consists of a feedforward
neural network, which was trained upon the 70% of the available training data by minimizing the PS
using a particle-swarm optimization algorithm. The hyper-parameter optimization was performed on
the remaining 30% of the available training data, reserved for validation. A dedicated neural network
was trained for each predictive quantile level, in order to improve the performances. The QANN was
performed by the neural network toolbox in MATLAB.
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5.3. Gradient Boosting Regression Trees

A Gradient-Boosting Regression Tree (GBRT) benchmark, which was added due to the great
performances showed in the winner methods during the GEFCOM2014. Also, in this case a dedicated
model was trained for each quantile level. The GBRT was developed using the gbm package in R [29].

5.4. Bayesian Method

A Bayesian (BAY) benchmark was adapted from the methods presented in [20,30], in order to
suit the forecasting scheme of the GEFCOM2014. In particular, the underlying deterministic model
selected to forecast the expected values of the posterior predictive distributions consists of an average
of a GBRT model and of a RF model; exogenous time series approaches indeed performed quite poorly,
due to the monthly forecast horizons. The BAY benchmark is an hybrid parametric model, and it
was specifically added in the comparative analysis in order to also provide a parametric reference for
the results.

6. Numerical Application

The strategies for combining individual probabilistic forecasts are quantitatively assessed in this
Section, using actual PV power data provided in the context of an energy forecasting competition [16].
First, we present the data used for the numerical experiments and the accuracy of the results of
individual forecasts; later we assess the accuracy of the forecast combination strategies. The PS values
are used to quantitatively estimate the forecast performances [16,23].

6.1. Characteristics of the Data

The PV power data refers to three zones, which are geographically correlated; each time series
was collected in a time interval ranging from April 2012 to June 2014. For reproducibility, we follow
the same division kept by the organizers of the competition: the first year of data (April 2012-March
2013) was used only for training the underlying models; each of the remaining 15 months (April
2013-June 2014) constitutes a forecasting task. In order to improve the performances of the underlying
models and of the forecast combination, and to maintain consistency between the outcomes of different
forecast approaches, we selected a 1-year constant-length window for training underlying models at
each task; the window shifts towards the most recent task.

The forecast combination is trained upon different numbers of tasks (i.e., using a different
hyper-parameter L). Also in this case, once the hyper-parameter L is iteratively assigned,
the time window used for training the combination weights has a constant length, and it shifts
towards the most recent task. We reserve the last 5 tasks (February 2014-June 2014) to test the
out-of-sample performances.

Table 1 shows the main statistical properties (mean, median, and variance) of the three PV datasets
considered, as a whole. Note that all of the data provided by the competition organized are normalized.
More details can be found in [16].

Table 1. Statistical properties of the PV data considered.

Statistical Parameter [-]

Zone
Mean Median  Standard Deviation
1 0.1693 0.0026 0.2588
2 0.1879 0.0022 0.2756
3 0.1939 0.0028 0.2821

6.2. Assessment of the Accuracy of Individual Forecasts

We investigated the accuracy of the individual forecasts in all of the 15 tasks. The results during
the last 5 tasks were also used as benchmarks, to compare the performances of the forecast combination
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approaches in the test step. Figures 2—4 show the plots of the PSs obtained using the QKNN, the QRF,
and the QR, to the 15 considered tasks, for the zones 1, 2, and 3, respectively. The benchmark PS values
of the QANN, of the GBRT, of the BAY, and of the NB are also shown as a reference.
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Figure 2. Pinball Score values of individual forecasts for zone 1.
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Figure 3. Pinball Score values of individual forecasts for zone 2.
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Figure 4. Pinball Score values of individual forecasts for zone 3.

Figures 2—4 clearly highlight the superior performances of QRF, QR, GBRT, and BAY models,
with respect to the other models. For zone 1, QRF and QR perform very similarly, whereas for
zones 2 and 3 the QR on average outperforms the QRF. The GBRT benchmark exhibits performances,

10



Energies 2019, 12,1011

on average, slightly worse than the QRF and QR; however, it outperforms the QANN and the QKNN
for all of the zones considered. The BAY benchmark is, on average, slightly worse than the QRE, QR,
and GBRT, whereas it outperforms QKNN, QANN, and NB.

Table 2 shows the PS values of the individual forecasts and of the NB forecasts, averaged over tasks
11-15 (i.e., the tasks reserved for comparing the out-of-sample combination results). The PS values in
Table 2 confirm the considerations made on the basis of the graphical inspection of Figures 2—4.

Table 2. Pinball Score values averaged over tasks 11-15.

Pinball Score [-]

Method
Zone 1 Zone 2 Zone 3
QKNN 0.0228 0.0220 0.0249
QRF 0.0136 0.0148 0.0152
QR 0.0136 0.0141 0.0139
QANN 0.0240 0.0243 0.0262
GBRT 0.0138 0.0149 0.0147
BAY 0.0153 0.0159 0.0169
NB 0.0349 0.0367 0.0376

6.3. Assessment of the Accuracy of Combined Forecasts

PQWS2, PQWS3, HQWS2, HQWS3, PCQWS2, PCQWS3, HCQWS2, HCQWS3, PQWSLR,
HQWSLR, PQWSRR, and HQWSRR forecasts are analyzed in this sub-Section. Different values
of hyper-parameter L (i.e., the length of the dataset used to train the weights of the combination
models) are considered separately; in particular, they cover the 1, 2, ... , 10 most recent tasks.

Figures 5-7 show, for zones 1, 2, and 3, the PS values of the forecasts to the number of tasks
considered to form the individual forecast dataset. In particular, Figures 5, 6 and 7a illustrate the
PQWS2, PQWS3, HQWS2, HQWS3 results; Figures 5, 6 and 7b illustrate the PCQWS2, PCQWS3,
HCQWS2, HCQWS3 results; and Figures 5, 6 and 7c illustrate the PQWSLR, HQWSLR, PQWSRR,
HQWSRR results.

These figures clearly highlight that the PQWS3 outperforms the unconstrained, non-regularized
strategies for all of the tasks considered. For zone 1, the HCQWS3 outperforms the other constrained
strategies, whereas PCQWS3 performs better than the other constrained strategy for zone 3. Note,
however, that the constrained strategies, compared to the unconstrained and regularized strategies,
have quite similar results for zones 1 and 2, whereas the constrained strategies are definitely less
accurate than the unconstrained and the regularized strategies for zone 3.

The smallest error score among all of the options considered is obtained for the zones 1 and 2 by
using the HQWSLR with 7 tasks in the individual forecast dataset, whereas the best forecasts among
all of the options considered for zone 3 are obtained through the PQWS3 with 6 tasks in the individual
forecast dataset.

The trends of the PS of the combined forecasts are quite similar, as the performances significantly
increase by using more than four tasks to form the individual forecast dataset; this improvement is at
maximum around 6-8 tasks, and it slightly decreases with more tasks.

Altogether, the PQWS approaches outperform the HQWS ones, thus a more general model works
better than a model with too much differentiation in the unconstrained, non-regularized estimation.
Things change when the weight estimation is subject to constraints or to regularization; the hourly
differentiation improves the performances of the forecasting ensemble for zones 1 and 2.

11
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Figure 5. Pinball Score values of combined forecasts for the zone 1: (a) PQWS2, PQWS3, HQWS2,
and HQWS3 strategies; (b) PCQWS2, PCQWS3, HCQWS2, HCQWS3 strategies; (c) PQWSLR,
HQWSLR, PQWSRR, HQWSRR strategies.

We now analyze in detail the best competitors for the three zones: the HQWSLR for zone 1 and 2,
and the PQWS3 for zone 3. In particular, for both strategies we consider only the best-case scenario and
the worst-case scenario, in terms of number of tasks in the individual forecast dataset. For the PQWS3,
the optimal number of tasks selected to train upon the individual forecast datasets was 6, 8, and 6,
for zones 1, 2, and 3, respectively; the worst performances of the PQWS3 were instead obtained with 2,
1, and 2 tasks for zones 1, 2, and 3, respectively. For the HQWSLR, the optimal number of tasks selected
to train upon the individual forecast datasets was 7 for all of the zones; the worst performances of the
HQWSLR were instead obtained with 2, 1, and 1 tasks for zones 1, 2, and 3, respectively.

The comprehensive Table 3 compares the corresponding PS values of these best- and worst-case
scenarios to the ones obtained for the individual forecasts and for the benchmark (see Table 2). It is
evident from these results that the forecast combination, either through the PQWS3 or the HQWSLR,
always improves the skill of the forecasts.

We quantitatively assessed the results of the PQWS3 and of the HQWSLR by comparing them
to the most competitive benchmarks for each zone, which are the QRF for the zone 1, and the QR for
the zones 2 and 3. In the best-case scenario, the PS obtained through the PQWS3 is about 9%, 3.5%,
and 6.5% smaller than the corresponding PS of the most competitive benchmark for zones 1, 2, and 3,
respectively; in the worst-case scenario, the PS obtained through the PQWS3 is about 6.5%, 2%, and 5%
smaller the corresponding PS of the most competitive benchmark for zones 1, 2, and 3, respectively.
The improvement of the HQWSLR towards the most competitive benchmark for each zone is instead
about 9%, 4.5%, and 6.5% in the best-case scenario, and about 7.5%, 2.5%, and 4.5% in the worst-case
scenario, for zones 1, 2, and 3 respectively.
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Figure 6. Pinball Score values of combined forecasts for the zone 2: (a) the Pure Quantile Weighted
Sum (PQWS)2, PQWS3, Hourly Quantile Weighted Sum (HQWS)2, and HQWSS3 strategies; (b) Pure
Constrained Quantile Weighted Sum (PCQWS)2, PCQWS3, Hourly Constrained Quantile Weighted
Sum (HCQWS)2, HCQWS3 strategies; (c) Pure Quantile Weighted Sum with Least Absolute Shrinkage
and Selection Operator (LASSO) Regularization (PQWSLR), Hourly Quantile Weighted Sum with
LASSO Regularization (HQWSLR), Pure Quantile Weighted Sum with Ridge Regularization (PQWSRR),
Hourly Quantile Weighted Sum with Ridge Regularization (HQWSRR) strategies.

Table 3. Pinball Score values averaged over the tasks 11-15. Bold values highlight the best results for

each zone.

Pinball Score [-]

Method
Zone 1 Zone 2 Zone 3
QKNN 0.0228 0.0220 0.0249
QRF 0.0136 0.0148 0.0152
QR 0.0136 0.0141 0.0139
QANN 0.0240 0.0243 0.0262
GBRT 0.0138 0.0149 0.0147
BAY 0.0153 0.0159 0.0169
NB 0.0349 0.0367 0.0376
Best PQWS3 0.0124 0.0136 0.0130
Worst PQWS3 0.0127 0.0138 0.0132
Best HQWSLR 0.0124 0.0135 0.0130
Worst HQWSLR 0.0126 0.0138 0.0133
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Figure 7. Pinball Score values of combined forecasts for the zone 3: (a) PQWS2, PQWS3, HQWS2,

and HQWS3 approaches; (b) PCQWS2, PCQWS3, HCQWS2, HCQWS3 approaches; (c) PQWSLR,
HQWSLR, PQWSRR, HQWSRR approaches.

7. Conclusions

This paper discusses several strategies that have been developed to combine individual
probabilistic PV power forecasts, aimed at building combined forecasts which are more accurate
than individual predictions. Several types of combination strategies and architectures were developed
in a competitive ensemble framework; all of them are based on the weighted quantile combination.
The proposal was validated through numerical experiments based on PV power data published during
the GEFCOM2014; several benchmarks are also presented, in order to compare the results.

The comparison of different forecast strategies for three different generation zones suggests that:

e the weighted quantile combination was effective in improving the accuracy of forecasts; it is
able to outperform the accuracy of individual probabilistic forecasts, which is the main aim of
competitive ensemble methods.

e  The forecast combination improved the skill of the forecasts in all of the scenarios considered,
with a reduction in terms of PS that is up to 9%.

e  Onaverage, the best results were obtained using the HQWSLR combination strategy for zones 1
and 2, and the PQWS3 combination strategy for the zone 3; the optimal length of the dataset used
to train the weights of the combination models always ranges between 6 and 8 tasks.

e Adding the forecasts of an individual model which has worse performances than the other
individual models appears to provide useful diversity in the ensemble approach; this appears to
be valid both for unconstrained, non-regularized strategies and for constrained strategies.
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e Adding too much dispersion to the forecast combination by estimating weights for each hour of
the day does not improve the quality of the results for unconstrained, non-regularized regression;
vice versa, constraints and/or regularization allow taking benefit from this hourly differentiation.
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Abstract: Background: The Distributed Energy Resources (DERs) are beneficial in reducing the
electricity bills of the end customers in a smart community by enabling them to generate electricity
for their own use. In the past, various studies have shown that owing to a lack of awareness and
connectivity, end customers cannot fully exploit the benefits of DERs. However, with the tremendous
progress in communication technologies, the Internet of Things (IoT), Big Data (BD), machine learning,
and deep learning, the potential benefits of DERs can be fully achieved, although a significant issue in
forecasting the generated renewable energy is the intermittent nature of these energy resources. The
machine learning and deep learning models can be trained using BD gathered over a long period of
time to solve this problem. The trained models can be used to predict the generated energy through
green energy resources by accurately forecasting the wind speed and solar irradiance. Methods: We
propose an efficient approach for microgrid-level energy management in a smart community based
on the integration of DERs and the forecasting wind speed and solar irradiance using a deep learning
model. A smart community that consists of several smart homes and a microgrid is considered. In
addition to the possibility of obtaining energy from the main grid, the microgrid is equipped with
DERs in the form of wind turbines and photovoltaic (PV) cells. In this work, we consider several
machine learning models as well as persistence and smart persistence models for forecasting of the
short-term wind speed and solar irradiance. We then choose the best model as a baseline and compare
its performance with our proposed multiheaded convolutional neural network model. Results: Using
the data of San Francisco, New York, and Los Vegas from the National Solar Radiation Database
(NSRDB) of the National Renewable Energy Laboratory (NREL) as a case study, the results show that
our proposed model performed significantly better than the baseline model in forecasting the wind
speed and solar irradiance. The results show that for the wind speed prediction, we obtained 44.94%,
46.12%, and 2.25% error reductions in root mean square error (RMSE), mean absolute error (MAE),
and symmetric mean absolute percentage error (SMAPE), respectively. In the case of solar irradiance
prediction, we obtained 7.68%, 54.29%, and 0.14% error reductions in RMSE, mean bias error (MBE),
and sMAPE, respectively. We evaluate the effectiveness of the proposed model on different time
horizons and different climates. The results indicate that for wind speed forecast, different climates
do not have a significant impact on the performance of the proposed model. However, for solar
irradiance forecast, we obtained different error reductions for different climates. This discrepancy
is certainly due to the cloud formation processes, which are very different for different sites with
different climates. Moreover, a detailed analysis of the generation estimation and electricity bill
reduction indicates that the proposed framework will help the smart community to achieve an annual
reduction of up to 38% in electricity bills by integrating DERs into the microgrid. Conclusions: The
simulation results indicate that our proposed framework is appropriate for approximating the energy
generated through DERs and for reducing the electricity bills of a smart community. The proposed
framework is not only suitable for different time horizons (up to 4 h ahead) but for different climates.

Keywords: distributed energy resources; energy management; microgrid; deep learning
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1. Introduction

The ongoing depletion of fossil fuels, the changing weather, and ecological pollution are some
reasons for incorporating DERs into existing power systems. Many advanced countries in the world
have directives for energy-providing companies to escalate their energy production from renewable
energy sources. In this regard, the government of California established its Renewable Portfolio
Standard (RPS) program. In this program, the government signed a bill with utilities to increase the
renewable energy production from 20% in 2010 to 33% in 2020 [1].

Table 1 below shows the list of abbreviations used in this paper.

Table 1. List of Abbreviations.

Abbreviation Full Form

DER Distributed Energy Resources

IoT Internet of Things

BD Big Data

NSRDB National Solar Radiation Database

NREL National Renewable Energy Laboratory
RMSE Root Mean Square Error

MAE Mean Absolute Error

sMAPE Symmetric Mean Absolute Percentage Error
MBE Mean Bias Error

RPS Renewable Portfolio Standard

ANN Artificial Neural Network

ELMNN Extreme Learning Machine Neural Network
GRNN Generalized Regression Neural Network
SVM Support Vector Machine

GA Genetic Algorithm

ANFIS Adaptive Neuro Fuzzy Inference System
MLP Multilayer Perceptron

NARX Nonlinear Autoregressive Recurrent Exogenous Neural Network
CNN Convolutional Neural Network

LST™M Long Short Term Memory

EMD Empirical Mode Decomposition

IMF Intrinsic Mode Function

RF Random Forrest

DT Decision Tree

KNN K-nearest Neighbors

NWP Numerical Weather Prediction

CAISO California Independent System Operator
USA United States of America

PSM Physical Solar Model

MH-CNN Multiheaded Convolutional Neural Network
SG Smart Grid

ESS Energy Storage Systems

DNN Deep Neural Network

MAS Multi Agent System

PnP Plug-and-Play

ReLU Rectified Linear Unit

MSE Mean Square Error

nRMSE Normalized Root Mean Square Error

TuO Time of Use

The energy generation from the DERs is intermittent in nature as it is dependent on naturally
varying climate factors, such as wind speed, solar irradiance, and air temperature [2]. These atmospheric
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variations result in significant changes in the energy generated through DERs, which in turn leads
to uncertainty. Consequently, precise and accurate prediction models are crucial for forecasting the
generated energy through DERs. These models will be helpful in forecasting the generated energy
through DERs, which will be available to the microgrids of smart communities. This will not only help
in fulfilling energy requirements but also assist in decreasing energy costs and ensuring the adequate
comfort of users in the smart community.

Owing to the intermittent nature of renewable energy resources, the development of a precise and
accurate model has become an important factor for increasing the dissemination of DERs in existing
power systems. Accurate forecasting of the energy generated through DERs not only helps in the
incorporation of renewable energy into power systems but also guarantees good trading performance
of renewable energy in the global market [3]. Nevertheless, the forecasting accuracy is heavily
dependent on the atmospheric circumstances of the geographical location [4]. Thus, it becomes even
more challenging.

There are two main classes of prediction models for forecasting the wind speed and solar
irradiance: physical (numerical) models and machine learning (data-driven) models. The main
purpose of these models is to forecast wind speed and solar irradiance for a specific location at a
selected future time frame. The data-driven models are largely founded on time-series analyses [5].
Their computational complexity is lower than that of the physical models, and they are suitable for
short-term prediction. On the other hand, the physical models are based on mathematical equations for
relating the dynamics and the physics of the atmosphere, which influences radiation from the sun [1,3,6].
Physical models are usually used for long-term and medium-term forecasting. Consequently, in this
work, we selected data-driven models for short-term forecasting owing to their lower complexity and
good prediction accuracy.

In the past, traditional statistical approaches have been extensively explored for time-series
analyses. Recently, machine learning and deep learning approaches have gained much attention
from the research community. Artificial Neural Networks (ANNSs) possess exceptional nonlinear
mapping and robust generality abilities; thus, these networks can be applied to wind and solar
energy forecasting [7]. However, ANN-based models easily fall into local minima and show poor
generalization. Moreover, they are well known to over-fit and they have slow convergence rates [8].
In the literature, several other models have been applied, including the Extreme Learning Machine
Neural Network (ELMNN) [9], Generalized Regression Neural Network (GRNN) [10], and Support
Vector Machine (SVM) [11]. The performance of ELMNN heavily depends on the activation function.
If the activation function is not selected appropriately it would result in the generalization degradation
phenomenon [12]. Moreover, it is not suitable for applications that require deep extraction of features as
it cannot encode more than one layer of abstraction. The main disadvantage of GRNN models is their
size and huge computational time [13]. The SVM algorithms have some limitations, such as optimal
choice of kernel, computational complexity of the model, and large memory space requirement [14].

Recently, researchers who are applying machine learning models as a core forecasting model
have advanced their research with other methods, including weather categorizations [15], parameter
or feature selection [16-18], and decorrelation [19]. Some other researchers used hybrid models to
enhance the prediction precision. However, the long training time based on increased computational
complexity of such models is an issue that needs consideration from the researchers. In a previous
study [20], the authors explored an approach for predicting one-day-ahead PV power using neural
networks and time-series analysis. The authors in another study [21] implemented and evaluated an
optimized prediction model that was based on ANNs and a genetic algorithm (GA). The authors in
yet another study [22] explored four architectures (Adaptive Neuro Fuzzy Inference System (ANFIS),
Multilayer Perceptron (MLP), GRNN, and Nonlinear Autoregressive Recurrent Exogenous Neural
Network (NARX)) for enhancing the prediction precision. They proposed hybrid wavelet-ANN models
for solar forecasting at a specific site. However, the model was not tested at different geographical
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locations to assess the wider potential. Moreover, very limited set of features were used to train
the model.

Currently, the convolutional neural network (CNN)-based model is one of the most successful
models in deep learning and has been broadly adopted in different applications, including image
recognition and classification, object detection, and tracking. However, CNN models have not been
extensively explored in time-series analysis. The rapid progress in the computational power of hardware
in the last decade has enabled CNN-based models to deeply penetrate various fields. The authors in a
previous study [23] proposed a CNN model for interpreting weather data by considering the temporal
and spatial associations between the independent parameters for producing local forecasts. They
compared the performances of various architectures and stated that the purpose of their exploration
was to show that CNN-based models can learn certain patterns of meteorological parameters and
relate them to rainfall events. The authors in a previous study [24] also applied a CNN-based model
for precipitation prediction.

The authors in a previous study [25] developed a hybrid model by combining long short term
memory (LSTM) and CNN models for the prediction of extreme rainfall. The weather parameter was
applied as an input to the CNN model, and the outputs of the CNN model were presented as inputs to
the LSTM model. In this developed model, the researchers considered the LSTM and CNN models as
independent steps. Atmospheric variables, including pressure and temperature, were used as input
data. The authors in a previous study [26] developed a framework for the accurate forecasting of
short-term wind speed. Their framework was based on hybrid nonlinear/linear models and empirical
mode decomposition (EMD). They applied EMD to decompose the wind speed data into residuals and
intrinsic mode functions (IMFs). They studied different linear and nonlinear models, including CNN,
to analyze the residuals and the IMFs. Among all the hybrid models, EMD-ARMIA-RF performed
well for ten-min-ahead forecasting. However, none of the hybrid models performed well 1 h ahead.

In the literature, an approach called benchmarking is mostly used for comparison with the newly
developed algorithm [8,27]. The best existing machine learning techniques are selected and evaluated
to select the baseline model. The selected baseline model is then used to compare the performance of
the newly developed technique. In a previous study [28], authors compared their proposed model
for short-term wind speed forecasting with commonly used machine learning algorithms, such as
SVM, random forest (RF), and decision tree (DT). We have selected well-known machine learning
models, including k-nearest neighbors (KNN), gradient boosting, extra tree regressor, and random
forest regressor, for short-term forecasting of wind speed. The best model among them is selected as a
baseline model for comparing and evaluating the performance of the proposed model.

Each of the selected machine learning models has its own limitations. For example, KNN
algorithm is very sensitive to outliers, as it chose neighbors based on distance criteria. Moreover, it is
computationally extensive when the dataset is very large. Gradient boosting models are sensitive to
overfitting if the data is noisy. Also, they are harder to tune than other models. One of the weaknesses
of random forest and extra tree models when used for regression problems is that the model cannot
predict beyond the range in the training data.

Various studies confirm that physical models, such as NWP, are best suited for forecasting more
than 4 h to several days [28-35]. These techniques are weak at handling smaller scale phenomenon
and are not suitable for short-term forecast horizons [29]. Machine learning methods give the best
results for forecast horizons of up to 6 h [30]. The choice of model depends on the forecast horizon.
The NWP models generally outperform machine learning models over longer horizons. However, for
short-term horizons the time series models have more power [34]. At the intra-hour forecast horizon,
NWP is extremely expensive and not practical, especially for the renewable energy sector [36].

Inaprevious study [37], the authors used smart persistence model as a baseline for the deterministic
forecast. In fact, California Independent System Operator (CAISO) uses persistence method in its
renewable energy forecasting and dispatching [38]. This method is highly effective in short term
prediction, i.e., 1 h ahead. It is often used as a comparison with other advanced methods [39]. In the
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irradiance forecasting community, numerous works have been devoted recently to the development
of models that generate deterministic or point forecasts [34,40-45]. In this work, as we are dealing
with short-term forecasting of solar irradiance, we have considered the persistence model and smart
persistence model for comparison purposes.

We studied the trends of adaptation of the renewable energy resources in various states of the
United States of America (USA). We found that California has made effective policies for the integration
of renewable energy resources. In California in 2017, 32% of the electricity was acquired from renewable
energy sources, due to which it seems to be well on track to meet its renewable energy targets of 33%
and 50% for 2020 and 2030, respectively [46]. Based on the planned effective and concrete policies
of the government of California, we have selected San Francisco from the NSRDB of the NREL as a
case study in our analysis. The NSRDB uses a physics-based modeling approach, in which the solar
radiation data for the entire United States is gridded into segments of 4 km X 4 km using geostationary
satellites. The temporal resolution of the data is 30 min [47]. The NSRDB's physics-based, gridded
data collection approach is called the Physical Solar Model (PSM). More details about the PSM can be
found in a previous study [48].

This paper proposes a multiheaded convolutional neural network (MH-CNN) model for the
short-term forecasting of solar irradiance and wind speed to approximate the energy generated through
solar panels and wind turbines, respectively. We consider several machine learning models, as well
as persistence and smart persistence models for forecasting the short-term solar irradiance and wind
speed. We then choose the best model as a baseline and compare its performance with our proposed
MH-CNN model. The comparison is based on evaluation metrics, including the root mean square error
(RMSE), mean absolute error (MAE), and symmetric mean absolute percentage error (sSMAPE). Using
the NSRDB of the NREL data of San Francisco as a case study, the results show that our proposed
model outperforms all other models in forecasting the wind speed and solar irradiance. The obtained
results indicate that our proposed framework for microgrid-level energy management is appropriate
for approximating the renewable energy and for reducing the electricity bills of a smart community.
The main contributions of our work are as follows:

e  We formulated a solar irradiance and wind speed prediction problem for approximating the
generated energy through solar panels and wind turbines.

e  We evaluated the performance of various machine learning models, as well as persistence and
smart persistence models, for selecting a baseline model.

e Weproposed an MH-CNN model for the short-term forecasting of solar irradiance and wind speed.

e We evaluated the effectiveness of proposed model on different time horizons (up to 4 h).

e We evaluated the effectiveness of proposed model on different climates.

e  We proposed a framework for microgrid-level energy management for reducing the electricity
bills of a smart community.

The remainder of the paper is organized as follows. The related work from the literature is
reviewed and presented in Section 2. The proposed framework is elaborated in Section 3. A performance
evaluation of the various considered models is provided in Section 4. Results and discussions are
provided in Section 5. The contributions of the paper are discussed in Section 6.

2. Related Work

Researchers from academia and industry have explored methods and technologies for tackling
the problems of global energy crises. In this part of the manuscript, we present recent research work
on global energy crises and explored solutions. The future Smart Grid (SG) will be composed of the
latest technologies and will significantly improve the existing power grids. The possibility of two-way
information flow and interoperability between smart homes provides a chance to optimize the power
consumption of the end users and simultaneously improve the operation of the SG [49-52]. The
increasing diffusion of renewable energy in power systems has given rise to the concept of microgrids,

21



Energies 2019, 12, 1487

which will probably play a substantial role in the development of SGs [53,54]. It is anticipated that the
network of microgrids will result in the formation of an SG [54]. The microgrid is composed of DERs,
power loads, and Energy Storage Systems (ESS) [55,56].

Typically, DERs, such as wind turbines and solar panels, are among the useful energy resources
for solving energy shortfalls. These resources also help in decreasing the effects of carbon emissions in
the modern world. By incorporating DERs in power systems, consumers will be able to achieve their
power requirements by generating green energy, which in turn will lead to electricity bill reductions.
In the last decade, many researchers focused their efforts on solving the challenges of DERs—their
integration into the SG, intermittent nature, the optimal power flow, etc. One of the important issues
with the energy generated through DERs is the intermittent nature of these power-generating sources.
Many researchers have dedicated their efforts to mitigating these issues [57,58]. The development of
an accurate prediction model for forecasting the wind energy and solar energy is desirable. However,
the generated energy from DERs is heavily reliant on the accuracy of the weather prediction model.

The accuracy of the weather prediction model is reliant on different atmospheric phenomena,
such as pressure, temperature, wind speed, and humidity. The enormously random variations of
weather conditions lead to difficulties in the accuracy of the prediction [58]. Fortunately, different
parameters of the weather can be predicted with significant accuracy by developing any of the latest
models, including the ANN, Deep Neural Network (DNN), and LSTM [59-61].

The authors investigated the integration of DERs in power systems in a previous study [62]. They
suggested dealing with the uncertainty of DERs by virtualization, and validated their method by
performing real-time experiments. The authors in another study [63] investigated a prediction model
for approximating the quantity of solar energy generation. Their prediction model was composed of
a wavelet transform and a neural network. They used RMSE and MAE to evaluate their developed
model. A comparison of their obtained results with existing promising results proved that their
developed model achieved good performance.

Recently, in a previous study [64], we proposed a short-term load prediction technique based on
support vector quantile regression. In this study, we compared three kernel functions: Gaussian kernel,
linear kernel, and polynomial kernel. The predicted precision of the power load was approximated
using data sets from Singapore. We achieved better results compared to those from Support Vector
Regression and the Firefly Algorithm. Power systems in today’s world are being transformed into
distributed energy resources. The integration of DERs in existing power systems leads to energy
management problems because these energy resources produce power in nondeterministic manners.
The well-known “duck curve” problem arises in the off-peak hours because of the overgeneration from
DERs that causes generator units to be underloaded [65]. The underloading of a generator impacts
the individual components of a power system and the overall system performance because of the
mismatch between generation and demand.

Recently, in a previous study [66], we considered the radial structure of a distribution grid and
applied commonly used configuration topology for the integration of DERs and ESSs in power systems.
Furthermore, we addressed a multilevel Multi Agent System (MAS) optimization framework for the
co-scheduling of demand and supply resources. The MAS structure permits Plug-and-Play (PnP)
capabilities and flexible control of DERs for load balancing. During both off-peak and peak hours,
the PnP algorithm deactivates or activates the ESS to rectify demand and supply mismatches. The
ESS stocks the excess energy from DERs and uses it to meet the energy demand at a later time. Our
main objective has been to reduce electricity bills without compromising user comfort during peak
hours. Our simulation results proved that our developed MAS helped in balancing the load while
maintaining adequate user comfort.

In the current work, our aim is to develop an MH-CNN model for the short-term forecasting
of wind speed and solar irradiance. The forecasted wind speed and solar irradiance will be used
for approximating the generated power through wind turbines and solar panels. We performed
extensive simulations to prove the improved performance of the proposed strategy. Moreover, we
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proposed a framework for microgrid-level energy management for reducing the electricity bills of the
smart community.

3. Proposed System Model

In this section, the proposed system model is explained. It is always beneficial to reduce the
electricity bill of the users without affecting their comfort. Integrating DERs in the power system helps
to reduce electricity bills, increase user comfort, and fulfill energy requirements. Sometimes the total
electricity generated by DERs during off-peak hours exceeds the demand of the consumer, which
results in a generation-demand imbalance. The consequence of a generation-demand imbalance is
the basis of the “duck curve” problem [65]. Temporarily, excessive electricity generation from DERs
lessens the power load on the grid generators. In this situation, the excess power generated by the
DERs may be harmful to the generator and motors. Thus, there is a need to develop efficient machine
and deep learning models to accurately predict short-term renewable energy generation. Based on
these models, efficient energy management frameworks need to be explored.

The proposed microgrid-level energy management framework is presented in Figure 1, where a
smart meter, ESS, and DERs are integrated. As shown in Figure 1, an ESS is integrated in the proposed
system to mitigate the influence of the duck curve problem, which we recently targeted in a previous
study [66]. The smart meters are used for two-way communication in addition to many other advanced
features. The DERs in the form of wind turbines and solar panels are used to generate the renewable
energy to ensure the required user comfort and to reduce electricity bills. The ESSs are used for storing
the excess generated energy at any time. This excess energy can then be used at a later time. In addition
to DERs, the microgrid has access to power from the main grid, as the nature of the DER is intermittent
and may produce very low energy on certain days and at certain times.
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Figure 1. Framework for microgrid-level energy management.

The architecture of the proposed MH-CNN model is shown in Figure 2. We used the same model
for the short-term forecasting of both wind speed and solar irradiance. Meteorological parameters,
such as temperature, pressure, and wind speed, as well as cyclic parameters, such as season, month,
day of the year, and hour over the past day, are passed to both the wind speed and solar irradiance
forecasting models. Moreover, we incorporate the past day’s lag of wind speed and solar irradiance
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as lag features in the wind speed and solar irradiance forecasting models, respectively. The data
preparation steps are presented in Figure 3.

Conv1D : One Dimensional Convolutional Layer
ReLU : Rectified Linear Unit

Flatten : Flatten Layer
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Figure 2. Proposed MH-CNN model.
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Figure 3. Preprocessing steps for cleaning and separating data into train test sets.

The same input is passed to three 1D CNNs. Each CNN has the same filter size but different
kernel sizes. All three sub-CNN models extract features by looking at the input data from different
aspects owing to the different kernel sizes. For our model, we used a Rectified Linear Unit (ReLU) as an
activation function, as it does not encounter the gradient vanishing problem and performed best in the
case study data. The CNN part consists of two 1D convolution layers. In the second convolution layer,
we halved the filter size and doubled the kernel size to reduce the dimensionality and enhance the
feature selection domain, respectively. The output of the second convolution layer (after applying the
ReLU activation function) for each sub-CNN model is flattened and concatenated as a single feature
vector. The feature vector then goes through the fully connected architecture and the ReLU activation
function to produce the output, as shown in Figure 2.

The data preprocessing steps are shown in Figure 3. Initially, the missing values are determined
and are replaced with the values from the same time on the previous day. If the value from the same
time of the previous day is also missing, then the missing data is imputed by using the value of the
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same time of the last previous day with available data. Then, further processing is performed on the
clean data in three different ways. The sine and cosine transformations of cyclic parameters, such as
hour of day, day of the year, month of the year, season of the year, and wind direction, are determined.
We used binary encoding to encode the categorical feature named “cloud type”. This feature was
obtained by the NREL from the pathfinder atmospheres extended (PATMOS-X) model. Meteorological
parameters, including temperature, pressure, and wind speed, are separated. The one-day time lags of
the wind speed and solar irradiance are arranged as separate features for the wind speed and solar
irradiance models, respectively. These features are merged, and then normalization is performed, i.e.,
the range of each input vector is restricted to (0, 1). The scaled data are then separated into train and
test data sets for training and evaluating the proposed model, respectively.

3.1. Convolutional Neural Networks

In this section, we describe the layers associated with the implementation of our forecasting
model, including 1-D convolution, ReLU, dropout, and fully-connected layers.

3.1.1. The 1-D convolution

The convolutional layer is the most important building block of any CNN. This layer is regarded
as a set of learnable filters that consists of many convolution operations. The parameters of every
convolution operation are optimized by a back propagation algorithm. Each filter in a specific
convolution layer has the same receptive field. An example of 1D convolution is shown in Figure 4.
The weights associated with kernel size of 3 are {w1, w2, w3}. These weights are shared by the input
layer {i1, i2, i3, i4, i5}. The feature map will be obtained by the convolution between the weights and
inputs. In this example, the feature {2 is obtained by f2 = w1l X i2 + w2 X i3 + w3 X i4.

i represents input

Receptive Field .
w represents weight

f represents feature

| Jafelalelal |

Kernel Size =3

Feature Map
Figure 4. Example of 1-D convolution operation.
3.1.2. ReLU

The activation functions are used to enhance the ability of models to learn complex structures.
ReLU has been widely adopted by various researchers to make the network more trainable. It works
by thresholding values at 0, i.e., f (z) = max (0, z).

3.1.3. Dropout

The dropout technology provides an easy way to overcome the overfitting problem while designing
the deep learning model. This method involves the random selection of neurons and disabling them
during training. The output values of these randomly disabled neurons are zero.
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3.1.4. Fully-Connected Layer

The fully connected layer exhibits the nonlinear mapping from the input to the output, by using
bias and an activation function. These layers are usually applied towards the end of the network. We
use the flatten layer after the convolution layers, as this layer expects 1-D data.

3.2. Proposed Model

The details of our proposed MH-CNN model are shown in Figure 5. The number of features for
wind speed and solar irradiance short-term forecasting are 62 and 47, respectively. For wind speed
forecasting, there are 48 instances per day, as the data are recorded every 30 min. However, for solar
irradiance forecasting, we considered the data from 5:30 to 19:00; hence, there are 28 instances per
day. We used 64 filters in the first convolution layer with kernel sizes of 3, 5, and 7 for each head of
the MH-CNN. Similarly, we used 32 filters in the second convolution layer with kernel sizes of 5, 7,
and 9. We used a dropout value of 0.5 before applying the flattening layer. After concatenating all of
the features into a single feature vector, a fully connected layer was applied with 16 neurons and the
ReLU as a nonlinear activation function. The parameter settings of the proposed model are listed in
Table 2. The prediction of both wind speed and solar irradiance concerns half-hour-ahead prognosis.
The proposed model forecasts the next half hour value using the values of the previous day as inputs.
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Figure 5. Structure of proposed MH-CNN model.
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Table 2. Parameter settings of proposed MH-CNN model.

Parameter Setting
Optimizer Adam
Training Stop Strategy Early Stopping Criteria
Loss Function Mean Square Error (MSE)
Learning Rate {0.0001}
Batch size {128}
Epoch {200}

The training flow of the proposed model is shown in Figure 6. The training data are split into
90% training data and 10% validation data. The validation loss is based on the Mean Square Error
(MSE) value. If the validation loss does not decrease for two consecutive epochs, then the learning
rate is reduced by a factor of 0.85. The minimum value of the learning rate is set to be 1 x 10°°. If the
validation loss is decreasing, then the model is saved with the updated weights. To avoid overfitting
of the model during the training process, if the validation loss is not decreasing for 10 consecutive
epochs, then early stopping callback is applied, and the last-saved best model is loaded for forecasting
and performance evaluation. Otherwise, the training process continues until the maximal number of
epochs is completed.

Training
data

Train the
model

MSE
decreasing

Save model
with update
weight

MSE not
decreasing

Early
stopping

consecutive

Ten consective
epochs

Trained Model

Decrease the
learning rate
End < &1

Figure 6. Training flow of proposed model.

The performance of the trained model is evaluated based on various metrics, including RMSE,
MAE, and MBE. The mathematical calculation methods of these performance matrices with their
equations are shown in Equations (1) to (3).

RMSE = 1)

MAE = - @)
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N
MBE = % Y., (@n —pu) ®)
m=1

where a,, is the actual value, and p;; is the predicted value. The RMSE, MAE, and MBE represents
model prediction error in units of the target variable. The RMSE gives a relatively high weightage
to the outliers compared to MAE, as the residual is squared before averaging. The MAE is a linear
score where all the individual differences are weighted equally. The MBE indicates the degree to which
the observations are “over” or “under” forecasted by the prediction model. The smaller RMSE, MAE,
and MBE denote the good performance of a forecasting model. MAPE is another standard metric for
evaluating the performance of forecasting algorithms. Problems in its use can occur when a,;, is zero or
very small. As an alternative, we used sMAPE, as shown in Equation (4):

N _
ApE — 2% Jm =]

4
Nm:l lam| + |pm| ( )

4. Performance Evaluation of Proposed Model

In this study, weather data from 1998 to 2007 for San Francisco, California, are used. The data
were retrieved from the NSRDB of the NREL [67]. The first nine years of data are used to train the
model, and the data for the last year (2007) are used to test the performance of the trained model.

4.1. Short-Term Forecasting Analysis of Wind Speed

We selected KNN, gradient boosting, extra tree regressor, and random forest regressor as our
machine learning models. The input to all these models is the complete set of features mentioned in
Figure 3. We used the default values of the parameters for our baseline model comparison. We used
MSE as the loss function for all machine learning models in this study.

We also considered the persistence model for the short-term forecasting of wind speed. The
persistence model assumes that wind data at a certain future time (the next half hour, in our case) will
be the same as when the forecast was made. In this study, for the persistence model, we assumed that
the wind data in the next half hour will be the same as that of the current time.

For our baseline model comparison, the parameters of various machine learning algorithms are
taken from a previous study [8] and shown in Table 3.

Table 3. Parameters of various machine learning algorithms [8].

No. Model Parameters

1 KNN No. of neighbors, n = 5; weight function = uniform; distance metric = Euclidian

2 Gradient Boosting No. of estimators = 100; Maximum depth = 75; minimum samples split = 4; minimum sample leaf = 4,
3 Extra Tree No. of trees = 100; maximum depth of tree = 100; min samples split = 4; min sample leaf = 4

4 Random Forrest No. of trees = 125; maximum depth of tree = 100; min samples split = 4; min sample leaf = 4

All trained machine learning models were evaluated on the same test data. We selected three
standard evaluation metrics for comparing the performance of these models: RMSE, MAE, and sMAPE.
Based on the test data set of one year, i.e., 2007, the seasonal average values (three-months-average
values of RMSE, MAE, and sMAPE, with spring season defined as March, April, and May) are
calculated. The seasonal variation of RMSE, MAE, and sMAPE are shown in Figures 7-9, respectively.
It is clear from these figures that the random forest method outperforms the persistence model, and
therefore serves as the baseline model. The RMSE, MAE, and sMAPE of our proposed model are the
lowest among the evaluated models.

28



Energies 2019, 12, 1487

Seasonal Variation of RMSE for various models
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Figure 7. Seasonal variation of RMSE for forecasting wind speed.
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Figure 8. Seasonal variation of MAE for forecasting wind speed.
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Figure 9. Seasonal variation of sSMAPE for forecasting wind speed.

We have selected a random day from the test data to demonstrate the comparison of various
machine learning models with the proposed model. Detailed comparison results of the wind speed
prediction for all of the evaluated models are presented in Figure 10. The bold blue line represents
the actual wind speed, whereas the bold black line represents the forecast by the proposed model.
A careful analysis of this figure reveals that the forecast results of the KNN and gradient boosting
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algorithms barely coincide with the actual wind speed. The wind speed predicted by our proposed
model is quite close to the actual wind speed. The forecasting ability of the proposed model is also
verified in this experiment. The independent axis in this figure shows 48 values because of the 30 min
sampling interval of the measured data.
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Figure 10. Comparison of wind speed prediction for various models.

In Figure 11, a scatter plot of the predicted and actual wind speed values for the complete test
data is presented. The coefficient of determination value is 0.9948, which confirms the strong, positive,
linear association between the predicted and actual wind speeds. Furthermore, the coefficient of
determination shows that the proposed model is able to explain 99.48% of the variation of the actual
data. This indicates the very good forecasting ability of the proposed model.

14
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R?=10.9948
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Actual Wind Speed (m/s)

Figure 11. Actual vs. predicted wind speed for test data.

Previous results (Figures 7-9) showed the evaluation performance of various models for seasonal
trends. Furthermore, we evaluated the performance of the selected models on the complete test data.
These results are listed in Tables 4 and 5.
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Table 4. Comparison of various models based on test data.

Model RMSE (m/s) MAE (m/s) SMAPE (%) R?
Persistence 0.2819 0.1820 8.41 0.9772
k-Nearest Neighbor 0.7373 0.5385 23.71 0.8406
Random Forest 0.2432 0.1702 7.17 0.9809
Gradient Boosting 0.5924 0.4694 22.01 0.8976
Extra Tree 0.3959 0.2792 13.28 0.9527

Table 5. Comparison of baseline model with proposed model.

Model RMSE (m/s) MAE (m/s) SMAPE (%)
Random Forest 0.2432 0.1702 717
Proposed Model 0.1339 0.0917 4.92
Error Reduction (%) 4494 46.12 2.25

Table 4 shows a comparison of the various models on the basis of the evaluation metrics for the
selection of a baseline model. The results indicate that the KNN and gradient boosting algorithms
perform poorly on the complete test data. Usually, it is difficult to outperform the persistence model for
short-term forecasting. We can see that the random forest method outperformed the persistence model.
Therefore, we selected random forest as a baseline model for comparison with our proposed model.

The comparison of our proposed model with the baseline model is presented in Table 5. It is clear
from this table that the proposed MH-CNN model resulted in much lower (better) evaluation metrics
than the baseline model. The percentages of error reductions achieved by the proposed model for
RMSE, MAE, and sMAPE are 44.94, 46.12, and 2.25, respectively.

4.2. Short-Term Forecasting Analysis of Solar Irradiance

In solar irradiance forecasting, the persistence model usually serves as a baseline model for
short-term forecasting. A simple persistence model [36] is shown in Equation (5):

GHIpersistence(t + At) = GHI(t) ©)

where GHI(t) is the current global horizontal irradiance (GHI) at the surface. (The terms “solar
irradiance” and “GHI” are used interchangeably throughout the manuscript.)

We selected another model with which to compare our proposed model: a variant of the persistence
model, called the smart persistence model [36]. It is defined as

GHIgmart persistence(t + At) = kf(t) X GHIjear sky(iL + At) (6)

where ki(t) is the clear-sky index correction factor, defined as

~ GHI(t)
kt(t) B GHIjeqr sky(t) @

Based on the test data of solar irradiance for the year 2007, Figures 12 and 13 show the seasonal
average variations for the persistence, smart persistence, and proposed models in terms of RMSE and
sMAPE, respectively. It is clear from these figures that RMSE and sMAPE of our proposed model are

lower than those of the persistence and smart persistence models. This shows that our proposed model
is suitable for the short-term forecasting of solar irradiance.

31



Energies 2019, 12, 1487

Seasonal Variation of RMSE for various models
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Figure 12. Seasonal variation of RMSE for forecasting solar irradiance.
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Figure 13. Seasonal variation of SMAPE for forecasting solar irradiance.

A comparison of the actual GHI and predicted solar irradiance using the proposed model and
the smart persistence model is shown in Figure 14a. We selected a random day from the test data to
demonstrate the comparison of the smart persistence model with the proposed model. The prediction
accuracies of the proposed model and smart persistent model are shown in Figures 14b and 14c,
respectively. The coefficient of determination of the proposed model is reasonably high compared
to that of the smart persistence model, which shows that our proposed model can be successfully
applied to predict the solar irradiance. Later, we used the predicted solar irradiance to approximate
the generated solar energy.
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Figure 14. (a) Comparison of actual GHI and predicted solar irradiance by smart persistence
and proposed model, (b) prediction accuracy of proposed model, and (c) prediction accuracy of

smart persistence.

A comparison of the persistence and smart persistence models for the selection of the best model
is presented in Table 6. As seen from the results, the smart persistence model is best as a baseline

model for comparison with the proposed model.

Table 6. Comparison of persistence and smart persistence models based on test data.

Model RMSE (W/m?) MBE (W/m?) sMAPE (%) R?
Persistence 83.21 0.00 38.52 0.9308
Smart Persistence 59.22 3.85 18.08 0.9648

A comparison of the proposed model with the smart persistence model is presented in Table 7. It
is clear from the results of this table that the proposed model produced better results than the smart
persistence model. We achieved 7.68%, 54.29%, and 0.14% error reductions in the RMSE, MBE, and

sMAPE, respectively.

Table 7. Comparison of proposed and smart persistence models based on test data.

Model RMSE (W/m?) MBE (W/m?) SMAPE (%)
Smart Persistence 59.22 3.85 18.08
Proposed Model 54.67 1.76 17.94
Error Reduction (%) 7.68 54.29 0.14
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5. Results and Discussions

In this section, we evaluated the effectiveness of the proposed model for different forecasting
horizons and different climates. Then, we performed a comprehensive bill reduction analysis by
estimating the generated power from renewable resources using the data of San Francisco as a
case study.

5.1. Evaluation of Proposed Model for Different Time Horizons

In the previous section, we explored the effectiveness of the proposed model for a single-step
forecast, i.e., predicting the observation at the next time stamp. To illustrate the effectiveness of the
proposed model for multi-step forecasting, i.e., different time horizons, we considered the same data
used in Section 4. The output of the proposed model was reshaped according to the forecasting time
horizon. For example, when the time horizon was set to 4 h ahead, then the model was evaluated such
that for each instance of test data, the model will predict the next eight values in one-shot.

Table 8 shows the seasonal RMSE variation of the proposed model for wind speed and solar
irradiance forecasting of different time horizons.

Table 8. Effectiveness of proposed model in different time horizons.

Season Wind Speed RMSE (m/s) Solar Irradiance RMSE (W/m?)
Half Hour Ahead 1h Ahead 4h Ahead Half Hour Ahead 1h Ahead 4h Ahead
Summer 0.13 0.21 0.50 58.81 65.40 90.22
Autumn 0.12 0.22 0.41 52.77 60.66 85.72
Winter 0.15 0.24 0.48 46.49 53.65 7245
Spring 0.14 0.24 0.58 59.60 66.80 87.87

5.2. Evaluation of Proposed Model for Different Climates

In Section 4, we tested the proposed model on San Francisco (Latitude: 37.77, Longitude: —122.42),
which has a warm summer Mediterranean climate. In order to demonstrate the effectiveness of the
proposed model in a different climate, we selected New York (Latitude: 40.73, Longitude: —74.02),
which has a humid subtropical climate, and Las Vegas (Latitude: 33.61, Longitude: —114.58), which
has a hot desert climate. In this experiment, data from 1998 to 2007 for New York and Las Vegas is
used. The data were retrieved from the NSRDB of the NREL [67]. We prepared the training and test
data according to Figure 3 for both sites. The first nine years of data (1998-2006) was used to train the
model and the last one year of data (2007) was used to test the performance of the trained model.

To fairly compare the RMSE across different sites, normalized root mean square error (nRMSE) is

computed as,

nRMSE = g 8)

where ¥ is the mean of the actual values. Table 9 shows the seasonal variation of the proposed model
for short-term forecasting of wind speed and solar irradiance for different climates.

Table 9. Effectiveness of proposed model in different climates.

Season Wind Speed nRMSE Solar Irradiance nRMSE
San Francisco New York Las Vegas San Francisco New York Las Vegas
Summer 0.055 0.035 0.0416 0.1060 0.1903 0.0918
Autumn 0.046 0.029 0.0531 0.1427 0.1950 0.0750
Winter 0.049 0.032 0.0430 0.1691 0.2251 0.1181
Spring 0.049 0.040 0.0489 0.1234 0.2167 0.0903
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As seen in the table, for each season, there is a small discrepancy between the wind speed nRMSE
of various sites with different climates. This result indicates that our proposed model is capable of
forecasting the short-term wind speed for different climates during various seasons with high accuracy.

For short-term forecasting of solar irradiance, there is an almost 9% difference between the best
predictor (summer season) for San Francisco and New York. This discrepancy is certainly due to
the cloud formation processes, which are very different in these two sites. The two sites experience
different sky conditions during the year. Sites such as San Francisco and Las Vegas exhibit stable sky
conditions during the summer. However, New York witnesses occasional thunderstorms with heavy
rain in summer, and tornadoes are not uncommon.

There is an almost 5.6% difference between the worst predictor (winter season) of San Francisco
and New York. In San Francisco and New York, the sky is mostly cloudy, around 55% and 53% of
the time in winter, respectively. The proposed model performance is worst in winter, since the sky
coverage is highly variable. In Las Vegas, there is a significant seasonal variation in the cloud coverage
over the course of the year. For a hot desert climate, such as Las Vegas, the seasonal performance of the
model is reasonably suitable for solar irradiance forecasting.

The result of the solar irradiance forecast indicates that the proposed model is well-suited for
a hot desert climate, as well as a Mediterranean climate. Moreover, it can also be used for a humid
subtropical climate.

5.3. Generation Estimation and Bill Reduction Analysis: San Francisco as a Case Study

We considered a smart community consisting of 80 homes as the consumers of the electricity. For
simulation purposes, it was assumed that the smart community has a microgrid that is equipped with
wind turbines and solar panels, in addition to having access to the power from the main grid. At any
time, the energy generated by the wind turbine and solar panels is provided to the users through the
microgrid, and the excess generated energy is stored in the ESS for later use. In addition, the deficit
energy at any time is purchased from the commercial grid to satisfy the energy demands of the users
in the smart community.

In this work, a Time of Use (ToU) pricing model is applied to determine the price of the consumed
electricity [68], which is shown in Figure 15. A 24-h time period is considered and is denoted by T.
This is divided into 1-h subintervals indicated by t.

= 50

E 40

2 - 30

£z

o o 20

RS

= 10

o

g 0

= 12345678 9101112131415161718192021222324

Time (t in hours)

Figure 15. Applied Time of Use (ToU) electricity tariff [68].

For a randomly selected day, the proposed model is applied to predict the wind speed for 24 h. The
predicted wind speed is then used to approximate the generated wind energy based on Equation (8),
which we also used in our recent work [69]. The predicted wind speed and generated wind power
are presented in Figure 16. It is clear from the figure that with an increase in the wind speed, the
power generated by the wind turbine also increases. The power generation of the wind turbine is
approximated by implementing Equation (8) in MATLAB. For simulation purposes, we used a single
wind turbine of 30 kW [70]. As shown in the figure, when the wind speed is equal to, or greater than,
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the rated wind speed of the selected wind turbine, the output power is the maximum attainable, which
is the rated maximum power.
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Figure 16. Predicted wind speed and approximated wind power.

The predicted half-hour wind speed for three days and the associated generated wind power are
shown in Figure 17. The fluctuations in the predicted wind speed at different times during the 72-h
period are evident from the figure. As shown, when the wind speed is lower than the cut-in speed of
the wind turbine, the generated power is zero.
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Figure 17. Predicted wind speed for three days and associated power generated by wind turbine.

In Equation (9), the power generated by the wind turbine is represented by P/, and Cj, is the
power coefficient. It also depends on air density p, area swept by rotor blades A, and wind speed
V. The wind turbine triggers are based on the cut-in and cut-out speeds. The association between
the output power and the wind speed of the wind turbine is based on Equation (10) from a previous
study [71]. In Equation (10), P,y is the output power, Py is the rated power, V@t is the wind speed at
time £, V,; is the cut-in wind speed, and V, is the cut-out wind speed. The technical specifications of
the selected wind turbine are shown in Table 10.

P =3G p A (V) ©)
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0, 0<=V" <V
PrUla vy <= vt < Vg
Pout = VR=Vi’ ci t (10)
PR, VR <= Vf}t < Ve
0, Vf"t >= Vo

Table 10. Technical specifications of the selected wind turbine.

Item Symbol Description/Value
Turbine Model - Aeolos-H 30kW
Rotor Diameter (m) - 15.6
Rated Power (kW) Pr 30.0
Cut-in Wind Speed (m/s) Vi 25
Rated Wind Speed (m/s) V& 9.0
Cut-out Wind Speed (m/s) Veo 25.0

Figure 18 reveals the association between the power generated by the solar panel and the solar
irradiance. We can observe that with an increase in the solar irradiance, the power generated by the
solar panel also increases. The solar panel temperature data are taken from a previous study [72]. The
solar irradiance is predicted using our proposed model. The power generation by the solar panel is
approximated by implementing Equation (11) from our previous work [69] in MATLAB.

P = AP Irr (1—L(Tt—25))

200 an

In Equation (11), the hourly generated power from the solar panel is represented by P;"V. The
area and efficiency of the solar panel are represented by A’V and n”V, respectively. The solar irradiance
is represented by Irr, and the hourly temperature of the solar panel is represented by T;. In our
simulations, we considered two solar panels per house, each at 300 W.
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Figure 18. Predicted solar irradiance and power generated by solar panel.

The proportions of the average daily power generated by the wind turbine and solar panels in
each month of the year 2007 are presented in Figure 19. It is evident from the figure that the power
generated by the solar panels varies predictably across the seasons, as expected. The month of June
has the highest recorded average daily power generation using solar panels. The average daily power
generated by the wind turbine is lowest in August and saw its best month in February.
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Figure 19. Average daily power generated by solar and wind methods.

The net power load, power generated by DERs, and electricity purchased from the utility are
shown in Figure 20. We took the average monthly electricity usage (net load) of households in San
Francisco, California, from a previous study [73]. In this figure, we can observe that the total power
generated by DERSs is high during the months of May and June. This resulted in lower electricity costs
when purchased from the utility. Various components of the average monthly cost of electricity for
80 homes are shown in Figure 21. As shown in the figure, savings are at a maximum in the month of
June and at a minimum in the month of January.
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Figure 20. Average daily power generated by DERs and net load.
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Figure 21. Average monthly cost of electricity for 80 homes and savings provided by DERs.

It can be observed from Figure 22 that the contribution of DERs during the winter season is not
very significant. However, in the remaining seasons, significant relief is provided by the DERs in
terms of bill reduction. Based on the numerical calculations of the bar graphs in Figure 22, it can be
concluded that the proposed framework will help the smart community to achieve an annual reduction
of up to 38% in their electricity bills by installing DERs.
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Figure 22. Seasonal cost savings provided by DERs.
6. Conclusions

DERs are valuable in decreasing consumers’ electricity bills by enabling them to generate their
own green energy. However, the intermittent nature of DERs is a significant issue in accurately
forecasting the amount of generated energy through these renewable energy resources. In this work,
we proposed and evaluated an efficient approach to energy management in a smart community based
on the integration of DERs. Sometimes, the energy generated through DERs is greater than the energy
demand of the consumers, which results in a demand and generation mismatch.

The demand and generation mismatch leads to the well-known “duck curve” problem. We
applied a machine learning model to accurately predict the generated energy through DERs. We
considered a smart community consisting of 80 smart homes. The smart community has access to
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electric power through a microgrid that is equipped with DERs in the form of wind turbines and
photovoltaic systems, in addition to having access to power from the main grid.

The simulation results indicated that our proposed framework is appropriate for approximating
the energy generated through DERs and for reducing the electricity bills of the smart community. We
evaluated the performance of several machine learning models for selecting a baseline model. Then,
we evaluated the performance of our proposed model and compared it with the baseline model.

For the case of wind speed prediction, we obtained 44.94%, 46.12%, and 2.25% error reductions
in the evaluation metrics of RMSE, MAE, and sMAPE, respectively. In the case of solar irradiance
prediction, we obtained 7.6%, 54.3%, and 0.14% error reductions in the evaluation metrics of RMSE,
MBE, and sMAPE, respectively.

We further evaluated the effectiveness of the proposed model in different climates and for different
time horizons. The results conclude that the proposed model is not only suitable for short-term
forecasting of wind speed and solar irradiance for different time horizons (up to four hours) but for
different climates as well.
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Abstract: Weather is a key factor affecting electricity demand. Many load forecasting models rely on
weather variables. Weather stations provide point measurements of weather conditions in a service
area. Since the load is spread geographically, a single weather station may not sufficiently explain the
variations of the load over a vast area. Therefore, a proper combination of multiple weather stations
plays a vital role in load forecasting. This paper answers the question: given a number of weather
stations, how should they be combined for load forecasting? Simple averaging has been a commonly
used and effective method in the literature. In this paper, we compared the performance of seven
alternative methods with simple averaging as the benchmark using the data of the Global Energy
Forecasting Competition 2012. The results demonstrate that some of the methods outperform the
benchmark in combining weather stations. In addition, averaging the forecasts from these methods
outperforms most individual methods.

Keywords: weather station combination; electric load forecasting; hierarchical load forecasting

1. Introduction

Electric load forecasting is an essential input for the decision-making processes in the power
industry. In past decades, numerous forecasting models that include calendar and weather variables
have been developed and tested [1-3]. A recent review of the load forecasting techniques is presented
in [4]. Many power system applications require customized load forecasting efforts. The majority
of the papers in load forecasting literature have studied the methodologies of point load forecasting
at high voltage levels [5,6]. Deployment of the smart grid technologies in the recent years, along
with the dispersion of renewable energy and electric vehicles, has necessitated new solutions such as
probabilistic load forecasting and created the need for accurate forecasting at low/medium voltage
levels [7-9].

Weather is a key driving factor in electricity consumption. Weather-based models have been
used frequently for electric load forecasting. Forecasters have employed the correlation between
weather and load profiles to develop models. Although temperature is a frequently used weather
variable, others such as relative humidity and wind speed have been used in load forecasting models
as well [10,11]. Weather data mainly come from the observations at weather stations. While many
public data providers and private vendors obtain data from different weather stations to serve their
customers in the power industry, the availability and quality of weather data has been a concern for
power companies [12].

The instruments of a weather station typically collect the information from a limited geographic
area. The data such as temperature or humidity reflect the weather behavior of a specific location. On
the other hand, load is distributed in a vast area of a service zone. In a power grid, as we move to
the higher levels of load hierarchy, the aggregated load covers a larger geographic region. Therefore,
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the point readings of a single weather station may not sufficiently explain the load variations over a
vast area.

Typically, multiple weather stations are inside or around the service territory, which leaves the
load forecasters with the question of how to best utilize the weather data collected from different
stations. Although a forecasting model may use multiple temperature profiles simultaneously [5], most
load forecasting models in the literature use a single weather profile to predict the load. Therefore,
selecting and combining the temperature profiles from a group of stations is crucial to the performance
of the forecasting models. If only one weather station is selected amongst several, that would limit
the opportunity to use all available data [13]. A simple average of the weather stations has been used
frequently in the literature. Hong et al. proposed a comprehensive weather station selection and
combination methodology, where the weather stations are ranked based on in-sample fit error and then
combined by taking a simple average [14]. In [15] each weather station was used to generate a unique
load forecast and then the exponentially weighted average algorithm combines the forecasts and choses
the best combination based on the forecast accuracy. A similar approach was used in [16], where
singular value decomposition was used to weight each forecast in the final combination. In addition,
some vendors such as Meteo French provide national average weather profiles by weighting the data
from different regions [17].

Despite different methods to combine weather stations, the load forecasting literature has not yet
offered a formal comprehensive comparison. Lai and Hong [18] showed that temperatures weighted
by economy and load are not necessarily better than the equal-weight combination, a.k.a. taking a
simple average of temperatures from all stations. In this paper, we used the equal-weight combination
as the benchmark. We compared the performance of seven combination methods with the benchmark.
Four of the seven methods were based on simple concepts, such as linear weights, exponential weights,
performance-based weights derived from mean absolute percentage error (MAPE), and geometric mean.
We also propose two other methods including a twofold combination method and a genetic algorithm
(GA) based method. The seventh method is an ensemble by averaging these six individual forecasts
and the benchmark. These seven methods together with the benchmark were evaluated through
an empirical study constructed using the data of the Global Energy Forecasting Competition 2012
(GEFCom?2012) [19]. While most methods outperformed the equal-weight combination, the ensemble
appears to be the most robust and accurate one on average.

The paper is organized as follows: Section 2 introduces the seven methods; Section 3 presents the
data, experiments, and the discussion; the paper is concluded in Section 4.

2. Methodology

The creation of a single temperature time series from multiple weather stations, a virtual weather
station [14], is crucial to load forecast accuracy. It involves two components: weather station selection
and weather station combination. Ideally, these two components should be executed simultaneously.
Implementing only one of them or executing both components sequentially is likely to lead to a
suboptimal result. In this paper, we focus on the combination component only to avoid distractions
with fine-tuning.

This work builds on the weather station selection methodology proposed in [14] by focusing
on different combination methods. Therefore, we used the same methodology proposed in [14] to
select the weather stations. In [14], the weather stations were ranked based on the in-sample fit error
and sorted accordingly in ascending order. In the next step, the top ranked weather stations were
combined into virtual weather stations via simple averaging. The threshold for the number of top
weather stations was selected based on an out-of-sample test in the validation year. In this paper, we
assumed that the weather stations were selected by this algorithm and we only addressed weather
station combination. The complete proposed methodology of [14] is the benchmark of our experiments.

There are many ways to create virtual weather stations. Taking a simple average of the weather
stations, or weighting the stations equally, is a practical and straightforward approach that has been
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used frequently in the past [14,18]. In this paper, we tested the efficacy of seven alternatives to the
equal-weight combination. The seven alternatives can be broken down to three categories: simple
methods, complex weighting methods, and an ensemble.

The proposed combination methods were tested for their application to electricity load forecasting.
Tao’s Vanilla Benchmark model is a frequently cited load forecasting model that has been used in
many forecasting competitions and studies [14,19,20]. This model was used to create load forecasts
in this work. The Vanilla Benchmark model is a weather-based load forecasting model that employs
polynomials of the temperature and their interactions with calendar variables to predictload. The model
can be specified as follows:

Ly = o + p1Trend + BoM; + p3W; + BsH; + s WiH; + pe Tt + ,37Tt2 + ,BST? + BoM; Ty

1
+B10Mi T2 + PriM T3 + B1oH Ty + P1sHiT? + P14H T3 0

where L is the load forecast for time f; f; are the coefficients estimated using the ordinary least square
method; M;, W; and H; are the coincident month-of-the-year, day-of-the-week, and hour-of-the-day for
time f, respectively, which are classification variables; and T} is the coincident temperature.

We used Mean Absolute Percentage Error (MAPE) for evaluation. MAPE is expressed as follows:

n
MAPE = %

t=1

Li-L

o @

where L; is the actual load; L; is the predicted load; and 7 is the number of observations.

2.1. Linear Combination

The linear combination method allocates decreasing linear weights to the weather stations ranked
in the increasing order of their MAPE values. For example, if we have four weather stations ranked by
their corresponding MAPE values in the increasing order, the linear weights assigned to these stations
are 4,3, 2, and 1, respectively. We then normalized the weights so that the sum of the weights equal
to one in order to keep the combined temperature profile in the same range as the individual ones.
Let lin_w; be the linear weight, w; be the normalized weight, and 7 be the total number of weather
stations. The normalized weights are calculated as follows:

lin_w;

W= = 3
! i lin_w; ®
where
n i=1
n-1 i=2
lin_w; = . . 4)
1 i=n

2.2. Exponential Combination

The exponential combination method assigns the exponentially decaying weights to the weather
stations ranked by their MAPE values from small to large. Let exp_w; be the exponential weight, and b
be the base. The normalized weight is expressed as follows:

exp_wj

[ e T —
Zizl exp_wi

©)
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where
roi=1
-t
exp_w; = . . (6)
ploi=n

2.3. MAPE-Based Combination

The MAPE-based combination method uses the MAPE value of a weather station as its weight.
Let mape_w; be the MAPE value of weather station i. The normalized weight is expressed as follows:

100 — mape_w;

@)

w; =
! 1 (100 — mape_w;)

2.4. Geometric Mean Combination

The geometric mean of n numbers is the nth root of their product. It indicates the central tendency
of a set of numbers. The geometric mean combination method calculates the geometric mean of the
temperature series of n weather stations as follows:

Tgmean = ’VI T1T... Ty (®)

where T; is the temperature profile of the weather station i.

2.5. Twofold Combination

The methodology proposed in [14] creates each virtual station by taking a simple average of the
top ranked stations. The twofold combination method takes one more iteration to generate secondary
virtual stations by combining the virtual stations created in [14]. By doing twofold combination, we
magnified the role of top ranked stations in the second blend. The method can be implemented as
follows:

(1) Rank the original stations based on the ascending order of their in-sample fit error of the load
forecasting model.

(2) Create virtual stations by taking the simple averages of top stations.

(3) Forecast the validation year using each virtual temperature profile, and calculate MAPE for
each forecast.

(4) Sort the virtual stations based on the MAPE of the validation year in ascending order.

(5) Create the secondary virtual stations by taking the simple averages of top virtual stations.

(6) Forecast the validation year again using the temperature profile of each secondary virtual station,
and calculate MAPE for each forecast.

(7)  The secondary virtual station corresponding to the smallest MAPE value provides the desired
temperature profile.

Figure 1 shows the process of twofold combination in a flowchart.
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Figure 1. Twofold combination flowchart.
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2.6. GA-Based Combination

Inspired by the natural selection in biological evolution, genetic algorithms are well-suited to
solve an optimization problem. Considering weather station combination as an optimization problem,
we can apply GA to find the weights that can minimize forecast errors. The methodology can be
broken down into five steps:

(1) Initialize a population of individuals as a string of randomly assigned weights, where each is
assigned a weight, and the population of individuals captures a spectrum of possible weights for
each station.

(2) Create virtual stations using these sets of weights.

(3) Evaluate the goodness of fit for each virtual station using MAPE.

(4) Generate a subsequent population in the evolution, allow individuals in the population to cross
and mutate.

(5) After all the designated generations have completed, the desired virtual station will correspond
to the weights that lead to the best goodness of fit.

The weighting parameters were generated randomly and optimized with a genetic algorithm
based on the OneMax algorithm [21]. Each weather station for a given zone was assigned a position in a
list[0, 1,2, ..., n], and was given a random number between 0 and 1. A population of individuals was
initialized. In practice, populations greater than several hundred are recommended. After initialization,
the fitness of each individual was calculated, and individuals were “mated” with crossing and mutation
probabilities for a given number of generations. In this paper, 500 individuals were initialized, 15
generations were implemented, and the probability of crossing and mutation was set to 50% and
20%, respectively.

The virtual station for each individual was then fed into the load forecasting model. The goodness
of fit was evaluated with the MAPE of the validation year. Once each individual had a MAPE value, the
genetic algorithm ranked the population, crossed and mutated (“created offspring” for the following
generation), and proceeded to the next generation of individuals. The process continued until either of
the following conditions were met: (1) the MAPE is below a cutoff threshold, (2) a predefined number
of generations have completed. While alternative hyper-parameters may lead to better results, we did
not fine-tune them in this paper.
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2.7. An Ensemble

The six aforementioned combination methods together with the benchmark method weight the
temperature profiles from selected weather stations differently. While they are all heuristics, it is
difficult to tell up front which methody(s), if any, can dominate the others. Forecast combination
has been a best practice in forecasting. Therefore, we can create an ensemble by taking a simple
average of all forecasts, with the hope that this ensemble can be more accurate and robust than most
individual forecasts.

3. Experiments

3.1. Data

The data used in the experiments are from the load forecasting track of Global Energy Forecasting
Competition 2012 [19]. The data consist of the hourly load and hourly temperature of a U.S. utility. The
load data include 20 different load zones, while the temperature data come from 11 weather stations
across the service territory. Zone 21 is the aggregate load of all 20 load zones. In our case study, we
used four years of data. Two years of 2004 and 2005 were used for training, while years 2006 and 2007
were the validation and test years, respectively.

The load data were for the residential and commercial sectors, which typically have a strong
correlation with weather variables. Figure 2 shows the scatter plot of temperature vs. load using
three years of data (2004 to 2006) from load zone 1 and weather station 6. The graph clearly depicts a
strong correlation between the temperature and load. Figure 3 shows the grouped boxplots of load
and temperature during the same three years, which illustrate the seasonal patterns of both profiles.
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Load (kW)

20000

10000

20 40 60 80 100
Temperature (°F)

Figure 2. Load-temperature scatter plot.
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Figure 3. Cont.
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Figure 3. Boxplots of data grouped by month, for temperature (up) from station 6 and load (down)

from zone 1.

Table 1 lists the stations selected for each load zone using the weather station selection methodology
proposed by [14]. The weather stations are listed from left to right based on the in-sample fit error in
ascending order. In this paper, we propose and evaluate alternative methods to combine these selected
weather stations for each load zone.

Table 1. Constrained numbered weather stations for each Global Energy Forecasting Competition 2012

(GEFCom?2012) load zone.

Zone Stations
7 (6,10, 2)
Zs 9,7,11, 2,10, 5)
Zs 9,7,11, 2,10, 5)
Z (7,2)
Zs (9,7,10)
Zg 9,7,11,2,10, 3,5)
Zy 9,7,11,2,10,5)
Zs (11,2,9,7)
Zo 4,7,8,1,10,6,3,9,5)
Z1o 1,3,5,4,7,6)
Zn 3,5,7,1)
Z1o 5,3,7,1)
Z13 (2,11, 6,10)
Zyy (4,6,8,10,1)
Z15 (6, 10)
Zig (7,3,9,10,5,6,1)
Zyy (4,8,6,10,7,1)
Zyg )
Z19 (10,6,7)
Zyo (11,2,9,7,10, 6)
Zy (7,9,10,6,3,2,5,11,8,4,1)

3.2. Results

The heat map in Table 2 depicts the MAPEs of 21 load zones under all eight different methods
including the benchmark from [14] and the seven methods proposed in this paper. A cooler color
(green) indicates a lower MAPE value, while a warmer color (red) indicates a higher MAPE value.
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Following [14] we exclude Zone 4, which experienced a major outage, and Zone 9, which is an industrial
customer not responsive to the weather conditions.

The results show a diverse performance of the weather station combination methods in each load
zone. Overall, not a single method dominates all zones. At the aggregate level Zone 21, the GA-based
combination performed the best, while only one of the seven alternatives, exponential combination
underperformed the benchmark. On average for the 18 regular load zones, only two of the seven
alternatives, MAPE-based combination and GA-based combination, underperformed the benchmark.
These observations suggest that the benchmark, e.g., weighting the selected weather stations equally,
has some more accurate alternatives. The ensemble performed the best on average for the 18 regular
zones, improving the benchmark by 0.6% on average. The largest improvement was in zone 10, which
was a 3% enhancement. Among the five methods that outperformed the benchmark of the regular
zones, the ensemble outperformed the other four in the aggregate zone. Between the benchmark and
the ensemble on the 18 regular zones plus the aggregate zone, the ensemble won 15 zones, tied 1
zone, and only lost 3 zones. Considering robustness and accuracy together, the ensemble is the best
alternative, though it also involves more computational efforts than its counterparts.
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4. Conclusions

Weather variables have been used in many load forecasting models. The electric load profiles
of residential and commercial customers have shown significant correlation between weather and
load. Power companies use weather data as a major source of information to predict future demand.
Weather properties such as temperature and relative humidity are provided by the weather stations
located in a service zone. Because some service territories are large, some utilities rely on multiple
weather stations. Combining multiple weather profiles helps the forecasting model explain more
variations of the load spread.

This paper compared several combination methods to address this challenge. Seven different
combination methods were compared with the benchmark simple averaging, which was used in [14],
through a case study using the data from the load forecasting track of GEFCom2012. The results
suggested that several alternatives are more accurate than combining the stations with equal weights.
This could be due to many factors such as the distribution of the load data, the geographic distribution
of the service territory and the location and number of weather stations. In addition, the ensemble
that takes a simple average of different combination methods offers the most robust performance and
accurate forecasts.

There are numerous papers that discuss the importance of weather data for load forecasting.
This paper is among the first to formally investigate and evaluate different methods for weather
station combination. The proposed combination methods are some representative techniques. These
techniques could be improved and customized to enhance the load forecasting performance. Future
research directions may include other factors such as location information into a combination method
to capture the benefits of having multiple weather stations.
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Abstract: The recent developments in combining point forecasts of day-ahead electricity prices
across calibration windows have provided an extremely simple, yet a very efficient tool for improving
predictive accuracy. Here, we consider two novel extensions of this concept to probabilistic forecasting:
one based on Quantile Regression Averaging (QRA) applied to a set of point forecasts obtained for
different calibration windows, the other on a technique dubbed Quantile Regression Machine (QRM),
which first averages these point predictions, then applies quantile regression to the combined forecast.
Once computed, we combine the probabilistic forecasts across calibration windows by averaging
probabilities of the corresponding predictive distributions. Our results show that QRM is not only
computationally more efficient, but also yields significantly more accurate distributional predictions,
as measured by the aggregate pinball score and the test of conditional predictive ability. Moreover,
combining probabilistic forecasts brings further significant accuracy gains.

Keywords: electricity price forecasting; predictive distribution; combining forecasts; average
probability forecast; calibration window; autoregression; pinball score; conditional predictive ability

1. Introduction

After 25 years of intensive research, the electricity price forecasting (EPF) literature includes
hundreds of publications, focused both on point [1,2] and probabilistic [3,4] predictions. However,
very few studies try to find the optimal length of the calibration window or even consider calibration
windows of different lengths. Instead, the typical approach has been to select ad-hoc a ‘long enough’
window, ranging from as few as 10 days to as much as five years. Only recently has this issue
been tackled more systematically, initially by Hubicka et al. [5] and then in a follow up article by
Marcjasz et al. [6]; note, that the latter paper eventually appeared in print earlier than the original study.

Hubicka et al. [5] proposed a novel concept in energy forecasting that combined day-ahead
predictions across different calibration windows ranging from 28 to 728 days. Using data from the
Global Energy Forecasting Competition 2014, they showed that such averaging across calibration windows
yielded better results than selecting ex-ante only one ‘optimal” window length. They concluded that a
mix of a few short- and a few long-term windows led to the best predictions. Marcjasz et al. [6] extended
their analysis to other datasets and larger models. More importantly, they introduced a well-performing
weighting scheme for averaging forecasts. Overall, their results confirmed earlier findings, but they
advised to use slightly longer windows at the shorter end, especially when considering models
with more explanatory variables (inputs). On the other hand, they concluded that including 3-
instead of 2-year windows did not bring significant benefits. Marcjasz et al. recommended the
WAW(56:28:112, 714:7:728) averaging scheme, i.e., past performance weighted combination of forecasts
from six windows: 56-, 84-, 112-, 714-, 721- and 728-day long; we use Matlab notation to describe

Energies 2019, 12, 2561; d0i:10.3390/en12132561 57 www.mdpi.com/journal/energies
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the sets of windows, e.g., (7:364) refers to all windows from 7 to 364 days, (14:7:105) to 14 window
lengths: 14, 21, ..., 105 days, while (7, 364) to 7- and 364-day windows. In their empirical study, this
averaging scheme performed very well and in most cases was not significantly outperformed by any
other forecast.

Despite the innovative content, the above mentioned papers are limited to point predictions. To
address this gap, here we consider two novel extensions of the averaging across calibration windows
concept to probabilistic forecasting: one based on Quantile Regression Averaging (QRA) [7] and
one using the Quantile Regression Machine (QRM) [8]. As the underlying statistical technique
both use quantile regression [9], which has recently become the workhorse of probabilistic energy
forecasting [10-14]. Moreover, both apply it to a pool of point forecasts obtained for calibration
windows of different lengths and yield predictions for the 99 percentiles of the next day’s price
distribution for each hour. The difference between them lies in the choice of the regressors—QRA uses
the point forecasts themselves, while QRM first averages them, then applies quantile regression to the
combined forecast. Once computed, we combine the probabilistic forecasts across calibration windows
by averaging probabilities of the corresponding predictive distributions, as in [15]. Although the latter
works well in our study, the literature on combining predictive distributions offers alternatives [15-18]
which could be considered as well.

Furthermore, since we want to focus on predictive distributions, we do not propose our own
approach to point forecasting. Instead we select a well performing model and take its point forecasts
as inputs to the QRA and QRM procedures. Our starting point is the study of Marcjasz et al. [6] and
the autoregressive expert model they call ARX2, fitted to asinh-transformed day-ahead prices from
two major power markets (Nord Pool and the PJM Interconnection) using one of the six suggested
calibration window lengths for point forecasting (i.e., Tp = 56,84,112,714,721 or 728 days). Next, we
apply either QRA or QRM to these six series of point forecasts in a calibration window for probabilistic
predictions of length T = 14,15, ..., 363 or 364 days. It is important to emphasize that the calibration
windows for point (Ty) and probabilistic (T) forecasts are two different objects—they may be of different
length, are non-overlapping (the ‘point’ window directly precedes the ‘probabilistic’ one) and only the
latter is evaluated in our study.

The remainder of the paper is structured as follows. In Section 2 we briefly describe the datasets.
In Section 3 we first discuss the forecasting scheme, then recall the point forecasting setup of [6], in
particular the asinh transformation and the ARX2 model, and finally introduce our methodology for
computing probabilistic predictions. In Section 4 we evaluate the obtained predictive distributions
in terms of the Aggregate Pinball Score (APS) and test the conditional predictive ability using the
approach of Giacomini and White [19]. Finally in Section 5 we wrap up the results and conclude.

2. Datasets

To evaluate our models we use datasets from two major power markets: the hydro-dominated and
exhibiting strong seasonal variations Nord Pool (Northern Europe) and the world’s largest competitive
wholesale electricity market—the PJM Interconnection (Northeastern United States), with a balanced
coal-gas—nuclear generation mix. Like in [6], the Nord Pool dataset comprises hourly system prices
in EUR/MWh and day-ahead consumption prognosis for four Nordic countries (Denmark, Finland,
Norway and Sweden), see Figure 1, while the PJM dataset—hourly prices and day-ahead load forecasts
for the Commonwealth Edison (COMED) zone, see Figure 2. Note, however, that in our study
both datasets start 364 days later, because—following the advice of Marcjasz et al. [6]—the longest
calibration windows for point forecasts we consider are 728 days long. Consequently, the Nord Pool
dataset spans 1674 days from 31 December 2013 to 31 July 2018 and the PJM dataset spans 1820 days
from 9 April 2013 to 2 April 2018. Given that the longest calibration window for point predictions
is Ty = 728 days and for probabilistic forecasts T = 364 days, the out-of-sample test periods for
evaluating probabilistic forecasts are: 27 December 2016 to 31 July 2018 (582 days) for Nord Pool and
5 April 2016 to 2 April 2018 (728 days) for PJM.
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Figure 1. Nord Pool (NP) hourly system prices (top) and hourly consumption prognosis (botton) from
31 December 2013 to 31 July 2018. The first dashed line marks the beginning (29 December 2015) of the
initial 364-day calibration window for probabilistic forecasts, the second—the beginning (27 December
2016) of the 582-day long out-of-sample test period.
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Figure 2. PJM hourly system prices (top) and hourly load forecasts (bottom) in the Commonwealth
Edison (COMED) zone from 9 April 2013 to 2 April 2018. The first dashed line marks the beginning
(7 April 2015) of the initial 364-day calibration window for probabilistic forecasts, the second—the
beginning (5 April 2016) of the 728-day long out-of-sample test period.
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3. Methodology

3.1. The Forecasting Scheme

In our empirical study, we use a rolling window scheme. Every day we compute 24 predictive
distributions for each of the 24 hours of the next day, then move the calibration windows forward by
one day and repeat the exercise. The calibration windows for probabilistic predictions range between
T = 14 and 364 days, i.e., overall we consider 351 different window lengths. On the other hand, to
obtain each predictive distribution we always use exactly six calibration windows for point forecasts:
Ty = 56,84,112,714,721 and 728 days.

Let us now illustrate this procedure using the Nord Pool dataset. To obtain predictive distributions
for 27 December 2016 (denoted by an asterisk “+” in Figure 3) using the longest calibration window
for probabilistic forecasts (I = 364 days; the light red shaded bar in the top part of Figure 3) we
apply the QRA and QRM approaches to point forecasts obtained for the period from 29 December
2015 to 26 December 2016, i.e., the initial 364-day calibration window for probabilistic forecasts, see
Figure 1. Of course, before we can do this, we have to compute the point forecasts for 29 December
2015 to 26 December 2016 by fitting the ARX2 model to data in one of the six point forecasting
calibration windows (blue shaded bars in the top part of Figure 3) directly preceding 29 December
2015, 30 December 2015, ..., 26 December 2016. For instance, for Typ = 728 we use data in the initial
728-day window (i.e., 31 December 2013 to 28 December 2015; light blue bar), while for Ty = 56 in a
56-day window from 11 November 2015 to 28 December 2015 (dark blue bar).

[l -
—~
Point forecasting calibration windows Probabilistic forecasting
(Ty = 56,84,112,714,721, 728 days) calibration window (7" = 364 days)

| B
S /R/_/
—~

Point forecasting calibration windows T = 182 days
(Ty = 56,84,112, 714,721, 728 days)

7l
= ¢

Point forecasting calibration windows T=14
(Ty = 56,84,112, 714,721,728 days) days

Figure 3. Illustration of our forecasting scheme. The target day for which the predictive distributions
are computed is denoted by an asterisk “+’". The calibration windows for probabilistic forecasts (red
shaded bars; the darker the shade the shorter the window) end on the previous day. Here three
windows are plotted: the longest considered (T = 364 days; top), an intermediate (T = 182 days;
middle) and the shortest considered (T = 14 days; bottom). They are directly preceded by six
calibration windows for point forecasts (blue shaded bars; the darker the shade the shorter the window)
of Ty = 56,84,112,714,721 and 728 days.

Similarly, to obtain predictive distributions for 27 December 2016 using the shortest calibration
window for probabilistic forecasts (I = 14 days; the dark red shaded bar in the bottom part of Figure 3)
we apply the QRA and QRM approaches to point forecasts obtained for the 14-day period from
13 to 26 December 2016. Again, before we can do this, we have to compute the point forecasts for
13 December 2016 to 26 December 2016 by fitting the ARX2 model to data in one of the six point
forecasting calibration windows (blue shaded bars in the bottom part of Figure 3) directly preceding
13 December 2016, 14 December 2016, ..., 26 December 2016.
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3.2. Computing Point Forecasts

Our point forecasting setup directly mimics that of Marcjasz et al. [6]. In particular, our modeling
is conducted within a ‘multivariate’ framework, where we explicitly use the ‘day x hour’ matrix-like
structure with P, representing the electricity price for day d and hour k. We calibrate our model
to transformed data, i.e., X = f (P4,), where f(-) is the so-called variance stabilizing transformation
(VST) [20]. In our case f(-) is the area hyperbolic sine:

Xy = asinh(py,) = log (Pd,h +\/Pant 1) , 1

where pg;, = %(Pd,h — a) are normalized’ prices, a is the median of P; in the (point forecasting)
calibration window and b is the sample median absolute deviation (MAD) around the sample median
adjusted by a factor for asymptotically normal consistency to the standard deviation. This factor is
ﬁ ~ 1.4826 where z 75 is the 75% quantile of the normal distribution. After computing the forecasts,
we apply the inverse transformation, the hyperbolic sine, i.e., pgj = sinh(X;,), in order to obtain the
price predictions:

Py, = bsinh(Xy) +a. 2

For computing point forecasts we use the well-performing expertp,y , model of Ziel and Weron [21],
only expanded to include one exogenous variable (consumption or load forecast; see the bottom panels in
Figures 1 and 2). Within this model, as in [6] denoted here by ARX2, the VST-transformed price on day 4
and hour £ is given by:

Xan = BnaXa—1n+ BnaXa—2n + BnsXa—7n+ BnaXa—1,min + Bns5Xa—1,max

autoregressive effects non-linear effects
7
+ BreXa—1p4 + BunzCan + Y Bnz+iDi +eap. 3
— S~ i=1

midnight price load forecast N ——
weekday dummies

where X;j_1 min and X;_1 4, are the minimum and the maximum of the previous day’s 24 hourly
prices, X124 is the previous day’s price at midnight (included in the model to take advantage of
the influence it has on the prices for early morning hours [11,22]), C; j, is the known on day d — 1 and
VST-transformed consumption or load forecast for day d and hour #, and finally Dy, ..., Dy are weekday
dummies which capture the short-term seasonality. As in [6], the model parameters, i.e., B, 1, ..., B 14,
are estimated using Ordinary Least Squares (OLS), independently for each hour 1 =1, ..., 24.

3.3. Computing Probabilistic Forecasts

In this paper, we introduce two extensions of the averaging across calibration windows concept to
probabilistic forecasting. The first one is based on Quantile Regression Averaging (QRA) of Nowotarski
and Weron [7], which has been found to perform very well in several test cases, including electricity
price [3,11,23,24], load [25-27] and wind power forecasting [28]. Recall, that QRA involves applying
quantile regression [9] to a pool of point forecasts. More precisely, the g-th quantile of the predicted
variable (here: the electricity price P;,) is represented by a linear combination of predictor variables:

Qq(Pap) = Yauwg, )

where wy is a vector of weights for quantile g, estimated by minimizing the so-called pinball score for
each quantile, see Section 4. In our case, the predictor (or explanatory) variables are the point forecasts
obtained for the six considered calibration windows:

You = [1 Pyu(56,T) Pap(84,T) Pp(l12,T) Pup(714,T) Pyu(72,T) Pup(728,7)], )
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where 1 denotes a T x 1 vector of ones (i.e., the intercept) and ?d/h(‘, T)aT x 1 vector of point forecasts,
obtained for the ARX2 model using one of the six calibration windows (i.e., To = 56, 84,112,714,721
or 728 days).

The second approach, after Marcjasz et al. [8] dubbed Quantile Regression Machine (QRM), first
averages point predictions across the six calibration windows to yield P, ;,(T), then applies quantile
regression (4) to the combined forecast:

Yoy = [1 Ez,h(T)] : ©)
Note, that P ;,(T) is of the same length as the six individual forecasts P, (-, T), hence the ‘argument’
T. The term Quantile Regression Machine is a compilation of ‘quantile regression” and ‘committee
machine’, since in [8] the authors considered committees of neural networks. Here, we use only
regression models, but their weighted average across calibration windows reminds of the output of
a committee machine. To reduce the complexity of our study we limit ourselves to the averaging
scheme for point forecasts recommended by Marcjasz et al. [6], i.e., WAW(56:28:112, 714:7:728), which
assigns weights based on yesterday’s performance of the ARX2 model in each calibration window,
see Equation (5) in [6]. Regarding notation, recall from Section 3.1 that the calibration windows for
probabilistic predictions range between T = 14 and 364 days. We use QRA(T) to denote a QRA-type
and QRM(T) to denote a QRM-type probabilistic forecast obtained for a window of length T.
Finally, note that both for QRA and QRM, for each day d and hour & we forecast 99 percentiles,
ie, g = 0.01,0.02,..,0.99, which approximate the entire predictive distribution relatively well.
However, due to numerical inefficiency of quantile regression (4) the neighboring percentiles may be
overlapping, leading to a phenomenon known as quantile crossing [29]. Hence, following Maciejowska
and Nowotarski [11], the 99 quantiles are sorted to obtain monotonic quantile curves, independently
for each day and hour.

3.4. Averaging Probabilistic Forecasts Across Calibration Windows

Given a set of probabilistic forecasts for calibration windows of T = 14, 15, ..., 364 days, we can
combine all or some of them in one of two commonly used ways—Dby averaging probabilities or
quantiles. The average quantile forecast, i.e., a horizontal average of the corresponding predictive
distributions, is always more concentrated than the average probability forecast, i.e., a vertical average.
While this feature is an advantage in many forecasting applications [15], it is not so in EPF [8,30].
Hence, in this study we only consider the average probability forecast defined as:

Ty B, @)

where F;(x) is the i-th distributional forecast, actually a set of 99 percentiles obtained by setting
g =0.01,0.02, ...,0.99 in Equation (4), and 7 is the number of combined predictive distributions. We use
this averaging scheme for both the QRA- and QRM-type probabilistic forecasts and respectively denote
the combined forecasts by QRA(7") and QRM(7 ), where T is the vector of calibration windows used.

4. Results

We evaluate the probabilistic forecasts in terms of the Pinball Score, a so-called proper scoring rule
and a special case of an asymmetric piecewise linear loss function [3,31]:

(1-9) (Qq(Pd,h) - Pd,h) for Pyj, < Qq(Pay),

PS (Q,(Psy), Pan ) = . ~
(Qq( an): Fa q) q (Pd,h - Qq(Pd,h)) for Py, > Qq(Pan),
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where Qq(Rzl,h) is the forecast of the g-th quantile of P;; obtained using Equation (4), Py, is the
observed price and g is the quantile. The lower the score is, the more accurate are the probabilistic
forecasts, i.e., the more concentrated are the predictive distributions. Note, that Equation (8) measures
the predictive accuracy for only one particular quantile. However, it can be averaged across all
percentiles (i.e., g = 0.01,0.02, ...,0.99) and all hours in the whole out-of-sample test period to yield the
Aggregate Pinball Score (APS). Note, that computing the APS is equivalent to computing the quantile
representation of the Continuous Ranked Probability Score (CRPS) [32,33], i.e., it is a discretization of the
CRPS, which replaces an integral over all quantiles g € [0,1] by a simpler to compute sum over 99
percentiles [3].

4.1. QRA vs. QRM

Let us first compare the two approaches to computing probabilistic forecasts described in
Section 3.3. In Figure 4 we plot the APS across all 99 percentiles and all hours in the 582-day (for
Nord Pool) and 728-day (for PJM) out-of-sample test periods, see Figures 1 and 2. Clearly, for each
dataset and each T, QRM(T) yields more accurate probabilistic forecasts than QRA(T), with the results
converging towards each other for larger windows. The latter may be due to too few observations
for QRA to perform well for the shorter calibration windows, as it has 3.5 times more parameters to
estimate than QRM. Given that computing predictive distributions via QRM is nearly three times
faster than via QRA, we recommend the former approach. Note also, that initially we have considered
calibration windows as short as 7 days. However, probabilistic forecasts for windows of less than 14
days perform poorly. For this reason they are not discussed in this paper.
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Figure 4. Aggregate Pinball Scores (APS) for the Nord Pool (top) and PJM (bottom) datasets as a
function of T = 14,15, ...,364 days.

63



Energies 2019, 12, 2561

4.2. Averaging Probabilistic Forecasts across Calibration Windows

Now, let us turn to the core part of this empirical study. Analogously to [5,6], we examine several
different combinations of calibration windows for probabilistic EPF. The results are illustrated in
Figure 5 (for Nord Pool) and Figure 6 (for PJM). We can observe that for both datasets QRA(14:7:364),
i.e., the combination across all window lengths with a step of 7 days depicted in both Figures by green
triangles, is a top performer among QRA-type predictions. QRM(14:7:364) also yields good forecasts,
that are more accurate than QRM(T) for all T, but is in turn outperformed by more sparse sets of
windows. In particular, QRA(14:7:28,308:28:364) denoted by black stars and QRA(14:28:70,308:28:364)
denoted by dark red squares outperform all other combinations. In addition, they are computationally
efficient—they require computing probabilistic forecasts for only six calibration windows. This reminds
of the results for point forecasts [5,6], where also combinations of three short and three long windows
were top performers.
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Figure 5. Aggregate pinball scores (APS) for probabilistic QRA (top) and QRM (bottom) forecasts for
the Nord Pool dataset. Filled circles refer to individual probabilistic calibration window lengths and
lines with symbols indicate window lengths selected for averaging forecasts.
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Figure 6. Aggregate pinball scores (APS) for probabilistic QRA (top) and QRM (bottom) forecasts for
the PJM dataset. Filled circles refer to individual probabilistic calibration window lengths and lines
with symbols indicate window lengths selected for averaging forecasts.

4.3. The CPA Test and Statistical Significance

The analyzed so far Aggregate Pinball Scores (APS) can be used to provide a ranking, but
do not allow drawing statistically significant conclusions on the outperformance of the forecasts
of one window set by those of another. Therefore, we use the Giacomini and White [19] test for
conditional predictive ability (CPA), which can be regarded as a generalization of the commonly used
Diebold-Mariano test for unconditional predictive ability. Since only the CPA test accounts for parameter
estimation uncertainty, it is the preferred option. Here, one statistic for each pair of window sets is
computed based on the 24-dimensional vector of Pinball Scores for each day:

Axya = [PSx.all — [IPSy4ll, €

where |[PS7 4| = 2%, |PS, ;| for window set 7. For each pair of window sets and each dataset we
compute the p-value of the CPA test with null Hy : ¢ = 0 in the regression [19]:

Axya=¢'Xi1+¢eq, (10)
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where X;_1 contains elements from the information set on day d — 1, i.e., a constant and lags of Ax y 4.

In Figure 7 we illustrate the obtained p-values using ‘chessboards’, analogously as in [20,21,30,34]
for the Diebold-Mariano test, i.e., we use a heat map to indicate the range of the p-values—the closer
they are to zero (— dark green) the more significant is the difference between the forecasts of a
window set on the X-axis (better) and the forecasts of a window set on the Y-axis (worse). Evidently,
the CPA test results confirm and emphasize the observations made in Section 4.2. In particular,
QRM(14:7:28,308:28:364) and QRM(14:28:70,308:28:364) significantly outperform all other window
sets; additionally for Nord Pool data QRM(14:7:28,308:28:364) is significantly more accurate than
QRM(14:28:70,308:28:364). Comparing the averaging schemes, it is worth noting that in no case does
OQRA significantly outperform the corresponding QRM scheme. On the other hand, the opposite can
be observed for several cases for both datasets. This result reinforces our recommendation of using the
QRM scheme for probabilistic EPF, regardless of the number of predictions combined.
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Figure 7. Results of the conditional predictive ability (CPA) test [19] for forecasts of selected models for
the Nord Pool (left) and PJM (right) data. We use a heat map to indicate the range of the p-values—the
closer they are to zero (— dark green) the more significant is the difference between the forecasts of a
model on the X-axis (better) and the forecasts of a model on the Y-axis (worse).

5. Conclusions

In this paper, we take the averaging across calibration windows concept to a new level. Motivated by
the results of Hubicka et al. [5] and Marcjasz et al. [6] for point forecasts, we consider two extensions
of this approach to probabilistic forecasting: one based on Quantile Regression Averaging (QRA) [7],
the other on the Quantile Regression Machine (QRM) [8]. Both methods apply quantile regression to
a pool of point forecasts in order to obtain predictions for the 99 percentiles of the next day’s price
distribution. The difference between them lies in the choice of the regressors—QRA uses the point
forecasts themselves, while QRM the combined point forecast.

Somewhat surprisingly, it turns out that it is not only more computationally efficient, but also
better in terms of the Pinball Score to first average point predictions and then apply quantile regression
to the combined forecast, than to use quantile regression directly on the individual point forecasts.
In other words, a more general approach (QRA) is outperformed by a two-step technique (QRM).
We believe that this outcome is due to two factors: the simpler model structure with fewer parameters
to estimate and the more accurate point forecasts used as inputs. As Uniejewski et al. [30] have recently

66



Energies 2019, 12, 2561

shown, more accurate point forecasts directly translate into better probabilistic forecasts computed
via quantile regression. In addition, averaging point forecasts for a few adequately chosen calibration
window lengths leads to decreasing the MAE by about 5% compared to the best point forecast obtained
for a single window, even selected ex-post [5,6].

Regarding the selection of calibration windows for combining forecasts, similarly to the results
for point predictions, the best performing combinations are those averaging a small number of
short- and long-term windows. In particular, QRM(14:7:28,308:28:364) significantly outperforms all
other considered window sets and is recommended for averaging probabilistic forecasts. We should
emphasize that in this study we are using only one, relatively simple way of combining probabilistic
forecasts, i.e., the average probability forecast, but the literature on combining predictive distributions
offers interesting alternatives [15-18]. They could be tested in this context as well. Moreover, the
proposed methodology can be easily extended to other areas of energy forecasting (e.g., load, solar,
wind) or other types of markets (e.g., intraday). Finally, the economic benefits from using more accurate
probabilistic electricity price predictions could be evaluated, as is becoming more common in the point
forecasting literature [35,36].
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Abstract: This paper proposes a new model initialization approach for solar power prediction interval
based on the lower and upper bound estimation (LUBE) structure. The linear regression interval
estimation (LRIE) was first used to initialize the prediction interval and the extreme learning machine
auto encoder (ELM-AE) is then employed to initialize the input weight matrix of the LUBE. Based on
the initialized prediction interval and input weight matrix, the output weight matrix of the LUBE
could be obtained, which was close to optimal values. The heuristic algorithm was employed to train
the LUBE prediction model due to the invalidation of the traditional training approach. The proposed
model initialization approach was compared with the point prediction initialization and random
initialization approaches. To validate its performance, four heuristic algorithms, including particle
swarm optimization (PSO), simulated annealing (SA), harmony search (HS), and differential evolution
(DE), were introduced. Based on the experiment results, the proposed model initialization approach
with different heuristic algorithms was better than the point prediction initialization and random
initialization approaches. The PSO can obtain the best efficiency and effectiveness of the optimal
solution searching in four heuristic algorithms. Besides, the ELM-AE can weaken the over-fitting
phenomenon of the training model, which is brought in by the heuristic algorithm, and guarantee the
model stable output.

Keywords: solar power prediction; interval prediction; lower and upper bound estimation; extreme
learning machine; heuristic algorithm

1. Introduction

With the increasing global energy consumption, renewable energy and its application technologies
have received extensive attention and are being studied enthusiastically. The intermittent nature and
volatility of renewable energy, as significant factors, restrict its exploitation and penetration. An accurate
forecast is required to guarantee the stability and economy of power systems. However, the randomness
and indeterminacy of natural resources bring great difficulties for solar power predictions.

Traditional solar power point prediction provides limited forecast information, which causes
risk [1]. Solar power interval prediction offering interval information under a certain confidence level
breaks a new pathway to handle forecasting uncertainty. The interval prediction technology aims at
predicting a narrow interval, encompassing as many predicted points as possible. The high-quality
prediction intervals are of benefit to static safety analysis and risk evaluation in power systems. However,
solar power interval prediction attracts less attention compared to point prediction. The existing
prominent interval prediction methods include the statistical method and data-driven method.

The statistical methods are first employed to construct the prediction interval. Statistical methods
usually require prior knowledge or distribution assumption of forecasting errors [2-5]. They often
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assume that the forecast errors follow a normal distribution with a zero mean or t-student distribution [6].
The bootstrap [7], Bayesian [8], mean-variance estimation [5], and delta methods [9] are the four
prominent and traditional methods. These four methods were analyzed from calculations, interval
precision, and interval width, which revealed that each method had its shortcomings [10]. The prediction
errors display different characters and differ in various application fields. Thus, it is important to make
the appropriate distribution assumption, which might result in poor forecasting performance. Li et al.
acquired a precise distribution characteristic based on the divided dataset by the envelope-based
clustering algorithm. There are also several statistical methods without any prior assumption for
probabilistic prediction, such as kernel density estimation [11], ensemble simulations [12], and quantile
regression [3].

Data-driven methods are gradually introduced to avoid distribution assumptions. The lower and
upper bound estimation (LUBE) structure for interval prediction was first developed by Khosravi
et al. [13]. Two output units of the neural network (NN) model were employed to represent the upper
and lower bounds of the predicted interval. Such nonparametric models are further widely utilized
in many research works [14-16]. In the process of training the LUBE, two prominent evaluation
metrics, coverage probability and interval width, are considered. Due to their contradictoriness, the
LUBE training can be considered as a multi-objective or single-objective optimization model [17-19].
In [20], a new multi-objective optimization method using multi-objective swarm algorithm was
proposed to adjust the machine learning model, which revealed superior forecasting performance to
the single-objective one. In [21], the Pareto optimal solutions were used to construct a multi-objective
framework and Pareto solutions obtained an ensemble of optimal solutions. Due to the discontinuous
differentiability of the cost function, it is hard to train the NN through the traditional analytical
algorithm. Heuristic algorithms such as particle swarm optimization (PSO) and simulated annealing
(SA) are employed in this situation.

Most previous interval prediction methods based on LUBE models concentrate on the building of
optimization objective and the selection of intelligent algorithms. The initialization method of the NN
parameters is rarely studied. However, the initial solution of heuristic algorithms significantly affects
their evolution process and performance.

ELM-AE employed in this paper aims at enhancing the generalization capability of the forecasting
model. Besides this, current application objects of interval prediction mainly include wind speed, wind
power, electricity load, and electricity price prediction. Solar energy, as a representative renewable
resource, also deserves some discussion for interval prediction.

This paper proposes a new model initialization approach for the prediction interval based on the
LUBE structure. The ELM-AE is first utilized to initialize the input weight matrix of the LUBE model
and the linear regression interval estimation (LRIE) is then used to initialize the prediction interval.
The initial prediction interval obtained by LRIE is then employed to update the initial parameters of
the LUBE model. Numerous comparison experiments are conducted to validate the performance of
the proposed model initialization approach.

Some experiments using the proposed initialization approach, traditional initialization approach,
and random initialization approach are implemented with the same sample data. Different heuristic
algorithms, including particle swarm optimization (PSO), simulated annealing (SA), harmony search
(HS), and differential evolution (DE), are conducted to evaluate the impact of the initial solution on
different heuristic algorithms.

The remainder of this paper is organized as follows. Section 2 introduces the LUBE method
employing ELM and two primary evaluation indices of forecasting intervals. The proposed model
initialization approach is described in Section 3. Experiments and results are reviewed in Section 4.
Finally, Section 5 makes some conclusions of this work and discusses some guidelines for future work.
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2. Lower and Upper Bound Estimation

The LUBE method utilizing the neural network structure has been widely used to estimate the
prediction interval. The schematic diagram of the LUBE method is shown in Figure 1. The ELM with
two output nodes is regarded as the prediction model of LUBE. The output of the two output nodes
represents the predicted upper and lower bound. Because the actual predicted interval is unknown
and uncertain, the traditional background propagation algorithm cannot be used to train the ELM.
The training of the ELM is converted to a parameter optimization problem and the heuristic algorithm
is utilized to obtain the optimal parameters of the LUBE.
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Figure 1. The schematic diagram of the lower and upper bound estimation (LUBE).

2.1. ELM

The ELM introduced by Huang, et al. [22] is a single-hidden layer feed forward neural network
with excellent generalization performance and fast learning speed. Thus, the ELM is utilized as the
prediction model in this work. In Figure 1, the ELM only has three layers, the input layer, hidden
layer, and output layer. Two neuron units in the output layer separately represent the upper and lower
bounds of the predicted interval.

In the normal ELM model, suppose that N samples {x it j};\lzl are given, where x; € R", representing
the input vector, t; € R™, representing the target vector. The input data are transmitted to the L
dimensional feature space constructed by the hidden layer and the output element of the network is
obtained by Equation (1):

filx) = Z Bhi(x) = h(x)p (1)

where h(x) indicates the outputs of hidden neuron node and the L element corresponds to the outputs
of L hidden nodes generated from activation function. Likewise, § = [B1, ..., B]" is the output weight
matrix. The goal of the single hidden layer neural network is to minimize the error between the output
value and the actual quantity. In matrix form, the target of the network is achieved by Equation (2):

HR =T (2

where H = [hT(xq), ..., hToq)]T and T = [#4, ..., ty ]T. Thus, in ELM, the output weight 3 can be
expressed as Equation (3):
g=H'T 3)

where H' is the Moore-Penrose generalized inverse of matrix.
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2.2. The Evaluation and Training of LUBE

To evaluate the prediction performance, the mean prediction interval width, PIimean, and prediction
interval coverage probability (PICP) in (4)—(5) are introduced. The Plyean qualifies the width of
prediction interval. The PICP indicates the percentage of the probability targets covered by the
corresponding prediction intervals.

I -
PImear\ = EZ (ti _E) (4)
i=1
1 N
PICP = N; 1,7 (8) ()

where t; and t; are the predicted upper and lower bounds of the dataset {(x;, t;),i =1, ..., N}. Since
the forecastin_g interval width is strongly associated with the range of the targets, normalized width
evaluation index is more suitable for intuitional comparison. A new normalized index, called prediction
interval normalized root-mean-square width (PINRW), is employed as in (6) [14]:

N
Y (i-t) ©

i=1

PINRW =

==
2=

where R is the range of the forecasting targets. In general, R is equal to the difference between the
maximum and minimum values of the training set.

The Plmean and PICP (or PINRW) are the contradictory indexes. An ideal interval aims to
maximize PICP and minimize Plyean simultaneously. However, a balance and a compromise are
required in practice. The cost function coverage width-based criterion (CWC) is introduced to evaluate
the predicted interval. The flexible index combines prediction interval coverage percentage and width
simultaneously, which could evaluate the overall performance of the prediction intervals and guide
the generation of intervals:

CWC = PINRW(1 + 1(g ) (PICP)e 1(PICP=2)) %)

where the hyper-parameter n magnifies the difference between PICP and 6, which should be
a large value.

The training of LUBE can be regarded as an optimization problem. The minimization of CWC
is the optimization objective and the output weight matrix of ELM is the independent variable.
The heuristic algorithm is employed to obtain the optimal output weight matrix by minimizing
CWLC. The initialization of the output weight matrix can be generated randomly, called the random
initialization (RI) approach. The output weight matrix obtained by the point prediction approach also
can be utilized to initialize the output weight matrix of the LUBE, called the point initialization (PI)
approach [13].

3. Proposed Model Initialization Approach

In the traditional LUBE interval prediction model, the random input weight matrix and search
capacity of the heuristic algorithm significantly impact the final prediction performance. In this section,
the proposed model initialization approach is introduced, including prediction interval initialization
and input weight matrix initialization, shown in Figure 2. The initial prediction interval {TV, T"}? was
first obtained by the prediction interval width initialization method. The input weight matrix BT was
then generated by the ELM-AE. The initial output weight matrix wy was finally gained by training the
LUBE prediction model based on the initial prediction interval and input weight matrix.
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Figure 2. The model initialization approach.

3.1. Prediction Interval Initialization

In order to initialize the interval width and estimate initial prediction interval value of the whole
training dataset {TY, THO, cross-validation technology was utilized. In Figure 2, the training dataset
{X, T} is first divided for cross validation. In each part, suppose T = X® + p, E(u) = 0 and Var(y) = oI
Then, the prediction error ¢y on a single future observation {Xy, Ty} follows the normal distribution ey
~N(0, 6*(1+Xo(X™X)"1X,T)) shown in (8) and (9):

E(eo) = (1o Xo((X"X) "X (X® + 1) -@))
= E(o - Xo(X™X) ' XTp) = 0

Var(eo) = Var{so = Xo( (XX XTg)

2 Ty\ "Iy T ©
_ (1 —Xo(XTX)”'XT)

Therefore, the prediction interval is Tj + t,/2 0" (1 + Xo(XT X)_1X0T) . According to (4), the
initial interval width is By.

The Pliean of the {X, T} is then calculated as the initial interval width, denoted as By. To guarantee
the expected prediction interval coverage probability ¢ is satisfied, the By should be further adjusted
through the binary search algorithm [18]. The actual value of the target T and the initial interval width
B compose the initial prediction interval, (TY, TL)0, shown as (10):

(1 =T+ B/2,{1) =T-B/2 10

The details of prediction interval width initialization are presented in the following steps (see
Algorithm 1):
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Algorithm 1 Prediction Interval Width Initialization

Input:

Training data {X, T} = {(x;, ti)lxi eR, tieR, i=1,2,...,1}

Nominal confidence «;

Number of data subsets m1;

Expected prediction interval coverage probability ¢.

Output:

Initial Prediction Interval {TY, TL}0.

(a) Calculate initial interval width By of {X, T}.

(a-1) Divide the training dataset {X, T} into m subsets;

(a-2) Sequentially select one subset as the testing data and other subsets are regarded as the training data;
(a-3) Separately estimate the prediction error distribution and prediction interval of each test data according to
a based on the corresponding training data.

(a-4) Calculate Plyean by (4), denoted as By.

(a-5) Calculate {TY, T"}? by (10), where B = By.

(b) Calculate the PICP of the ELM trained through {TY, T"}° for the training set. If PICP < ¢, go to (c). If PICP
> @, output (TY, TH.

(c) Update B by the binary search algorithm

(c-1) Bpew = BX (1 + ¢);

(c-2) Update {TY, TM}0 by (10) and go to (b), where B = Bpew;

3.2. Input Weight Matrix Initialization

In conventional training of the ELM model, its input weights are randomly generated. However,
the random input weights have influence on the output weights training, which further impact the
prediction performance, especially model training through the heuristic algorithm.

The ELM-AE is capable of learning a useful feature representation [23], which could improve
the generalization of the predicted model via projecting the input data into a different dimensional
space [24]. ELM-AE has shown good capacity to learn a useful feature representation. The unique
differentiation of the specific input data is reduced by the feature transformation. The generalization of
the predicted model will be improved via projecting the input data into a different dimensional space.

In ELM-AE, the output data were the same as the input data shown Figure 3. The output weight 3
represents the information transformation from the feature space to input data. The steps of initializing
input weights of ELM through ELM-AE are described in Algorithm 2.

Algorithm 2 Input Weight Initialization of LUBE

Input:

Training dataset {X} = {xi|x1 eR,i=1,2,...,n}

The number of hidden layer nodes of ELM-AE L.

Output:

Input weight matrix of LUBE

(a) Randomly generate the input weight matrix a and bias vector b of the ELM-AE hidden nodes.
(b) Orthogonalize a and b:

ala=1b"b=1

(c) Calculate the output of ELM-AE hidden nodes H

H=[g(a,by, x)li=1,.. . ni=1,..,L

(d) Calculate output weight 3 of ELM-AE, and the input matrix of LUBE is BT
p=(L+ HTH)_lHTX
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v

g(aX+by)
Figure 3. The structure of ELM-AE.
4. Experiment and Results

The bi-hourly solar power data utilized in this paper were collected from a grid-connected
photovoltaic (PV) system over two years, from 1 July 2010 to 16 June 2012. The PV system was installed
on the rooftop of an academic building located in the Coloane island of Macau. The related two-year
data recorded by environmental detector and PV power monitoring in real-time were employed to
validate the methods. The data included the date, time, solar radiation, temperature, wind speed, and
solar power. In the interval prediction model, the historical time series data of the solar power, P;_»
and P;_1, and weather data were generated as input variables to predict P;. One-step-ahead prediction
was carried out in this section. The majority of the data (70%) were regarded as the training dataset,
while the rest were the test dataset.

4.1. Parameter Settings

To evaluate the proposed LUBE interval prediction model, several widely used heuristic algorithms,
including PSO, DE, SA, and HS, were utilized. The PSO algorithm developed by Kennedy and
Eberhart [25] was applied to various fields for its strong convergence performance. The DE algorithm
combining the genetic algorithm evolution mechanism with the crossover and mutation operation
evolves the population, and DE is suitable to handle non differentiable, such as discrete, problems [26].
SA can accept the worse solution to replace the current optimum by the probabilistic technique,
which contributes to high search capacity in a large solution space [27]. HS is a simple meta-heuristic
algorithm originated by the improvisation process of jazz musicians, which has been strongly criticized
as a special case of the well-established evolution strategies algorithm [28].

The parameter settings of four heuristic algorithms are shown as Table 1. In PSO, the inertia
weight linearly decreased from 0.7 to 0.1 in the iteration process. In DE, the crossover constant
decreased linearly from 0.3 to 0.1 as the iteration increased. In HS, the pitch adjusting rate and
bandwidth descended linearly within the range of (0.05, 1) and (1, 50). These algorithms with different
characteristics would require different maximum iteration time for an anticipant result. The PSO,
which is good at local optimum could converge within a fewer number of iterations. However, SA and
HS, as global optimum algorithms, require more iterations to optimize intensively. Thus, the maximum
iteration times of the PSO, SA, HS, and DE algorithms re set to 500, 10,000, 2500, and 500, respectively.

In ELM, the number of hidden layer neurons and the tradeoff parameter C were set to 188 and
512 through the point prediction and 5-fold cross-validation technique.

Considering the slight difference of the training and test data, the 6 of CWC used equal to 93%
in the training set and 90% in the test set, separately. The n was selected as 50 to greatly penalize
prediction intervals with a coverage probability lower than 6. In order to leave a certain margin of
optimization and avoid being trapped in local optimum, the expected PICP, ¢, was set at 95%.

The experiments with different initialization approaches and heuristic algorithms were conducted.
Each case was repeated five times to reduce the randomness influence of the dataset partitioning
and heuristic algorithms. All experiments in this paper were implemented on a personal notebook
computer with i5-4210U CPU and the 8 GB memory.
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Table 1. Parameter settings of heuristic algorithms.

Algorithms Parameter Value
Particle size 100
PSO Inertia weight (0.1,0.7)
Cognitive acceleration constant 15
Social acceleration constant 25
Population size 100
DE Scaling factor F 0.005
Crossover parameter CR (0.1,0.3)
Initial temperature 5
SA Re-annealing interval 50
Cooling factor 0.9
Harmony memory size 25
HS Harmony memory considering rate 0.98
Pitch adjusting rate (0.05,0.1)
Bandwidth (1, 50)

4.2. Computational Results

In the experiments, the width initialization, point initialization, and random initialization
approaches were abbreviated as WI, PI and RI. The terms w/ ELM-AE and w/o ELM-AE mean the
initialization approach with ELM-AE and without ELM-AE, respectively.

Tables 2-5 summarize the average and worst values of the different cases w/ and w/o ELM-AE.
Due to the randomness character of the heuristic algorithm, it obtained different results for each
optimization, so the result of the average and worst cases can have a comprehensive understanding of
the performance and robustness of the algorithms. In Tables 2 and 3, the average case of HS for PI
obtained a CWC of 49.36%, but the worst result was 66.4%. In Tables 4 and 5, the average case of SA
for WI acquired a CWC of 67.86%, but the worst result was 145.29%, which was almost twice as much
as the average case. The model combining PSO with WI w/ ELM-AE produced the best and the most
stable prediction result among all the cases.

The training accuracy of WI and PI was similar in Table 2, but the WI behaved more stably than PI
in the aspect of the test set. In general, The WI was superior to the P and RI. The RI performed the
worst in all the cases.

Comparing Table 2 with Table 3, the initialization approach with ELM-AE was better than the one
without ELM-AE. The ELM-AE can significantly improve the prediction performance of RI in both of
the training and test datasets. In PI and WI, the CWC of the training set with ELM-AE was higher than
the one without ELM-AE. However, the performance of the test set was the reverse. It is implied that
the ELM-AE can reduce the over-fitting phenomenon in the training process, and improve the stability
of the test set by impairing the random impact of initial weight.

Table 2. Comparison of average results of different cases with ELM-AE.

AVERAGE WI w/ELM-AE PI w/ELM-AE RI w/ELM-AE

CWC PICP PINRW CWC PICP PINRW CWC PICP PINRW

pso Training  2664% 9301%  2664%  2647% 93.01%  2647%  11757% 93.01% 117.57%
Test  25.89% 91.30%  25.89%  3570% 90.90%  25.95%  114.58% 94.14%  114.58%

so [Training  2791% 93.06% 2791%  2831% 93.07% 2831%  26935% 93.03%  269.35%
Test  3599% 91.15%  26.78%  28.68% 91.91%  28.68%  27257% 93.86%  272.57%

g Training  3275% 9468%  3275%  4846% 9564%  4846%  47617% 9626%  47617%
Test  32.75% 9347%  32.75%  49.36% 94.89%  49.36%  61522% 9536%  462.11%

pp  Training  3275% 0468%  3275%  37.22% 9468%  37.22%  3501% 98.11%  350.10%

Test 32.75% 93.47%  32.75%  3747% 93.37%  37.47%  330.66% 98.03%  330.66%
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Table 3. Comparison of the worst results of different cases with ELM-AE.

WORST WI w/ ELM-AE PI w/ ELM-AE RI w/ ELM-AE

CWC PICP PINRW CWC PICP PINRW CWC PICP PINRW
PSO Training 28.19% 93.01%  28.19%  2594% 93.01%  25.94%  66.04% 91.08%  66.04%
Test 28.28% 92.50%  28.28%  50.35% 89.97%  24.98%  20621% 93.01%  206.21%
SA Training 28.11% 93.03%  28.11%  28.88% 93.16%  28.88%  328.42% 93.03%  328.42%
Test 27.54% 91.88%  27.54%  2991% 92.32%  2991%  337.88% 94.32%  337.88%
HS Training 34.37% 95.04%  3437%  66.69% 98.27% = 66.69%  371.12% 93.41%  371.12%
Test 34.37%  94.05%  34.37%  66.40% 98.76%  66.40%  908.87% 88.55%  296.42%
DE Training  34.37% 95.04%  34.37%  37.22% 94.68% = 37.22%  429.44% 99.28%  429.44%
Test 34.37% 94.05%  34.37%  3747% 9337%  37.47%  417.74% 98.09%  417.74%
Table 4. Comparison of average results of different cases without ELM-AE.

AVERAGE WI w/o ELM-AE PI w/o ELM-AE RI w/o ELM-AE
CWC PICP PINRW CWC PICP PINRW CWC PICP PINRW
PSO Training  22.66% 93.01%  22.36%  24.55% 93.01%  24.55%  199.31% 93.01%  199.31%
Test 50.70%  89.43%  22.56%  51.99%  89.64% = 24.17%  347.39% 91.99%  187.52%
SA Training  26.36% 93.07%  26.36%  27.07% 93.16%  27.07%  697.12% 93.04%  697.12%
Test 67.86% 89.17%  25.34%  43.98% 90.50% = 27.61%  669.95% 93.58%  669.95%
HS Training  30.48%  94.65%  30.48%  102.92% 92.75%  33.21%  994.26% 96.43%  994.26%
Test 30.56% 92.77%  30.56%  42.28% 91.89%  34.26%  1037.78% 97.38%  1037.78%
DE Training  26.30% 93.30%  26.30%  24.86% 93.38%  24.86%  688.64% 96.36%  688.64%
Test 30.57% 90.71%  25.77%  83.97% 89.22%  23.72%  641.13% 94.58%  641.13%

Table 5. Comparison of the worst results of different cases without ELM-AE.

WORST WI w/o ELM-AE PI w/o ELM-AE RI w/o ELM-AE
CWC PICP PINRW CWC PICP PINRW CWC PICP PINRW
PSO Training  21.79% 93.01%  21.79%  23.48% 93.01%  23.48%  195.77% 93.01%  195.77%
Test 7747% 88.06%  21.30%  8294% 87.88%  21.36%  620.14% 87.88%  159.74%
SA Training  25.25%  93.04%  25.25%  26.08% 93.06%  26.08%  845.49% 93.06%  845.49%
Test 145.29% 86.73%  23.69%  71.09% 88.86%  25.67%  889.78% 93.12%  889.78%
HS Training  31.25% 95.02%  31.25%  29.88% 93.27%  29.88%  1143.80% 97.97%  1143.80%
Test 31.25% 93.16%  31.25%  69.00% 89.35%  28.92%  1273.26% 99.64%  1273.26%
DE Training  22.45% 93.12%  22.45%  30.29% 93.04%  30.29%  825.84% 97.04%  825.84%
Test 44.69%  89.70%  20.69%  22893% 86.11%  28.61%  791.94% 96.14%  791.94%

4.2.1. Result Analysis 1—Initialization Approach

The prediction interval results employing different initialization approaches with ELM-AE and
PSO are shown in Figures 4-6. It is clear that most actual power points can be covered in the interval
due to the expected PICP equal to 0.93.

In the enlarged views of Figures 4 and 5, both of the predicted boundaries of WI and PI can
accurately trace the fluctuation of the power curve and preform similarly.

However, in the turning points, such as the 8th and 20th points in the left view and the 6th and
18th points in the right view, the predicted interval of WI was narrower than PI. Thus, the whole
predicted interval of WI was more uniform than PI and its predicted result was better, which is in
accordance with Table 2.

In Tables 2-5, for the average test result, the best PINRW for RI was 114.58%, while the worst result
for PI and WI was 49.36%. The PINRW of RI was much larger than WI and PI. Thus, the predicted
interval of RI intends to employ a universal upper and lower limit to cover as many points as possible,
as shown in Figure 6, which has no guidance function.
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Figure 4. The prediction results obtained by PSO and WI with ELM-AE.
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Figure 5. The prediction results obtained by PSO and PI with ELM-AE.
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Figure 6. The prediction result obtained by PSO and RI with ELM-AE.
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The CWC convergence curves of PSO for different cases are shown as representative in Figure 7.
It is apparent that the CWC initial values in RI were significantly larger than other non-random
initialization ways. The curves of RI almost converged around 250 iterations. The WI and PI could
achieve stable values around 100 iterations. Besides, the converged value of RI was much larger than
the WI and PI. Thus, it is concluded that the RI is not a good choice of LUBE initialization.
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Figure 7. CWC of the best solution in training process for PSO.
4.2.2. Result Analysis 2—ELM-AE

Figures 8-10 display the predicted intervals by WI, PI, and RI w/o ELM-AE. Comparing Figures 4
and 5 with Figures 8 and 9, it is apparent that no matter whether or not the WI and PI utilized ELM-AE,
their performances were generally close. In the enlarged views, the predicted interval of WI and PI w/o
ELM-AE was narrower than the one with ELM-AE, especially points in the night. This is because the
ELM-AE impaired the randomness impact of LUBE, which also reduced the diversity of the solutions
and further impacted the optimal solution evolution. Thus, the initialization approach w/o ELM-AE
had a higher chance of obtaining the global optimal solution than the one w/ ELM-AE, but it also
caused unstable performances due to the over-fitting phenomenon.

When ELM-AE was not utilized in RI in Figure 10, the performance dropped drastically, resulting
in the fluctuation range of interval reaching +200. Thus, the employment of ELM-AE can facilitate RI
by reducing the divergence of the model.
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Figure 8. The prediction results obtained by PSO and WI w/o ELM-AE.
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Figure 9. The prediction result obtained by PSO and PI w/o ELM-AE.
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Figure 10. The prediction result obtained by PSO and RI w/o ELM-AE.

To clearly explain the role of ELM-AE, the characteristics of the input weight matrix of ELM in
LUBE was analyzed in detail. The rank of the input weight matrix was not influenced. The mean
absolute value of the input weight matrix grew down from 0.5014 to 0.1146 and the matrix sparsity
dropped from 0.2451 to 0.1368 after adding ELM-AE. Thus, the ELM-AE displays the role of the feature
extraction and weakens the overfitting of the trained model.

4.2.3. Result Analysis 3—Heuristic Algorithm

To display performances of different heuristic algorithms, the prediction intervals through the WI
w/ ELM-AE model optimized by SA and HS are shown in Figures 11 and 12. It is obvious that the
lower bounds in Figures 11 and 12 are lower than the one in Figure 4, resulting in the wider prediction
interval. The PSO preformed the best among all the heuristic algorithms. In theory, the SA, HS, and
DE algorithms have better global optimum search capacity than PSO. However, in the case of LUBE
prediction interval, their evolutionary efficiencies were too low and could not obtain a good result in
the limited computational time. In Tables 2 and 4, the prediction results of the HS and DE are the same
for WL This is because their optimal solutions, obtained in the initialization, stayed the same in the
whole progress due to their low evolutionary efficiency.
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Figure 11. The prediction results obtained by SA and WI w/ ELM-AE.
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Figure 12. The prediction result obtained by HS with WI w/ ELM-AE.

Figures 13 and 14 display the predicted interval optimized by SA and HS based on WI w/o
ELM-AE. Combined with Tables 3 and 5, the trained LUBE prediction model displayed obvious
over-fitting phenomenon. The PSO ha the most serious over-fitting phenomenon among all the
heuristic algorithms due to its good capacity of solving optimization problems.

The iterative time for various heuristic algorithms is another factor affecting the model performance,
especially for online prediction. Average computational times for different heuristic algorithms and
initialization approaches are shown in Tables 6 and 7. The training time is directly impacted by the
evaluation times of the cost function. The evaluation times of PSO, SA, HS, and DE were 50,000,
50,000, 62,500, and 50,000, respectively. The running time of PSO and DE was close and the SA cost
the most computational time. Comparing Table 6 with Table 7, it is obvious that the experiments
without ELM-AE ran longer than the ones with ELM-AE in all cases. This is because the ELM-AE

makes the input weight matrix of the LUBE sparse, which reduces the computational load and cuts
down the time.
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Figure 13. The prediction result obtained by SA and WI w/o ELM-AE.
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Figure 14. The prediction result obtained by HS and WI w/o ELM-AE.

Table 6. Average computational time (s) for different initialization approaches with ELM-AE.

Algorithms WI PI RI
PSO 137422 1369.52  1360.97
SA 2235.66  2224.44  2223.50
HS 1670.62  1647.88  1647.88
DE 1398.42  1367.05  1366.08

Table 7. Average computational time (s) for different initialization approaches without ELM-AE.

Algorithms WI PI RI
PSO 1533.88  1673.48  1484.03
SA 232796 232245  2330.64
HS 1647.88 179576  1788.86
DE 147417  1469.56  1465.95
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5. Conclusions

Renewable energy generation forecasting technology contributes to decreasing the uncertainty and
randomness of renewable resources and can provide essential reference information for the scheduling
and operation of the power system. Interval prediction with a statistical confidence level is good at
quantifying the uncertainties of the forecasting power. This paper proposed a new LUBE interval
prediction framework based on the point prediction technology of ELM. The ELM-AE was employed
to generate input weight matrix T; then PI width initialization way acquired the initial output
weight matrix wy, satisfying the presupposed PICP. Finally, the output weights of ELM were further
optimized through a heuristic algorithm. Four algorithms, PSO, DE, SA, and HS, were implemented to
verify the performance of the proposed mechanism. Different experimental settings were combined
into different contrast experiments to validate and analyze the impacts of different settings on the
model performance.

The prediction performance of WI was slightly superior to the property of PI generally. At some
power curve turning points, WI could more reasonably constrain the prediction interval and avoid
a large prediction margin. The simulation experiments revealed that ELM-AE could significantly
decrease the matrix sparsity and the mean absolute value of the input weight matrix, which are
statistically equal to 0.5 when the matrix is randomly generated from a uniform random distribution
between (-1, 1). The over-fitting of the learned model was weakened and the generalization ability of
the model improved when using ELM-AE. The PSO algorithm achieved the best prediction performance
among the four algorithms under various situations. The SA, HS, and DE algorithms performed poorly
in the limited computational time, and the HS and DE algorithms could hardly further optimize the
output weight matrix. The performance of the model was also constrained by the limitations of the
heuristic algorithms and was related to the algorithm parameters. However, the PSO resulted in the
most severe over-fitting phenomenon for a sharp prediction interval. In general, the proposed LUBE
model with a new model initialization approach would acquire a faithful prediction interval with more
detailed optimization and stable generalization performance.

Although the LUBE approach can forecast the interval covering the solar power accurately,
the width of prediction intervals at different times of day was consistent. However, it is apparent that
the power value is zero in the night and that the nighttime interval can be narrower. The mechanism
of LUBE makes the width of interval in different periods consistent, which deserves improvement
in further research. Some normal optimization technique for neural networks also can be added to
the prediction model framework to improve the learning performance, such as the ensemble learning
of multiple neural networks. The evaluation fitness function transforms the original multi-objective
problem into a single-objective problem for simplification. CWC could effectively guarantee the PICP
of prediction intervals, but the penalty term also restricts and intervenes in the search for an optimal
solution, which results in some feasible solutions being unavailable. In the future, it is expected to
explore a new evaluation mechanism that could systematically balance the coverage probability and
the width of the prediction interval.

Acronyms
CWC Coverage width-based criterion
DE Differential evolution
ELM-AE ELM auto encoder
HS Harmony search
LRIE linear regression interval estimation
LUBE Lower and upper bound estimation
NN Neural network
PI Point initialization approach
PV Photovoltaic
PICP Prediction interval coverage probability
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PINRW PI normalized root-mean-square width
PSO Particle swarm optimization
RI Random initialization approach

SA Simulated annealing

WI Width initialization approach

w/ ELM-AE Initialization approach with ELM-AE
w/o ELM-AE Initialization approach without ELM-AE
ELM Extreme learning Machine
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Abstract: Anovel ensemble algorithm based on kernel density estimation (KDE) is proposed to forecast
distributed generation (DG) from renewable energy sources (RES). The proposed method relies solely
on publicly available historical input variables (e.g., meteorological forecasts) and the corresponding
local output (e.g., recorded power generation). Given a new case (with forecasted meteorological
variables), the resulting power generation is forecasted. This is performed by calculating a KDE-based
similarity index to determine a set of most similar cases from the historical dataset. Then, the outputs
of the most similar cases are used to calculate an ensemble prediction. The method is tested using
historical weather forecasts and recorded generation of a PV installation in Portugal. Despite only
being given averaged data as input, the algorithm is shown to be capable of predicting uncertainties
associated with high frequency weather variations, outperforming deterministic predictions based on
solar irradiance forecasts. Moreover, the algorithm is shown to outperform a neural network (NN) in
most test cases while being exceptionally faster (32 times). Given that the proposed model only relies
on public locally-metered data, it is a convenient tool for DG owners/operators to effectively forecast
their expected generation without depending on private/proprietary data or divulging their own.

Keywords: forecasting; ensemble methods; kernel density estimation; smart grids; distributed
generation; solar PV

1. Introduction

Accurate prediction of power generation from renewable energy sources (RES) is a challenging
task, posing problems for short-term operation of modern power systems [1]. This difficulty is due
to the high uncertainties and complexity of both the associated variables and the equipment used
for generation and grid connection. On the one hand, generation from RES is a function of multiple
meteorological factors (temperature, humidity, wind flow, etc.) which are in and of themselves highly
chaotic in nature and difficult to quantify [2,3]. On the other hand, the equipment used is also a source
of significant uncertainty with reliability issues and failures commonly occurring in installed power
electronics, inverter-side, grid-side, and even the metering apparatus [4]. The combined effect of chaotic
input variables and complex energy conversion models render deterministic approaches infeasible
for the prediction of distributed generation (DG) from RES. As such, statistical and/or probabilistic
models are commonly employed not only to forecast DG but also to predict market behavior in the
case of high RES deployment [5,6] which allows for a computationally efficient way of accounting for
uncertainties in inputs.
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In recent years, there has been increased interest in the use of ensemble methods for power system
applications. Ensemble techniques have a decades-long track record in meteorological prediction,
proving their potential to effectively predict highly chaotic processes [7].

The main premise of ensemble methods is to overcome both input and model uncertainties by
compiling a set (ensemble) of separate predictions into a forecast of most likely outcomes. Each separate
prediction is a result of varying input variables within their uncertainty range in addition to the model
uncertainty. Therefore, a combination of these separate predictions yields a range of possible outputs
representing a confidence/uncertainty region surrounding a most likely scenario.

In Figure 1, the concept of an ensemble forecast is visualized considering the case of DG production
from RESs. Various meteorological factors are independent input variables and are associated with a
significant level of uncertainty. In addition, the physical energy conversion models of DG units are
also associated with a high uncertainty, leading to a significant change in energy generation as a result
of small perturbances in the meteorological variables. Ensemble methods combine different scenarios
based on both input and model uncertainties and establish a confidence interval around a most likely
outcome. One can see that the employment of an ensemble technique involves the (continuously
improving) prediction of some variable based on historical data, without knowledge of the physical
model relating the inputs with the outputs. This is, in fact, the definition of machine learning (ML),
and, as such, ensemble methods are often classified accordingly [8].

Independent Variables Ensemble Forecast

Wind Speed

Temperature

Irradiation

Precipitation

Figure 1. Visualization of an ensemble forecast. Rather than employing a deterministic/point method
(thick lines) to obtain the output from input variables, an ensemble of predictions is made from varied
input conditions (dashed lines), constructing an uncertainty region and most likely output value(s).

Paper Organization

This manuscript is organized as follows: Section 1 provides the motivation behind this study and
an introduction to ensemble forecasting. Section 2 provides a comprehensive state-of-the-art review of
recent literature on the topic. Section 3 describes the mathematical formulation of the proposed model.
Section 4 presents the case study based on a solar photovoltaic (PV) installation in the center region of
Portugal. Section 5 provides the simulation results and a comparison between the proposed method,
a deterministic irradiance-based prediction, and a neural network (NN) approach. A discussion of
the obtained results is then presented followed by prospects for future work following up on the
current study. The conclusions are finally summarized in Section 6. More detailed supplementary data
regarding the case study used are provided in Appendix A.
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2. State-of-the-Art and Novel Contributions

As mentioned, the use of ensemble methods is gaining popularity with the increased complexity
and uncertainty of distributed energy resources (DERs). Before presenting the proposed method,
a review of recent works is presented to highlight the state-of-the-art scientific literature on ensemble
methods applications to power systems in recent years.

2.1. State-of-the-Art

In Reference [9], different strategies for combining forecasts of solar photovoltaic (PV) generation
were presented. In this study, the ensemble prediction was obtained by combining different probabilistic
models rather than an ensemble of results of the same model. It used three models (i.e., QKNN, QRF,
and QR) and the inputs were historical PV power and weather data.

By testing using the GEFCOM 2014 data, the results showed that the use of an ensemble of various
probabilistic forecasts resulted in a significant increase in forecasting accuracy for solar photovoltaic (PV)
systems as opposed to the use of individual ones, regardless of the ensemble strategy and/or scenarios
considered. In Reference [10], the advantages and disadvantages of applying an ensemble to improve
empirical mode decomposition (EMD) techniques were reported, which are mentioned as being
commonly applied to wind forecasting. While the ensemble improved EMD models are associated
with additional computational burden, they are reported to outperform other techniques, specifically
in tackling the challenge of mode mixing. In addition, the authors reported it was significantly more
beneficial to apply ensemble decomposition to artificial neural network (ANN) models as compared to
using optimization methods to tune the ANN parameters. The previous statements were shown to
hold for all time resolutions in wind power forecasting. In Reference [8], a comparison of numerous
commonly used ensemble, ANN, and other ML techniques was performed for solar power forecasting.
Random Forest (RF), an ensemble method, was found to exhibit the best performance. Two main
conclusions were made by the study: (1) a seasonal bias was shown with spring and winter being
more challenging to forecast than summer and autumn (keeping in mind that the data were from
Norwich, UK) and, more importantly, that (2) a combination of simple algorithms yielded better and
more reliable results than any individual algorithm on its own, regardless of its complexity.

In Reference [11], a short-term probabilistic forecasting method was proposed based on a
competitive ensemble of different base predictors of PV power. The method was implemented using
different probabilistic approaches which were trained as base predictors in order to obtain an ensemble
of the predictive distribution with optimal characteristics of accuracy and reliability. In Reference [12],
the reliability, robustness, and computational burden of a proposed PV power forecasting model based
on the RF method was combined with the extra trees technique on an hourly basis and compared
against supervised support vector regression. For a fair and comparative analysis, the models used
comparable forecasting data, applicable for forecasting hourly PV power.

A probabilistic PV power forecasting model was proposed in Reference [13] and applied to several
French PV plants considering six days of lead time with a resolution of thirty minutes. The proposed
model was derived from multiple forecasts considering the national numerical weather predictions and
including ensemble forecasts. Then, a free online parameter learning technique generated a weighted
combination of the individual PV outputs, and the resulting weights were later sequentially computed
before each forecast, using only historical data, with the goal of minimizing the continuous ranked
probability score criterion.

An analog ensemble forecasting method for day-ahead regional with hourly resolution was
presented in Reference [14]. The proposed model considered publicly available weather forecasts and
power measurement data, considering some historical sets of temperature, irradiance, and terrain
slopes as well, among others. To process the input data, clustering and blending strategies were used
to improve the PV forecasting results which were compared and validated against several numerical
models based on weather forecasts.
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Photovoltaic power variability was studied in Reference [15], proposing a data-driven ensemble
modeling technique to improve the forecasting of PV output. Also, three different models were
analyzed within a recursive arithmetic average technique, considering stand-alone forecasting results.
To prove the superiority of the proposed model, the comparison was carried out considering a
considerable number of different training and testing samples, showing that the ensemble model
generally outperforms different stand-alone forecasting models.

A PV forecasting model in Reference [16] used an ANN ensemble scheme based on particle
swarm optimization with trained feed-forward neural network. The proposed model was constructed
considering five different structures with varying network complexities, in order to improve the
forecasting results. Then, the model was combined using trim aggregation after removing the error
boundaries. Exogenous data, such as physical specification and environmental, were used as model
inputs. Moreover, a clearness index was used to classify days accordingly with their features, considering
a yearly basis analysis with a real case study. It was shown that ensemble schemes improve the forecast
results in comparison with benchmark models.

In Reference [17], an hourly PV power forecasting model was presented based on clustering and
ensemble prediction using the RF method. First, clustering was used to improve the computational
burden by selecting the necessary weather variables. Then, the RF method with different parameters
was implemented as a component model to find weather regimes making up the ensemble prediction.
Finally, weighted computation was carried to analyze the different forecasting weather regimes in
order to obtain the final results. Ridge regression was used to determine the weight of each weather
variable automatically.

In Reference [18], a hybrid PV forecasting model combined the ML method with the Theta
statistical method. Multiple ML components were used: long short-term memory, gate recurrent unit,
and unsupervised learning. Structural and data diversity were key to improving the accuracy of the
model. Four different approaches were implemented for validation, considering two real case studies.
The proposed hybrid model was shown to be superior to traditional ML without statistical components.

In Reference [5], a new ensemble technique was employed to improve probabilistic forecasting of
day-ahead price forecasting of the Iberian market. An approach based on kernel density estimation
(KDE) was used to “activate” the best set of input variables which minimize the forecasting error.
This study is an example of numerous others applying probabilistic and ML techniques for electricity
price forecasting which has been increasing exponentially in the past decade as shown by Reference [6].
The latter shows that, while non-existent before 2003, probabilistic methods (or hybrid ones) have
quickly gained ground as one of the main approaches used contemporarily for price forecasting [19-21].
The analysis in Reference [22] has shown that, for the case of price forecasting, while combining
different forecasts in an ensemble framework does not necessarily always bring about improved
accuracy, it does contribute to more reliable forecasting by decreasing the risk associated with an
individual method.

Based on the conducted literature review, the following points were noted and were carried forth
in the formulation, analysis, and discussion made throughout this paper:

e The use of combinatorial ensemble techniques is shown to significantly improve the accuracy of
RES-based DG forecasting in addition to guaranteeing a more reliable and/or robust prediction;

e Anensemble of simple probabilistic/statistical techniques is shown to produce better and more
robust DG forecasting than individual complex models;

e  KDE has been recently employed to “activate” input sets for probabilistic price forecasting models,
showing great success in improving the accuracy. This was only found to be tested on price
forecasting, and no studies were found using this methodology for DG forecasting [5].

2.2. Novel Contributions

In this study, we proposed an ensemble algorithm based on the following key points:
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1. The objective was to develop an algorithm suitable for predicting DG from RESs. The specific
focus of this study was on solar PV; however, the proposed approach is generalizable;

2. Only historical, publicly available data (e.g., meteorological forecasts) and the corresponding
local output (i.e., recorded power generation) were given as inputs (i.e., no knowledge of any
physical model was known and no dependence on private/proprietary data were needed);

3. The algorithm can run despite inconsistency or loss of data points. Using KDE, the most suitable
inputs are “activated” from the historical dataset.

3. Proposed Methodology
Consider an output variable P that has a value which depends on a set of inputs V := {v1, v,... Ny}
through some unknown model f:

P :f(V) :f(vl,vz,...Nv) (l)

where Ny is the number of independent variables which affect output P. For the purpose of
generalization, the inputs V are considered multidimensional, such that:

v = ivl,lf U1,2/ ~~~ULH1= ?

In this case, Hy is the number of dimensions of v1. Now, consider scenario “new” for which we are
trying to predict the output P"", given a set of conditions V":

prew f(V"ew) _ f(v;ww’ vgew’ o Neew) 3)

The goal is to predict the value of P given only the new conditions V*“ and a historical set of
N cases (with no knowledge of f):
Pold,o _ f(vold,o) _ f(vild,u, Z);Ial,a, B .N(‘J/ld,u); Y o=12,..., N, )
While the model function f is assumed to be chaotic, in this model we assume that the number
of independent input variables and their dimensions remain constant and, therefore, the following
equations hold:

Nje© = N2#° = Ny; HI'* = H = Ny; Yo=1,2,..., No; i=1,2,..., Ny (5)

At this stage, the objective was to select a subset of Ns cases which were most suitable to form an
ensemble prediction of P"?. To do this, the KDE function similar to Reference [5] was used to calculate
a similarity index s,;4 .y between the new case and each of the old cases in the historical dataset. In this
case, the most similar Ns cases (with the highest similarity index) can be activated by means of the
product of kernel functions of each variable. This is visualized in Figure 2.

-
old,1 _ old1 old,1 old,1 |} new _ new new new
{171 Uy e Uy } | P i {vl V2 ""'VNV} | P
|
old,2  old?2 old,2 Pul!l,'Z |
1 Y2 e Uy | !
1 KDE
1
1
1
al
old, N, oldN, old,N, oldN, ! N; Cases N
{Ul U, . VNV } | P 0 i E

Figure 2. Demonstration of how the proposed Kernel Density Estimation (KDE)-based similarity index
is used to extract Ns cases to form an ensemble prediction of the new output value.
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The Gaussian kernel functions were used to construct the similarity index KDE, as they are most
suitable for cases when little or no knowledge of the model is known.

1
Ny Ny oold_gnew 2\ NyNy

1/ iLh ik
| | I | -3 (=)
Sold,new = e’ bi (6)
P

The bandwidth value b; can be used to increase or decrease the sampling window (relative to
the full range of the historical samples) for each variable in the same manner that KDE works, i.e.,
the narrower the bandwidth, the higher assumed correlation between variable v and the output P.
Therefore, the value of b; for each variable i can be expressed by means of a tuning coefficient a;:

b; = zx,—(max(v‘?ld’”) —min(v‘?ld"’)); Y 0=12,...,N,; i=1,2,..., Ny (7)
o i o i
In this way, this normalized tuning coefficient is varied from 0 (exclusive) to 1 (inclusive),
corresponding to a bandwidth value between zero (exclusive) and the maximum range of the historical
value of the variable (inclusive):

O<a;<1 ¥V i=12,..., Ny (8)

The similarity index in Equation (6) can be simplified in case all input independent variables are
scalars. In this case, Ny is equal to one, and the equation is reduced accordingly:

1
Ny | pold _ynew 2\Ny
1 1
— | | 2 )
Sold,new = e ! (9)

i

Given a new case, the similarity index is calculated for all old cases in the historical dataset.
We can now construct a sorted array S which has elements that correspond to the index of the old case;
this array thus contains the indices of the historical dataset, sorted from most to least similar to the
current case based on their calculated similarity index for Equation (9):

S = [k ka...kn,] (10)

In this case, k; is the index o of the historical case with the highest, k; to the second highest, etc.
Now, the top Ns samples can be selected to perform the ensemble prediction. The simplest prediction
is to calculate the mean value of the top Ns P values:

Ns  pold
i=1 7%,
Ns

pnew ~ (11)

To obtain a confidence/uncertainty interval around this expected output, percentile ranks can be
used by constructing a cumulative distribution function of the top Ns values. By doing so, a confidence
interval can be determined as follows:

pnew pnew pnew

Py o, <P*0 < Py, 12)
prew _ old pold old
Py o, = P%(mo-x)%({Pk1 P, f~~~kaN5}) (13)
D _ d Id d
Plpo, = p%(lOOer)%({PZl PR 'PZNS}) (14)

What Equation (12) means is that for a confidence of x%, P"¥ lies between the lower and

upper bounds equal to P}ﬁ’/ and PZZ??{%, respectively; which are calculated, as per Equations
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(13) and (14), by means of the percentile P1(100-x)% and P1(

({P}C(’id, P"id, ., sz\’i}), respectively.

It must be noted that there are clearly more complex means of calculating P"*“ and the confidence
bounds. However, the main focus of this study was to highlight the use of the similarity index to
extract the set S, and the choice of the simplest ensemble prediction afterwards was intentional to
demonstrate the power of such a selection algorithm even with the most basic ensemble applied.

100+%)% of the top Ns values

4. Case Study and Validation

4.1. PV Installation in Portugal

In order to test and validate the proposed algorithm, a real case study was used based on solar PV
installations located in the vicinity of the city of Coimbra in the center region (“Regido do Centro”) of
Portugal as shown in Figure 3. The technical specifications of the plant are listed in Table 1. Historical
forecasts and measurements are available for the same installation for a full year from 15 March 2015
to 15 March 2016 as detailed in Table 2. Annual plots of all variables are provided in Appendix Al.

In this case, the historical weather forecasts were the input variables (V) and are publicly provided
by the Global Forecasting System (GFS) model with a 22 km resolution. The GFS’s data are available
for any region of the world and is publicly available online [23]. The forecasts are made at 18:00 (UTC
time) of each day for the day-ahead with a 3 h resolution (average of each 3 h interval of the day:
0:00, 3:00, 6:00, ..., 21:00). The provided forecasts are for wind speed, temperature, solar irradiance,
precipitation, and humidity.

The output AC power of the inverter was recorded for the same year. A 20 kW SMA Sunny
Tripower inverter was installed with 2 maximum power point trackers (MPPTs) installed (4 strings per
inverter). The logging frequency of the AC power output was approximately 5 min. For this study,
the recorded AC power was synchronized with the forecasts by applying a 3 h average (averaging can
be seen in Figure A6). It is important to stress that the proposed prediction method was only given the
averaged output power as input. However, high-resolution data were used for validation to test if
uncertainties associated with high frequencies were captured.

4.2. Numerical Irradiance-Based Forecast

Given that the GFS data and the output power were synchronized, and since MPPTs were installed
with the inverters, one can use the following equation to predict the maximum possible power output
from the current installation for each data point.

Pr % PI = yggN, AR (15)

where Pi” is the predicted power output at time ¢ calculated numerically from the irradiance forecast, 1)ag
is the overall average energy conversion efficiency of the PV plant (accounting for the PV conversion
and inverter efficiency), N, and A, are the number of panels and the area of each panel (in m?),
respectively, and R:vf is the direct incident solar irradiance (W/m?) obtained from the weather forecast
for time ¢.

Table 1. Technical specifications of the solar photovoltaic (PV) plant used as a case study.

Parameter Value Units
Number of Panels (300 kWp each) 53 -
Panel Area (each) 1.713 m?
Total Installed Capacity 18 kWp
Inverter Capacity 20 kW
Nominal DC Voltage 600 Vv
Opverall Efficiency 20 %
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Table 2. Details of variables in the historical dataset provided (from 15 March 2015 to 15 March 2016).

Historical Variable Data Source Spah%l TempoTal Units
Resolution Resolution

Wind Speed Meteorological Forecast 22 km 3h m/s
Temperature Meteorological Forecast 22 km 3h °C

Solar Irradiance Meteorological Forecast 22 km 3h W/m?2
Precipitation Meteorological Forecast 22 km 3h mm

Humidity Meteorological Forecast 22 km 3h %

Inverter AC Power (Output) Real Measurement - ~5 min kW
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Figure 3. Region in the center of Portugal used as a case study. The PV installations used in the current
analysis were located within a 10 km radius of the city of Coimbra (40°12" N, 8°25" W).

4.3. Seasonal Test Weeks

Also, in order to check for seasonal effects and/or bias, four test weeks were extracted from the
annual data corresponding to all four seasons. The annual measured output power, annual predicted
maximum output (based on irradiance estimation in Equation (15)), and detailed plots thereof for all
four representative weeks are shown in Figure 4.

By inspecting the plots shown in Figure 4, particularly comparing the maximum theoretical output
based on irradiance and recorded power, two important observations are worthy of noting:

e During the summer, the maximum power output prediction based on Equation (15) was greater
than the recorded value. This is what one would expect, and the operating efficiency and/or
reliability of the installation would seldom reach the maximum theoretical power output;

e  During the winter, the prediction based only on solar irradiation failed to predict any value of
output power (one can see that the predicted values were zeros throughout the winter and also by
looking at the plot of the winter week). This is due to the fact that the meteorological forecasts
provided by GFS are averaged over large temporal and spatial resolutions. As such, the forecasted
irradiance would dissipate during winter weather conditions.

As such, it is clear that relying solely on the irradiance models, is insufficient to make any
prediction of the expected power output of the solar PV installations.
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Therefore, the objective of this case study was to check if the proposed method, taking
into consideration GFS data as input variables and the recorded (and synchronized) AC power
output of the plant, would be capable of accurately forecasting the power output under different

meteorological conditions.

The GFS meteorological data are plotted for the entire year in Figures A1-A6 in the Appendix A.
Zoomed-in plots are also provided for each test week in order to show the seasonal differences and
highlight some visible correlation between the weather conditions and the recorded AC power output.

The plots of spring, summer, autumn, and winter are shown in Figures 5-8, respectively.

Spring Week

Autumn Week Winter Week

Power (W)

Al

: H\H

Jan 2016

H W\I"HY I | i ”i }\x!. \ H” M

e el A I 1’
HM\WI”‘1 ‘iﬂ‘ I Ll 1 ‘ .[‘|

g ¥ Spring Test Week Data

0
Apr 06 Apr 07 Apr 08 Apr 09 Apr 10 Apr 11 Apr 12 Apr13
2015
210 Summer Test Week Data

Jul 09 Jul 10

Autumn Test Week Data

Oct 08 Oct 09

2015
5 x10¢ Winter Test Week Data

Nov 30 Dec 01 De 03 Dec 06 Dec m

2015

| Predicted Output Power Based on Irradiance Forecast (3-hour average)

Real Outout Power (-5 minutes) =——e=— Real Output Power (3-hour average) |

Figure 4. Annual plot of recorded AC power output, annual plot of maximum theoretical power output
based on solar irradiance estimation and average efficiencies, and four test weeks representing all four
seasons (top); and for each test week, zoomed-in plots of recorded AC power output (un-averaged),
3 h averaged recorded AC power output (synchronized with GFS data), and maximum theoretical
power output based on solar irradiance estimation and average efficiencies (bottom).
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Spring Test Week Data: Output AC Power, Raw and 3-hour Averaged, Measured
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Figure 5. Plots of recorded output power and Global Forecast System (GFS) meteorological data for the
spring test week.
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Figure 6. Plots of recorded output power and GFS meteorological data for the summer test week.
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Figure 7. Plots of recorded output power and GFS meteorological data for the autumn test week.
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Figure 8. Plots of recorded output power and GFS meteorological data for the winter test week.

4.4. Implementation and Validation

To test the proposed algorithm in Section 2, the power output for each of the four test weeks was
forecasted, only taking as input variables the meteorological forecasts provided by GFS. The hour of
the day and day of the year were appended to the array of input variables in order to give the potential

of favoring closer times/dates. The input variable array for this case was as follows:

V = {v1,V2,V3,V4,Vs, Vs, V7} (16)

The description of each variable and the choice of the bandwidth tuning coefficients (Equations
(7) and (8)) are provided in Table 3. As explained in Section 2, the smaller the value of «, the higher the
assumed correlation between the output variable and its corresponding input variable. The values
used in this study were assumed based on the well-established physical relationships between each
meteorological variable and the target one (PV output power). For instance, solar irradiance was

associated with the most dependence and thus a value of 0.1 was chosen, etc. This can heuristically be
set based on visual inspection of Figures 5-8.
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Table 3. Description of input variables for the historical dataset and value chosen for bandwidth
coefficient for the KDE-based similarity index calculator.

Bandwidth Coefficient Value
a1 (hour of the day) 0.4
a2 (day of the year) 1.0
a3 (wind speed forecast) 0.8
a4 (temperature forecast) 0.5
a5 (solar irradiance forecast) 0.1
a6 (precipitation forecast) 0.8
a7 (humidity forecast) 0.5

In order to investigate the performance of the proposed algorithm, the results obtained for the four
test weeks are against the numerical irradiance-based forecast based on Equation (15), and an ANN
(trained using the same data). A feed-forward ANN was used with 1 hidden layer and 10 neurons.
The performance of all three methods was compared in terms of computational time and accuracy. Since
the ANN was trained using the Levenberg-Marquardt algorithm [24], its results and computational
time both varied in every run due to the random data division and training process employed.
Therefore, to evaluate the results in a fair manner, the ANN was run a sufficiently large number of
times (10,000 runs), and the average runtime and forecast results were used for comparison.

To quantify the forecast error, three criteria were used: the mean absolute error (MAE), root mean
square deviation (RMSD), and the normalized root mean square deviation (NRMSD). The MAE
provides a simple overall measurement of the mean error between forecasted (P) and real (P) values:

Zi\ilm_Ptl

MAE = Ny

17)
where the subscript t corresponds to the value at time step f and N} is the total number of time steps.
The RMSD is based on the on the quadratic mean:

Zfﬁl(f)f _Pt)2

RMSD = Ny

(18)
Both the MAE and RMSD provide a scale-dependent measure of the deviation between the
forecasted and real values. The NRMSD provides a normalized measure as a percentage which is
sometimes more favorable when comparing different models.
RMSD
NRMSD = ———-100% (19)
(Pmax - Pmin)

Pijax and Py, are the maximum and minimum values of the real data, respectively. As such,
the NRMSD provides a scale-independent measure. The MAE, RMSD, NRMSD, and computational
time are all used to assess the performance of the different approaches for all four test weeks.

The proposed algorithm was developed as original code by the authors using the MATLAB
R2019b environment on a standard laptop computer with the following specifications: Intel Core
i7-8550U CPU @ 1.80 GHz, 16.0 GB RAM, Windows 10 64 bit operating system. The neural network
used for validation was based on the MATLAB 2019b Statistics and Machine Learning Toolbox [24].

5. Results and Discussion

5.1. Results of the Proposed Ensemble Algorithm

The results of the proposed ensemble algorithm are shown in Figure 9. The predicted value was
plotted, along with confidence intervals of 68%, 95%, and 99.7%. The following points are noted:
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e  The proposed ensemble algorithm successfully managed to forecast the wind power output,
relying only on the historical GFS meteorological data, for all four tests weeks of all seasons;

e The power production in cases when the deterministic model based on irradiance was inadequate
(i.e., winter season) was successfully predicted;

e  Despite only being provided averaged data, the confidence intervals successfully managed to
cover high-frequency fluctuations during most days;

e The confidence interval grows and shrinks in response to such fluctuations even within the same
day (e.g., Summer week, day 5);

e  The forecasted mostly underestimated the power output than. This is favorable to overestimation
particularly from the point of view of operators of DG installations.

5.2. Comparison and Validation

A comparison between the forecast obtained and that of an irradiance-based numerical model
(Equation (15)) and an ANN was used to validate the proposed method. As elaborated in the previous
section, the same data were used to train the ANN. Since a random data division and training method
was employed (which aimed to minimize the computational time of the ANN), the average of a
sufficiently large number of runs of the ANN (i.e., 10,000 runs) was used for a fair comparison.

The comparison was made considering the MAE, RMSD, and NRMSD error criteria for each of
the test weeks and is shown in Table 4. The different forecasts are visualized in the plots shown in
Figure 10. The computational time to forecast all four weeks by the proposed method and the ANN
(average of 10,000 runs in each case) is shown in Table 5.

By comparing the results of the different models, the following points can be verified:

e According to all error criteria used, the proposed method outperformed the irradiance-based
prediction for all seasons. It outperformed the ANN in all seasons except winter;

e  Both the ANN and the proposed method managed to provide a reasonably accurate prediction of
the output power in the winter, where a numerical irradiance-based model completely fails;

e  Despite the ANN being capable of providing a better average error for the winter, the capability of
the proposed method to capture high-frequency fluctuations in its confidence intervals provides
an advantage over the ANN;

e The proposed method was extraordinarily fast in terms of computational time, being 32 times
faster than the ANN while outperforming the ANN in the majority of situations.

5.3. Prospects for Future Work

After testing the proposed method, confirming its validity, and taking note of its superior
performance particularly in terms of providing a highly computationally efficient forecast, the following
recommendations are provided for future work following on this study:

e  The effect of using additional meteorological variables (e.g., absolute and relative atmospheric
pressure) should be investigated in terms of the forecast accuracy and computational burden;

e  Optimal tuning of the bandwidth coefficients should be studied. This can be performed in a
pre-processing stage (e.g., with correlation analysis) or using a reinforcement learning-based
design in which the values are self-tuned every time the code is run. In the latter, using an
optimization method to determine the optimal values may be an option for a hybrid structure;

e Due to the fact of its high computational efficiency and its reliance only on publicly available
historical weather forecasts, the proposed method seems to have great potential to be applied to
forecast RES-based DG. As such, follow-up work should test the proposed method on other RES
technologies such as wind power.
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Figure 9. Results of the proposed algorithm for all four seasons, showing real output power

(un-averaged) and predicted output power. Confidence intervals of 68%, 95%, and 99.7% are highlighted.

Table 4. Comparison of the MAE, RMSD, and NRMSD error criteria for the results obtained for each of
the test weeks from the irradiance forecast, ANN, and the proposed method.

Criterion Method Winter Spring Summer  Autumn

Irradiance Forecast 34.6 15.7 17.4 15.3

MAE (kW) Neural Network 10.7 15.5 8.4 7.9
Proposed Method 12.6 14.0 3.6 7.7
Irradiance Forecast 3.062 2.138 2.508 1.857

RMSD (kW) Neural Network 0.949 2.114 1.203 0.951
Proposed Method 1.115 1914 0.523 0.928
Irradiance Forecast 34.6 15.7 17.4 15.3

NRMSD (%) Neural Network 10.7 15.5 8.4 7.9
Proposed Method 12.6 14.0 3.6 7.7
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Figure 10. Comparison of results obtained by irradiance forecast estimate, ANN, and the proposed
method for all four seasons.

Table 5. Comparison of the computational time between the proposed method and the ANN.

Computational Time to Forecast all Four Weeks
(Average of 10,000 runs)

Neural Network 146
Proposed Method 0.045s

6. Conclusions

In this study, a novel ensemble algorithm based on kernel density estimation (KDE) was proposed
to forecast RES-based DG, particularly PV power. The proposed method relies solely on publicly
available historical series of independent input variables (i.e., historical meteorological forecasts) and
the corresponding local output (i.e., recorded power generation). Given a new case (with forecasted
meteorological variables), the resulting power generation was forecasted. For the new case to be
forecasted, a KDE-based similarity index was used to determine a set of most similar cases from the
historical dataset. Then, the corresponding outputs of the most similar cases were used to calculate
an ensemble prediction for the forecasted power generation. The proposed method was tested by
considering meteorological and recorded power generation from a PV installation around the city
of Coimbra, in the center region of Portugal. Despite only being given averaged data as inputs,
the developed algorithm was capable of predicting uncertainties associated with high frequency
variations in weather conditions, outperforming deterministic prediction based on solar irradiance
forecasts. The proposed method outperformed an ANN in most cases while being exceptionally faster
(32 times more than the computational time). Given its exceptional computational efficiency and its
reliance solely on public data (weather forecasts) and local metered data (power generation), it is a
convenient tool for use by owners or operators of solar power installations to effectively forecast their
expected generation without depending on private/proprietary data or divulging their own.
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Appendix A Annual Data
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Figure Al. Annual wind speed data for the case study provided by GFS.
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Figure A2. Annual temperature data for the case study provided by GFS.
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Figure A5. Annual humidity data for the case study provided by GFS.
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Abstract: With the recent rapid increase in the use of roof top photovoltaic solar systems worldwide,
and also, more recently, the dramatic escalation in building grid connected solar farms, especially in
Australia, the need for more accurate methods of very short-term forecasting has become a focus of
research. The International Energy Agency Tasks 46 and 16 have brought together groups of experts
to further this research. In Australia, the Australian Renewable Energy Agency is funding consortia
to improve the five minute forecasting of solar farm output, as this is the time scale of the electricity
market. The first step in forecasting of either solar radiation or output from solar farms requires the
representation of the inherent seasonality. One can characterise the seasonality in climate variables
by using either a multiplicative or additive modelling approach. The multiplicative approach with
respect to solar radiation can be done by calculating the clearness index, or alternatively estimating
the clear sky index. The clearness index is defined as the division of the global solar radiation by
the extraterrestrial radiation, a quantity determined only via astronomical formulae. To form the
clear sky index one divides the global radiation by a clear sky model. For additive de-seasoning, one
subtracts some form of a mean function from the solar radiation. That function could be simply the
long term average at the time steps involved, or more formally the addition of terms involving a basis
of the function space. An appropriate way to perform this operation is by using a Fourier series set
of basis functions. This article will show that for various reasons the additive approach is superior.
Also, the differences between the representation for solar energy versus solar farm output will be
demonstrated. Finally, there is a short description of the subsequent steps in short-term forecasting.

Keywords: solar energy; solar farm; clearness index; clear sky index; Fourier series; forecasting

1. Introduction

This study is an extension of a paper presented at the 21st International Congress on Modelling
and Simulation, Gold Coast, Australia [1]. Further justification of the argument for selecting the
additive model for representing the seasonality of solar radiation has been added. Additionally,
the discussion has been extended to include the differences for dealing with the seasonality of solar
farm output as compared to solar radiation per se.

The literature includes a wide range of methods for forecasting solar radiation on different
time scales. Two papers in particular [2,3] contain comprehensive reviews of recent articles in this
area. The approaches range from use of Artificial Neural Networks (ANN) using solar irradiation,
rather than some transformed variable [4], to several methods where the first step is some type of
seasonal adjustment. This can take the form of multiplicative de-seasoning such as using clearness
index or a clear sky model, or additive de-seasoning using Fourier series or wavelets. Before looking at
these various methods of seasonal adjustment, let us examine the range of forecasting tools apart from
that process of the modelling. Forecasting tools cover a broad range from ANN ([4-6] and several other
references) to Adaptive Autoregressive [7] to Exponential Smoothing [8]. Several studies make use of
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what might be called hybrid models, like wavelets plus ANN [9-11], and the Coupled Autoregressive
and Dynamical Systems (CARDS) model of the present author and colleagues [12]. This gives a flavour
of the wide range of possible methods used for short-term forecasting of solar radiation. These all
involve some form of mathematical or statistical approach, but there are also ways of utilising sky
cameras, cloud motion vectors, satellite imaging, and so forth.

Seasonality

The methods above, regarding dealing with the inherent seasonality in sub-daily solar radiation
series, have to be examined in detail, as characterising the seasonality is the first step in forecasting
on hourly and sub-hourly time scales. As mentioned, one approach has been to use multiplicative
de-seasoning in the form of dividing the solar radiation series by, in some cases, the extraterrestrial
radiation over the site in question for the same time to produce the clearness index [13-16].
Alternatively, numerous articles deal with dividing the solar radiation by some clear sky model
to create a clear sky index [5,7].

It is useful to examine whether a multiplicative model is used for describing the seasonality of solar
radiation by necessity or for some historical reason. The most usual application of the multiplicative
model is for economic series. This is because most seasonal economic series display seasonal variation
that increases with the level of the series. For example, in time series that describe tourist arrivals [17],
there are more arrivals in particular seasons, but also there can be more variability in those seasons
as well. Often practitioners model the seasonality by first taking logarithms of the data in order to
stabilise the variance. This approach has been also done with solar data by at least one researcher [18].
This method of using a logarithmic transform coupled with multiplicative de-seasoning for solar data
might be a possible method since there is more pronounced variability in the summer months when
there is a higher level in the series as well. It will be shown below that using an additive Fourier
series representation of the seasonality is a very effective way of dealing with this phenomenon. Apart
from this, one could make a case for the use of the clearness index rather than a clear sky model
for multiplicative de-seasoning, even though [19] discussed the use of both methods and decided to
use the clear sky index. One reason is that Ineichen [20] feels it is necessary to examine the relative
efficacy of numerous clear sky models, whereas the clearness index has a well defined formulation.
Inman et al. [2] present a poignant discussion on the viability of using clearness index versus clear
sky index. The clear sky model requires input of local values of atmospheric variables such as ozone
content, water vapour and turbidity. Alternatively, the extraterrestrial radiation only requires inputs
such as latitude, time of year, and such like. It does not require data to be measured and input, and thus
is not subject to atmospheric fluctuations.

There are many reasons why an additive model to describe the seasonality is more appropriate
than a multiplicative one. In particular, a Fourier series approach displays a number of benefits.
At any time throughout the year, the Fourier series representation gives the expected value of the
variable in question. One could describe this as representing the climate for the location. The difference
between the Fourier series model and the data at a particular time can be thought of as the influence
of the weather. This could be for solar radiation as is being discussed here, or alternatively ambient
temperature, electricity load, or other variables displaying similar seasonal characteristics. This is one
of the valuable attributes referred to by Skeiker [21] when he talks of the physical meaning inherent
in this representation, which other methods do not necessarily display. Some other researchers,
for example, Dong et al. [8], discuss the important sub-diurnal cycles in solar radiation time series,
but do not explain their presence from a physical point of view. As will be seen in later sections,
the Fourier series approach lends itself very well to an exploration of the physical nature of these
cycles. From a statistical viewpoint, simple formulae allow one to calculate the amount of variance of
the original data explained by the Fourier series representation for each of the frequencies involved.
Arguing against the use of the Fourier series approach, the comments put forward in [2] with respect
to clear sky models might also apply here in that for estimating the Fourier coefficients one needs data
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for some particular period, some years for daily or hourly data down to some months for minute data.
However, if ground station data is not available, there is data available that is inferred from satellite
images. One could argue that there is no data from satellite models for the minute time scale, but the
inherent smoothing provided by the Fourier model at a half hour time scale for instance infers values
at lower time scales.

2. Fourier Series Representation

The present author [22] described the physical nature of the significant frequencies that are
inherent in the solar radiation data. The yearly and daily cycles are intuitively obvious. The necessity
of including the twice daily cycle, also identified by [8] is less obvious. It could represent the fact that
as well as night being different from day, morning is different from afternoon. The question arises as
to why one must include the frequencies just surrounding those two, at 364,365 and 729,731 cycles per
year, the so-called sidebands or beat frequencies—see the power spectrum in Figure 1, where spikes
are evident at those frequencies. This example is for the town of Mildura, Australia, latitude —34.22°
for the year 2004.

The concept of beat frequencies, also called sidebands, is well known in signal processing. In the
language of that discipline, you can have a carrier signal with frequency w. = 27f, that has its
amplitude modulated by a signal at lower frequency w;; = 27 f;;. The manifestation of this change in
amplitude resides in signals at frequencies 27t( f; % f;,), or in this case 27 (36?1) and 27 (365“) for the
daily cycle and a corresponding set of frequencies for the twice daily. T is the period, so T = 8760 for
hourly data as an example.

Therefore, the Fourier series contains seven significant frequencies:

27t
+ﬁ1 sin ——— +

St = G Far-cosgrh 8760 8760
2 1
27t(356m + m)t . 27t(365n 4 m)t
n; m; (“""‘ cOs——g7ep T Pmsin /g5 M

The first article discussing the use of Fourier series, including the beat frequencies, as a means
of identifying the seasonality of solar radiation data, was [23]. In it, Phillips argued that with the
use of 75 Fourier coefficients, a 20 year data set of a climatic variable could be represented without
significant loss of information. He used solar radiation as his test data, but gave an interesting example
of an extension. He discussed the solution of a differential equation involving a mass of lumped
thermal capacitance, exposed to a solar flux and losing heat to ambient temperature. If the Fourier
transforms of the solar flux and ambient temperature have been calculated, the differential equation in
the time domain is transformed to an algebraic equation in the frequency domain, affording a much
easier approach to solution. This same approach was taken by the present author [24] to construct the
analytic solution to the differential equations governing heat flows in domestic dwellings.

One of the reasons why one might choose the multiplicative modelling of solar radiation is the
change of amplitude with level of the series. With solar radiation series and other climate data series,
the amplitude of the daily cycle changes as one progresses through the year. The amplitude is higher
in summer than winter, progressing systematically, rather than probabilistically, throughout the year.
The Fourier series representation, by including the beat frequencies, captures this systematic amplitude
modulation. It is a transparent and formal method of representing this modulation.

See Figures 2 and 3 for the effect of ignoring the sidebands. The model includes significantly
non-zero values of solar radiation at night. Note that in these and subsequent figures, the term
Data refers to the measured solar radiation values, and the term Model refers to the Fourier series
representation of the data. Figure 4 illustrates the need for including the amplitude modulating
frequencies. The data shown are the average daily values of solar radiation over the year, whereas
the model is the Fourier series representation without the inclusion of the sidebands, averaged over
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the day. The values in the model at night have been zeroed as should be the case. This results in the
bias shown with values too low in summer and too high in winter. Figure 5 depicts the same data
as Figure 4, but the model now includes the sidebands frequencies. The addition of the sidebands
means the model now follows the variation of the daily average in a more consistent manner over
the year. It is internally consistent in that the physical interpretation of each term that is included is
inherently simple and demonstrable. Figure 6 shows the performance of the Fourier series model with
the sidebands included.
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Figure 1. Power spectrum for hourly solar radiation for Mildura data.
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3. Fourier Series Model for a Tropical Location

There is an interesting contrast in the analysis for a tropical location, the island of Desirade,
part of Guadeloupe in the French West Indies, latitude 16.32°. Inspection of the power spectrum in
Figure 7 hints at the fact that there may not be a significant change in the daily amplitude over the
year. There are no apparent sidebands present in this graph. So, is this borne out? Let us examine
a comparison of the data for a few days in summer plus a Fourier series model with sidebands and also
one without the contribution from the sideband frequencies—Figure 8. There is very little difference
with or without the contribution at the sideband frequencies. The difference between Desirade and
Mildura can also be seen in Figure 9 for the daily mean solar radiation over the year for Desirade as
compared with Figure 5 that shows the variation in daily amplitude over the year for Mildura.
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Figure 7. Power spectrum for Desirade.
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An additional analysis was done for a location whose latitude is between Mildura and Desirade.
St Pierre, Reunion Island, is at latitude —21.34°. An examination of the comparison of using the
contribution from the sideband frequencies versus removing that contribution is given in Figure 10.
It is obvious that the contribution at the sideband frequencies is more significant than at the tropical
location, but less so than at the mid-latitude location, exactly as one might surmise. The decrease
in importance of the sidebands for describing the seasonality as one traverses from mid-latitude in
Mildura to lower latitude in St. Pierre, and even lower in Desirade, is due to the corresponding
decrease in change of amplitude of the daily cycle over the year. As one draws closer to the equator,
the daily amplitude approaches a constant. Interestingly, we will see a similar pattern with the output
from solar farms in Australia in a subsequent section. Note that this type of information is not evident
from using clear sky model multiplicative de-seasoning. Other limitations of the clear sky index
approach will be given below.
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4. Correspondence with Other Seasonal Climate Variables

There are situations where bivariate models of climate variables are necessary. If one of the
components is solar radiation, then an alternative to the use of a clear sky model must be used,
as there is no equivalent formulation for other climate variables. Examples have been given in [23,24].
Skeiker [21] illustrates that it represents the temperature seasonality very well. Even though there are
situations where one does not have to treat all variables with the same methods, there is a good example
of the need to do so with solar radiation and temperature. To model the performance of crystalline
solar cells, it is necessary to build a bivariate model for the two variables. Ambient temperature
has a lagged dependence on solar radiation, and as the efficiency of the solar cells is dependent on
temperature as well as the incoming solar radiation, the two variables must be modelled in tandem.
There is no temperature equivalent of a clear sky model, so an efficient method of modelling the
seasonality of the two variables in a corresponding manner is through using Fourier series.

5. Clear Sky Models

The clear sky index (CSI) is defined as the solar irradiance divided by a suitable clear sky model.
As stated previously, there are numerous clear sky models [20].

1
ICleur

*

@

One expects the clear sky index to be bounded in the interval [0, 1]. Because of the phenomenon
of cloud enhancement (see [25]), it is possible to have some values greater than one. However, when
we examine the CSI values for Las Vegas hourly data for 2010, constructed using the Bird clear sky
model [26], we notice some problems. First, restrict the data to times for which the solar altitude
« > 10°, as there can be odd effects near sunrise and sunset. This stipulation is commonly used in
evaluating forecasting for instance. Examining the histogram of values of CSI in Figure 11, the first
problem is evident, as there are significant numbers of values greater than one. The second problem
is visible in Figure 12, in that values at the beginning and end of each day for clear days are inflated.
In essence one could say this is an induced seasonality, in that there is a U-shaped pattern from
morning to afternoon.
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6. Solar Farms, the Australian Perspective

As of June 2019, Australia had over 12,000 MW of installed PV, with 4000 MW being commissioned
in the previous 12 months. The largest solar farm is 220 MW (Bungala in SA) and there are thirteen
over 100 MW. The Australian Renewable Energy Agency (ARENA) has funded a number of consortia
to improve the very short-term forecasting of solar farm output. The present author, in conjunction
with researchers from the University of New South Wales (UNSW) and the Commonwealth Science
and Industrial Research Organisation (CSIRO) were awarded a grant in July 2019 for $1.25 million
over 18 months for the project entitled Solar Power Ensemble Forecaster. The partner solar farms in
the project are at Manildra, Clare, Darling Downs, Gannawarra, Parkes, Hayman, in the eastern states
of Australia.

In Australia, the National Electricity Market (NEM) is controlled by the Australian Energy Market
Operator (AEMO), who are also in charge of maintaining the electricity grid for the area that the
NEM covers, Queensland, New South Wales, Victoria, Tasmania and South Australia. Because of its
remoteness, Western Australia maintains a separate system. The NEM is unique in its operation in the
following ways.
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e Every 5 min, scheduled generators supply a bid stack, with the amount of energy they can provide
in the next 5 min at each of 10 price bands, from —$1000 to $14,000.

e AEMO then runs a linear program for each region of the NEM to determine how far up the bid
stack they have to go to satisfy their forecasted net load.

e  This determines the 5 min price for all energy, and the mean of 6 five minute prices gives the spot
price for the half hour.

e Note. There are also semi-scheduled and non-scheduled generators. Neither bid, but semi-scheduled
can be curtailed in there is already sufficient supply in the system.

One big problem for AEMO is that their forecast model, the Australian Solar Energy Forecast
System (ASEFS), is relatively crude. To the best of my knowledge they use a form of persistence,
Si41 = Si. Interestingly, the next few figures will show that the output is capped and so on a clear day
the output is close to constant for a number of hours.

We begin by comparing the profile of solar radiation over the day in Figure 13 with that of solar
farm output for both summer in Figure 14 and winter in Figure 15. For the radiation, it is for a clear
day but for the output it can be for partially cloudy days as well. Obviously for the solar radiation
on a clear day, there is a definite peak in the profile around solar noon, whereas for the farm output
in both seasons, there is a definite cap. It is conjectured that this is for a specific reason, as solar
panels have become relatively cheap in recent years compared to value of the electrical equipment for
transferring the energy to the grid. Thus, it is relatively inexpensive to oversize the field. If, for instance,
one has a power purchase agreement (PPA) with a customer, if one oversizes the field, it is easier to
be confident of supplying the contracted energy on the majority of days. That lessens the need for
purchasing energy on the spot market to supply the contracted amount.

This results in an interesting change in the power spectrum of the farm compared with that
of solar radiation—see Figure 16. There is virtually no yearly cycle to the embedded in the data,
and related to this, there are essentially no beat frequencies. This is consistent with output reaching
capacity on days in both winter and summer. The power spectrum is similar to that of solar radiation
for a location close to the equator like Desirade discussed above.
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Figure 13. Solar radiation profile.
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Figure 14. Clear day solar farm output, January-March.
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Figure 15. Clear day solar farm output, April-June.
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7. Forecasting the Non-Seasonal Residuals

Any additive one step ahead statistical forecasting method can be encapsulated by the structure
Yi=f(S6Ri 1, Re—ps Xip 1, o, Xip—g) + Zt 3)

where Y<t) is the solar radiation, R; = Y; — S; is the difference between the solar radiation and the
seasonality and S; denotes the representation of the seasonality. The X;; denote possible exogenous
variables. Knowledge of the statistical qualities of the errors, or noise terms, Z; is necessary in order to
construct the error bounds of the forecast. In this formulation, it is hoped, and sometimes assumed,
that Z; is independent and identically distributed (i.i.d.).

For solar data, the Z; are uncorrelated but dependent. Note that correlation is only a linear
property, so higher moments can be, and are, correlated. The Z; are not identically distributed—they
vary both systematically, with the variance higher in the summer than winter and in the middle of the
day compared to morning and afternoon. They also can vary time step to time step in a conditional
manner. However, in what follows, we are not interested in forming error bounds on that forecast, so
that will be left to future work.

After the seasonality model has been identified the algorithm for forecasting the de-seasoned data
is as follows.

e Form R; = Y; — S;, where Y; is either solar radiation or the solar farm power output in MW,
and S; is the Fourier series representation of the climate.

e Check the sample autocorrelation function (SACF) and sample partial autocorrelation function
(SPACE) to see what form of an ARMA(p, q) should be used.

e There are two things to note here:

—  The Fourier series and ARMA(p, q) models are estimated on a training set and then tested

on a period of time not in the training set.
- Many people at this stage use much more esoteric means for modelling, like ANN or other

machine learning techniques.

[llustrative Results

In [12], the authors compare the use of Fourier series for seasonality and an autoregressive (AR)
model (named CARDS) for forecasting the non-seasonal components with a number of models that
combine clearness sky index and various ANN or ANN mixed with other tools. This is for forecasting
solar radiation on an hourly time scale. The CARDS (coupled autoregressive and dynamical system)
model performs at least as good as the other models. Since the forecasting of the non-seasonal
component uses a basic low order AR model, the inference is that the Fourier series component is adept
at handling the seasonality. Note that it was difficult to use exactly the same data as the researchers
who developed the other models, but great care was taken to be as conservative as possible in setting
up the experiments.

A more direct comparison was possible in [27], where the present author worked with colleagues
from the Université de La Reunion to compare forecasting for island versus continental sites.
A secondary goal was to compare the performance at both types of sites of the use of Fourier series
plus an AR model (FSAR), clear sky index plus ANN and clear sky index plus AR. All three versions
performed similarly in terms of the standard error measures of bias, mean absolute error and root
mean square error. The salient difference is that the FSAR model is inherently simpler—and would
be deemed so quantitatively if one used the Akaike or Bayesian Information Criteria for comparison.
The components of the model all display knowledge of the climate of the site under consideration.

Note how the use of the Fourier series approach and an autoregressive model for the residuals
once the seasonality is removed performs in an operational mode for the solar farm output forecast.
Operational mode means that the forecast has to be made for a five minute interval at least 70 s
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before the beginning of the interval. This is to allow the communication of the forecast to AEMO so
the mechanisms for any necessary frequency control or additional generation can be enacted. Also,
the forecast mechanism is recalibrated, for both the Fourier series and autoregressive components,
every five minutes in a rolling window. This is done to cater for any changing conditions in the farm or
in the climate in the region around the farm. Preliminary comparisons were performed for four solar
farms. This approach was found to outperform the method used at present by AEMO by between 8%
and 36% over the four farms.

8. Conclusions

There are three methods in the literature for describing the seasonality of solar radiation, and all
have been discussed here to lesser or greater degree. The clearness index formulation has been used
but is probably more in use in the development of statistical models for diffuse solar radiation—see,
for example, in [28]. For forecasting of solar radiation, the majority of practitioners would use the clear
sky index. The crux of this paper is an argument for selecting the Fourier series method for describing
the seasonality. The reasons include the following.

o There are several clear sky models so how does one choose the one to use? It may be that different
ones work better in some climates and others in different climates.

e  For the clear sky model described in this paper, there were technical difficulties in its application
to data from Los Vegas.

e The components of the Fourier series representation have a direct physical interpretation.

e The Fourier series representation is compatible with the representation of seasonality of other
climate variables, like temperature, and even some variables that are at least somewhat dependent
on climate like electricity demand.

And finally, there is another important consideration. One can imagine that there was a very
important practical consideration for adopting the use of the clear sky index. In Australia, for example,
there are very few locations for which there are high frequency measurements of the components of
solar radiation over an extended period of time. As the construction of the discrete Fourier series
representation is empirically based, it is best to have at hand a number of years of reasonable quality
data with which to estimate the coefficients, particularly if one is interested in hourly forecasting
tools for instance. If instead, one can make use of a physical clear sky model, and then apply it to
whatever short series is of interest to obtain clear sky index values, that might seem to be appealing.
However, perhaps this argument is now superseded, as even where there are no ground measurements,
there exist long periods of gridded data derived from models that estimate global horizontal radiation
from satellite images. These are typically available for the hourly time scale and increasingly for higher
frequencies. One can build Fourier series models from these data. Thus, there are compelling reasons
for the use of Fourier series to represent the seasonality of both solar radiation and solar farm output.
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Abbreviations

The following abbreviations are used in this manuscript:

MDPI Multidisciplinary Digital Publishing Institute
DOAJ Directory of open access journals

TLA
LD

Three letter acronym
linear dichroism

AEMO  Australian Energy Market Operator
ARENA  Australian Renewable Energy Agency
UNSW  University of New South Wales

PPA

Power purchase agreement
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