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Rade Pavlović and Vladimir Petrović
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Diana-Carolina Toledo-Pérez, Miguel-Angel Martı́nez-Prado, Juvenal Rodrı́guez-Reséndiz,
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1. Introduction

The analysis of electrical circuits is an essential task in the evaluation of electrical systems. Electrical
circuits are made up of interconnections of various elements, such as resistors, inductors, transformers,
capacitors, semiconductor diodes, transistors and operational amplifiers. Electrical signals, acoustic
and vibrations carry useful information. They are known as diagnostic signals. Electrical circuits are
used for equipment, circuit protection, circuit control, computers, electronics, electrical engineering,
cars, planes and trains.

The analysis of signals is also essential. It is used for electrical engineering, sound recognition,
speaker recognition, fault diagnosis, image processing, fast Fourier transform (FFT), wireless
communication, control systems, process control, genomics, economy, seismology, feature extraction
and digital filtering.

2. The Present Special Issue

This special issue with 34 published articles shows the significance of the topic “Signal Processing
and Analysis of Electrical Circuit”. The topic gained noticeable attention in recent time. The accepted
articles are categorized into four different areas:

Signal processing and analysis methods of electrical circuits;
Electrical measurement technology;
Applications of signal processing of electrical equipment;
Fault diagnosis of electrical circuits;
The paper [1] describes the fault diagnosis of a commutator motor using signal processing

methods and acoustic signals. Five commutator motors were analyzed: a healthy commutator
motor, a commutator motor with a broken rotor coil, a commutator motor with shorted stator coils,
a commutator motor with a broken tooth on sprocket and a commutator motor with a damaged
gear train. Feature extraction method MSAF-15-MULTIEXPANDED-8-GROUPS (Method of Selection
of Amplitudes of Frequency Multiexpanded 8 Groups) was introduced [1]. Processing and feature
extraction of an underwater acoustic signal was shown in the paper [2]. The authors proposed a
feature extraction method for an underwater acoustic signal. It was based on VMD (variational mode
decomposition), DCO (duffing chaotic oscillator) and KPE (kind of permutation entropy) [2]. The next
paper [3] presented two models (HOCTVL1 model and SAHOCTVL1 model) for solving the problem
of image deblurring under impulse noise. The proposed models are good for recovering the corrupted
images [3].

A multispectral backscattered light recorder of insects’ wingbeats was presented in the paper [4].
The proposed device extracted a signal of the wingbeat event and color characterization of the insect.
The authors of the paper analyzed the following insects: the bee (Apis mellifera) and the wasp (Polistes

Electronics 2020, 9, 17; doi:10.3390/electronics9010017 www.mdpi.com/journal/electronics1
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gallicus) [4]. A 13-bit 3 MS/s asynchronous SAR ADC with a passive resistor was described [5].
Passive resistors were adopted by the described delay cell. A delay error was less than 5 percent [5].
A miniaturized frequency standard comparator based on FPGA was presented. The noise floor of the
analyzed comparator was better than 7.50 * 10−12 (1/s) [6]. A low-ripple switched-capacitor DC–DC
Converter with parallel low-dropout regulator was proposed. The converter used a four-bit DCpM
control and parallel low-dropout regulator [7]. A fuzzy logic system was proposed for the assessment
of stator winding short-circuit faults in induction motors. The proposed approach achieved a positive
classification rate of 98% [8]. A capacitance-to-time converter-based electronic interface was designed.
The proposed interface is suitable for on-chip integration with sensors of force, humidity, position
etc. [9]. The self-calibrating dynamic comparator was developed. The presented approach reduced
the input offset by 10× [10]. There are also other interesting articles in the presented special issue.
The proposed approaches and devices can be improved and used for the electrical systems in the future.

The proposed topics are essential for industry. Signal processing and analysis of diagnostic signals
are used for fault diagnosis and monitoring systems [11–26]. Signal processing and image processing
methods are used for many applications, for example medical applications [27–36]. Switched-Capacitor
DC–DC converters are also an interesting topic of research [37–41].

3. Concluding Remarks

Acceleration of the development of electrical systems, signal processing methods and circuits is a
fact. Electronics applications related to electrical circuits and signal processing methods have gained
noticeable attention in recent time. The methods of signal processing and electrical circuits are widely
used by engineers and scientists all over the world.

The presented papers have made a contribution to electronics. The presented applications can
be used in the industry. The presented approaches require further improvements for industry and
other applications.

Author Contributions: A.G. wrote original draft preparation. He was responsible for editing. J.A.A.D. was also
responsible for editing. He also supervised the paper. All authors have read and agreed to the published version
of the manuscript.
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Abstract: Typical 3D integrated circuit structures based on through-silicon vias (TSVs) are complicated
to study and analyze. Therefore, it seems important to find some methods to investigate them. In this
paper, a method is proposed to model and compute the time-domain coupling noise in 3D Integrated
Circuit (3D-IC) based on TSVs. It is based on the numerical inversion Laplace transform (NILT)
method and the chain matrices. The method is validated using some experimental results and the
Pspice and Matlab tools. The results confirm the effectiveness of the proposed technique and the noise
is analyzed in several cases. It is found that TSV noise coupling is affected by different factors such as
source characteristics, horizontal interconnections, and the type of Inputs and Outputs (I/O) drivers.

Keywords: 3D-IC design; NILT; TSV noise coupling; RDL; chain matrix; interconnect line

1. Introduction

Over the last four decades, silicon semiconductor technology has advanced at exponential rates in
terms of performance and productivity [1,2]. Analysis of the fundamentals, materials, devices, circuits,
and system limits discloses that silicon technology still has colossal potential for achieving terascale
integration (TSI) of a significant number of transistors per chip. Such large-scale integration is feasible by
assuming the development and bulk economic production of metal-oxide-semiconductor double-gate
field-effect transistors. The development of interconnect lines for these transistors is a major challenge
for the realization of nanoelectronics for TSI. Employing systems with high performance requires using
two approaches. The first consists of reducing the size of the transistors, to enhance IC reduction
technologies, and assembling ICs on the same chip (SoC) [3]. The second consists of developing
high-performance technologies for interconnections between chips (SiP). For proper functioning,
the area occupied by interconnections, which sometimes exceeds that occupied by the main functional
blocks or chips, as well as their lengths must be reduced. However, since the interconnections are
required in electronic systems, the number of interconnections cannot be decreased adversely to the
area which can be reduced using 3D technology based on vertical interconnections.

Three-dimensional technology is acknowledged as an effective solution to overcome the challenges
of miniaturization and distribution density. It combines More Moore and More than Moore, which offers
many benefits. Some advantages of this technology are power efficiency, performance enhancement,
cost reduction, and modular design [4–6]. Three-dimensional technology allows vertical stacking of
chips through vertical interconnections like Through-Silicon-Via. Three-dimensional architectures
contain different elements, such as through-silicon vias (TSVs), the substrate, redistribution layers
(RDLs), and active circuits, which makes them difficult to model and study. To model these structures,
each element is modeled using lumped circuits, and the entire model is then constructed by combining
these element models in an appropriate manner.

Electronics 2019, 8, 1010; doi:10.3390/electronics8091010 www.mdpi.com/journal/electronics5
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Several papers have discussed the issue of modeling TSVs. In [7,8], the authors proposed
a methodology based on Radio Frequency (RF) characterizations and simulations, leading to
a frequency-dependent analytical model including the metal-oxide-semiconductor (MOS) effect
of high ratio TSVs. The authors of [9] gave an accurate electrical model of TSVs considering
metal-oxide-semiconductor (MOS) capacitance effects. The MOS capacitance accurately solved
Poisson’s equation in cylindrical coordinates. Another compact wideband equivalent circuit model for
electrical modeling of TSVs has been presented in [10]. In another previous work [11], the Resistance,
Inductance and Capacitance (RLC) parameters of TSVs were modeled as a function of physical
parameters and material characteristics. The RLC model is applied to predict the resistance, inductance,
and capacitance of small-geometry TSV architectures. TSV impedance can also be extracted using
a fully analytical and physical model in addition to Green’s function in high frequency [12]. All these
previous works have given models of one TSV without considering general multi-TSV architectures.
Thus, in [3,13,14] a TSV noise coupling model and TSV-to-active circuit have been proposed based on a
three-dimensional transmission line matrix method (3D-TLM). Using this method, the noise transfer
functions in the frequency domain from TSV-to-TSV and TSV-to-active circuit can be estimated. Other
analytical models, for vias and traces, have been proposed in [15]. Vias are modeled using an analytical
formulation for the parallel-plate impedance and capacitive elements, whereas the trace-via transitions
are described by modal decomposition. All these proposed models are validated against full-wave
methods and measurements up to 40 GHz. An efficient method to model TSV interconnections is
proposed in [16]. This technique is based on solving Maxwell’s equation in integral form, the method
uses a small number of global modal basis functions and can be much faster than discretization-based
integral-equation methods. The models proposed in the literature differ; indeed, some models contain
the depletion capacitance, TSV resistance, and TSV inductance, others neglect these elements, especially
for frequencies below 20 GHs [3,13,14].

The TSV capacitance depends on both the oxide capacitance and the depletion capacitance [17].
As the TSV gate bias increases, the depletion region capacitance starts to increase, and it acts in series
with oxide capacitance. Hence, a TSV capacitor, CTSV, is modeled with a series connection of the oxide
capacitors and a depletion region capacitor [18]. The width of the depletion region is calculated for
every geometrical variation by means of the exact Poisson’s equation for an average TSV voltage of 0.5 V,
and modeled as an area where the substrate has no free charge carriers [19]. Consequently, an increasing
average TSV voltage increases its isolation from the substrate [20]. Thus, a power Vdd-TSV generally
draws less E-field lines than a ground GND-TSV. However, the influence of the depletion region can be
neglected [19].

RDLs have an important role in TSV packaging applications, they are used to connect various
elements in 3D-IC and to redistribute the signals between dies. Therefore, different works have
proposed several models for these interconnections. In [3,21], the authors gave analytic RLGC
equations for the equivalent circuit model of a single-ended signal RDL to estimate the electrical
characteristics. For the substrate, which has a distribution nature, its model can be extracted from
numerical techniques mentioned in [22,23]. By combining each partial model, the global model of 3D
structures is obtained.

One of the 3D-architecture challenges is to avoid noise coupling, which is a significant problem
and causes serious effects. This noise degrades system performance and makes it more sensitive. It can
also be transmitted directly to an active circuit through the substrate; therefore, the signal and power
are corrupted, the system reliability is reduced, and the bit error rate is increased [24,25].

The investigation of the noise coupling in 3D architecture based on TSVs is mainly done in the
frequency domain. Yet, as far as we know, no technique has been proposed to compute these noises in
the time domain. Hence, the objective of this paper is to propose a method to compute noise coupling
in 3D-IC in the time domain. It is necessary to obtain the wave forms of these noises in the time
domain in order to analyze them, since the transition effects can be better observed in the time domain.
Time-domain noise coupling was obtained by the NILT method and chain matrices. First, the method
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was applied to three different structures. Then, the TSV coupling noise was analyzed, for each structure,
to deduce how the coupling between the horizontal interconnections affects it. Simulations in Pspice
were done to validate the method.

The rest of the paper is organized as follows. The NILT method in addition to a chain matrix of
many studied circuits are explained in Section 2. The results and simulations are analyzed in Section 3.
The conclusions are drawn in the last section.

2. Calculation of Time-Domain TSV Noise Coupling in 3D-IC Design with NILT

The use of the Laplace transform method has simplified the solution of transients on
transmission lines (TL), of transients of dynamic systems, and other problems in electrical engineering.
However, some difficulties appear when transforming solutions to the time domain. This makes
researchers concerned to find accurate and precise numerical methods. One of these numerical
methods is the numerical inverse Laplace transform (NILT) method, which can be used in cases when,
for instance, the transform is a transcendental, irrational or some other complex function; then finding
the solution in its analytical form is difficult and sometimes impossible [26,27].

The NILT method has been used in several works. In [28], NILT methods were selected to evaluate
their performance for dealing with solution transportation in the subsurface under uniform or radial
flow conditions. The authors of [29] evaluate and compare some numerical algorithms of the NILT
method for the inversion accuracy of some fractional order differential equation solutions. In [30–35]
the multidimensional NILT method has been explained in detail for electrical circuits.

In this paper, we were interested in 1D-NILT. Thus, a one-dimensional Laplace transform of a
function f (t), with; t ≥ 0, is defined as:

F(s) =

∞∫
0

f (t)e−stdt (1)

Under the assumption
∣∣∣ f (t)∣∣∣ ≤ Meαt, M is real positive, α is a minimal abscissa of convergence,

and F(s) is defined on a region
{
s ∈ C : Re[s] � α}, with s = c + jΩ, c is defined as an abscissa of

convergence, Ω = 2π
τ as the generalized frequency step, and τ forms a region of the solutions t ∈ [0 τ].

The original function can be given using the Bromwich integral [36]:

f (t) =
1

2π j

c+ j∞∫
c− j∞

F(s).estds (2)

By using a rectangular rule of integration as mentioned in [30], Equation (3) is found.

∼
f (t) =

exp(ct)
τ

∞∑
n=0

F(s) exp( jnΩt) (3)

As explained in [30], by substituting s = c + jnΩ into Equation (1), if the obtained function has
integration ranges split into infinite numbers of steps of the length τ, F(s) could be written as:

Fn = F(c + jnΩ) =
∞∑

l=0

(l+1)τ∫
lτ

g(t) exp(− jnΩt) dt (4)

g(t) is an exponentially damped object function. Then for t ∈ [lτ, τ(l + 1)], the functions gl(t) and
F(s) are given by:

gl(t) = f (t) exp(−ct) (5)
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F(c + jnΩ) = τ
∞∑

l=0

Cl,n (6)

where:

Cl,n =
1
τ

(l+1)τ∫
lτ

gl(t) exp(− jnΩt)dt (7)

Applying complex Fourier series to Equation (5), gl(t) could be found as:

gl(t) =
+∞∑

n=−∞
Cl,n exp( jnΩt) (8)

Moreover, by substituting Equation (6) into Equation (3) and considering Equation (8), it is found
that the approximate original function exponentially damped could be expressed as the infinite sum of
the newly defined periodical function, Equation (5).

By exploiting all the previous equations,
∼
f (t) is obtained and the absolute error ε(t) =

∼
f (t) − f (t)

can be computed.
∼
f (t) = f (t) +

∞∑
l=1

f (lτ+ t). exp(−clτ) (9)

A limiting absolute error is determined as εM(t) ≥ ε(t), then
∣∣∣ f (t)∣∣∣ ≤ Meαt, so a limiting relative

error δM could also be controlled, and a path of integration from a required limit relative error could be
chosen using Equation (10).

c = α− 1
τ

ln
(
1− 1

1 + δM

)
≈ α− 1

τ
ln(δM) (10)

This formula is valid, with a relative error achieved by the NILT
∼
f (t), if infinite numbers of

terms are used in series, and is a suitable technique for accelerating a convergence and for achieving
the convergence of infinite series in a suitable way. Equation (3) can be rewritten using FFT and
IFFT algorithms for an effective computation. Based on the experience of the authors of [31],
the quotient-difference (q-d) algorithm of Rutishanser seems to give errors rather close to δM predicted
by Equation (10), while considering a relatively small number of additional terms.

While considering a discrete variable in the original domain, tk = kT, where T is a sampling

period,
∼
f (t) could be expressed as:

∼
f k =

exp(ckT)
τ

∞∑
n=−∞

∼
F
(
c + jn

2π
τ

)
exp

(
j2π

nkT
τ

)
(11)

The above stated formula could be decomposed as:

∼
f k = Ck

⎡⎢⎢⎢⎢⎢⎢⎣
N−1∑
n=0

∼
F
(−n)

zn
−k +

∞∑
n=0

∼
G
(−n)

zn
−k +

N−1∑
n=0

∼
F
(n)

zn
k +

∞∑
n=0

∼
G
(n)

zn
k −

∼
F
(0)

⎤⎥⎥⎥⎥⎥⎥⎦ (12)

where N = 2k, k integer,
∼
F
(±n)

=
∼
F(c − jnΩ),

∼
G
(±n)

=
∼
F
(±N±n)

, z±k = exp
(
± j 2πkT

τ

)
, and Ck =

exp(ckT)
τ ,

while τ = NT, ∀k, and zN
±k = exp(± j2πk) = 1.

In Equation (12), the first and the third sum are evaluated using the FFT and IFFT algorithms,
respectively, while other parts, which present the infinite sum, are used as the input data in the
q-d algorithm that uses a very small number of necessary additional terms, as explained in [24].
The computing region should be chosen as: Ocal = (0, tcal), where tcal =

(
N
2 − 1

)
.T.
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Time-domain noise coupling could be easily obtained by the explained method in 3D technology
based on TSVs.

In order to compute the noise coupling, different circuits were treated. The first structure is
illustrated in Figure 1. This figure represents a basic structure of the TSV–TSV noise coupling [3]. It is
composed of two signal TSVs, two ground TSVs, and is terminated by I/O drivers. The simplified
lumped circuit model of this structure is given in Figure 2, where CTSV-equiv is the total equivalent
TSV capacitance, Rsub-equiv is the substrate resistance, and Csub-equiv is the substrate capacitance. In this
simplified model, proposed in [3], the TSV resistance (RTSV), the TSV inductance (LTSV), and the
depletion region are neglected, but in our work RTSV and LTSV are kept. In the study just mentioned,
the authors assume that their effects appear in frequencies above 12 GHz. To consider the effect of
the depletion region, which is modeled by a capacitance, it is enough to add its value to the TSV
capacitance. The I/O drivers can be modeled as a resistor for the output driver and as a capacitor
for the input driver that represents the MOS gate capacitance. The I/O drivers are presented by the
impedances Z1, Z2, Z3, and Z4. To apply the NILT method, the conceptual structure can be modeled
with a T-matrix, as illustrated in the figure. The entire matrix of the circuit is the product of T1, T2, and
T3, as defined below. (

V1

I1

)
= [T]

(
V2

−I2

)
(13)

where:
[T] = [T4] [T1] [T2] [T3] [T4] (14)

[T1] =

⎡⎢⎢⎢⎢⎣ 1 0
1
/(

Z2 +
Rtsv

2 + s Ltsv
2

)
1

⎤⎥⎥⎥⎥⎦ (15)

[T2] =

[
1 Zeq

0 1

]
(16)

[T3] =

⎡⎢⎢⎢⎢⎣ 1 0
1
/(

Z3 +
Rtsv

2

)
+ s Ltsv

2 1

⎤⎥⎥⎥⎥⎦ (17)

[T4] =

[
1 Rtsv + sLtsv

0 1

]
(18)

Zeq =
2

2CTSV−equivs
+

Rsub−equiv

1 + Rsub−equivCsub−equivs
(19)

Observing the circuit, Equations (14) and (15) are found:

Vin(s) = Z1(s)I1(s) + V1(s) (20)

V2(s) = −Z4(s)I2(s) (21)

9
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Figure 1. The through-silicon via (TSV)–TSV noise coupling structure with I/O termination.

Figure 2. Lumped circuit model of TSV–TSV noise coupling.
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By exploiting Equations (13)–(15), the noise V2 could be expressed in the frequency domain
according to Vin, then the NILT method can be applied, by replacing F(s) by V2(s) in previous equations,
to find the noise in the time domain. The voltage source Vin is a periodic trapezoidal signal switching
expressed by Equation (16).

Vin(s) =
∞∑

n=0

exp(−snT).E(s) (22)

where T is the period and E(s) represents the trapeze shape.

Then, while 1
1−x =

∞∑
n=0

xn, Equation (16) could be written as:

Vin(s) =
1

1− exp(−Ts)
E(s) (23)

The second analyzed structure is given in Figure 3. It represents the conceptual view of TSV–active
circuit noise coupling. The equivalent circuit model of this structure is similar to that in Figure 2,
except that the capacity on the right is eliminated [3]. Consequently, the calculation was also done in
the same way.

Figure 3. The conceptual view of TSV–active circuit noise coupling.

Because of the diversity of electronic devices, and the presence of many stacked dies in
3D technology, the second studied circuit contains two stacked dies with two interconnect lines.
The concerned structure is presented in Figure 4. First, the noise coupling was calculated without
taking into consideration the coupling between the two interconnect lines, only the coupling between
the TSVs in each level was considered. This conceptual structure is modeled by a lumped circuit,
as given in Figure 5.

11
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Figure 4. The conceptual view of a TSV noise coupling structure with interconnect lines and I/O drivers.

Figure 5. The equivalent circuit model of TSV noise coupling with interconnect line.
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The electrical schema presented in Figure 5 is composed of a lumped circuit model of TSV–TSV
noise coupling in each die, two interconnect lines to distribute signals between dies, and I/O drivers
modeled by Z1, Z2, Z3, and Z4.

As explained above, before applying the NILT method, the global T-matrix of the circuit must
be found. The matrices Tsub, Ttsv, Ttl, T3, and T4 were used. First, T1 and T2 were calculated using
Equations (18) and (19), respectively, then a transformation to Y1 and Y2 of T1 and T2, respectively,
was made. This transformation was performed to find the global Yg of the circuit without Z1, Z4, and
Ztsv near Z1 and Z4. Then another transformation from Yg to Tg was performed. When finding Tg, it is
multiplied by Ttsv on the left and right sides, and by using Equations (13), (14), and (21) V2 is found
according to Vin.

[T1] = [Tsub].[T3].[Ttsv].[Ttl].[Ttsv] (24)

[T2] = [Ttsv].[Ttl].[Ttsv].[T4].[Tsub] (25)

[Yg] = [Y1] + [Y2] (26)

V2 = −Z4.I2 (27)

where:

[Ttl] =

[
cos(βl) jZ0 sin(βl)

j sin(βl)
/
Z0 cos(βl)

]
(28)

where β is the propagation constant, l and Z0 are the length and the characteristic impedance,
respectively, of the interconnect line, and:

[Tsub] =

[
1 Zeq
0 1

]
(29)

[Ttsv] =

[
1 Ztsv

0 1

]
(30)

[T4] =

[
1 0
1

Z4+Ztsv
1

]
(31)

[T3] =

[
1 0
1

Ztsv+Z3
1

]
(32)

To consider the coupling between the interconnect lines, the conceptual structure presented in
Figure 4 is modeled by the lumped circuit model shown in Figure 6. In the schema, the interconnect
lines are presented by the equivalent circuit model of RDL [21]. As already explained above, to apply
the NILT method, the total T-matrix of the circuit was calculated and then the noise Vn according to
Vin was found.
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Figure 6. The equivalent circuit model of TSV noise coupling with redistribution layers (RDLs).

First, the total T-matrix, Tg, was computed as in Equation (23), then a transformation to Yg was
done to find the equivalent circuit of Figure 7. Hence, exploiting this figure and Equations (24)–(26),
the noise Vn was calculated according to Vin.[

Tg
]
= [Ttsv].[Trdl].[Ttsv] (33)

(
I1

I2

)
=

[
Y11 Y12

Y21 Y22

] (
V1

V2

)
(34)

Vin = (Z1 + Z3) I1 + V1 (35)

V2 +

(
Z4 + Z2

Z4

)
Vn = 0 (36)

Figure 7. The admittance equivalent circuit of TSV noise coupling with RDLs.

The total admittance of all previous circuits could also be calculated, as mentioned in [37],
before applying the NILT method.

The proposed method can be summarized in the diagram of Figure 8.
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Figure 8. Block diagram of the proposed method.

3. Results and Discussions

In order to evaluate the effectiveness of the proposed method, simulation tests of the previous
circuits were carried out. Simulations were performed with the Matlab and Pspice tools for all schemes,
while the experimental tests of circuits 1 and 2 were taken from [13]. To take the measurements, the test
vehicle in Figure 1 was fabricated using the Hynix via-last TSV process. The TSV circuit elements
were calculated using the TLM-3D method; when the TSV diameter is 33 μm, the TSV pitch is 250 μm,
the TSV dioxide thickness is 0.52 μm, and the TSV height is 105.2 μm. The RDL parameters were
calculated using the method cited in [21]. Lumped circuit element values are listed in Tables 1–3.
The accuracy and efficiency of the computing method were validated by simulations in Pspice and the
measurements of [13].

Table 1. Lumped circuit elements of TSV–TSV noise coupling.

Component Value

Ctsv-equi 201.3 fF
Rtsv 0.001 Ω
Ltsv 20.7 pH

Rsub-equi 928.5 Ω
Csub-equiv 11.2 fF
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Table 2. Lumped circuit elements of TSV–active circuit noise coupling.

Component Value

Ctsv-equiv 817.5 fF
Rtsv 0.001 Ω
Ltsv 20.7 pH

Rsub-equiv 879.5 Ω
Csub-equiv 12 fF

Table 3. Lumped circuit elements of the RDL.

Length of the Line Component Value

lRDL = 200 μm

Rrdl 0.00672 Ω
Lrdl 0.1664 nH
Crdl 7.66 fF

Crdl-to-sub 364.65 fF
Csub-rdl 0.13 fF
Rsub-rdl 836.12 fF

lRDL = 500 μm

Rrdl 0.0168 Ω
Lrdl 0.42 nH
Crdl 19.15 fF

Crdl-to-sub 911.64 fF
Csub-rdl 0.33 fF
Rsub-rdl 334.44 Ω

3.1. Validation of the Proposed Method

In order to verify the validity of the proposed method, it was applied first to the TSV–TSV
and TSV–active circuit noise coupling circuits. The simulated waveforms of the electrical models of
Figures 2 and 3 are shown in Figures 9–11. A trapezoidal signal switching from 0 to 1.8 V with a
rising/falling time of 40 ps and a source resistance of 50 Ω at frequencies 100 MHz and 1 GHz is used.
For a first test, Z1, Z2, Z3, and Z4 were replaced by resistances of 50 Ω.

Figure 9. The proposed method and measured coupling of the TSV–TSV test vehicle (the input clock
frequency is 100 MHz).
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Figure 10. The proposed method and measured coupling of the TSV–TSV test vehicle (the input clock
frequency at port 1 is 1 GHz).

Figure 11. The proposed method and measured coupling noise of the TSV–active circuit (the input
clock frequency at port 1 is 1 GHz).

Based on the results reported in the figures, it can be seen that the proposed method is in good
agreement with the experiments. By analyzing these results, one can see that the proposed method
is valid.

3.2. Time-Domain Analysis of the Coupling Noise with I/O Drivers Load

In Figures 9–11, the TSV coupling noise was computed based on the assumption that all TSVs are
terminated with 50 Ω. However, TSVs are usually terminated with I/O drivers; therefore, the TSV I/O
terminations must be considered as mentioned before. For the analysis, Z2 and Z4 were replaced by a
capacitance of 10 fF. Figure 11 depicts the TSV–TSV noise coupling for a trapezoidal signal switching
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from 0 to 1 V and from 0 to 1.8 V. The results show that the coupling noise increases when Z2 and Z4

are replaced by the capacitances. The peak-to-peak coupling noise increases from 80 mV (Figure 10)
to 170 mV (Figure 12). The peak-to-peak coupling noise increases from 170 mV to 310 mV when the
source changes from 1 V to 1.8 V. These results imply that the type of termination and the source
significantly affects the coupling noise. The TSV I/O buffer size also influences TSV noise coupling and
must be considered.

Figure 12. The proposed method and Pspice simulation of the coupling noise of TSV–TSV (Vin = 1 V
and 1.8 V).

The RDL redistributes the signals to connect I/Os or power/ground when two different dies with
via-last processed TSVs are integrated vertically. Therefore, for advanced 3D-IC design, analyzing TSV
noise coupling with RDLs is very important.

The results found for the circuit presented in Figure 5 are illustrated in Figures 13–16 separately for
lRDL = 200 μm and lRDL = 500 μm. These results present the TSV noise coupling without the coupling
among the RDLs. A trapezoidal signal switching from 0 to 1.8 V with a rising/falling time of 10 ps and
a source resistance of 50 Ω at frequency 1 GHz was used, Z1 and Z3 were replaced by resistances of
50 Ω, and Z2 and Z4 were replaced by capacitances of 10 fF.
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Figure 13. The proposed method and Pspice simulation of the TSV–TSV coupling noise with uncoupled
RDLs (lRDL = 200 μm) at port 4.

Figure 14. The proposed method and Pspice simulation of the TSV–TSV coupling noise with uncoupled
RDLs (lRDL = 500 μm) at port 4.
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Figure 15. The proposed method and Pspice simulation of the TSV–TSV coupling noise with uncoupled
RDLs (lRDL = 200 μm) at port 3.

Figure 16. The proposed method and Pspice simulation of the TSV–TSV coupling noise with uncoupled
RDLs (lRDL = 500 μm) at port 3.

It is observed that the coupling noise spreads on the stacked dies through used interconnections.
The peak-to-peak coupling noise increases from 50 mV to 80 mV when the length of the interconnect
line (RDL) changes. It is also observed that both ports 3 and 4, which represent, respectively, the
input and the output drivers, are affected by the coupling noise. By analyzing the obtained results,
the presence of horizontal interconnections can add the coupling noise.

In high frequencies, coupling among the horizontal interconnections cannot be neglected. Indeed,
a study including the coupling between the RDLs was done. The obtained results based on Figure 6
are depicted in Figures 17–19.
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Figure 17. The proposed method and Pspice simulation of the TSV–TSV coupling noise with coupled
RDLs (lRDL = 200 μm and tr= 10 ps) at port 4.

Figure 18. The proposed method and Pspice simulation of the TSV–TSV coupling noise with coupled
RDLs (lRDL = 500 μm and tr = 10 ps) at port 4.
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Figure 19. The proposed method and Pspice simulation of the TSV–TSV coupling noise with RDL
(lRDL = 500 μm and tr = 20 ps) at port 4.

The simulations were done for different RDL lengths and several rise/fall time values. The noise
was studied only at port 4.

Observing Figures 13 and 17, the peak-to-peak coupling noise increases when the coupling
between RDLs is added. In addition, comparing the results of Figures 17 and 18, the peak-to-peak
coupling noise increases when the RDL length increases. Simulation results of these case studies
imply that, when the RDL length increases, the effect of the substrate elements among RDLs increases,
and RRDL and LRDL change. Thus, the losses from the RDL are significant.

In a similar manner to the previous analysis, the effect of the rise/fall time variation is depicted
in Figures 18–20. The results show that, as tr increases from 10 ps to 20 ps and from 20 ps to 50 ps,
pick-to-pick coupling noise decreases, respectively, from 1400 mV to 700 mV and from 700 mV to
550 mV. As a result, the rise/fall time is one of the most important factors that affect the TSV–TSV noise
coupling in 3D-IC design.

Figure 20. The proposed method and Pspice simulation of the TSV–TSV coupling noise with RDL
(lRDL = 500 μm and tr = 50 ps) at port 4.

In summary, the method proposed to compute the coupling noise was validated using
measurements and the Pspice and Matlab tools. Then, the time-domain analysis for several factors that
must be considered was done.
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4. Conclusions

In this paper, a method to compute the time-domain coupling noise in 3D-IC design has been
proposed and explained in detail. The proposed method is based on 1D-NILT and chain matrices. It is
effective and simple to apply. The used technique was validated using measurements of [13] and the
Pspice tool.

The advantage of the proposed method is to compute the coupling noises of 3D structures
based on TSVs, since transition phenomena are better observed in the time domain and not in the
frequency domain.

A time domain analysis was done using several factors, such as different types of I/O drivers,
the coupling between the horizontal interconnections, and the rise/fall time of the source. It was found
that the type and the size of the TSV I/O buffer significantly influence the coupling noise. In addition,
the presence of coupling between horizontal interconnections increases the noise at components of the
3D structures. These noises must be taken into consideration and must be minimized.
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Abstract: Rod electrodes based on an electrostatic induction mechanism are widely used in various
industrial applications, but the analytic solution of an induced charge mechanism on a metal rod
electrode has not yet been systematically established. In this paper, the theoretical model of the
induced charge on a rod electrode is obtained through the method of images. Then, the properties
of the rod electrode under the action of the point charge are studied, including the induced charge
density distribution on the rod electrode, the amount of the induced charge with different diameters
and lengths of the electrode, and the effective space region induced by the electrode. On this basis,
a theoretical model of the induced current on a rod electrode is established, which is used to study
the induced current properties by a moving point charge. It is found that both the magnitude and
bandwidth of the induced current increase with the increased point charge velocity. Finally, three
experimental studies are conducted, and the experimental results show good consistency with the
analysis of the theoretical model, verifying the correctness, and accuracy of the model. In addition,
the induced charge mechanism studied in this paper can act as an effective basis for the rod electrode
sensor design in terms of the optimal radius and length.

Keywords: rod electrode; electrostatic induction; method of images; induced charge; induced current

1. Introduction

Dust pollution is a common issue in industrial and mining enterprises, such as coal mining, iron
mining, etc. [1,2]. Dust moves together with the ventilation air and settles on walls and equipment.
Dust in the ventilation air can have negative effects on the working conditions, posing a risk to the
health of workers. Many measures have been taken to improve the air quality [3,4]. Real-time and
accurate detection of the dust concentration is a basic guarantee to ensure an effective dust removal [5,6].

Based on the electrostatic induction phenomenon, electrodes are widely used to measure the
electric charges carried on solid particles, mass flow rate, concentration, volume loading, mean flow
velocity, and other electrical and mechanical parameters in two-phase and multiphase gas–solid flows
such as those in pneumatic conveyances, in the air, etc. [7]. When charged particles move close to or
away from a metal electrode, a charge with the opposite polarity to the dust particles is induced on the
surface of the electrode. Hence, the physical parameters of the charged particles can be acquired by
measuring the characteristics of the induced charge on the electrode. In practical applications, metal
electrodes are fabricated in different shapes to acquire different measurement parameters in various
environments. Typical electrodes mainly include the ring, curved, square, and rod electrodes and
arrays composed of electrodes of different shapes.

Electronics 2019, 8, 977; doi:10.3390/electronics8090977 www.mdpi.com/journal/electronics27
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The ring electrode has received wide attention by researchers because of its noninvasive
characteristics. It is an electrode form with relatively mature theory and applications. Weinheimer [8]
derived a charge numerical solution on the surface of ring electrodes induced by the point charge,
which was applied to the measurement of meteorological precipitation charge. Yan, Gajewski, and
Woodhead used a correlation method to measure velocity after studying the sensing mechanism, spatial
sensitivity, and spatial filtering effect of noninvasive ring induction electrodes [9–11]. In recent years,
ring charge-sensing sensors have been widely utilized in the measurement of dilute phase/dense phase
of gas–solid two-phase flow parameters [12–14]. At the same time, some modern signal processing
algorithms have further improved the measurement accuracy [15–19]. For example, Wang et al. [20]
improved the measurement accuracy by applying the wavelet transform to the multiphase flow
parameters. Considering that the signal measured by the ring electrode is an average feature over the
entire cross-section, Zhang, Yang, and Dong’s research found that the arc-shaped sensing electrode
had an advantage in particle velocity and concentration distribution measurement in the monitoring
of particle motion in gas–solid fluidized beds [21–23]. Qian also combined arc-shaped electrodes
with digital images for the measurement of biomass–coal particles in fuel-injection pipelines [24].
Liu and Yao obtained the characteristics of square electrodes through theoretical and simulation
studies, and utilized them on a square pneumatic conveying pipeline [25,26]. Compared with the
above two models, Zhang used the method of images to obtain a simple analytical solution of the
square electrode [27]. With the increasing complexity of the measurement environment, combinations
of multistatic sensors and even electrostatic sensor arrays are applied to acquire different parameters
of various pipelines [28,29].

Rod sensors based on the electrostatic induction mechanism have been widely used in industrial
fields [7,30], mainly due to their simpler installation compared to other types of sensors, its working
principle, and its applications in the real world are shown as Figure 1. Since they can accurately reflect
pollutant emissions such as the steel mill flue gas, they have been widely applied for the detection
of particulate matter concentration and dust in dust collector bags. Although the noninvasiveness
is a great advantage of the ring electrodes, it usually takes the form of a spool piece installed in line
with the pipe, which leads to an expensive and challenging installation. Moreover, signals collected by
the ring electrodes are an overall result of the induced signals, making it difficult to detect local flow
regimens. In comparison to the ring electrodes, the installation of rod electrodes is easier, since they
only need a suitable drilling hole at any position of the pipe, making it possible to detect local flow
regimes [30]. Therefore, rod electrodes are widely used in industrial areas and some research work
has been performed. Shao compared the advantages and disadvantages of the ring electrode and rod
electrode electrostatic sensors in measuring the pulverized coal speed [31,32], and proved that both
types of electrodes achieved the same measurement accuracy in the coal dust measurement.
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Figure 1. Working principle figure of the electrode and its application: (a) Schematic figure; (b) in the
iron mining company; (c) in the laboratory; and (d) in the steel mill company figure.

Electrostatic induction is a basic physical phenomenon in which the opposite induced charge is
induced on the conductor if the point charge is close to the conductor. It is a qualitative conclusion.
However, the analytic solution of the amount of induced charge when the point charge is close to the
conductor has always been a difficult problem. It is a physical boundary value problem, which is
difficult to represent with an analytical solution. The common method is to solve the Poisson equation
through numerical calculations to get the amount of induced charge on the electrode. Krabicka studied
the characteristics of electrostatic charges on rod electrodes by the finite element analysis (FEA) method
and obtained an approximate solution [30]. However, this method requires remodeling of rod sensing
electrodes of different lengths and diameters, which increases the modeling time. The simulation of
large sensing electrodes takes too much time and the simulation accuracy is heavily dependent on
the simulation software such as COMSOL. Therefore, this method is limited in practical application.
Chen [33] established a mathematical model of rod electrodes by a theoretical derivation, but the
fact that the induction conductor is a metal conductor was neglected, and the metal conductor was
modeled as an insulator.

Analytic solutions of rod electrodes can be used to optimize the sensor design or interpret how
particles at various locations influence the signal; for example, the bandwidth and amplitude. In order
to establish a simple and easy-to-use mathematical model of rod electrodes, the method of images and
the symmetry of rod electrodes are employed in this paper. The mathematical formula of the amount
of charge induced by the point charge on the sensing rod electrode is obtained, and the equation is
then used to study the physical properties of the sensing electrode under the action of the point charge.
Based on this model, the distribution characteristics of the induced charge on the surface of the electrode
and the influence of the electrode length on the induced charge density are studied, the induced charge
of the induced electrode is simulated when the point charge moves in different directions, the amount
of the induced current on the sensing electrode is studied, the spectral characteristics and the influence
of the general measurement model of the induced current are analyzed, the experimental model is
established, and the validity and accuracy of the model are verified by experiments.

2. Induced Charge Model on Rod Electrode by Point Charge

The method of images is an indirect method to solve the electrostatic field problem by applying
the uniqueness theorem. The electrostatic method can be used to treat the actual partitioned uniform
medium as uniform, and replace the actual complex charge distribution on the boundary with a
simple charge distribution on the virtual closed setting boundary of the research field for calculation.
According to the uniqueness theorem, this result is correct as long as the electric field generated by
the imaginary charge together with the actual charge within the boundary satisfies a given boundary
condition [34].

In this paper, the relationship between the rod electrode and point charge q is established by the
method of images, which mainly models the relationship of the induced charge by the point charge q
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with two basic parameters of the rod electrode, length, and radius. The steps of the proposed method to
model the induced charge on a rod electrode is shown in Figure 2. The following subsections explains
the steps in detail step by step.

Step 1
Select a random point 

on the electrode surface

Step 2
Apply the Method of 

images

Step 3
Verify the suppose 

satisfies the uniqueness 
theorem

Step 4
Calculate the combined 

field strength

Step 5
Calculate the total 
amount of charge

 

Figure 2. Steps of the proposed method to model the induced charge on a rode electrode.

2.1. Step 1 Select A Random Point On the Electrode Surface

To model the induced current on a rod electrode by a point charge, a cylindrical coordinate system
is established, as shown Figure 3a, with the origin point O being the center of the electrode. Point C is
the intersection of Oq and the electrode’s surface, point A is one point on the surface of the electrode,
and plane OAC is perpendicular to line L. Suppose θ is the angle between line OA and line OC, the
coordinate of point A can be written as (r, θ, 0). Point charge q is in plane OAC and is located on the
extension line of OC, and the distance to C is h and the distance to point A is h1. Point B is a random
point on the electrode surface and x is the vertical distance from B to plane OAC, hence the coordinates
of point B are (r, θ, x).

2.2. Step 2 Apply the Method of Images

In addition to the electric field caused by point charge q in the electrolyte, the effect of the induced
charge on the rod electrode should also be considered. However, the electric field distribution on
the sensing electrode is unknown, which is the problem that this paper needs to solve. As shown in
Figure 3b, it is assumed that an infinitely large plane S is tangent to the metal rod electrode and the
intersection between the rod electrode and plane S forms a straight line L. The electric field intensity E
and the electric field line distribution generated on infinite plane S can be obtained by the method of
images, as shown in Figure 3c. Note that these electric field lines are perpendicular to the surface of
the rod electrode. It is assumed that electric field E on line L of infinite plane S formed by point charge
q is electric field E on the line of the rod electrode. Then, the image method is assumed to have a point
charge at q′ with an equivalent charge (−q) to point charge q.

2.3. Step 3 Verify the Suppose Satisfies the Uniqueness Theorem

After removing the electrode and conductive plate S, and the following conditions are still satisfied:

(1) In addition to the position where the point charge is located, ∇2ϕ = 0 is satisfied everywhere,
and ϕ is the potential.

(2) Taking infinity as the reference point, the potential at the interface between the medium and
conductor L is zero.

(3) The direction of the electric field line is unchanged, which is the direction of the vertical electrode
surface pointing to the axis.

These conditions satisfy the uniqueness theorem.

2.4. Step 4 Calculate the Combined Field Strength

By applying the method of images, we can obtain the electric field intensity E of point B.
A cross-section view of plane OAC is illustrated in Figure 3d; the projection of point B is point A and
the projection of plane S is line S′. The connecting line between point charge q and image charge q′
intersects with S′ at point D, the distance between point A and point D is l, and the distance between
point q and point D is h′; d is the distance between point charge q and B.
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Figure 3. Rod electrode induced charge model: (a) Point charge q and its image; (b) electric field line
distribution; (c) coordinate system; (d) projection of point B on plane OAC; (e) calculation of the field
strength of B using the image method; and (f) determining the range of θ.

The mathematical expressions of h′, l, and h1 and the range of values of θ can be obtained,
as follows:

h′ =
(
h−

( r
cosθ

− r
))

cosθ (1)

l = rtanθ+ h′tanθ (2)

h1 = (h′2 + l2)
1/2

(3)

d = (h1
2 + x2)

1/2
. (4)
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To determine the range of θ, suppose point charge q carries a positive charge and is located at a
position with minimum distance h to the surface of the electrode, as shown in Figure 3f. F is at the
intersection of the tangential line through point charge q, and the angle θ2 is equal to acos(r/(r + h)).

For any point M at a position that satisfies the condition θ1 < acos(r/(r + h)), its electric field
strength can be analyzed as follows. According to the method of images, the imaginary charge is q′,
carrying a negative charge. EMq is the electric field strength generated by point charge q, and EMq′ is
the electric field strength generated by point charge q′. Their synthetic electric field of strength is EM,
which points to the center point O. The orientation of EM conforms with the electric field on the metal
being perpendicular to the metal surface. As is known, if the charge of q is positive, the induced charge
on the metal surface should be negative. This further confirms the correctness of the orientation of EM.

For any point G at a position that satisfies the condition θ3 > acos(r/(r + h)), its electric field
strength can be analyzed similarly. According to the method of images, the imaginary charge is q′′ ,
also carrying a negative charge. EGq is the electric field strength generated by point charge q, and EGq′′
is the electric field strength generated by point charge q′′ . The synthetic field of strength is EG, which
points to a direction off the center O and is perpendicular to the metal surface. This indicates that the
charge at point G is positive, which does not comply with the induced charge being negative. Hence,
such a point should not have an induced charge generated from point charge q.

According to the above analysis, θ should not be larger than acos(r/(r + h)). Using the same
method, we can get that the minimum value of θ is not smaller than −acos(r/(r + h)).

In summary, the range of θ can be determined as the following when the method of images is
used:

θ =
[
−acos

( r
r + h

)
, acos

( r
r + h

)]
(5)

It can be seen from Figure 3e that field strength EqB is the summation result of point charge q and
its image q′. EqB can be expressed as

EqB = 2
q

4πε0d2 (6)

and E can be expressed as
E = EqBcosα. (7)

Electric field strength E of point B based on the method of images can be obtained as

E =
qh′

2πε0d3/2
(8)

where ε0 is the vacuum permittivity.

2.5. Step 5 Calculate the Total Amount of Charge

The charge density ρ of point B is obtained as

ρ = −ε0E =
−qh′

2πd3/2
(9)

The dS marked in orange on the surface of the electrode contains point B, as in Figure 3c; the area of dS
is expressed as

dS = rdθdx (10)

When dθ and dx are infinite to zero, the charge density of dS will be the density of point B.
The total amount of the induced charge on the metal electrode is obtained:

Q =

∮
ρdS =

x2∫
x1

acos( r
r+h )∫

−acos( r
r+h )

−qh′r
2πd3/2

dθdx (11)
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where x1, x2 are the x-coordinates of the ends of the metal electrode.
By changing the order of the integration, we get

Q =

acos( r
r+h )∫

−acos( r
r+h )

x2∫
x1

−qh′r
2πd3/2

dxdθ. (12)

The result is obtained as

Q =

∫ acos( r
r+h )

−acos( r
r+h )

⎛⎜⎜⎜⎜⎝ −qrh′x2

2πh1
2(h1

2 + x22)
1/2
− −qrh′x1

2πh1
2(h1

2 + x1
2)

1/2

⎞⎟⎟⎟⎟⎠dθ. (13)

Let the charge distribution function along with x1, x2 and θ be F(x1, x2,θ):

F(x1, x2,θ) =
−qrh′x2

2πh1
2(h1

2 + x22)
1/2
− −qrh′x1

2πh1
2(h1

2 + x1
2)

1/2
. (14)

When point charge q moves infinitely away from the electrode, the amount of induced charge is
lim

h→∞
Q = 0. This means the amount of the induced charge generated by the point charge at infinity on

the rod-shaped metal electrode is zero. From the analysis of Section 3.2.1, it can been seen that when
point charge q is infinitely close to the electrode, the amount of the induced charge is lim

h→0
Q = −q; that

is, the amount of the induced charge generated on the rod-shaped metal electrode is −q when the point
charge is infinitely close to the metal electrode.

3. Characteristics of Induced Charge on a Rod Electrode

In this section, the basic characteristics of the induced charge on a rod electrode are analyzed by
utilizing the model obtained in Section 2.

3.1. Induced Charge Distribution under the Effect of Point Charge

The induced charge distribution with θ is studied. Four cases of h are studied, as shown in
Figure 4a, where h is selected as 0.05 m, 0.10 m, 0.15 m, and 0.20 m. The diameter of the electrode is
r = 0.005 m, the length of the rod electrode is 0.50 m, and the two ends of the electrode are x1 = −0.25 m
and x2 = 0.25 m. Charge q carries a charge quantity of −1 C. Figure 4b shows the charge distribution
with θ. It can be observed that the charge decreases as distance h increases and the charge reaches a
maximum value when θ = 0.

Electrode

(a) 

Figure 4. Cont.

33



Electronics 2019, 8, 977

(b) 

Figure 4. Induced charge density along θ: (a) Illustration of the point charge position, and (b) induced
charge density.

The variation of the induced charge along (θ, x) on the electrode is shown in Figure 5. The induced
charge reaches its maximum value at the point (r, 0, 0). If the point charge is closer to the electrode,
the charge distribution is more concentrated. When the sensing range x is smaller, the induced charge
is greater. This indicates that the closer the point charge is to the rod electrode, the more charge is
induced in the small sensing region, and the charge distribution tends to gradually decrease when the
distance from the point (r, 0, 0) increases.

  

Figure 5. Distribution of the induced charge along (θ, x).

3.2. Quantity of Charge Induced by Moving Point Charge

3.2.1. Effect of Distance between Electrode and Point Charge

As shown in Figure 6a, the point charge q carries −1 C charge and moves at a constant velocity of
5 m/s along the direction parallel to the pipeline and perpendicular to the electrode’s axis. The length
of the electrode is 0.1 m and the radius of electrode r is 0.005 m.

Suppose the distance between the electrode and point charge is h. We performed simulations on
five distances, as presented in Figure 6b, showing the cross-section of the pipeline that contains the
electrode. The distances between the surface of the electrode and the five positions of A, B, C, D, E
are 0.1 m, 0.2 m, 0.3 m, 0.4 m, and 0.5 m, respectively. The variations of the amount of charge induced
on the electrode by these five simulations are shown in Figure 6c. Here, we define the distance from the
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point charge before it passes through points A, B, C, D, E as negative and the distance after as positive.
It can be observed that the amount of charge decreases when the distance between the electrode and
point charge increases. This applies when the distance between the electrode and point charge is
within the range of −0.5 m to 0.5 m, and the amount of the induced charge can be neglected when it
falls outside of this range Therefore, if there are charged particles uniformly distributed around the
electrode, it can be considered that the induced charge on the electrode is generated by charges within
a cylindrical section with a radius of 0.5 m.

 

A B C DA

X

Pipe

Electrode

D E

(a) (b) 

(c) 

Pipe

X

Point Charge

Electrode

O

Figure 6. Locations of point charges A, B, C, D, E in the pipeline: (a) Point charge moving in the
pipeline; (b) point charge distance from the electrode; and (c) induced charge of the point charge
moving perpendicular to the electrode’s axis.

As shown in Figure 7a, the point charge q moves from the surface of the electrode to point A
and then to point B. The distance between point A and the surface of the electrode is 0.5 m and the
distance between point B and the electrode is 0.5 m, the amount of charge Q is −1 C, the radius of
rod electrode r is 0.005 m, and the length of the electrode is 0.5 m. As shown in Figure 7b, the closer
the point charge is to the electrode, the larger the induced charge. With increased distance from the
point charge, the induced charge decreases rapidly. When the distance between the point charge and
the electrode reaches a certain value, the change of the induced charge is very small. The trend in
Figure 7b can also be observed in Figure 6c. It is also consistent with the conclusion that when the
charged particles are evenly distributed around the electrode, the charge on the electrode is induced by
a cylindrical region around the electrode with a radius of 0.5 m.
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(a) (b) 

Figure 7. Point charge away from the electrode: (a) Charge moving perpendicular to the electrode; and
(b) induced charge change.

As shown in Figure 8a, the point charge passes through the points F, G, H, I with a constant
velocity v = 5 m/s in a direction perpendicular to the electrode’s axis. The distribution of F, G, H, I
parallel to the length of the electrode is fixed, the amount of the point charge is Q = −1 C, the radius of
the rod electrode is r = 0.005 m, and the vertical distance between F, G, H, I, and the surface of the
electrode is h = 0.05 m. The distribution of the induced charge on the electrode is shown in Figure 8b.
The amount of the induced charge increases gradually as the point charge gradually approaches the
electrode. With the charge point away from the electrode, the amount of the induced charge gradually
decreases. The induced charge at point I is very small, thus it can be concluded that the induced
charge by the point charge being farther than I can be ignored when the charged particles are evenly
distributed around the electrode.

The case where the point charge moves in a direction parallel to the axis of the electrode, as shown
in Figure 9a, is considered, and the point charge moves from point A to point B and then to point C.
The distance from point A to point C is 1.2 m. The charge of the point charge is Q = −1 C, the radius of
the rod electrode is r = 0.005 m, and the vertical distance of points A, B, and C from the surface of the
electrode is h = 0.05 m. The amount of the induced charge is shown in Figure 9b. The amount of the
induced charge increases as the length of the electrode increases; the amount of the induced charge on
the electrode in the range near the intermediate position of the electrode is larger, and the amount on
the electrode becomes smaller. If the point charge is outside the range of the electrode length +0.15 m,
the contribution to the amount of the induced charge will be negligible.

From the above analysis, it is concluded that the charged particles capable of inducing a charge
on the rod electrode are mostly distributed in the shadow range, as shown in Figure 10. Note that a
circular conveying pipe is considered in Figure 10 and the charged particles are uniformly distributed.
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Figure 8. Locations of point charges F, G, H, I in the pipeline: (a) Position of the point charge and
electrode; and (b) amount of the induced charge on the electrode as distance changes.
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Figure 9. The point charge moves in a direction parallel to the axis of the electrode: (a) State of moving
the point charge parallel to the electrode; and (b) amount of charge induced by moving the point charge
parallel to the electrode.

Pipe

0.15m
0.5m

Electrode

Figure 10. Active induced range of the rod electrode.

3.2.2. Effect of Electrode Length

The length of the rod electrode is an important parameter that needs to be determined in the sensor
design stage. As shown in Figure 11a, four cases of the electrode length are chosen for the simulation
study: 0.8 m, 0.4 m, 0.2 m, and 0.1 m. The point charge carries charge Q = −1 C and travels with
constant velocity v = 5 m/s passing through point A in the direction perpendicular to the electrode.
The radius of the rod electrode is r = 0.005 m, and the distance from point A to the surface of the
electrode is h = 0.05 m. The change of the induced charge for the four cases is presented in Figure 11b.
It can be observed that as the length of the electrode increases, the amount of the induced charge
increases, but the increase rate decreases with the increase of the electrode. It can be concluded that the
longer the electrode, the more charge can be induced. However, when the electrode length increases to
a certain extent, its growth does not cause a significant change in the amount of the induced charge.

As shown in Figure 12a, the length of the electrode varies from 0 m to 4 m and the distance from
the surface of the electrode is h = 0.1 m. The changed amount of the induced charge on the electrode is
shown in Figure 12b. The charge of the point charge is Q = −1 C, and the radius of the rod electrode
is r = 0.005 m. As shown in Figure 13b, once the length of the electrode reaches 1 m or more, the
increase rate of the induced change becomes very small. In other words, increasing the electrode length
contributes very little to the amount of the induced charge when the length reaches 1 m.
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Figure 11. (a) Electrodes of different lengths and positions of the point charge; (b) induced charge
distribution on electrodes of different lengths.
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Figure 12. Effect of the electrode length change on the induced charge: (a) Increasing the length of the
sensing electrode; and (b) variation of the amount of the induced charge with the electrode length.
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Figure 13. Effect of the electrode radius: (a) Positions of different point charges and (b) variation of the
induced charge with the electrode radius under the influence of the point charge at different positions.

3.2.3. Effect of Electrode Radius

As shown in Figure 13a, the distance of four points J, K, M, and N from the surface of the
electrode is 0.05 m, 0.10 m, 0.15 m, and 0.20 m, respectively. The charge amount of the point charge
is Q = −1 C, and the length of the rod electrode is 0.1 m. The radius varies from 0.001 m to 0.2 m.
The amount of the induced charge on the electrode is shown in Figure 13b. As the radius of the
electrode increases, the amount of the induced charge increases. This means that electrodes with a
larger radius can induce more charge, which is beneficial to the design of the detection circuit in later
stages. However, the radius of the electrode generally cannot be made too large to adapt to the actual
situation in practice.

4. Induced Current on a Rod Electrode by Moving Point Charge

As shown in Figure 14, point charge q moves with velocity v(t), assuming that its position at time
zero is (x0, y0, z0), then its position at time t is (xt, yt, zt).

Electrode
q

x=Electrode Length/2
move velocity  y v(t)

O

X

Z

Y
q

v(t)
vy(t)

vx(t)

vz(
qq
t
qqqq
)

Figure 14. Moving point charge model.

xt, yt, and zt can be expressed as

xt = x0 +

t∫
0

vx(t)dt (15)

yt = y0 +

t∫
0

vy(t)dt (16)

zt = z0 +

t∫
0

vz(t)dt. (17)
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h in Equation (1) can be expressed as

h =
(
(yt + r)2 + zt

2
)1/2 − r. (18)

Equation (13) can be expressed as

Q(t) =
∫ acos( r

r+h )

−acos( r
r+h )

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−qrh′(x2 − xt)

2πh1
2
(
h1

2 + (x2 − xt)
2
) 1

2

− −qrh′(x1 − xt)

2πh1
2
(
h1

2 + (x1 − xt)
2
) 1

2

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠dθ. (19)

The induced current can be calculated by

I(t) =
dQ(t)

dt
. (20)

4.1. Simulation for Induced Current

As shown in Figure 14, suppose that point charge q moves from (0, y0, z0) to (0, y0, −z0) with a
different constant velocity v of 2 m/s, 5 m/s, 10 m/s, and 20 m/s. The charge of the point charge is
Q = −1 C, y0 = 0.1 m, the length of the electrode is 0.1 m, and the radius of the electrode is r = 0.005 m.
As shown in Figure 15a, the induced current increases with the increased speed, and the range of the
induced current is from −0.5 m to 0.5 m, which is consistent with the previous analysis in Section 3.2.1.

Figure 15b shows the variation of the maximum induced current with the velocity. Note that the
maximum induced current is proportional to the velocity vz of the point charge.

(a) 

(b) 

Figure 15. (a) Induced current under the effect of the point charge moving at different velocities, and
(b) variation of the maximum induced current with the velocity change.
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4.2. Spectrum of Induced Current

Four velocity cases (2 m/s, 5 m/s, 14.3 m/s, and 20 m/s) are selected to study the spectrum of
the induced current. As shown in Figure 14, point charge q carries a charge of −1 C and moves from
position

(
0, y0, z0

)
to position

(
0, y0,−z0

)
at velocity v, where z0 = 1 m and y0 = 0.0015 m. The length

of the electrode is 0.5 m and the radius is r = 0.005 m. The results of the spectrum analysis are shown in
Figure 16. It can be seen that the spectrum of the induced current spreads wider as the speed increases.
In other words, as the charge moves faster, more abundant frequency components are introduced. This
places a requirement on the design of the induced current measurement circuit. In order to capture
the signals induced by faster-moving particles, it is necessary to design an acquisition circuit with a
sufficiently wide frequency response, which will be discussed in Section 4.4.

Figure 16. Spectrum analysis of the induced current under different moving speeds.

4.3. Analysis of the Variation of the Induced Current Spectrum over the Effective Range

To study the variation of the induced current spectrum in the range shown in Figure 10, we take
velocity v = 20 m/s as an example. As shown in Figure 14, point charge q moves from

(
0, y0, z0

)
to (0, y0,−z0) at constant velocity v parallel to the z-axis direction, where z0 = 1 m, the charge of
the point charge is Q = −1 C, y0 changes from 0.001 m to 0.5 m, the length of the electrode is 0.5 m,
and the radius is r = 0.005 m. The vertical axis of Figure 17 represents the maximum frequency
component. The result indicates that the higher the frequency of the induced current induced by
particles closer to the electrode, the lower the frequency of the current induced by particles far from
the electrode. In order to acquire high-frequency signals around the electrodes, the detection circuit
requires a wide band-pass.

Figure 17. Variation of the main frequency and point charge position of the induced current spectrum
under the action of the point charge moving at 20 m/s.
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4.4. Measurement Circuit Analysis

An electrode typically has a high impedance output, hence a charge amplifier is typically added
to match the impedance with the input of the data acquisition circuit. A typical charge amplifier is
presented in Figure 18a. After passing through the circuit, the induced current signal is converted to a
voltage signal. According to the virtual short and virtual break principle of the operational amplifier,
it can be obtained that

I(t) = I1(t) + I2(t) (21)

I1(t) = −C
dU(t)

dt
(22)

U(t) = −I2(t)R. (23)

By performing the Fourier transform on Equations (21)–(23), the response of the circuit can be
derived as:

U(ω)

I(ω)
= − R

1 + jωCR
(24)

The two most important features of the measurement circuit are its amplification and frequency
characteristics. The amplification function is used to amplify the weak induced current signal to
the extent that it can be acquired by an analogue to a digital converter. To study the spectral
influence of the measurement circuit over the sensing circuit, its frequency characteristics are examined.
From Equation (24), it can be concluded that the amplification factor of the output signal is determined
by the resistor R and the cutoff frequency of the output signal U(t) is determined by the capacitor C.
The frequency responses by different R and C values are calculated and shown in Figure 18b. It can be
observed that the cutoff frequency decreases with the increased C.

(a) 

Figure 18. Cont.
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(b) 

Figure 18. (a) Schematic of the measurement circuit, and (b) amplitude response of the circuit under
different parameter settings.

5. Experimental Study and Discussion

From the simulation study in Section 4, we can understand the signals of the induced current by
a moving point charge. In this section, an experimental system is set up and three experiments are
performed to validate the established model.

5.1. Experimental Setup

The schematic of the experimental system is shown in Figure 19a. A rod electrode is placed on a
supporting holder parallel to the ground, and a funnel is placed on top of the electrode. During the
experiment, a charged ball is released from the funnel toward the ground. By adjusting the distance
Height1 between supporting rods 1 and 2, the moving speed of the charged ball can be adjusted. The
distance Height2 between supporting rod 2 and the ground can decide the final speed of the charging
ball. Note that supporting rod 2 is made of insulating material to hold the rod electrode. In addition,
supporting rods 1 and 2 are adjustable to a full 360◦, hence the horizontal distance between the small
ball and the rod electrode can be adjusted by changing the angle between supporting rods 1 and 2; that
is, parameter h in Equation (19).

A picture of the rod electrode employed in this paper is shown in Figure 19b. The rod electrode is
made of a 316L stainless steel, with a radius of 0.005 m and a length of 0.5 m. Note that the surface
is coated with a Teflon insulation 0.3 mm thick to ensure that the current on the electrode is entirely
induced by the electrostatic induction.

The output of the rod electrode was connected to a charge amplifier for amplification, as shown
in Figure 18a, with R = 100 MΩ and C = 10 pf. According to the analysis in Section 4.4, the cutoff
frequency was set at 159.2 Hz with such a setting. In the experiment, the maximum moving speed
of the ball was less than 6 m/s, so the signal of interest could be appropriately magnified based on
the analysis in Figure 16. Then, the signal was acquired by a data acquisition board and sent to the
computer for further analysis. From the analysis in Section 4, we understand that the highest frequency
of the signal is below 3500 Hz, so the sampling rate of the data acquisition board was set at 10 kHz
to satisfy the Nyquist sampling theorem, i.e., the sampling frequency should be more than twice the
maximum frequency.

The experiments are conducted in an environment with room temperature (about 20–25 ◦C) and
normal pressure (about 101 kPa).
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Figure 19. Experimental setup: (a) Schematic of the experimental system; (b) picture of the rod electrode
employed; and (c) schematic of the signal connection.

5.2. Results and Discussion

Three situations were analyzed in this study, and in all these experiments, the gravity acceleration
g was assumed to be 9.8 m/s2 and the ball fell from the funnel at an initial velocity of 0 m/s, hence the
velocity of the ball at time t can be calculated by v(t) = gt.

Experiment 1: Height1 = 0.57 m, Height2 = 0.90 m, h = 0.33 m, ball carries a charge of q = 486 nC
v(t) = gt. Hence, the velocity of the ball reached 3.34 m/s when passing by the rod electrode and
reached 5.37 m/s when it landed on the ground. The measured signal by the rod electrode and its
spectrum are shown in Figure 20a,b, respectively. As can be observed, there exists a DC component in
the measured signal in Figure 20a. This DC component is from the data acquisition board, not from the
true signal, as the data acquisition board has an added offset of 2.5 V to the input signal, converting
the input voltage of −2.5 V to 2.5 V to 0 to 5 V. Hence, this DC component should be removed before
further processing. It can be observed that the signal interfered with a severe 50 Hz power line signal
and the signal of interest mainly falls within 20 Hz. With a proper low-pass digital filter, the power line
frequency can easily be removed. The filtered signal and its spectrum are presented in Figure 20c,d,
respectively. In Figure 20c, the voltage increases at the beginning when the ball moves nearer to the
rod electrode, indicating that the rate of increase of the induced charge is increasing. Then, the voltage
decreases to zero, indicating that the rate of increase of the induced charge is decreasing, and the
induced charge reaches the maximum value when the ball is nearest to the electrode, at which point
the voltage output is equal to zero.

As the ball moves away from the electrode, the voltage becomes negative, indicating that the
induced charge on the electrode becomes smaller. The smaller the voltage, the larger the loss rate.
When the loss rate becomes the smallest, then it becomes larger, indicating that the loss rate of the
induced charge becomes smaller. At the point where the voltage reaches zero again, the induced charge
returns to zero. This is in agreement with the fact that when a charged ball moves to an electrode, the
electrode will induce charges, and the induced charges will be reduced when the charged ball moves
away from the electrode.
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(a) (b) 

 
(c) (d) 

Figure 20. Results of experiment 1: (a) Measurement signal waveform; (b) spectrum of the measurement
signal waveform; (c) filtered signal; and (d) spectrum of the filtered signal.

By using Equation (19), the induced current change with the distance between the ball and the
funnel is calculated and presented in Figure 21a. The simulated signal output after the charge amplifier
is shown in Figure 21b. It can be observed that this signal shows good similarity with the experimental
output signal (Figure 20c) in both the shape and amplitude. The induced current increases to a
maximum value with the ball moving close to the electrode, and then decreases to zero when the ball
is closest to the electrode, corresponding with Figure 15a. The validity of the model is verified.

By resetting the time when the ball leaves the funnel at zero and converting the time to distance in
Figure 20c, the theoretical output and measured signal are plotted together in Figure 22a and their
spectra are compared in Figure 22b. It shows that these two signals have a high similarity in trend
and their values are very close to each other, verifying the correctness of the model we established.
Specifically, when the charged ball moved with a low velocity (distance Height 1 is less than 0.8 m
or velocity is less than 4 m/s), the theoretical and measured waveforms agreed very well. When the
charged ball moved with a high velocity, i.e., velocity greater than 4 m/s, the measured signal was
smaller than the theoretical one. A possible reason for this phenomenon could be that the charged ball
experiences more resistance from the air with the increased velocity, which reduces the velocity of the
ball to a level lower than theoretical calculations and hence less current is induced on the rod electrode.
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(a) (b) 

Figure 21. (a) Theoretical induced current, and (b) theoretical output after the charge amplifier.

 
(a) (b) 

Figure 22. Comparison of the theoretical and measured signal comparison: (a) Time domain waveform,
and (b) spectrum.

Experiment 2: Height1 = 0.80 m, Height2 = 0.90 m, h = 0.17 m, ball 1 carried a charge of 37.13 nC
and ball 2 carried a charge of 57.22 nC. Hence, the velocity of the ball reached 3.96 m/s when it passed
by the rod electrode and reached 5.72 m/s when it landed on the ground.

The theoretical and measured output voltages are shown in Figure 23a. As can be observed,
the waveforms show similar trends as those in Experiment 1. The induced current increased accordingly
with the increased velocity of the ball, which is reflected by the maximum and minimum amplitude
of the induced current. By comparing Figure 23a,c, it can be seen that the induced voltage increased
significantly, mainly caused by an increased charge carried by the ball. This can be explained by
Equation (19), which shows that the induced current is proportional to the amount of charge if other
conditions remain unchanged. Taking the maximum value, minimum value, and measured value at
four similar distances in Figure 23a,c, the results are summarized in Table 1. It can be observed that the
induced current is approximately proportional to the amount of charge.
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Figure 23. Results of experiment 2: (a) Comparison of the theoretical value with the measured voltage
of charged ball 1; (b) comparison of the theoretical spectrum with the measured voltage spectrum of
charged ball 1; (c) comparison of the theoretical value with the measured voltage of charged ball 2;
and (d) comparison of the theoretical spectrum with the measured voltage spectrum of charged ball 2.

Table 1. Comparison of the experimental results between charged ball 1 and charged ball 2.

Charged Ball 1 Charged Ball 2 Ratio

Amount of charge (nC) 37.13 57.22 0.6490
Maximum measured value (V) 0.5909 0.9107 0.6488
Minimum measured value (V) −0.7333 −1.1190 0.6553
Measured value at 0.5 m (V) 0.2788 0.4299 0.6485
Measured value at 0.6 m (V) 0.4794 0.6864 0.6984
Measured value at 1.1 m (V) −0.4138 −0.6335 0.6531
Measured value at 1.2 m (V) −0.2881 −0.4112 0.7006

Experiment 3: Height1 = 0.45 m, Height2 = 0.90 m, h = 0.18 m, ball carried a charge of 134 nC.
Hence, the velocity of the ball reached 2.97 m/s when it passed by the electrode and reached 5.14 m/s
when it landed on the ground.

The comparison of the output voltage between the theoretical and experimental waveforms is
shown in Figure 24a and the spectrum comparison is shown in Figure 24b. By comparing Figures 22a
and 24b, it can be seen that the high-frequency component decreases when h increases, which is
consistent with the analysis in Section 4.3.
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(a) (b) 

Figure 24. Results of experiment 3: (a) Comparison of the theoretical value with the measured voltage;
and (b) comparison of theoretical spectrum with the measured spectrum of voltage.

Through three experiments with different scenario settings, it can be observed that the established
model matches well with the experimental measurements, verifying the correctness and accuracy of
the model. In addition, the following observations are also verified:

(1) The induced current decreased significantly with the increase of h, which can be observed in
Figures 22b and 24a, and this is in line with the result in Figure 7b.

(2) The high-frequency components of the induced current are reduced with the increased h, which
can be seen by comparing Figures 22a and 24b, and this is consistent with Figure 17.

(3) The high-frequency components increase with the increased velocity, which can be observed by
comparing Figures 23b and 24b.

(4) When the velocity and the h value are fixed, the change in the amount of the charge on the
ball does not influence the spectral characteristics of the induced current signal, which can be
observed in Figure 23b,d.

6. Conclusions

In this paper, a theoretical model of the induced charge on a rod electrode by a point charge is
established by the method of images and the accuracy of the model is verified by three experimental
studies. The following conclusions are drawn based on the study.

1. The amount of the induced charge on the rod electrode are mainly determined by the following
factors: The distance between the point charge and the electrode, the radius and the length of
the electrode.

2. The general model of the relationship between the induced current and velocity is established
and the spectrum of the induced current is studied. The induced current increases with the
increase of the point charge’s velocity and the maximum value of the induced current is linearly
proportional to the point charge’s velocity. The faster the velocity of the point charge, the wider
the spectrum of the induced current. The further the point charge from the rod electrode, the
narrower the spectrum of the induced current on the rod electrode.

3. For the measurement circuit, its amplification ratio and pass-band width are determined by the
feedback resistance and feedback capacitance, respectively. With the increase of the feedback
resistance, the amplification factor of the circuit increases. With the increase of the feedback
capacitance, the pass-band width of the measurement circuit becomes narrower.

The phenomena observed in the experiments, which are well explained by the established model,
would be not so easy to explain with just the qualitative analysis. This model provides a basis for more
complex studies in the future; for example, the sum result of all the particles around the electrode can
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been studied with this model. In addition, the influence of the length and radius of the rod electrode
on the induced charge are also studied, providing theoretical support for the rod electrode sensor
development in the future.
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Abstract: This paper presents two new models for solving image the deblurring problem in the
presence of impulse noise. One involves a high-order total variation (TV) regularizer term in the
corrected total variation L1 (CTVL1) model and is named high-order corrected TVL1 (HOCTVL1).
This new model can not only suppress the defects of the staircase effect, but also improve the quality
of image restoration. In most cases, the regularization parameter in the model is a fixed value, which
may influence processing results. Aiming at this problem, the spatially adapted regularization
parameter selection scheme is involved in HOCTVL1 model, and spatially adapted HOCTVL1
(SAHOCTVL1) model is proposed. When dealing with corrupted images, the regularization
parameter in SAHOCTVL1 model can be updated automatically. Many numerical experiments
are conducted in this paper and the results show that the two models can significantly improve the
effects both in visual quality and signal-to-noise ratio (SNR) at the expense of a small increase in
computational time. Compared to HOCTVL1 model, SAHOCTVL1 model can restore more texture
details, though it may take more time.

Keywords: image restoration; impulse noise; ADMM; HOCTVL1; spatially adapted regularization
parameter

1. Introduction

In the field of electronics and information, signal processing is a hot research topic, and as
a special signal, the study of image has attracted the attention of scholars all over the world [1–3].
In image processing, image restoration is one of the most important issues and this issue has received
extensive attention in the past few decades [4–11]. Image restoration is a technology that uses degraded
images and some prior information to restore and reconstruct clear images, to improve image quality.
At present, this technology has been widely used in many fields, such as medical imaging [12,13],
astronomical imaging [14,15], remote sensing image [16,17], and so on. In this paper, the problem of
image deblurring under impulse noise is considered. Normally, camera shake, and relative motion
between the target and the imaging device may cause image blurring; while in digital storage and
image transmission, impulse noise may be generated.

In the process of image deblurring under impulse noise, the main task is to find the unknown
true image x ∈ Rn2

from the observed image f ∈ Rn2
defined by

f = Nimp(Kx) (1)

where Nimp denote the process of image degradation by impulse noise, and K ∈ Rn2×n2
is a blurring

operator. It is known that when K is unknown, the model deals with blind restoration, and when K is
known, it deals with image denoising.

There are two main types of impulse noise: salt-and-pepper noise and random-valued noise.
Suppose the dynamic range of x to be [dmin, dmax], for all (i, j) ∈ Ω = {1, 2, . . . , n} × {1, 2, . . . , n},
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the xi,j is the gray value of an image x at location (i, j), and dmin ≤ fi,j ≤ dmax. For 8-bit images,
dmin = 0 and dmax = 255. Then for salt-and-pepper noise, the noisy version f at pixel location (i, j) is
defined as

fi,j =

⎧⎪⎨⎪⎩
dmin, with probability s

2 ,
dmax, with probability s

2 ,
xi,j, with probability 1− s,

(2)

where s is the noise level of the salt-and-pepper noise.
For random-valued noise, the noisy version f at pixel location (i, j) is defined as

fi,j =

{
di,j, with probability r,
xi,j, with probability 1− r,

(3)

where di,j is uniformly distributed in dmin ≤ fi,j ≤ dmax and r is the noise level of random-valued
noise. It is clear that compared with salt-and-pepper noise, the random-valued noise is more difficult
to remove since it can be arbitrary number in dmin ≤ fi,j ≤ dmax.

For image-restoration problem contaminated by impulse noise, the widely used model is
composed of data fidelity term measured by �1 norm and the TV regularization term, which is
called TVL1 model [18–20]. TVL1 model can effectively preserve image boundary information and
eliminate the influence of outliers, so it is especially effective to deal with non-Gaussian additive
noise such as impulse noise. Now, it has been widely and successfully applied in medical image and
computer vision.

However, TVL1 model has its own shortcomings, which makes it ineffective in dealing with
high-level noise, such as 90% salt-and-pepper noise and 70% random-valued noise [21]. In recent years,
a large number of scholars have devoted themselves to this research, and a lot of algorithms have
been proposed [22–27]. In 2009, Cai et al. [22] proposed a two-phase method, and in the first phase,
damaged pixels of the contaminated image were explored, then in the second phase, undamaged pixels
were used to restore images. Numerical experiments show that the two-phase method is superior to
TVL1 model, it can handle as high as 90% salt-and-pepper noise, and as high as 55% random-valued
noise, while it cannot perform effectively when the level of random-valued noise is higher than 55%.
Similarly, considering the problem that TVL1 model may deviate from the data-acquisition model and
the prior model, especially for high levels of noise, Bai et al. [23] introduced an adaptive correction
procedure in TVL1 model and proposed a new model called the corrected TVL1 (CTVL1) model.
The main idea is to improve the sparsity of the TVL1 model by introducing an adaptive correction
procedure. The CTVL1 method also uses two steps to restore the corrupted image, the first step
generates an initial estimator by solving the TVL1 model, and the second step generates a higher
accuracy recovery from the initial estimator which is generated by TVL1 model. Meanwhile, for higher
salt-and-pepper noise and higher random-valued noise, by repeating the correction step for several
times, high levels of noise can be removed very well. Numerical experiments show that the CTVL1
model can remove salt-and-pepper noise as high as 90%, and remove random-valued noise as high as
70%, which is superior to the two-phase method.

Similar to CTVL1 method, Gu et al. [24] combined TV regularization with smoothly clipped
absolute deviation (SCAD) penalty for data fitting, and proposed TVSCAD model; Gong et al. [25]
used minimax concave penalty (MCP) in combination with TV regularization for data fitting, and he
proposed TV-MCP model. Numerical experiments show that both TVSCAD model and TV-MCP
model can achieve better effects than two-phase method. But compared with CTVL1 method, their
contributions mainly focus on the convergence rate, and they did not improve much in terms of
impulse noise removal.

However, as is described in [28], TV norm may transform the smooth area to piecewise constants,
the so-called staircase effect. To overcome this deficiency, the efficient way is to replace the TV norm by
a high-order TV norm [29]. In particular, second-order TV regularization schemes are widely studied
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for overcoming the staircase effects while preserving the edges well in the restored image. In [30],
Si Wang proposed a combined total variation and high-order total variation model to restore blurred
images corrupted by impulse noise or mixed Gaussian plus impulse noise. In [27], based on Chen
and Cheng’s an effective TV-based Poissonian image deblurring model, Jun Liu introduced an extra
high-order total variation (HTV) regularization term to this model, which can effectively remove
Poisson noise, and its effect is better than Chen and Cheng’s model. In [31], Gang Liu combined the
TV regularizer and the high-order TV regularizer term, and proposed HTVL1 model, which can better
remove the impulse noise contrast to TVL1 model. However, since TVL1 model has its own defects,
the restoration of HTVL1 model is limited. Besides, the author did not consider the removal effect of
random-valued noise.

In this paper, we continue to study the problem of image deblurring under impulse noise.
The main contributions of this paper include: (1) Combining high-order TV regularizer term with
CTVL1 model, a new model named high-order corrected TVL1(HOCTVL1) model is proposed and the
alternating direction method of multipliers (ADMM) is used to solve this new model. Compared with
existing models, our model can get higher signal-to-noise (SNR) in dealing with image deblurring
under impulse noise. (2) The spatially adapted regularization parameter is introduced into the
HOCTVL1 model and SAHOCTVL1 model is proposed. Compared to HOCTVL1 model, SAHOCTVL1
model can further improve the effects of image restoration in some degree.

The rest of this paper is organized as follows. In Section 2, a brief review of related work is
made. In Section 3, the presentation of HOCTVL1 model is discussed, and the HOCTVL1 algorithm
is concluded. Section 4 introduces the spatially adapted regularization parameter selection scheme,
and SAHOCTVL1 model is proposed. Numerical experiments are carried out in Section 5 and finally,
the conclusion is presented in Section 6.

2. Brief Review of Related Work

For recovering the image corrupted by blur and impulse noise, the classic method is TVL1 model.
Since a lot of literature [19,20,31–33] demonstrates that using L1-fidelity term for image restoration
under impulse noise can achieve good effects, the TVL1 model is expressed as

min
x

TV(x) + λ‖Kx− f‖1 (4)

where f is the observed image, x denotes the restoration image, K is a blur matrix, λ is a regularization
parameter which is greater than zero, TV(x) represents the discrete TV norm and is defined as
TV(x) = ∑

1≤i,j≤n

∥∥∥(Dx)i,j

∥∥∥. Here, D denotes the discrete gradient operator (under periodic boundary

conditions). The norm in
∥∥∥(Dx)i,j

∥∥∥ can be taken as �1 norm or �2 norm. When the �2 norm is used,
the resulting TV term is isotropic and when the �1 norm is used, the result is anisotropic. For more
details about the TV norm, readers can refer to [18].

Since one of the unique characteristics of impulse noise is that an image corrupted with impulse
noise still has intact pixels, the impulse noise can be modeled as sparse components, whereas the
underlying intact image retains the original image characteristics [34]. Therefore, TVL1 model can
efficiently remove abnormal value noise signals, and some points of the solution of the TVL1 model
are close to the points of the original image. However, Nikolova [21] pointed out from the viewpoint
of MAP that the solutions of the TVL1 model substantially deviate from both the data-acquisition
model and the prior model, and Minru Bai [23] further pointed out that the TVL1 model does not
perform well at the sparsity of Kx− f and there are many biased estimates produced by the TVL1
model. To overcome this shortcoming, Bai et al. took a correction step to generate an estimator to
obtain a better recovery performance.
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Given a reasonable initial estimator x̃ ∈ Rn2
generated by TVL1 model, let z̃ = Kx̃− f , then she

established a model called CTVL1 model, which is defined as

min
x,z ∑

1≤i,j≤n

∥∥∥(Dx)i,j

∥∥∥+ λ(‖z‖1 − 〈F(z̃), z〉) s.t. z = Kx− f (5)

Compared with TVL1 model, CTVL1 model is added a correction term − 〈F(z̃), z〉,
and F : Rn2 → Rn2

is an operator defined as

F(z) =

{
φ( z
‖z‖∞

), z ∈ Rn2\ {0} ,

0, z = 0,
(6)

and the scalar function φ : R → R takes the form

φ(t) = sgn(t)(1 + ετ)
|t|τ

|t|τ + ετ
, ∀t ∈ R, (7)

where τ > 0 and ε > 0. Numerical results show that the CTVL1 model improves the sparsity of the
data fidelity term Kx− f greatly for the images deblurring under impulse noise, to achieve a good
denoising effect.

Since TV regularization term may come into staircase effects, in the past few years, a lot of
researchers have devoted to solving this problem, and they concluded that replacing the TV norm by
a high-order TV norm can get a better effect. The majority of the high-order norms involve second-order
differential operators because piecewise-vanishing second-order derivatives lead to piecewise-linear
solutions that better fit smooth intensity changes [35]. The second-order TV norm is defined as

(D2x)i,j = ((Dx)x,x
i,j , (Dx)x,y

i,j , (Dx)y,x
i,j , (Dx)y,y

i,j ) (8)

where (Dx)x,x
i,j , (Dx)x,y

i,j , (Dx)y,x
i,j , (Dx)y,y

i,j denote the second-order difference of the ((j− 1) n + i)th
entry of the vector x. Here we just briefly mention the concept of second-order TV norm, for more
details, readers can refer to [36].

Figure 1 shows the diagram of image restoration. In this paper, two models named HOCTVL1
model and SAHOCTVL1 model are proposed and are used to recover the corrupted images.

Figure 1. The block diagram of solving image deblurring problem under impulse noise.
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3. New Method: The HOCTVL1 Algorithm

In this section, the HOCTVL1 model is proposed and the selection of F(z) is talked about among
CTVL1, SCAD and MCP models. Then ADMM is used to solve the proposed model and the HOCTVL1
algorithm is concluded.

3.1. Proposed New Model

Since the TV regularization norm
∥∥∥(Dx)i,j

∥∥∥ can be taken as �1 norm or �2 norm, which is isotropic
or anisotropic respectively. In [23–25,31], the authors all only consider the isotropic case, so in this
paper, we will also only treat the isotropic case in detail, and the anisotropic case is similar to deal with.
Based on this premise, the proposed high-order corrected TVL1 (HOCTVL1) model can be expressed as

min
x,z

∑
1≤i,j≤n

αi,j

∥∥∥(Dx)i,j

∥∥∥
2
+ (1− αi,j)

∥∥∥(D2x)i,j

∥∥∥
2
+ λ(‖z‖1 − 〈F(z̃), z〉) s.t. z = Kx− f (9)

where f is the corrupted image, x denotes the restoration image, K is a blur matrix, λ is a regularization
parameter,

∥∥∥(Dx)i,j

∥∥∥
2

denotes the first-order TV norm and
∥∥∥(D2x)i,j

∥∥∥
2

denotes the second-order TV

norm,− 〈F(z̃), z〉 is a correction term, and F(z) is an operator composed of a cluster of scalar functions.
αi,j is a weighting parameter that discriminates the TV and second-order TV penalty, and there

are several selection methods for the weighting parameter α. Here, the α in [31] is chosen since it can
achieve better effects in experiments compared with the α in [37]. The α is expressed as

α(i, j) =

⎧⎨⎩ 1, if
∥∥∥Dxk+1

i,j

∥∥∥
2
≥ c

1
2 cos(

2π
∥∥∥Dxk+1

i,j

∥∥∥
2

c ) + 1
2 , else

(10)

where c is a constant, and 0 � c < 1.
About the selection of F(z), in [24], Gu et al. used the SCAD penalty function for data fitting,

and in [25], Gong et al. used the MCP penalty function for data fitting, the SCAD function ξ(t) and
MCP function ς(t) are described as

ξ(t) =

⎧⎪⎨⎪⎩
|t| , if |t| ≤ γ1
−t2+2γ2|t|−γ2

1
2(γ2−γ1)

, ifγ1 < |t| < γ2
γ1+γ2

2 , if |t| ≥ γ2

(11)

ς(t) =

{
θ1 |t| − t2

2θ2
, if |t| ≤ θ1θ2

θ2
1θ2
2 , if |t| > θ1θ2

(12)

where γ1, γ2, θ1, θ2 are all numbers greater than 0, and 0 ≤ t ≤ 1.
It is easy to find that ξ(t) and ς(t) are nonconvex and are difficult to solve. To solve this problem,

Gu et al. adopted a difference of convex functions (DCA) algorithm to solve the nonconvex TVSCAD
model. Similar to TVSCAD, Gong also adopted the DCA algorithm to solve the nonconvex TV-MCP
model. The final processed functions ϕ(t) in [24] and ψ(t) [25] are respectively defined as

ϕ(t) =

⎧⎪⎨⎪⎩
0, if |t| ≤ γ1
t−γ1sgn(t)

γ2−γ1
, if γ1< |t| ≤ γ2

sgn(t), if |t| > γ2

(13)

and

ψ(t) =

{
t

θ2
, if |t| ≤ θ1θ2

θ1, if |t| > θ1θ2
(14)
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Figure 2 shows the characteristics of φ(t), ϕ(t) and ψ(t). In TVL1 model, the regularization term
is to enforce certain regularity conditions or prior constraints on the image, and the data fitting term
penalizes the deviation of the observed data from the physical model. According to the analysis
in Section 2 of [24], these three functions can all enforce less or even null data fitting and more
regularization whenever Kx deviates significantly from f . However, in the experimental simulation,
it is found that the experimental results are almost the same no matter which function is selected.
Therefore, in this paper, the scalar function still chooses φ(t).
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Figure 2. Plots of φ(t) in CTVL1, ϕ(t) in TVSCAD and ψ(t) in TV-MCP. (a) φ(t):(ε2, τ) = (0.001, 2);
(b) ϕ(t):(γ1, γ2) = (0.08, 0.2); (c) ψ(t):(θ1, θ2) = (1, 0.15).

3.2. The HOCTVL1 Algorithm

In this subsection, the solving procedure of the HOCTVL1 model by ADMM will be shown,
and the HOCTVL1 algorithm will be concluded. About the details of ADMM, readers can refer to [38].
Firstly, let yi,j = (Dx)i,j, wi,j = (D2x)i,j, and (i, j = 1, 2, . . . , n). Then Equation (9) can be rewritten as

min
x,z ∑

1≤i,j≤n
αi,j

∥∥∥(Dx)i,j

∥∥∥
2
+ (1− αi,j)

∥∥∥(D2x)i,j

∥∥∥
2

+ λ(‖z‖1 − 〈F(z̃), z〉)

s.t. yi,j =
∥∥∥(Dx)i,j

∥∥∥
2
, wi,j =

∥∥∥(D2x)i,j

∥∥∥
2
, z = Kx− f , (i, j = 1, 2, . . . , n)

(15)

where for each i, j, yi,j = ((y1)i,j, (y2)i,j) ∈ R2, wi,j = ((w11)i,j, (w12)i,j, (w21)i,j, (w22)i,j) ∈ R4,
∥∥yi,j

∥∥
2 =√

((y1)i,j)
2 + ((y2)i,j)

2,
∥∥wi,j

∥∥
2 =

√
((w11)i,j)

2 + ((w12)i,j)
2 + ((w21)i,j)

2 + ((w22)i,j)
2.

Thus, the augmented Lagrangian function of Equation (15) is

L(x, y, z, w, μ1, μ2, μ3) =∑
i,j

αi,j
∥∥yi,j

∥∥
2 − μT

1 (y− Dx) +
β1

2 ∑
i,j

∥∥∥yi,j − (Dx)i,j

∥∥∥2

2
+ ∑

i,j
(1− αi,j)

∥∥wi,j
∥∥

2

− μT
2 (w− D2x) +

β2

2 ∑
i,j

∥∥∥wi,j − (D2x)i,j

∥∥∥2

2
+ λ(‖z‖1 − 〈F(z̃), z〉)

− μT
3 (z− (Kx− f )) +

β3

2
‖z− (Kx− f )‖2

2

(16)
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where μ1 ∈ R2n2
, μ3 ∈ Rn2

, μ2 ∈ R4n2
are the Lagrangian multipliers, and β1, β2, β3 > 0 are the

penalty parameters. Then the ADMM for solving the model Equation (9) by updating x, y, w, z and λ

as follows: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

yk+1 = arg min
y

L(xk, y, zk, wk, μk
1, μk

2, μk
3)

wk+1 = arg min
w

L(xk, yk+1, zk, w, μk
1, μk

2, μk
3)

zk+1 = arg min
z

L(xk, yk+1, z, wk+1, μk
1, μk

2, μk
3)

xk+1 = arg min
x

L(x, yk+1, zk+1, wk+1, μk
1, μk

2, μk
3)

μk+1
1 = μk

1 − ζβ1(yk+1 − Dxk+1)

μk+1
2 = μk

2 − ζβ2(wk+1 − D2xk+1)

μk+1
3 = μk

3 − ζβ3(zk+1 − (Kxk+1 − f ))

(17)

where ζ > 0 is the step length, and it can vary (0, (
√

5 + 1)/2) [23]. For the y, w, z sub-problems, it is
easy to get the scalar minimizer by using the soft thresholding, and for x sub-problem, it can be solved
by fast Fourier transform (FFT) under periodic boundary conditions. Therefore, for y sub-problem, it
can be obtained that

yk+1
i,j =max

{∥∥∥∥∥(Dxk)i,j +
(μk

1)i,j

β1

∥∥∥∥∥− αi,j

β1
, 0

}
·

(Dxk)i,j + (μk
1)i,j/β1∥∥∥(Dxk)i,j + (μk

1)i,j/β1

∥∥∥
2

(18)

here we assume the convention 0 · (0/0) = 0, i, j = 1, 2, . . . , n. For the w sub-problem, there is

wk+1
i,j =max

{∥∥∥∥∥(D2xk)i,j +
(μk

2)i,j

β2

∥∥∥∥∥− 1− αi,j

β2
, 0

}
·

(D2xk)i,j + (μk
2)i,j/β2∥∥∥(D2xk)i,j + (μk

2)i,j/β2

∥∥∥
2

(19)

Taking account of z, there is

zk+1 =max

{∣∣∣∣∣Kxk − f +
μk

3 + λF(z̃)
β3

∣∣∣∣∣− λ

β3
, 0

}
◦ sgn(Kxk − f +

μk
3 + λF(z̃)

β3
) (20)

where ◦ denotes pointwise product. For x sub-problem, it can be solved by FFT and the result is shown
as

xk+1 =
DT (β1yk+1−μk

1)+(D2)T(β2wk+1−μk
2)+KT (β3zk+1−μk

3)+β3KT f
β1DT D+β2(D2)T D2+β3KT K

(21)

Now, the HOCTVL1 Algorithm 1 can be concluded and is described as follows.

Algorithm 1: The HOCTVL1 algorithm
Input: f , K, λ, β1, β2, β3, ζ, c, δtol , Maxiter

Initialization: x0 = f , μ0
1 = 0, μ0

2 = 0, μ0
3 = 0, k = 0, α = 1.

Step 1. Compute yk+1
i,j , wk+1

i,j , zk+1 via Equations (18)–(20) respectively,

Step 2. Compute xk+1 by solving Equation (21),

Step 3. Update μk+1
1 , μk+1

2 , μk+1
3 , via Equation (17),

Step 4. Update αi,j via Equation (10),

Step 5. If k < Maxiter or
∥∥∥xk+1 − xk

∥∥∥
2
/
∥∥∥xk

∥∥∥
2
> δtol , go to Step 1

Output: xk.
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4. SAHOCTVL1 Model

It is known that the regularization parameter λ controls the trade-off between the fidelity and the
smoothness of the solution. Usually in most models, λ is a fixed value. In [39], Dong et al. developed
a new automated spatially adapted regularization parameter selection method, and had a good effect
on the Gaussian noise removal. In [27,40], the authors proposed a spatially adapted regularization
parameter selection scheme for Poissonian image deblurring. In [31], the authors used the spatially
adapted regularization parameter selection scheme for the impulse noise removal, while this method
did not always show good results. In this section, the spatially adapted regularization parameter
selection scheme described in [39] is adopted into the HOCTVL1 model, and SAHOCTVL1 algorithm
is concluded.

Firstly, the SAHOCTVL1 model is defined as

min
x,z ∑

1≤i,j≤n

∥∥∥αi,j(Dx)i,j

∥∥∥
2
+ (1− αi,j)

∥∥∥(D2x)i,j

∥∥∥
2
+ (‖λ ◦ (z − F(z̃) ◦ z)‖1 s.t. z = Kx− f (22)

where ◦ represents the pointwise product. Here, λ is a matrix as the same size of f , and its all elements
equal to one constant when we set its initial value.

As described in [39], the local window filter is defined as

ω(a, b) =

{
1

ω2 , if‖b− a‖∞ ≤ ω
2 ,

0, else,
(23)

with a ∈ Ω fixed, and
∫

Ω ω(a, b)dadb = 1.
Let r represents the noise level, and ν represents the control constant for controlling the fidelity

term. For the salt-and-pepper noise removal, we set

ν = r/2 (24)

and the λ updating rule is expressed as

(λ̃p+1)i,j = η min((λ̃p)i,j + τ max(LEAVEi,j − ν, 0), L) (25)

(λ̃p+1)i,j =
1

ω2 ∑
(s,t)∈Ωω

i,j

(λ̃p+1)s,t (26)

where L is a large constant to ensure λ is finite, 1 < η < 2, Ωω
i,j is a local window with the center on

(i, j), and τ = 2‖λ(:)‖∞/r, LEAVEi,j =
1

ω2 ∑
(s,t)∈Ωω

i,j

|Kx− f |s,t.

For the random-valued noise removal, the ν is defined as

νω
i,j =

1
ω2 ∑

(s,t)∈Ωω
i,j

r · ((Kx)2
s,t − (Kx)s,t +

1
2
) (27)

Then the λ updating rule is expressed as

(λ̃p+1)i,j = η min((λ̃p)i,j + τ · (LEAVEω
i,j − νω

i,j)
+, L) (28)

(λ̃p+1)i,j =
1

ω2 ∑
(s,t)∈Ωω

i,j

(λ̃p+1)s,t (29)

where the parameters η, L, τ, and LEAVEi,j are the same as before.
Now, the spatially adapted HOCTVL1 Algorithm 2 can be concluded.
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Algorithm 2: Spatially adapted algorithm for solving the SAHOCTVL1 model
Input: f , K, λ, β1, β2, β3, ζ, c, δtol , Maxiter, r, ω, L.

Initialization: x0 = f , μ0
1 = 0, μ0

2 = 0, μ0
3 = 0, k = 0, α = 1, p = 0.

Step 1. Solve the model Equation (22) by Algorithm 1, and get xp,

Step 2. Update λ̃p via Equations (24)–(26) for salt-and-pepper noise,

Update λ̃p via Equations (27)–(29) for random-valued noise,

Step 3. stop or set p = p + 1 and return to Step 1.

Output: xp.

5. Numerical Results

In this section, numerical results will be presented to illustrate the efficiency of the proposed
models. Firstly the HOCTVL1 model is compared with TVL1 [20], HTVL1 [31], CTVL1 [23], then four
state-of-the-art methods are selected for comparisons and the methods include LpTV-ADMM [26],
the Adaptive Outlier Pursuit (AOP) method [41], the Penalty Decomposition Algorithm (PDA) [42],
L0TV-PADMM [43]. It should be noted that we all only use HOCTVL1 model in these tests for
comparison. In the last subsection, the efficiency of SAHOCTVL1 model will be compared with
HOCTVL1 separately. In this section, the convergence of HOCTVL1 model is analyzed too. The test
images are mainly: Lena, camera, pepper, boat, which are shown in Figure 3. In the experiments,
for ease of comparison, we only consider “Gaussian” blurring kernel, since the model is also suitable
for other blurring kernels. Besides, signal-to-noise ratio (SNR) is used to evaluate the quality of
restoration, which is defined as

SNR(x) = 10log10
‖x̂− E(x̂)‖2

2

‖x̂− x‖2
2

(30)

where x̂ and x denote the original and restored image respectively, and E(x̂) represents the mean
of x̂. To evaluate the convergence rate, the running time of every algorithm is considered. For
fairness, the stop criterion is the same among the algorithms mentioned in the experiments, which is
expressed as ∥∥∥xk+1 − xk

∥∥∥2

2∥∥xk
∥∥2

2

< δtol (31)

All experiments are operated under the Windows 10 and MATLAB R2018a with the platform
Lenovo of Intel (R) Core (TM) i5-4200M CPU@2.50GHz 2.50 GHz made in Beijing, China.

(a) (b) (c) (d)
Figure 3. Original images. First column: image name. Second column: image size. (a) Lena: 512× 512;
(b) camera: 256× 256; (c) pepper: 512× 512; (d) boat: 512× 512.
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5.1. Parameter Setting

In this subsection, we mainly define the values of some parameters in the experiments. In [23],
the author set (β1, β2) = (5, 350) for TVL1 model, and (β1, β2) = (5, 20,000), ζ = 1.618, τ = 2 for
CTVL1 model. In [31], the author set (β1, β2, β3) = (5, 10, 1000), η = 1.1, c = 0.1, the local window
size ω = 21 for HTVL1 model. In this paper, firstly we decide the value of β3. Choose camera as test
image and add salt-and-pepper noise with noise level 30%, the blurring kernel is Gaussian (hsize = 7,
standard deviation = 5). When setting λ= 500 (not the most appropriate λ) and varying β3 from 500
to 30,000, the trend of SNR of the restored image is shown in Figure 4. From Figure 4, it can be seen
that with the increasing of β3, SNR is also increasing, and when β3 > 20, 000, the trend keeps stable.
In order to obtain good numerical results, in this paper, we set β3 = 25, 000.
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Figure 4. The SNR for results with different β3.

Then considering the selection of λ, it is often a troublesome thing. In most cases, scholars obtain
the appropriate λ through experience or a lot of attempts. In [24], Gong defined a selection scheme of
λ based on numerical experiments, which is expressed as follows.

λ =
cλ∗

1− r
(32)

where λ∗ denotes the “best” λ found for TVL1 model, c is a constant and r represents the noise level. It
means that we still need to struggle for the λ of TVL1 model. Through a large number of simulation
experiments, we find that the difficulty in selecting λ mainly lies in the initial value of λ when the
noise level is 10%, and as the noise increases, the value of λ decreases. Figure 5 shows the results
of HOCTVL1 model and CTVL1 model corrupted by 10% salt-and-pepper noise with different λ

and it can be seen that the appropriate λ for HOCTVL1 is almost the same with the λ for CTVL1.
Therefore, similarly, we can adopt the λ for CTVL1 model in our HOCTVL1 model, and we set λ= 800
for impulse noise with noise level 10%.
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Figure 5. The SNR of HOCTVL1 and CTVL1 with different λ.

The size of local window ω is a factor that may influence the noise removal effect of SAHOCTVL1
model. In [33], the author illustrated through experiments that it can reduce more noise and recover
more details when ω ≥ 11. Here, we also make an experiment. We choose camera as test image,
and add 30% salt-and-pepper noise. When varying ω from 3 to 31, the SNR of the restored image is
shown in Figure 6. From Figure 6, generally speaking, SNR does not change much, and when ω ≥ 13,
SNR tends to be stable. Therefore, in this paper, we still set ω = 21 and the other parameters are the
same as mentioned before.
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Figure 6. The SNR for results with different ω.

5.2. Convergence Analysis of HOCTVL1 Model

In this subsection, the convergence of HOCTVL1 algorithm will be analyzed. In [23], the author
has proved that the CTVL1 model can converge to an optimal solution and its dual. Let{

yk, wk, zk, xk, μk
1, μk

2, μk
3

}
be the iterative sequence generated by the ADMM approach, and set

Q1(y) = ∑
1≤i,j≤n

∥∥yi,j
∥∥

2, Q2(w) = ∑
1≤i,j≤n

∥∥wi,j
∥∥

2, Q3(z) = λ(‖z‖1 − 〈F(z̃), z〉). It is obvious that

Q1 : R2n2 → R, Q2 : R4n2 → R, and Q3 : Rn2 → R are closed proper convex functions. Then according
to the subsection 4.3 of [23], it is easy for us to obtain the convergence result of HOCTVL1 model. Here,
we verify the convergence property of HOCTVL1 model from another point of view. We observe the
changes of SNR and F(z) with the iterations by considering the camera image of size of 256× 256
corrupted by Gaussian blur (hsize = 15, standard deviation = 5) and 50% salt-and-pepper noise, λ= 500,
as are shown in Figure 7.
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Figure 7. Changes of SNR and F(z) with the iterations for Camera image corrupted by Gaussian blur
and 50% salt-and-pepper noise. (a) SNR; (b) F(z).

It can be seen that the SNR value (or the function F(z)) increases (or decreases) monotonically,
which can demonstrate the convexity of the model. Besides, it can be seen that after 130th iteration,
the SNR values keep stable, and the function remains unchanged after 70th iteration, which means
that the model has converged to an optimal solution.

5.3. Comparisons of TVL1, HTVL1 and CTVL1 Models

In this subsection, some experiments are made to illustrate the superiority of HOCTVL1 model in
removing the impulse noise and overcoming the staircase effects. By comparing the restoration effect of
TVL1, HTVL1 and CTVL1 models, the superiority of our model is further illustrated. For CTVL1 model
and HOCTVL1 model, the results of TVL1 model are used as the initial value, and the initial value is
same. The blurring kernel is Gaussian (hsize = 15, standard deviation = 5). Next, the experiments will
be carried out from three aspects: (1) Deblurring image under salt-and-pepper noise. (2) Deblurring
image under random-valued noise. (3) Analysis of convergence rate.

5.3.1. For Salt-and-Pepper Noise

Firstly, the visual comparisons of Lena image corrupted by Gaussian blur and salt-and-pepper
noise with noise levels 30%, 50%, 70% are carried out, and the results are shown in Figures 8–10
respectively. The unit of SNR value is dB.

(a) Corruption: 30% (b) SNR: 15.42 (c) SNR: 16.21 (d) SNR: 18.53 (e) SNR: 19.37

Figure 8. Comparisons of TVL1, HTVL1, CTVL1 and HOCTVL1 model on the Lena image corrupted
by Gaussian blur and salt-and-pepper noise with noise level 30%. (a) Corrupted image. (b) TVL1
model. (c) HTVL1 model. (d) CTVL1 model. (e) HOCTVL1 model.
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(a) Corruption: 50% (b) SNR: 14.82 (c) SNR: 15.14 (d) SNR: 18.01 (e) SNR: 18.61

Figure 9. Comparisons of TVL1, HTVL1, CTVL1 and HOCTVL1 model on the Lena image corrupted
by Gaussian blur and salt-and-pepper noise with noise level 50%. (a) Corrupted image. (b) TVL1
model. (c) HTVL1 model. (d) CTVL1 model. (e) HOCTVL1 model.

(a) Corruption: 70% (b) SNR: 12.39 (c) SNR: 13.59 (d) SNR: 17.43 (e) SNR: 17.71

Figure 10. Comparisons of TVL1, HTVL1, CTVL1 and HOCTVL1 model on the Lena image corrupted
by Gaussian blur and salt-and-pepper noise with noise level 70%. (a) Corrupted image. (b) TVL1
model. (c) HTVL1 model. (d) CTVL1 model. (e) HOCTVL1 model.

From Figures 8–10, it can be found that for noise levels 30% and 50%, four models can all remove
the salt-and-pepper noise effectively, but the quality of the restored images is different. The restored
image by HOCTVL1 model is closer to the original image and its SNR is the highest. For noise
level 70%, the restored image by TVL1 model is not clear. The restored image by HTVL1 model is
clearer than the restored image by TVL1 model, but there are some noise points in the image that have
not been removed, while both CTVL1 model and HOCTVL1 model can get a good restored result. By
comparing the results of TVL1 model and HTVL1 model, the image quality can be indeed improved
by introducing the high-order TV regularizer term. However, since the poor performance of TVL1
model, the results of HTVL1 is not very good. Since an adaptive correction procedure is introduced
in CTVL1 model, which can greatly enhance the effect of image deblurring. While we combine the
CTVL1 model with second-order TV regularizer term, which can further improve the effect of image
deblurring. Both for removing the salt-and-pepper noise with noise level from 30% to 70%, HOCTVL1
model can have a great performance. It cannot only provide a very good visual effect, but also achieve
a higher SNR. Especially for noise level 30%, the SNR value of the restored image by HOCTVL1 model
is more than 1 dB higher than that by CTVL1 model and for noise level 50%, the SNR value obtained
by HOCTVL1 model is also about 0.6 dB higher than CTVL1 model.

For noise level 90%, HOCTVL1 model can also use the step correction to improve the removal
effect, as shown in Figure 11. Figure 11 shows the results of CTVL1 model and HOCTVL1 model
during five correction steps. It can be seen that after several correction steps, two models both can
improve the effect of image deblurring though the effect of TVL1 model is worse. However, from first
correction step to fifth correction step, the SNR of our HOCTVL1 model is always higher than CTVL1
model. After first correction step, the SNR of recovered image by HOCTVL1 model is about 0.6 dB
higher than CTVL1 model. Meanwhile, after three correction steps, the SNR of the restored image
keeps stable, and the noise is eliminated, which shows that the correction efficiency of HOCTVL1
model is very high.
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(a) Corruption: 90% (b) SNR: 6.78

(c) SNR: 12.13 (d) SNR: 13.26 (e) SNR: 13.99 (f) SNR: 14.10 (g) SNR: 14.21

(h) SNR: 12.77 (i) SNR: 14.19 (j) SNR: 14.50 (k) SNR: 14.51 (l) SNR: 14.53

Figure 11. Restored images of TVL1, CTVL1 and HOCTVL1 models on the Lena image corrupted by
Gaussian blur and salt-and-pepper noise with noise level 90%. (a) Corrupted image. (b) TVL1 model.
(c–g) first correction step to fifth correction step of CTVL1 model. (h–l) first correction step to fifth
correction step of HOCTVL1 model.

Table 1 shows the results of the four models for restoring the corrupted images with noise levels
10%, 30%, 50%, 70% and 90%. The test images are what are shown in Figure 3. It should be noted
that the values of CTVL1 and HOCTVL1 model for noise level 90% are the SNR of the restored
images after first correction step. From Table 1, it can be seen that compared with other three models,
HOCTVL1 model can achieve a higher SNR value. It can also be seen that there is a great improvement
in HOCTVL1 model compared with TVL1 and HTVL1 model no matter what the noise level is.
Compared with CTVL1 model, there is about 1 dB higher in restoring the Lena, pepper and boat
images when noise levels are 10% and 30%. Even for recovering camera image, the SNR of the restored
image by HOCTVL1 model is still at least 0.5 dB higher than CTVL1 model when noise levels are 10%
and 30%. For noise level 90%, the SNR of our HOCTVL1 model is the highest among the four model,
though there is only a slight improvement in the camera image.
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Table 1. SNR of four different models for test images corrupted by Gaussian blur and salt-and-pepper noise.

Image Noise Level
SNR(dB)

TVL1 HTVL1 CTVL1 HOCTVL1

Lena

10% 15.68 16.83 18.93 19.79
50% 14.82 15.14 18.01 18.60
70% 12.39 13.59 17.43 17.71
90% 7.32 6.77 12.13 12.77

Camera

10% 12.95 13.64 16.27 16.92
30% 12.30 12.99 15.73 16.21
50% 11.48 11.79 14.79 15.28
70% 10.26 10.27 12.44 12.54
90% 5.73 5.56 8.08 8.20

Pepper

10% 19.40 21.65 25.08 26.00
30% 18.96 21.01 24.24 25.43
50% 17.98 19.31 23.65 24.63
70% 16.14 16.48 22.77 23.25
90% 7.90 7.12 13.16 14.75

Boat

10% 15.26 16.54 19.03 20.02
30% 14.78 16.01 18.58 19.52
50% 13.63 14.58 18.08 18.69
70% 12.30 12.51 17.26 17.69
90% 6.79 6.13 10.99 11.36

5.3.2. For Random-Valued Noise

For the sake of testing the performance of HOCTVL1 model in removing random-valued noise,
we also carry out a series of experiments. Figures 12 and 13 show the visual comparisons of Lena
image corrupted by Gaussian blur and random-valued with noise levels 30% and 50%. It can be
seen that for noise level 30%, both four models can effectively restore the corrupted image, but the
image restored by TVL1 is still somewhat blurred, the images recovered by other three models are
clearer and the recovered image by HOCTVL1 model is closer to the original image and its SNR is
the highest. For noise level 50%, there is a little noise in Figure 13b,c, which shows that TVL1 and
HTVL1 models cannot completely remove the 50% random-valued noise though HTVL1 model has
a better performance. While CTVL1 model and HOCTVL1 model can remove noise very well, and
the recovered image by HOCTVL1 model is clearer than that by CTVL1 model, which illustrates that
high-order regularizer term can effectively restrain the staircase effects. Meanwhile, the value of SNR
of HOCTVL1 model also illustrates this point.

(a) Corruption: 30% (b) SNR: 15.41 (c) SNR: 16.25 (d) SNR: 18.48 (e) SNR: 19.32

Figure 12. Comparisons of TVL1, HTVL1, CTVL1 and HOCTVL1 model on the Lena image corrupted
by Gaussian blur and random-valued noise with noise level 30%. (a) Corrupted image. (b) TVL1 model.
(c) HTVL1 model. (d) CTVL1 model. (e) HOCTVL1 model.
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(a) Corruption: 50% (b) SNR: 14.24 (c) SNR: 14.95 (d) SNR: 17.94 (e) SNR: 18.62

Figure 13. Comparisons of TVL1, HTVL1, CTVL1 and HOCTVL1 model on the Lena image corrupted
by Gaussian blur and random-valued noise with noise level 50%. (a) Corrupted image. (b) TVL1 model.
(c) HTVL1 model. (d) CTVL1 model. (e) HOCTVL1 model.

Figure 14 shows the results of TVL1, five correction steps of CTVL1 model and eighth correction
steps of HOCTVL1 model for removing the random-valued noise with noise level 70%. Though the
performance of TVL1 model is not good, after several correction steps, both CTVL1 model and
HOCTVL1 model can improve the restoration effect. Meanwhile, it can be found that the SNR of the
new model is always higher than CTVL1 model after the same correction step. Besides, after the eighth
correction step, there are only a few noise points in the image and the restored image is very clear,
which shows the superiority of HOCTVL1 model.

(a) Corruption: 70% (b) SNR: 8.34 (c) SNR: 9.35 (d) SNR: 10.23 (e) SNR: 10.79

(f) SNR: 11.11 (g) SNR: 11.56 (h) SNR: 9.54 (i) SNR: 10.63 (j) SNR: 11.38

(k) SNR: 11.95 (l) SNR: 13.08 (m) SNR: 13.89 (n) SNR: 14.55 (o) SNR: 14.97

Figure 14. Restored images of TVL1, CTVL1 and HOCTVL1 model on the Lena image corrupted by
Gaussian blur and random-valued noise with noise level 70%. (a) Corrupted image. (b) TVL1 model.
(c–g) first correction step to fifth correction step of CTVL1 model. (h–o) first correction step to eighth
correction step of HOCTVL1 model.

Table 2 shows the results of the four models for restoring the corrupted images with noise levels
10%, 30%, 50%, 70%. The values of CTVL1 and HOCTVL1 models for noise level 70% in Table 2 are
also the SNR of the restored images after first correction step. The values show the superiority of our
model for removing the random-valued noise. Different to removing salt-and-pepper noise, there is
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only a little improvement compared to CTVL1 model for removing noise as high as 70%. But when the
noise level is lower than 70%, the improvement is remarkable.

Table 2. SNR of four different models for test images corrupted by Gaussian blur and random-valued noise.

Image Noise Level
SNR(dB)

TVL1 HTVL1 CTVL1 HOCTVL1

Lena

10% 15.70 16.82 18.87 19.68
30% 15.41 16.25 18.48 19.32
50% 14.24 14.95 17.94 18.62
70% 8.34 8.28 9.35 9.54

Camera

10% 12.97 13.64 16.22 16.76
30% 12.18 12.88 15.80 16.20
50% 9.35 9.37 11.20 11.46
70% 3.30 3.60 3.63 3.79

Pepper

10% 19.41 21.57 25.00 25.95
30% 18.94 20.88 24.24 25.35
50% 16.23 16.88 20.88 21.40
70% 7.58 7.12 8.63 8.80

Boat

10% 15.26 16.48 19.01 19.90
30% 14.76 15.94 18.55 19.47
50% 12.90 13.62 17.06 18.31
70% 6.57 7.06 7.88 7.98

5.3.3. Analysis of Convergence Rate

Now, we analyze the convergence rate of four models. We choose Lena as the test image, and use
the running time to evaluate the convergence rate. Figure 15 shows the time that four models spend
restoring the corrupted Lena image under impulse noise with different level. It can be seen that
when dealing with the same noise, TVL1 and CTVL1 model cost relatively less time. Because of the
combination of high-order TV regularizer term, which increases the computational complexity of
the algorithm, HTVL1 and HOCTVL1 models consume more time compared to TVL1 and CTVL1
model. While HOCTVL1 model can effectively reduce the staircase effect and restore more details,
it is worthwhile taking more time. Figure 16 shows the change of F(z) with the iteration number
when dealing with the salt-and-pepper noise with noise levels 30% and 50%. It can be seen that the
convergence rate of HOCTVL1 model is slower than CTVL1 model, and the iteration number is about
twice as much as that of CTVL1 model.
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Figure 15. Running time of four different models for Lena corrupted by Gaussian blur and impulse
noise. (a) Salt-and-pepper noise; (b) Random-valued noise.
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Figure 16. Change of F(z) value with Iteration number. (a) Corruption: 30%; (b) Corruption: 50%.

5.4. Comparisons of Some Other Methods

In this subsection, we compare the effect of the HOCTVL1 model with some other methods for
image deblurring under impulse noise, mainly include: LpTV-ADMM [26], AOP [41], PDA [42] and
L0TV-PADMM [43]. Since in [23], the author has shown the superiority of CTVL1 model by numerical
experiments compared with two-phase method, in this subsection, we do not consider two-phase
method. In this experiment, for ease of comparison, we choose “Gaussian” blurring kernel with hsize
=9 and standard deviation =7, which is same with [43] and the parameter settings of these methods
also obey to the related papers and readers can refer to them for details.

Firstly, we show the visual results of the pepper image corrupted by salt-and-pepper noise and
random-valued noise with noise level 50% respectively, as are shown in Figures 17 and 18.

(a) Corruption: 50% (b) SNR: 14.33 (c) SNR: 16.97

(d) SNR: 15.95 (e) SNR: 26.62 (f) SNR: 30.64

Figure 17. Recovered images on Pepper image corrupted by salt-and-pepper noise with noise level
50%. (a) Corrupted image. (b) Lp-ADMM. (c) AOP. (d) PDA. (e) L0TV-PADMM. (f) HOCTVL1.
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(a) Corruption: 50% (b) SNR: 13.80 (c) SNR: 16.23

(d) SNR: 15.45 (e) SNR: 20.82 (f) SNR: 22.94

Figure 18. Recovered images on Pepper image corrupted by random-valued noise with noise level
50%. (a) Corrupted image. (b) Lp-ADMM. (c) AOP. (d) PDA. (e) L0TV-PADMM. (f) HOCTVL1.

From Figures 17 and 18, it can be seen that the restoration effect of HOCTVL1 model is very
remarkable. It is obvious that HOCTVL1 model has the highest SNR, followed by PDA and AOP
methods, and the Lp-ADMM method has the lowest SNR. When removing 50% salt-and-pepper
noise, as shown in Figure 17, compared with Lp-ADMM method, the SNR of (f) is more than twice
as (b). Compared with L0-PADMM method, the SNR of our model is also 4 dB higher. When
removing 50% random-valued noise, compared with L0-PADMM method, our model has only about
2 dB improvement in SNR, which is less than that in removing salt-and-pepper noise. But similarly,
compared with Lp-ADMM method, our model has more than 100% improvement.

Table 3 shows the results of the five methods for restoring the corrupted images by impulse noise
with different noise level, respectively. The value on the left of “/” represents the result after the first
correction step and the value on the right of “/” represents the result after multi-correction steps.
For removing salt-and-pepper noise, it is obvious that Lp-ADMM and PDA methods perform poorly,
and when noise level is 90%, Lp-ADMM method has the worst effect. When the noise level varies from
30% to 70%, HOCTVL1 model has the highest SNR in most cases, except the SNR of L0TV-PADMM
when dealing with the camera image with noise level 70%. It can also be seen that L0TV-PADMM
method has the best restoration effect and its SNR value is higher than our model when the noise level
is 90%. For dealing with random-valued noise, it can be seen that our model has the highest SNR
when noise level varies from 30% to 50%. Similarly, for noise level 70%, L0TV-PADMM method has
certain advantages; however, it can be seen from Lena and boat images that our model can achieve
a higher SNR than L0TV-PADMM method after multi-correction steps.
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Table 3. SNR of five methods for test images corrupted by Gaussian blur and impulse noise.

Image Algorithm
Salt-and-Pepper Noise Random-Valued Noise

30% 50% 70% 90% 30% 50% 70%

Lena

Lp-ADMM 14.18 12.72 8.25 2.21 14.24 12.79 7.21
AOP 14.75 14.34 13.79 13.18 14.49 14.03 5.56
PDA 14.22 13.75 12.96 9.12 14.07 13.41 11.77

L0TV-PADMM 19.41 18.62 17.46 15.02 18.14 16.92 15.31
HOCTVL1 23.66 22.19 18.52 11.05/13.82 23.49 19.44 9.27/17.24

Camera

Lp-ADMM 9.46 8.37 3.92 −0.43 9.43 7.54 2.68
AOP 11.32 10.63 9.52 8.37 11.08 8.65 2.57
PDA 9.91 9.57 8.98 5.86 9.64 8.92 6.54

L0TV-PADMM 15.57 14.32 12.63 9.74 13.16 12.35 10.53
HOCTVL1 22.27 17.89 12.55 6.22/6.46 21.67 14.79 3.65/9.51

Pepper

Lp-ADMM 16.63 14.33 7.80 1.92 16.75 13.80 6.52
AOP 17.33 16.97 16.31 15.32 17.24 16.23 5.74
PDA 16.53 15.95 14.91 9.54 16.30 15.45 13.10

L0TV-PADMM 26.18 24.62 21.55 17.53 22.66 20.82 18.00
HOCTVL1 32.07 30.64 22.58 9.80/11.25 30.34 22.94 8.06/16.09

Boat

Lp-ADMM 12.28 11.13 7.16 1.99 12.22 10.95 6.18
AOP 13.70 12.80 12.24 11.43 13.11 12.51 5.43
PDA 12.38 11.91 11.18 8.29 12.32 11.76 10.43

L0TV-PADMM 19.45 18.12 16.58 13.26 17.38 15.76 14.04
HOCTVL1 24.21 22.55 18.15 9.25/10.85 23.84 18.46 7.91/15.45

Figure 19 shows the running time of the five methods for restoring the corrupted pepper image.
When dealing with 90% salt-and-pepper noise and 70% random-valued noise, HOCTVL1 model needs
multi-correction steps, which costs a lot time, here we only show the time of removing salt-and-pepper
noise as high as 70% and random-valued noise as high as 50%. It can be seen that compared to other
four methods, our HOCTVL1 model spends the least time whatever the noise level is. It can also be
found that the other four methods take several times as much time as our model, which illustrates the
advantages of our model.
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Figure 19. Running time of five methods for pepper corrupted by Gaussian blur and impulse noise.
(a) Salt-and-pepper noise; (b) Random-valued noise.
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5.5. Comparisons between SAHOCTVL1 Model and HOCTVL1 Model

In this subsection, the restoration effect of SAHOCTVL1 model will be analyzed. We choose
camera and Lena as test images, we use “Gaussian” blurring with hsize = 15 and standard deviation = 5,
and we set the spatially adapted iteration number p ≤ 3. Since we have shown the superiority of
HOCTVL1 model by many simulation experiments, here we only compare the effect of SAHOCTVL1
model and HOCTVL1 model on image restoration. Meanwhile, since we have shown the huge
advantage of HOCTVL1 model compared to HTVL1 model, while the effect of SAHTVL1 model
is similar to HTVL1 model, therefore we do not consider SAHTVL1 model in [31] either. In this
subsection we do not consider the 90% salt-and-pepper noise and 70% random-valued noise since the
multi-correction steps take much time. We evaluate the results by SNR and running time, and the
restoration results are shown in Table 4.

Table 4. Comparisons of SAHOCTVL1 and HOCTVL1 model for Cameraman and Lena corrupted by
Gaussian blur and impulse noise.

Image Noise Type Noise Level
SNR(dB) Time(s)

HOCTVL1 SAHOCTVL1 HOCTVL1 SAHOCTVL1

Camera

SP

10% 16.85 16.98 2.32 6.76
30% 16.18 16.51 2.67 8.20
50% 15.33 15.72 3.02 9.32
70% 12.50 12.57 5.15 15.47

RV

10% 16.73 16.78 2.06 6.07
30% 16.22 16.34 2.30 7.08
50% 11.39 11.99 3.02 8.74

Lena

SP

10% 19.78 19.82 11.19 31.45
30% 19.35 19.44 13.97 39.27
50% 18.63 18.78 16.13 47.12
70% 17.72 17.85 18.82 55.57

RV

10% 19.68 19.72 9.18 30.60
30% 19.29 19.32 11.39 36.77
50% 18.56 18.68 12.07 41.35

SP denotes salt-and-pepper noise and RV denotes random-valued noise.

From Table 4, as is shown, generally speaking, SAHOCTVL1 model can achieve at least the same
effect as HOCTVL1 model. For camera image, when noise is 30% and 50% salt-and-pepper noise,
the SNR of SAHOCTVL1 model is about 0.4 dB higher than HOCTVL1 model and when noise is 50%
random-valued noise, there is 0.6 dB higher than HOCTVL1 model. For Lena image, the advantage of
SAHOCTVL1 model is little, and the SNR improves by about 0.1 dB when noise levels are 50% and
70%. Meanwhile, because we set p ≤ 3, which makes the algorithm run 3 times, making the time
SAHOCTVL1 model takes be about 3 times as much as that HOCTVL1 model takes. But we think it is
worthwhile to obtain high SNR at the expense of running time.

6. Conclusions

This paper gives a contribution to solving the problem of image deblurring under impulse
noise, and two models named HOCTVL1 model and SAHOCTVL1 model are proposed. Benefitting
from the merits of high-order TV regularizer term and spatially adapted regularization parameter
selection scheme, both models perform well in recovering the corrupted images. A great quantity
of experiments is carried out to show the superiority of the two models. Compared to CTVL1
model, HOCTVL1 model can achieve better visual effects and higher SNR values. When dealing with
salt-and-pepper noise with noise level less than 90% and random-valued noise with noise level less than
70%, there is about 0.5∼1 dB improvement. When dealing with 90% salt-and-pepper noise and 70%
random-valued noise, multi-correction steps are used to improve the restoration quality. HOCTVL1
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model outperforms CTVL1 model both in the SNR value of each correction step and the number of
correction steps they need. Compared to four other state-of-the-art methods, HOCTVL1 model always
outperforms Lp-ADMM, AOP, and PDA methods. Compared to L0TV-PADMM method, HOCTVL1
model performs well in most cases and it can achieve about 1∼4 dB improvement. When dealing
with 90% salt-and-pepper noise and 70% random-valued noise, L0TV-PADMM method performs well,
while after several correction steps, HOCTVL1 model can obtain higher SNR value in some cases
and HOCTVL1 model takes less time. In the last experiment, the comparisons of HOCTVL1 model
and SAHOCTVL1 model are conducted and the results show that SAHOCTVL1 can achieve about
0.1∼0.6 dB improvement compared to HOCTVL1 model. However, it takes about three times as long
as HOCTVL1 model, which is a problem that needs to be optimized in a future study.
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Abstract: A secret image sharing (SIS) scheme inserts a secret message into shadow images in a way
that if shadow images are combined in a specific way, the secret image can be recovered. A 2-out-of-2
sharing digital image scheme (SDIS) adopts a color palette to share a digital color secret image into
two shadow images, and the secret image can be recovered from two shadow images, while any
one shadow image has no information about the secret image. This 2-out-of-2 SDIS may keep the
shadow size small because by using a color palette, and thus has advantage of reducing storage.
However, the previous works on SDIS are just 2-out-of-2 scheme and have limited functions. In this
paper, we take the lead to study a general n-out-of-n SDIS which can be applied on more than two
shadow. The proposed SDIS is implemented on the basis of 2-out-of-2 SDIS. Our main contribution
has the higher contrast of binary meaningful shadow and the larger region in color shadows revealing
cover image when compared with previous 2-out-of-2 SDISs. Meanwhile, our SDIS is resistant to
colluder attack.

Keywords: secret image sharing; digital image; n-out-of-n scheme; color palette; colluder attack

1. Introduction

A secret image sharing (SIS) scheme inserts a secret message into shadow images in a way that if
shadow images are combined in a specific way, the secret image can be recovered. A SIS scheme is
usually referred to by a threshold (k, n) SIS, where k ≤ n, and can insert a secret image into n shadow
images (referred to as shadows). In a (k, n)-SIS, we may recover the secret image by using any k
shadows, but cannot recover the secret image from (k− 1) or fewer shadows. There are various types
of SIS. Here, we give a brief survey for three major types of SIS schemes: the visual cryptography
scheme (VC), the polynomial-based SIS (PSIS), and the bit-wise Boolean-operation based SIS.

The so-called VC [1–6] has a novel stacking-to-see property such that the involved participants
can easily stack shadows to visually decode the secret through the human eye. This property makes
VC applicable in many scenarios. Although VC has the ease of decoding, it has poor visual quality of
reconstructed image. Another SIS adopts (k− 1)-degree polynomial like Shamir’s secret sharing [7]
to design (k, n)-PSIS [8–15]. There are two major differences between VC and PSIS: the quality of
recovered image and the decoding method. Unlike VC provided with the poor visual quality, the
recovered secret image of PSIS is distortion-less. However, the decoding of VC only needs stacking
operation but PSIS uses the computation of Lagrange interpolation to recover secret image. Some SIS
schemes are based on Boolean operations [16–20]. Note: the stacking operation of VC, strictly speaking,
is also a Boolean OR operation. However, this OR operation of VC is pixel-wise operation, which
applied on black-and-white dots. However, Boolean operation in [16–20] is bit-wise operations, and
can obtain a high-quality secret image (a distortion-less image like PSIS scheme). Besides, using -wise
Boolean has much lower complexity when compared with Lagrange interpolation.
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Recently, Wei et al. use the bit-wise XOR operation to design a (2, 2) sharing digital image scheme
(SDIS) [17] to share a 256-color (or true color) digital image. Wei et al.’s (2, 2)-SDIS is also a type of
(k, n)-SIS where k = n = 2. Wei et al.’s (2, 2)-SDIS is the first SIS scheme using a 256-color palette.
This color palette has 256 colors, where each color is composed of red (R), green (G), and blue (B) color
planes. Each color and is chosen from a palette of 16,777,216(=224) colors (24 bits: each color plane has
8 bits). In VGA cards, 256 on-screen colors are chosen from a color palette, and these colors are most
visible to the human eye and meanwhile conserve a bandwidth. When using a color palette, each pixel
is represented by a color index in a 256-color color palette. Consider an example, a 256× 256-pixel
image. The file size is 256× 256× 1 bytes (color indices) +256× 3 bytes (color palette) = 66,304 bytes,
but is 256× 256× 3 = 196,608 bytes for using 24-bit true color format. Thus, the file size of a color
image can be kept small when represented by a color palette. Because Wei et al.’s (2, 2)-SDIS is based
on color palette, and thus it has the advantage of reducing storage.

However, there are three weaknesses in Wei et al.’s SDIS: the incorrect assignment of color palette
data for the color index 255, the erroneous recovery in secret image, and the partial region in shadow
revealing the cover image. In [19], Yang et al. address these weaknesses and propose a new (2, 2)-SDIS.
Both Wei et al.’s (2, 2)-SDIS and Yang et al.’s (2, 2)-SDIS are simple 2-out-of-2 scheme and have limited
applications. In this paper, we take the lead to study a general (n, n)-SDIS, which can be applied on
any n ≥ 3. The main weakness of Wei et al.’s (2, 2)-SDIS is the incorrect assignment of color palette
data for some color indices, and this is tackled by using a complicated approach, partitioned sets, in
Yang et al.’s (2, 2)-SDIS. In the proposed (n, n)-SDIS, because of the number of shadows more than
two, i.e., n ≥ 3, a simple approach reducing Hamming weigh of a temporary block is adopted to
easily solve this weakness. In addition, performance of our (n, n)-SDIS are enhanced when compared
with the previous (2, 2)-SDIS. The rest of this paper is organized as follows. Section 2 reviews Wei
et al.’s (2, 2)-SDIS and Yang et al.’s (2, 2)-SDIS. The proposed (n, n)-SDIS is presented in Section 3.
Also, an approach of enhancing visual quality of color meaningful shadow is introduced. A very
extreme attack, the (n − 1)-colluder attack, on the proposed (n, n)-SDIS is discussed in Section 4.
The experiment, discussion and comparison are in Section 5. Finally, Section 6 concludes the paper.

2. Preliminaries

Notations in this paper and their descriptions are listed in Table 1. These notations are used
throughout the whole paper to describe all the schemes, Wei et al.’s (2, 2)-SDIS [17], Yang et al.’s
(2, 2)-SDIS [19], and the proposed (n, n)-SDIS.

In [17], Wei et al. first proposed a simple (2, 2)-SDIS to insert a 256-color digital image SI into two
binary noise-like shadows (NS1 and NS2). In Wei et al.’s (2, 2)-SDIS, every 9-bit block B, i.e., b1 − b9,
is obtained from the 256-color secret image SI and the color palette CP. Afterwards, the block B is
subdivided into two blocks B(1) and B(2) on shadow 1 NS1 and shadow 2 NS2, respectively, by using
XOR operation. As shown in Figure 1, B = B(1) ⊕ B(2), where each bit bi = b(1)i ⊕ b(2)i , 1 ≤ i ≤ 9.
Both shadow blocks of B(1) and B(2) are Y blocks. Accomplish all blocks until all pixels in SI and
the data in CP are processed. Because every pixel in SI is represented as a block, shadow sizes are
nine times expanded. The first 8 bits b1 − b8 in B represents a color index, and the ninth bit b9 in every
block of NS1 (i.e., the bit b(1)9 ) is collected to covey the CP information. Therefore, from the XOR-ed
results NS1 ⊕ NS2 we may obtain color indices and the CP to recover SI. There are other two types of
shadows for Wei et al.’s (2, 2)-SDIS. Noise-like shadows (NS1, NS2) can be extended to two binary
meaningful shadows (BS1, BS2) and two color meaningful shadows (CS1, CS2), on which binary cover
image BCI and color cover image CCI can be, respectively, visually viewed. In addition, Wei et al.’s
(2, 2)-SDIS can also be extended to directly insert a true color SI without using CP.
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Table 1. Notations and Descriptions.

Notation Description

CP a 256-color color palette

SI a secret image with the size with the size (M× N) pixels

CCI, BCI binary (black-and-white) over image and color cover image with the size (M× N) pixels

NSi n noise-like shadows with the size (3M× 3N) (respectively, (5M× 5N)) subpixels for 256-color
(respectively, true color) secret image, where i = 1, 2, ..., n

BSi binary meaningful shadows with the size (3M× 3N) (respectively, (5M× 5N)) subpixels for
256-color (respectively, true color) secret image

CSi color meaningful shadows with the size (3M× 3N) (respectively, (5M× 5N)) subpixels for
256-color (respectively, true color) secret image

B a 3× 3-subpixel block B including 8-bit color index b1 − b8 and one bit b9 (Note: the bit b9 in B
is collected to covey the CP information for the proposed (n, n)-SDIS)

Br a 3× 3-subpixel block Br including the first three 8-tuples, (r1 − r8), (g1 − g8), and (bl1 − bl8),
are used to represent R, G and B color planes, and the other one bit in Br is p9.

B(i) a 3× 3-pixel block on shadow i, where i = 1, 2, ..., n, including 8-bit bi
1 − bi

8 and one bit bi
9.

(Note: the ninth bit in every block B(1) (i.e., b(1)9 ) of NS1 is collected to covey the CP information
for Wei et al.’s (2, 2)-SDIS and Yang et al.’s (2, 2)-SDIS)

xByW x black subpixels and y white subpixels in a block

X , Y X and Y blocks have 6B3W and 5B4W subpixels, respectively

H(•) Hamming weight function, the number of ′′1′′ in a binary vector

W(•) Operation of Wei et al.’s (2, 2)-SDIS, i.e., W(B) = B(1) ⊕ B(2) where both are Y blocks

Y(•) Operation of Yang et al.’s (2, 2)-SDIS, i.e., Y(B) = B(1) ⊕ B(2) where one is X block and the

other is Y block

Figure 1. Blocks of (2, 2)-SDIS: (a) secret block B, shadow blocks B(1) and B(2) (b) diagrammatical
representation of Wei et al.’s (2, 2)-SDIS with binary meaningful shadows.
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For more clearly describing Wei et al.’s (2, 2)-SDIS, Figure 1b illustrates diagrammatical
representation of Wei et al.’s (2, 2)-SDIS with binary meaningful shadows, which includes three
processes: (i) obtaining color indices of secret pixels, color palette data, and cover pixels, (ii) secret
sharing, and (iii) secret recovery. Consider a secret pixel pi with a color index (b1, b2, ..., b8) =

(10011100) = 156, and we may have (b(1)1 , b(1)2 , ..., b(1)8 ) = (110001100) with b(1)9 = 1 for carrying

about CP data (suppose we embed ′′1′′ for this time), and (b(2)1 , b(2)2 , ..., b(2)8 ) = (010110101) with

b(2)9 = 1. Then, we have (b(1)1 , b(1)2 , ..., b(1)8 ) ⊕ (b(2)1 , b(2)2 , ..., b(2)8 ) = (b1, b2, ..., b8). Meantime, both

blocks B(1) = (b(1)1 , b(1)2 , ..., b(1)9 ) and B(2) = (b(2)1 , b(2)2 , ..., b(2)9 ) are 5B4W blocks. For the corresponding
position of this secret pixel pi, the cover pixels of BCI1 and BCI2 are white and black, respectively. We
reverse the shadow B(1) = (b(1)1 , b(1)2 , ..., b(1)9 ) = (110001101) block to (001110010) (4W5B) to represent

the white color pixel in BCI1, and we do not change B(2) = (b(2)1 , b(2)2 , ..., b(2)9 ) = (010110101) (5B4W)

to represent the black color pixel in BCI2. In secret recovery, the color index can be easily derived from
the exclusive OR result from (b(1)1 , b(1)2 , ..., b(1)8 )⊕ (b(2)1 , b(2)2 , ..., b(2)8 ). In addition, the CP data can be

obtained from every b(1)9 in BS1.
However, Wei et al’s (2, 2)-SDIS has some weaknesses. For the color index 255, it has a problem

with embedding the data of color palette. In addition, Wei et al.’s (2, 2)-SDIS with color meaningful
shadows cannot correctly extract the block data for white cover pixels, and this will cause erroneous
recovery in the secret image. Moreover, Wei et al.’s SDIS uses Y blocks on both shadows. Five black
dots in a block B may not sufficiently demonstrate the visual quality of meaningful shadows.

It is obvious that more black subpixels in every block may enhance the visual quality of meaningful
shadows BS1 and BS2, and CS1 and CS2. Accordingly, in [19], Yang et al. adopted X block and Y
block half and half on blocks B(1) and B(2), such that the average number of black subpixels in B(1) and
B(2) is enhanced from 5 to 5.5. This enhancement improved the visual quality of meaningful shadows.
Meanwhile, Yang et al.’s (2, 2)-SDIS also solved the other two weaknesses of Wei et al.’s (2, 2)-SDIS.

3. Motivation and Design Concept

As described in Section 2, there are three weaknesses in Wei et al.’s SDIS: (1) the incorrect
assignment of the color palette data for the color index 255, (2) the partial regions in meaningful
shadows showing the content of the cover image, and (3) the erroneous recovery in secret image
if the cover pixel is white in color meaningful shadows. Yang et al.’s (2, 2)-SDIS already tackled
these weaknesses.

By delving into these three weaknesses, we can see that the third weakness is a minor weakness
caused from an intrinsic nature of color. A trivial approach in [19], using a near white color pixel instead
of white pixels in cover image, is very efficient in addressing this weakness. Therefore, the approach
can be still adopted in the proposed (n, n)-SDIS for solving this minor weakness. Our contribution is
not just the extension from 2-out-of-2 scheme to n-out-of-n scheme. The proposed (n, n)-SDIS, where
n ≥ 3, has better solutions for other two major weaknesses. Because the number of shadows is more
than two, we can easily solve the first weaknesses (note: the detail will be described in Section 3).
However, Yang et al.’s (2, 2)-SDIS uses a very complicated approach by partitioned sets to solve this
weakness. For the second weakness, our (n, n)-SDIS uses X blocks in most shadows This approach
has large average black subpixels in shadow blocks to enhance visual qualities of meaningful shadows.
In addition, the proposed (n, n)-SDIS embeds the CP information in b9 but both (2, 2)-SDISs [17,19]
use b(1)9 in shadow block B(1). The bit b9 obtained from the XOR-ed result B is more securely protected

than the bit b(1)9 in one shadow block B(1).
A secret block B = (b1...b9) has 8 bits (b1...b8) to represent a color index, and one bit b9 for

representing the data of color palette CP. Together with CP, this color index can represent a pixel
in secret image SI. All 9-bit blocks are obtained from the secret image SI and the color palate CP.
Suppose that T is a 9-bit temporary block. Equations (1) and (2) are main statements in this paper, on
which we can design the proposed (n, n)-SDIS. As shown in Equation (1), we may randomly generate
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(n− 2) X blocks B(ij), 1 ≤ j ≤ n− 2, and then determine a temporary block T via these (n− 2) blocks
and the block B (see upper equation in Equation (1)). The content of T is provisional. Afterwards, T is
divided into two blocks {B(j1), B(j2)} where {j1, j2} = {1, 2, ..., n} − {i1, ..., in−2}. Using lower equation
in Equation (1), we may insert T into two blocks based on Wei et al.’s (2, 2)-SDIS or Yang et al.’s
(2, 2)-SDIS, which is dependent on the Hamming weigh of block T. In next subsection, we prove that
lower equation in Equation (1) can be successfully accomplished. Via Equation (1), we can derive
B = B(1) ⊕ B(2) ⊕ ...⊕ B(n) in Equation (2).⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

T = B⊕
(n−2) random X blocks︷ ︸︸ ︷

B(i1) ⊕ ...⊕ B(in−2)

T = ⊕
other two blocks︷ ︸︸ ︷

B(j1) ⊕ B(j2)

(1)

⎧⎪⎪⎪⎨⎪⎪⎪⎩
T = B⊕ B(i1) ⊕ ...⊕ B(in−2)

⇒ B = T ⊕ B(i1) ⊕ ...⊕ B(in−2)

⇒ B = B(j1) ⊕ B(j2) ⊕ B(i1) ⊕ ...⊕ B(in−2)

⇒ B = B(1) ⊕ ...⊕ B(n), ({j1, j2}⋃{i1, ..., in−2} = {1, ..., n})
(2)

Equation (2) implies that the block B can be subdivide into n shadow blocks B(1), B(2), ..., B(n), and
meanwhile can be recovered from B = B(1) ⊕ ...⊕ B(n). All the n shadows in the proposed (n, n)-SDIS
are illustrated in Figure 2. The operation of lower equation in Equation (1) using Wei et al.’ (2, 2)-SDIS
is shown in Figure 2a, and using Yang et al.’s (2, 2)-SDIS is shown in Figure 2b.

Figure 2. Shadows of the proposed (n, n)-SDIS: (a) using Wei et al.’s (2, 2)-SDIS for B(j1) and B(j2) (b)
using Yang et al.’s (2, 2)-SDIS for B(j1) and B(j2).

Moreover, in [17], the authors claimed that the (2, 2)-SDIS has a novel application to cover the
transmission of confidential images. For example, as a supplementary aid to existing symmetric
cryptography standards like DES which requires a pre-shared key, the (2, 2)-SDIS remains a safe
and less risky means for key distribution. Because the prosed scheme is extended from 2-out-of-2 to
n-out-of-n, it implies that our (n, n)-SDIS can be applied on a group key distribution, which includes
n members in this group. Besides the application in key distribution, the proposed scheme can be
also applied to protection of secret image among multiple users. For instance, the colorful image of
traffic or medical information are confidential, and our scheme provides a secure and high efficiency
approach to safely keeping such image among n users, only all n users are able to recover the image
with high quality.
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Finally, in a shadow NSi, 1 ≤ i ≤ n there are X blocks with percentage of n−1.5
n (= 1

2 × n−1
n +

1
2 × n−2

n ), and Y blocks with percentage of 1.5
n (= 1

2 × 1
n + 1

2 × 2
n ), respectively. The more X blocks

have the large number of black subpixels and may enhance visual qualities of meaningful shadows,
and these percentages have more effective performance for large n.

4. The Proposed (n, n)-SDIS

4.1. Sharing and Recovering Algorithms

A block diagram of the proposed (n, n)-SDIS is illustrated in Figure 3. Shadows NS1 − NSn are
noise-like, which is the same as Boolean-operation based SIS [18]. For the proposed (n, n)-SDIS, we
can complement the blocks for the corresponding white cover pixels to generate binary meaningful
shadows (BS1 − BSn) from noise-like shadows (NS1 − NSn), i.e., 6B3W (or 5B4W) for black color and
3B6W (or 4B5W) for white color. However, the scheme in [18] does dot has this property. On the other
hand, to implement color meaningful shadows (CS1, CSn), the 1s in blocks are replaced with the color
of the corresponding cover pixel, and leave 0s blank. Therefore, we only describe how to generate
noise-like shadows, and how to recover the secret image and color palette from n noise-like shadows.

Figure 3. Block diagram of the proposed (n, n)-SDIS

For noise-like shadows (NS1, NSn), detailed procedures of sharing and recovering procedures
are briefly described step by step as follows.

Sharing Procedure

(S-1) Obtain the block B = (b1, b2, ...b9) from the secret image SI and the color palate CP.
(S-2) Randomly generate (n− 2) X blocks B(i1), B(i2), ..., B(in−2).
(S-3) By (n− 2) random blocks and the block B, calculate the temporary block T via T = B⊕ B(i1) ⊕

...⊕ B(in−2).
(S-4) If H(T) is 9, we reduce its Hamming weight to H(T) = 7 via modifying any one shadow block

of {B(i1), ..., B(in−2)}.

/* (1) In Lemma 1, we prove that the reduction of Hamming weight can always be accomplished
(2) After step (S-4), the Hamming weight distribution is 0 ≤ H(T) ≤ 8 */.

(S-5) If H(T) is odd (H(T) = 1, 3, 5, 7) then construct two other shadows B(j1), B(j2) by Y(T) =

{B(j1), B(j2)}; else by W(T) = {B(j1), B(j2)}, where {j1, j2}⋃{i1, ...in−2} = {1, 2, ..., n}.

/* In Lemma 2, we prove that {B(j1), B(j2)} can be obtained from Y(T) for odd H(T), and from
W(T) for even H(T). */
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(S-6) Process all the blocks, and output shadow blocks B(1)...B(n) on n noise-like shadows NS1 − NSn,
respectively.

Recovering procedure:

(S-1) Obtain B by XOR-ing (B(1) ⊕ ...⊕ B(n)) via from n noise-like shadows NS1 − NSn.

/* Theorem 1, demonstrates that we can obtain the original block from B = (B(1) ⊕ ...⊕ B(n)) */
(S-2) Recover the color index (b1 − b8) and the data of color palette b9, respectively, from B.
(S-3) Repeat the above until all blocks in NS1 ⊕ ...⊕ NSn are processed, and finally SI and CP can

be recovered.

4.2. Extension of (n, n)-SDIS to Share True Color Secret Image

Same as (2, 2)-SDIS and VC in [5], the proposed (n, n)-SDIS can be used to share a true color
image. To share a true color secret image, we use a 25-subpixel block Br, which the first three 8-tuples,
r1, ..., r8, g1, ..., g8, and bl1, ..., bl8, are used to represent R, G and B color planes. The other one bit in Br

is p9. This 25-subpixel block Br is shown in Figure 4a. Because we share R, G and B colors directly, we
do not need to use the bit p9 to covey any information. Thus, this bit p9 could be abandoned, or used as
authentication bits to provide authentication capability like VC in [6] and PSIS in [10]. Collect (x1...x8),
where x ∈ {r, g, bl}, and append the bit p9 to form red, green, and blue shadow blocks Bx where
x ∈ {r, g, bl} as shown in Figure 4b.

Figure 4. Blocks for sharing true clor image: (a) 25-bit BT (b) 9-bit Br, Bg, Bbl .

Detailed procedures of the proposed (n, n)-SDIS for sharing and recovering true color image are
briefly described step by step as follows.

Sharing procedure:

(S
′
-1) Obtain 24-bit true color r1, ..., r8, g1, ..., g8, and bl1, ..., bl8 from the secret image SI, and random

generate a bit p9 to form a 25-bit block Br, as shown in Figure 4a.
/* Parity bit p9 is not used to covey any information, and thus it can be randomly generated */

(S
′
-2) Subdivide the true color block BT to red, green, and blue shadow blocks Br, Bg, Bbl .

(S
′
-3) Using Br, Bg, Bbl as 9-bit block B in (S-1), respectively, to generate n shadow blocks B(i)

r , B(i)
g , B(i)

bl ,
where 1 ≤ i ≤ n, through (S-1) (S-6).

(S
′
-4) Collect every first 8 bits in B(i)

r , B(i)
g , B(i)

bl , and append a black subpixel in the 25-th subpixel to
generate a 25-bit shadow block B(i), where 1 ≤ i ≤ n.
/* Because we do not use the 25-th bit p9 in the XOR-ed result BT to convey any information, we
can use black subpixel in 25-th subpixel for all shadow blocks to enhance the number of black
subpixels. */

(S
′
-5) Process all the blocks, and output blocks B(1) − B(n) on n noise-like shadows NS1 − NSn,

respectively.

Recovering procedure:

(R
′
-1) Obtain every 25-bit block BT by XOR-ing (B(1) ⊕ B(2) ⊕ ... ⊕ B(n)) via XOR-ing n noise-like

shadows NS1 − NSn.
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(R
′
-2) Recover a true color from the first 24 bits in BT , i.e., r1, ..., r8, g1, ..., g8, and bl1, ..., bl8.

(R
′
-3) Repeat the above until all blocks in (NS1 ⊕ NS2...⊕ NSn) are processed, and finally a true color

SI is obtained.

4.3. Enhancing Visual Quality of Color Meaningful Shadow

Consider sharing 256-color (respectively, true color) SI, noise-like shadows NSi, 1 ≤ i ≤ n, are
3M× 3N (respectively, 5M× 5N) times expanded. Based on noise-like shadow NSi, we can fill in 1s in
shadow blocks with the color of the corresponding cover pixel in CCI, and leave 0s blank to generate
color meaningful shadow CSi. Consider the case sharing 256-color SI. As shown in Figure 5a, there
is a pixel with a blue color C in CCI. Suppose that the block B(i) at corresponding position for this

pixel in NSi is (b(i)1 ...b(i)9 ) = (110101101) (see Figure 5b), and this block B(i) is a X block with 6B3W
sub-pixels (see see Figure 5c). By putting the blue cover pixel C into all black sub-pixels in Figure 5c,
we have color meaningful shadow CS(i) in Figure 5d. Noise-like shadow and color meaningful shadow
have the same size 3M× 3N subpixels and 9 times expanded when compared with CCI.

Figure 5. Block patterns: (a) a pixel with a color in CCI (b) the corresponding block B(i) in NSi (c) the
corresponding 6B3W block in NSi (d) the corresponding block in CSi

As shown in Figure 5d, the color at 1s in a block are the same. This is because SI and CCI have
the same size with M× N pixels. To enhance visual quality of CSi, we use a large color cover image
CCI

′
with 3M× 3N pixels (note: the original CCI has only M× N pixels). Obviously, this larger CCI

′

has the high resolution than CCI. As shown in Figure 6, our new approach uses a large CCI
′

(see
Figure 6a). By putting the color pixels in to into all 1s of B(1) in Figure 6b, we have the CS

′
i in Figure 6c.

Because the color meaningful shadow CS
′
i has more colors, and will have the high resolution. By the

same argument, this approach can also be applied to sharing true color SI.

Figure 6. Block patterns: (a) 9 color pixels with color C1 − C9 in CCI
′

(b) the corresponding block B(i)

in NSi (c) the corresponding color block in CS
′
i.

5. Theorem and Security Analysis

5.1. Main Theorems and Examples

Lemma 1. Suppose that the block T in Equation (1) is all-1 block, i.e., H(T) = 9. We may change any
two positions (one is 1 → 0 and the other is 0 → 1) in any one block B(ij), 1 ≤ j ≤ n − 2, such that the
equation B = T⊕ B(i1) ⊕ ...⊕ B(in−2) holds, and H(T) is reduced from 9 to 7. Meanwhile, all (n− 2) blocks
B(ij), 1 ≤ j ≤ n− 2, are still X blocks.
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Proof. As shown in Equation (1), all these (n− 2) blocks B(i1) − B(in−2) are X blocks. We choose one
block B(ij), and modify any two positions of 1 → 0 and 0 → 1. This modification will change the 1
in the block T to 0 at these two chosen modified positions. After that, H(T) is reduced to 9− 2 = 7.
Meanwhile, because we change two positions by 1 → 0 and 0 → 1, respectively, the Hamming weight
H(B(ij)) is unchanged, and this shadow block B(ij) is still a X block.

Lemma 2. Blocks B(j1), B(j2) in step (S-5) can be obtained from Y(T) for odd H(T), and from W(T) for
even H(T).

Proof. Let X1 be X block, and both Y1 and Y2 be Y blocks. We first prove that the possible Hamming
weights of (Y1, Y2) are 0, 2, 4, 6, 8, and the possible Hamming weights of (X1, Y2) are 1, 3, 5, 7. Because
both blocks Y1 and Y2 have the same Hamming weight 5, the number of positions of 1 → 0 and 0 → 1
crossing from vectors Y1 to Y2 should be the same. Suppose that this number is y. Therefore, the
(Y1, Y2) has the following form (see Equation (3)), where 0 ≤ y ≤ 4. Obviously, the Hamming weight
of (Y1Y2) in Equation (3) is 2y, and thus H(Y1Y2) may be 0, 2, 4, 6, 8.

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Y1 =

y︷︸︸︷
1...1

y︷︸︸︷
0...0

5−y︷︸︸︷
1...1

5−y︷︸︸︷
0...0

Y2 =
↓

0...0
↑

1...1
�

1...1
�

0...0
Y1 ⊕Y2 = 1...1 1...1 0...0 0...0

(3)

Consider the XOR-ed block (X1 ⊕Y2). Because blocks X1 and Y2 have Hamming weights 6 and 5,
respectively. The number of positions of 1 → 0 and 0 → 1 crossing from vectors X1 to Y2 should differ
with one. Suppose that the number crossing from vectors X1 to Y2 of 1 → 0 is x + 1, and the number of
0 → 1 is x. Therefore, the (X1 ⊕Y2) has the following form (see Equation (4)), where 0 ≤ x ≤ 3. The
Hamming weight of (X1Y2) in Equation (4) is (2x + 1), and thus H(X1 ⊕Y2) may be 1, 3, 5, 7.⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

X1 =

x+1︷︸︸︷
1...1

x︷︸︸︷
0...0

5−x︷︸︸︷
1...1

3−x︷︸︸︷
0...0

Y2 =
↓

0...0
↑

1...1
�

1...1
�

0...0
X1 ⊕Y2 = 1...1 1...1 0...0 0...0

(4)

Because Wei et al.’s (2, 2)-SDIS uses two Y blocks (say Y1 and Y2), therefore using Wei et al.’s
(2, 2)-SDIS has H(Y1 ⊕Y2) with even values 0, 2, 4, 6, 8. On the other hand, there are one X block and
one Y block (say X1 and Y2) when using Yang et al.’s (2, 2)-SDIS. Thus, using Yang et al.’s (2, 2)-SDIS
has H(X1 ⊕Y2) with odd values 1, 3, 5, 7. Finally, the above implies that {B(j1), B(j2)} can be obtained
from Y(T) for odd H(T) = 1, 3, 5, 7, and can be obtained from W(T) for even H(T) = 0, 2, 4, 6, 8.

The following theorem shows that the proposed (n, n)-SDIS is a n-out-of-n sharing scheme that
we can recover SI and CP from n noise-like shadows (NS1 − NSn), and cannot obtain SI and CP from
(n− 1) or fewer shadows.

Theorem 1. The proposed (n, n)-SDIS is n-out-of-n sharing scheme that the XOR-ed result of n shadow blocks
can represent 0 255 color indices and the data of color palette.

Proof. We first prove that sharing procedure can successfully generate n shadow blocks B(i), 1 ≤ i ≤ n.

Suppose that a block B = (

colorindex︷ ︸︸ ︷
b1...b8 ,

colorpalette︷︸︸︷
b9 ) is composed of 8-bit color index (0 255) and 1-bit data of

color palette, which are obtained from SI and CP. By Equation (1), we first randomly generate (n− 2)
X blocks B(ij), 1 ≤ j ≤ n− 2, and then calculate the temporary block T via T = B⊕ B(i1)⊕ ...⊕ B(in−2).

After step (S-4), the Hamming weight distribution of H(T) is 0 8 (see Lemma 1). By Lemma 2, we
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can obtain {Bj1 , B(j2)} from Y(T) (respectively, W(T)) for odd (1, 3, 5, 7) (respectively, even (0, 2, 4, 6, 8)
H(T). Finally, we have n shadow blocks {B1, ..., Bn}. Process all the blocks, and we can generate n
noise-like shadows.

Next, we consider the recovery. As shown in Equation (2), we can recover the original block B =

(b1...b9) from B = B(1) ⊕ ...⊕ B(n). Therefore, we can determine the color index (b1...b8) and the data of
color palette b9. After obtaining all blocks, we can recover SI and CP. Because of B = B(1) ⊕ ...⊕ B(n),
it is obvious that we cannot recover the original block B via (n− 1) or fewer shadow blocks.

Let the ratio of average number of black subpixels in a block (i.e., the regions in shadows showing
the content of cover image) for Wei et al.’s (2, 2)-SDIS, Yang et al.’s (2, 2)-SDIS, and the proposed
(n, n)-SDIS be RW , RY, RP. In addition, let the contrasts of binary meaningful shadows for Wei et al.’s
(2, 2)-SDIS, Yang et al.’s (2, 2)-SDIS, and the proposed (n, n)-SDIS be CW , CY, CP. The following
theorem demonstrates RW ≤ RY ≤ RP and CW ≤ CY ≤ CP.

Theorem 2. The ratio of average numbers of black subpixels in a 9-bit block for Wei et al.’s (2, 2)-SDIS, Yang et
al.’s (2, 2)-SDIS, and the proposed (n, n)-SDIS are RW = 5

9 , RY = 5.5
9 , RP = 6−1.5/n

9 where RW < RY < RP.
The contrasts of binary meaningful shadows for Wei et al.’s (2, 2)-SDIS, Yang et al.’s (2, 2)-SDIS, and the
proposed (n, n)-SDIS are CW = 1

9 , CY = 2
9 , CP = 3−3/n

9 , where CW < CY < CP.

Proof. Wei et al.’s (2, 2)-SDIS has all Y blocks on both shadows, and thus RW = 5
9 . On the other

hand, both shadows of Yang et al.’s (2, 2)-SDIS are composed of X and Y blocks half and half.

Therefore, we have RY = (6+5)/2
9 = 5.5

9 . For the proposed (n, n)-SDIS, Step (S-5) implies that Yang
et al.’s (2, 2)-SDIS and Wei et al.’s (2, 2)-SDIS are evenly used in the proposed (n, n)-SDIS. This is
because the Hamming weights H(T) are odd and even half and half. Therefore, the value of RP is
derived as follows. ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

RP = 1
2 ×

usingWeiet.al(2,2)−SDIS︷ ︸︸ ︷
((n− 2)× 6 + 2× 5)/n

9 +

1
2 ×

usingWeiet.al(2,2)−SDIS︷ ︸︸ ︷
((n− 1)× 6 + 1× 5)/n

9
= 3−1/n

9 + 3−0.5/n
9 = 6−1.5/n

9

(5)

It is obvious that RP ≥ 5.5
9 with equality for n = 3. From these values RW = 5

9 , RY = 5.5
9 , RP =

6−1.5/n
9 , we have RW < RY < RP

The contrast is the difference of blackness for black block and white block. In binary meaningful
shadows BS1 − BSn, we complement the blocks for the corresponding white cover pixels to generate
white shadow blocks. Thus, if the number of black subpixels in a black shadow block is nB, then the he
number black subpixels in a white shadow block is 9− nB. Thus, we have CW = 5−(9−5)

9 = 1
9 , CY =

5.5−(9−5.5)
9 = 2

9 , CP = 6−1.5/n−(9−6+1.5/n)
9 = 3−3/n

9 . It is obvious that CP ≥ 2
9 with equality for n = 3.

From these values CW = 1
9 , CY = 2

9 , CP = 3−3/n
9 we have CW < CY ≤ CP.

An illustrative example gives a quick understanding for the proposed (n, n)-SDIS.

Example 1. Share and recover the following information (c, d) = (176, 0) and (49, 1), where c is the color
index and d is the data of color palette, by the proposed (4, 4)-SDIS.

Given (c, d) = (176, 0), we have the block B = (

c︷ ︸︸ ︷
b1...b8,

d︷︸︸︷
b9 ) = (

176︷ ︸︸ ︷
10110000,

0︷︸︸︷
0 )2. By step (S-2),

we randomly generate two X blocks (say B(1), B(2)). Suppose that these two random blocks are
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B(1) = (101110110) and B(2) = (111101001) with H(B(1)) = H(B(2)) = 6, and then we obtain the
temporary block T via the following equation.⎧⎪⎨⎪⎩

T = B⊕ B(1) ⊕ B(2)

= (101100000)⊕ (101110110)⊕ (111101001)
= (111111111)

(6)

Because of H(T) = 9, we should modify any two positions (one is 1 → 0 and the other is 0 → 1) in one
block (say B(2)), to reduce H(T) from 9 to 7. For example, we may modify B(2) as (111101100). Finally,
we have T = (111111010) with H(T) = 7, and meanwhile the new block B(2) = (111101100) is still a
X block. Since H(T) = 7 is odd, we apply Yang et al.’s (2, 2)-SDIS to obtain Y(111111010) = 7, which

can be determined from Equation (7). Finally, all four shadow blocks are B(1) = (101110110), B(2) =

(111101100), B(3) = (110110101), B(4) = (001001111), where B(1), B(2), B(3) are X blocks, and B(4) is
Y block. ⎧⎪⎪⎨⎪⎪⎩

B(3) = (110110101) : X
⊕

B(4) = (
↓
0
↓
0
↑
1
↓
0
↓
0
↑
1
�
1
↑
1
�
1) : Y

T = (111111010)

(7)

Consider another case (c, d) = (49, 1). We have the block B = (

49︷ ︸︸ ︷
001100011,

1︷︸︸︷
1 )2. From step

(S-2), we randomly select two X blocks (say B(1), B(2)). Suppose that these two random blocks
are B(1) = (011111001) and B(2) = (110011011), and then we obtain the temporary block T via
Equation (8). ⎧⎪⎨⎪⎩

T = B⊕ B(1) ⊕ B(2)

= (001100011)⊕ (011111001)⊕ (110011011)
= (100000001)

(8)

Since H(T) = 2 is even, we apply Wei et al.’s (2, 2)-SDIS to obtain Y(100000001) = (B(3), B(4)),
which can be determined from Equation (9). Finally, all four blocks are B(1) = (011111001), B(2) =

(110011011), B(3) = (110101010), B(4) = (010101011), where B(1), B(2) are X blocks, and B(3), B(4) are
Y blocks. ⎧⎪⎪⎨⎪⎪⎩

B(3) = (110101010) : Y
⊕

B(4) = (
↓
0
�
1
�
0
�
1
�
0
�
1
�
0
�
1
↑
1) : Y

T = (100000001)

(9)

For recovery, consider the case: B(1) = (101110110), B(2) = (111101100), B(3) =

(110110101), B(4) = (001001111). The XOR-ed result is B = B(1) ⊕ B(2) ⊕ B(3) ⊕ B(4) = (101100000),
and thus (c, d) = (176, 0). For the other case: B(1) = (011111001), B(2) = (110011001), B(3) =

(110101010), B(4) = (010101011), the XOR-ed result is B = B(1) ⊕ B(2) ⊕ B(3) ⊕ B(4) = (101100000).
Therefore, we have (c, d) = (49, 1).

Let R
′
P be the ratio of average numbers of black subpixels in a 25-bit shadow block for the

proposed (n, n)-SDIS sharing true color image. The following theorem demonstrates R
′
P > RP, i.e., the

meaningful shadows of sharing true color secret image have the better visual quality than those of
sharing 256-color secret image.

Theorem 3. The ratio of average numbers of black subpixels in a 25-bit block for the proposed (n, n)-SDIS
sharing true color image is R

′
P = 17

25 − 0.16
n , where R

′
P > RP.
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Proof. If the blocks B(i)
r , B(i)

g , B(i)
bl are X (respectively, Y ) blocks, then the first 8 bits in B(i)

r , B(i)
g , B(i)

bl

has 6 black subpixels with C6
8

C6
9

percentage and 5 black subpixels with C5
8

C6
9

percentage (respectively,

5 black subpixels with C5
8

C5
9

percentage and 4 black subpixels with C4
8

C5
9

percentage). The average number

of black pixels for the first 8 bits in B(i)
r , B(i)

g , B(i)
bl is 6 × C6

8
C6

9
+ 5 × C5

8
C6

9
= 16

3 for X blocks, and is

5× C5
8

C5
9
+ 4× C4

8
C5

9
= 40

3 for X blocks. Therefore, the average number of black subpixels in every 8 bits

in the first 24 bits of B(i) is 16n−4
3n , as derived below.⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1
2 ×

usingWeiet.al(2,2)−SDIS︷ ︸︸ ︷
((n− 2)× 16/3 + 2× 40/9)/n+

1
2 ×

usingYanget.al(2,2)−SDIS︷ ︸︸ ︷
((n− 1)× 16/3 + 1× 40/9)/n

= 24n−8
9n + 24n−4

9n = 16n−4
3n

(10)

Because the 25-th bit in shadow block is always 1, and thus the value of R
′
P is determined as

R
′
P = 3×(16n−4)/3n+1

25 = 17
25 − 0.16

n . The following equation implies R
′
P > RP.{

R
′
P = 17

25 − 0.16
n > 6

9 − 0.16
n > 6

9 − 1.5/9
n

6−1.5/n
9 = RP

(11)

5.2. Security Analysis: The (n− 1)-Colluder Attack

Here, we consider an attack way that (n− 1) participants collude together and want to figure out
SI and CP. The (n− 1)-colluder attack is a very extreme attack for the proposed (n, n)-SDIS, because it
needs (n− 1) participants jointly providing their shadows for guessing SI and CP. We first discuss the
(n− 1)-colluder attack on Wei et al.’s (2, 2)-SDIS and Yang et al.’s (2, 2)-SDIS. Suppose that Participant
1 wants to predict SI and CP from his own shadow NS1. Because the color palette CP information is
conveyed by the ninth bit b(1)9 of every block on NS1. Therefore, the CP can be completely obtained
from NS1. Even though Participant 1 has the color palette CP, but he cannot obtain the information
about color index. An attacker has 1

256 ≈ 0.004 probability to figure out the correct color index
(b1...b8) of block B without any shadow. This value of 1

256 is a brute-force probability, which tries all
possible 256 colors in the color palette. However, for the (n− 1)-colluder attack, Participant 1 has B(1).
By cryptanalytic attacks relying on knowing one shadow (the first eight bit of B(1)), Participant 1 may
guess the color index. Let the successful probability to recover the block B for Wei et al.’s (2, 2)-SDIS
and Yang et al.’s (2, 2)-SDIS be PW and PY, respectively, when collecting one shadow. Because both
shadow blocks of Wei et al.’s (2, 2)-SDIS are all Y blocks (5B4W), obviously PW is 1

C5
9
= 1

126 ≈ 0.008.

On the other hand, shadow blocks of Yang et al.’s (2, 2)-SDIS are evenly composed of X blocks and

Y blocks. Thus, PY =
1/C6

9+1/C5
9

2 = 1/84+1/126
2 ≈ 0.01. Both probabilities 0.08 and 0.01 are higher than

the brute-force probability 0.004. However, these probabilities 0.08 and 0.01 are still practically secure
for guessing 256 colors.

Let the successful probability to recover the block B for (n− 1)-colluder attack, for the proposed
(n, n)-SDIS, be PP. In the following theorem, we theoretically prove PP = 1

C6
9
− 3

2n × ( 1
C6

9
− 1

C5
9
).

Theorem 4. The successful probability to recover the block B in the proposed (n, n)-SDIS for (n− 1)-colluder
attack is PP = 1

C6
9
− 3

2n × ( 1
C6

9
− 1

C5
9
), where PW ≤ PY ≤ PP.
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Proof. Suppose that there are (n− 1) shadows (say B(1) − B(n−1)) for reconstruction, on which we
may guess the type of shadow block in the corresponding position of B(n). The block B(n) has X
block and Y block with 2n−3

2n probability and 3
2n probability, respectively, which are derived below.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
2 ×

Weietal′s(2,2)SDIS︷ ︸︸ ︷
C2

2 · C1
n−2

Cn−1
n

+ 1
2 ×

Yanget.al′s(2,2)−SDIS︷ ︸︸ ︷
C1

1 · C1
n−1

Cn−1
n

= 2n−3
2n

(B(n) : X )

1
2 ×

Weietal′s(2,2)SDIS︷ ︸︸ ︷
C1

2 · Cn−2
n−2

Cn−1
n

+ 1
2 ×

Yanget.al′s(2,2)−SDIS︷ ︸︸ ︷
C1

1 · Cn−1
n−1

Cn−1
n

= 3
2n

(B(n) : Y )

(12)

If B(n) is X block (respectively, Y block), there is 1
C6

9
(respectively, 1

C5
9
) probability to guess the

correct color index (b1...b8), which is better than brute-force probability 1
256 . Thus, PP is calculated

as follows.

PP =

X block︷ ︸︸ ︷
2n− 3

2n
× 1

C6
9
+

Y block︷ ︸︸ ︷
3

2n
× 1

C5
9
=

1
C6

9
− 3

2n
× (

1
C6

9
− 1

C5
9
) (13)

Since PW = 1
C5

9
and PY =

1/C5
9+1/C6

9
2 , we have PW < PY. About PY and PP, the relation is derived

as follows. ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

PP = 1
C6

9
− 3

2n × ( 1
C6

9
− 5

9 ) =
2n−3

2n × 1
C6

9
+ 3

2n × 1
C5

9

= n
2n × 1

C6
9
+ ( n−3

2n × 1
C6

9
+ 3

2n × 1
C5

9
)

≥ n
2n × 1

C6
9
+ ( n−3

2n × 1
C5

9
+ 3

2n × 1
C5

9
)

=
1/C5

9+1/C6
9

2 = PY

(14)

For n = 3, the value of PP is PP =
1/C5

9+1/C6
9

2 = PY, and PP approaches to 1
C6

9
for large n. In fact, the

value of 1
C6

9
= 1

84 ≈ 0.012 is almost the same as Py ≈ 0.01. For this extreme case, the (n− 1)-colluder

attack, the security of the proposed (n, n)-SDIS is close to that of Yang et al.’s (2, 2)-SDIS. By the
same argument, for other cases collecting (n− 2) or shadows, the possible combination of collected
shadows is more difficult to analyze compared with collecting (n− 1) shadows, and even less than the
brute-force probability.

In the proposed (n, n)-SDIS, the color palette information is conveyed by b9 (the ninth bit in B),
but not the ninth bit b(1)9 of the block B(1) in NS1. Therefore, the color palette CP may be obtained
from only one shadow for Wei et al.’s (2, 2)-SDIS and Yang et al.’s (2, 2)-SDIS. Even though an attacker
has the CP information, he still cannot obtain the secret image SI. For the proposed (n, n)-SDIS, the
color palette information in B is securely protected and only can be determined from XOR-ing n
blocks B(1) ⊕ ...⊕ B(n). This makes the cryptanalysis is more difficult for the proposed (n, n)-SDIS.
The following theorem demonstrates the successful probability PC to recover a correct color in CP for
the proposed (n, n)-SDIS when collecting (n− 1) shadows.

Theorem 5. The successful probability to recover a correct color in CP for the proposed (n, n)-SDIS when
collecting (n− 1) shadows is PC = ( 2

3 − 1/6
n )24.
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Proof. Each color information in CP is encapsulated in 24 blocks, which every block should be derived
from B = B(1) ⊕ ...⊕ B(n). If colluders have (n− 1) shadows (say NS1 − NSn−1), for a block B, they
have the XOR-ed result B

′
= B(1) ⊕ ...⊕ B(n−1), and can guess that the shadow block B(n) is X block

and Y block with 2n−3
2n probability and 3

2n probability, respectively. For X block, it implies that
we have 6

9 probability that the bit b9 is the complementary bit b
′
9 in B

′
. On the other hand, we have

5
9 probability that the bit b9 is the complementary bit b

′
9 in B

′
for Y block. Therefore, the average

probability of guessing b9 is derived as

X block︷ ︸︸ ︷
2n− 3

2n
× 6

9
+

Y block︷ ︸︸ ︷
3

2n
× 5

9
= 2

3 − 1/6
n Note: every block has one-bit

color palette information, and a true color is represented by 24-bit R, G, and B color planes. Because
colluders can guess the bit b9 with 2

3 − 1/6
n probability, PC is ( 2

3 − 1/6
n )24.

Therefore, the value PC = ( 2
3 − 1/6

n )24 is less than ( 2
3 )

24 ≈ 5.94× 10−5, and this implies that the
color palette cannot be recovered under (n− 1)-colluder attack.

6. Evaluation and Comparisons

6.1. Experimental Results

Seven experiments (Experiments A − H) are conducted to evaluate the proposed (n, n)-SDIS
from various aspects: (A) noise-like shadows NS1, NS2, NS3 sharing 256-color image for (3, 3)-SDIS
(B) binary meaningful shadows BS1, BS2, BS3 sharing 256-color image for (3, 3)-SDIS (C) color
meaningful shadows CS1, CS2, CS3 sharing 256-color image for (3, 3)-SDIS (D) color meaningful
shadows CS1, CS2, CS3 sharing true color image for (3, 3)-SDIS (E) binary meaningful shadows
(NS1 − NS4) and color meaningful shadows (CS1 − CS4) for (4, 4)-SDIS (F) binary meaningful
shadows (NS1−NS5) and color meaningful shadows (CS1−CS5) for (5, 5)-SDIS (G) color meaningful
shadows CS

′
1, CS

′
2, CS

′
3 sharing 256-color image for (3, 3)-SDIS by the approach of enhancing

visual quality.
Experiments A− D are the (3, 3)-SDIS. Experiment A has noise-like shadows, and other four

experiments are meaningful shadows. Experiments D demonstrates sharing true color secret image.
Experiments E and F demonstrate binary and color meaningful shadows for (4, 4)-SDIS and (5, 5)-SDIS,
respectively. In Experiment G, we redo Experiment C to enhance the visual quality of color meaningful
shadows by using the approach in Figure 6.

In all experiments, five binary cover images BCI1 − BCI5 with black-and-white printed texts
A , B , C , D , E , and five color cover images CCI1 − CCI5 with photos of birds are used.

In addition, two secret images SI1 (Lena: 256-color image), SI2 (Kaleidoscope: true color image)
are used. All these images BCI1 − BCI5 (see Figure 7), CCI1 − CCI5 (see Figure 8), and SI1, SI2

(see Figure 9) are 256× 256 pixels.

Figure 7. Five color cover images with photos of birds: (a) BCI1 (b) BCI2 (c) BCI3 (d) BCI4 (e) BCI5.

Figure 8. Five color cover images with photos of birds: (a) CCI1 (b) CCI2 (c) CCI3 (d) CCI4 (e) CCI5.
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Figure 9. Two secret images: (a) SI1: 256-color Lena (b) SI2: true color Kaleidoscope.

Because shadows may be 9 or 25 times expanded in experiments, for demonstrating all the
images in a single page, the shadow images in experiments are not correctly proportional.

Experiment A. Three noise-like shadows NS1 − NS3 of the proposed (3, 3)-SDIS sharing a 256-color
secret image are demonstrated.

The secret image SI1: 256-color Lena in Figure 9a is used to test the proposed (3, 3)-SDIS.
Each noise-like shadow has 2n−3

2n = 6−3
6 = 50% X blocks and 3

2n = 3
6 = 50% Y blocks, which are

the same as Yang et al.’s (2, 2)-SDIS. As shown in Figure 10, three noise-like shadows are expanded to
768× 768 pixels. Via recovering procedure, we can recover the original 256-color secret image Lena.

Figure 10. Noise-like shadows of the proposed (3, 3)-SDIS: (a) NS1 (b) NS2 (c) NS3.

Experiment B. Three binary meaningful shadows BS1 − BS3 of the proposed (3, 3)-SDIS sharing a
256-color secret image are demonstrated.

By revering (respectively, unchanging) the color of subpixels in a block of B(1), B(2), and B(3) on
NS1, NS2 and NS3 in Experiment A to represent the white (respectively, black) color in BCI1 − BCI3

(A, B, and C in Figure 7a–c). The proposed (3, 3)-SDIS has the contrast CP = 3−(3/n)
9 = 3−(3/3)

9 = 2
9

(see Theorem 2). It is observed that the printed-texts A, B, and C are revealed indeed on BCI1 − BCI3,
with the size of 768× 768 pixels (see Figure 11a–c). Consider recovery. We first transfer the 3B6W
block and 4B5W block to 6B3W block and 5B4W block, respectively. Afterwards, via the recovering
procedure, we may recover the 256-color secret image Lena.

Figure 11. Binary meaningful shadows of the proposed (3, 3)-SDIS: (a) BS1 (b) BS2 (c) BS3.

Experiment C. Three color meaningful shadows CS1 − CS3 of the proposed (3, 3)-SDIS sharing a
256-color secret image are demonstrated.
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By adopting the color pixels in CCI1 − CCI3 into black subpixels in blocks B(1), B(2), and B(3) on
NS1, NS2 and NS3, respectively, we generate three color meaningful shadows CS1 − CS3 with the size
of 768× 768 pixels. Each color meaningful shadow has RP = 6−(1.5/n)

9 = 6−(1.5/3)
9 = 5.5

9 . As shown
in Figure 12a–c, it is observed that the images of three photos of birds in Figure 8a–c are revealed
on CS1 − CS3. Consider recovery. We first transfer the color subpixel in every block to ′′1′′s and
white subpixel to ′′0′′. Afterwards, via the recovering procedure, we may recover the 256-color secret
image Lena.

Figure 12. Color meaningful shadows of the proposed (3, 3)-SDIS: (a) CS1 (b) CS2 (c) CS3.

Experiment D. Three color meaningful shadows CS1 − CS3 of the proposed (3, 3)-SDIS sharing a true
color secret image are demonstrated.

The secret image SI2: true color Kaleidoscope is used to test the proposed (3, 3)-SDIS sharing a
true color secret image. For a secret pixel, we use the information of R, G, and B color planes to form
a 25-bit block. By adopting the color pixels in CCI1 − CCI3 into three 25-subixle shadow blocks, we
can generate three color meaningful shadows CS1 − CS3 with the size of 1280× 1280 pixels (25 times
expanded). Each color meaningful shadow has R

′
P = 17

25 − 0.16
n = 0.627 (see Theorem 3) larger than

RP = 5.5
9 = 0.611 in Experiment C, to show the content of cover image. As shown in Figure 13a–c, it is

observed that the images CCI1 − CCI3 are revealed on CS1 − CS3. Via the recovering procedure, we
may recover the true color secret image Kaleidoscope.

Experiment E. Four binary meaningful shadows BS1 − BS4 and four color meaningful shadows
CS1 − CS4 of the proposed (4, 4)-SDIS sharing a 256-color secret image are demonstrated.

Four binary cover images printed-texts in Figure 7a–d, and four color cover images CCI1 − CCI4

in Figure 8a–d are used. Finally, four binary meaningful shadows BS1− BS4, and four color meaningful
shadows CS1 − CS4 are illustrated in Figure 14a,b, respectively. All these shadows have the sizes of
768× 768 pixels. Binary meaningful shadows of (4, 4)-SDIS have CP = 3−(3/n)

9 = 3−(3/4)
9 = 2.25

9 , and

color meaningful shadows of (4, 4)-SDIS have RP = 6−(1.5/n)
9 = 6−(1.5/4)

9 = 5.625
9 . Both values are

greater than 2
9 (Experiment B) and 5.5

9 (Experiment C), respectively.

Experiment F. Five binary meaningful shadows BS1 − BS5 and five color meaningful shadows CS1 −
CS5 of the proposed (5, 5)-SDIS sharing a 256-color secret image are demonstrated.

Five color cover images printed-texts in Figure 7a–e, and five color cover images CCI1 − CCI5 in
Figure 8a–e are used. Finally, fiver binary meaningful shadows BS1 − BS5, and five color meaningful
shadows CS1 − CS5 are illustrated in Figure 15a,b, respectively. All these shadows have the sizes of
768× 768 pixels. Binary meaningful shadows of (5, 5)-SDIS have CP = 3−(3/n)

9 = 3−3/5
9 = 2.4

9 , and

color meaningful shadows of (5, 5)-SDIS have RP = 6−(1.5/n)
9 = 6−1.5/5

9 = 5.7
9 . Both values are better

than those of (3, 3)-SDIS.

Experiment G. Redo Experiment C, but use the approach of enhancing visual quality of color
meaningful shadows. Three CS

′
1 − CS

′
3 are demonstrated.

In Experiment C, three 256× 256-pixel color cover images CCI1 − CCI3 in Figure 8a–c are used.
To enhance the visual quality of CS1 − CS3, we use another three 768× 768-pixel CCI

′
1 − CCI

′
3, which
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has high resolution. These three images CCI
′
1−CCI

′
3 are omitted here for brevity. By using the approach

in Figure 6, we use color pixels in CCI
′
1 − CCI

′
3 into black subpixels in blocks B(1), B(2), and B(3) on

NS1, NS2 and NS3, respectively to generate three color meaningful shadows CS
′
1 − CS

′
3 with the size

of 768× 768 pixels. As shown in Figure 16a–c, it is observed that Figure 16 has better visual quality
than Figure 12. However, the photos CCI1−CCI3 used in this experiment may not clearly demonstrate
the enhancement. Here, we use a cover image, a colorful centered fractal, for testing. Figure 17(a-1,b-1)
shows two color meaningful shadows using the original one and new enhancement, respectively. For
clear observation, cropped image areas of Figure 17(a-1,b-1) are shown in Figure 17(a-2,b-2). Visual
inspection of cropped image areas in Figure 17(a-2,b-2) reveals that the original method spoils some
edges and fine details in shadow images. Our enhancement has clear color sharpness, especially the
clearness of edges.

For fairer comparison, we adopt visual quality assessment, the structural similarity (SSIM)
index, and the feature similarity (FSIM) index to compare Figure 17(a-1) and Figure 17 (b-1). Let the
original image be a colorful centered fractal with the size 768 ∗ 768 pixels. According to the image
quality assessment from Laboratory for Computational Vision in New York University (please refer to
https://www.cns.nyu.edu/~lcv/ssim/#usage), to calculate SSIM and FSIM for color images, it would
be better to convert the color image to gray image with the formula 0.2989R + 0.5870G + 0.1140B, and
then calculate its SSIM and FSIM. Finally, SSIM and FSIM of Figure 17(a-1) are 0.2532 and 0.8400, and
SSIM and FSIM of Figure 17(b-1) are 0.3300 and 0.8498, respectively. These values of SSIM and FSIM
demonstrate a consistency with the performance in Figure 17(a-2,b-2).

Figure 13. Color meaningful shadows of the proposed (3, 3)-SDIS sharing a true color secret image:
(a) CS1 (b) CS2 (c) CS3.

Figure 14. Binary snd color meaningful shadows of the proposed: (a) BS1 − BS4 (b) CS1 − CS4.
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Figure 15. Binary snd color meaningful shadows of the proposed: (a) BS1 − BS5 (b) CS1 − CS5.

Figure 16. Color meaningful shadows of (3, 3)-SDIS by the approach of enhancing visual quality:
(a) CS

′
1 (b) CS

′
2 (c) CS

′
3.

Figure 17. Color meaningful shadows and enlarged parts of cropped image area for (3, 3)-SDIS:
(a) using the original method (b) using the approach of enhancing visual quality.

6.2. Discussion and Comparison

6.2.1. Enhancing RP

In step (S-2), we first randomly generate (n− 2) X blocks B(i1), B(i2), ..., B(in−2). Afterwards, in
step (S-5), we evenly use Wei et al.’s (2, 2)-SDIS and Yang et al.’s (2, 2)-SDIS to generate two other
shadows B(j1), B(j2), where {j1, j2} = {1...n} − {i1...in−2}. Finally, RP is 6−(1.5/n)

9 (see Equation (5)).
In fact, we may further enhance RP by using W block instead of X block to generate (n − 2)
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B(i1), B(i2), ..., B(in−2), where W block may be 7B2W or 8B1W. When using W = 6B3W, the approach
changes back to the original (n, n)-SDIS. By this approach, the RP is enhanced to 7−3.5/n

9 and 8−5.5/n
9

for W = 7B2W and W = 8B1W, as derived in Equations (15) and (16), respectively.⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
RP = 1

2 ×

Weietal′s(2,2)SDIS︷ ︸︸ ︷
((n− 2)× 7 + 2× 5)/n

9 +

1
2 ×

Yanget.al′s(2,2)−SDIS︷ ︸︸ ︷
((n− 2)× 7 + 1× 5 + 1× 6)/n

9
= 3.5−(2/n)

9 + 3.5−(1.5/n)
9 = 7−(3.5/n)

9

(15)

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
RP = 1

2 ×

Weietal′s(2,2)SDIS︷ ︸︸ ︷
((n− 2)× 8 + 2× 5)/n

9

+ 1
2 ×

Yanget.al′s(2,2)−SDIS︷ ︸︸ ︷
((n− 2)× 8 + 1× 5 + 1× 6)/n

9
= 4−(3/n)

9 + 4−(2.5/n)
9 = 8−(5.5/n)

9

(16)

Consider (n − 1)-colluder attack for the case using W block with Hamming weight w.
The following theorem demonstrates the successful probability to recover the block B under
(n− 1)-colluder attack.

Theorem 6. When using W block in the proposed (n, n)-SDIS, the successful probability to recover the block
B for (n− 1)-colluder attack is RP = 2n−4

2n × 1
Cw

9
+ 1

2n × 1
C6

9
+ 3

2n × 1
C5

9
.

Proof. Suppose that using W block with Hamming weight w in step (S-2). Consider the case that
colluders already have (n− 1) shadows (say B(1) − B(n−1)) for reconstruction. Based on these (n− 1)
shadows, colluders may guess the type of shadow block B(n) in the other shadow, The block B(n) has
W block, X block and Y block with 2n−4

2n probability, 1
2n probability and 3

2n probability, respectively,
which are derived below. Note: if W is 6B3W Equation (17) is reduced to Equation (12).⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
2 ×

Weietal′s(2,2)SDIS︷ ︸︸ ︷
C2

2 × C1
n−1

Cn−1
n

+ 1
2 ×

Yanget.al′s(2,2)−SDIS︷ ︸︸ ︷
C1

1 × C1
1 × C1

n−2
Cn−1

n

= 2n−4
2n (B(n)is W block)

1
2 ×

0
+ 1

2 ×

Yanget.al′s(2,2)−SDIS︷ ︸︸ ︷
C1

1 × C1
1 × Cn−2

n−2
Cn−1

n
= 1

2n (B(n)is X block)

1
2 ×

Weietal′s(2,2)SDIS︷ ︸︸ ︷
C1

2 × Cn−2
n−2

Cn−1
n

+ 1
2 ×

Yanget.al′s(2,2)−SDIS︷ ︸︸ ︷
C1

1 × C1
1 × Cn−2

n−2
Cn−1

n
=

3
2n (B(n)is Y block)

(17)

There is probability 1
Cw

9
, 1

C5
9

, 1
C6

9
to guess the correct block B when B(n) is W block, X block, and

Y block, respectively. Therefore, the PP is calculated as follows.

PP =

W︷ ︸︸ ︷
2n− 4

2n
× 1

Cw
9
+

X︷ ︸︸ ︷
1

2n
× 1

C5
9
+

Y︷ ︸︸ ︷
3

2n
× 1

C5
9

(18)
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The value of PP is 1
C7

9
− 0.038

n and 1
C8

9
− 0.204

n for w = 7 and 8. The values are about 1
C7

9
= 1

36 and
1

C8
9
= 1

9 , respectively, for large n. Even though these values are larger than PP = 1
C6

9
− 3

2n (
1

C6
9
− 1

C5
9
)

for using W block in step (S-2), it is still practically secure for applications. This is because our CP

information is protected in the XOR-ed result, but not conveyed on b(1)9 in B(1) like (22)-SDIS [17,19].
For example, when using 8B1W as W block. If colluders have (n− 1) shadows (say NS1 − NSn−1 ),
for a block B, they have the XOR-ed result B

′
= B(1) ⊕ ...⊕ B(n−1), and can guess the shadow block

B(n) is W block with a very high probability for large n (note: 2n−4
2n → 1 for large n). It implies that

there is about 8
9 probability that the bit b9 in B is the complementary bit b

′
9 of B

′
. By using the same

argument in proof of Theorem 5, for this case, the successful probability to recover a correct color in
CP is PC = ( 8

9 )
24 � 0.059. Therefore, we cannot get the correct CP back. Although colluders may

recover the first 8 bits (b1 − b8) in B, i.e., a color index by complementing the first 8 bits (b
′
1 − b

′
8) in B

′

with 1
9 probability. This probability of guessing a color index is larger than the brute-force probability

1
256 . However, colluders do not have the correct CP, and thus they cannot recover the original SI.
Obviously, it is more difficult to apply (n− 1)-colluder attack on using 7B2W as W block, because PC

is ( 7
9 )

24 � 0.0024. This is why we claim that using W block is still practically secure for applications.
To demonstrate the above phenomenon, we use 8B1W as W block in the proposed (5, 5)-SDIS.

Five color meaning shadows using color cover images CCI1 − CCI5 in Figure 8a–e are illustrated in
Figure 18a, where the approach of enhancing visual quality in Section 4.3 is also adopted. Figure 18b
are the 256-color SI (Lena), and its corresponding CP. The recovered 256-color secret image SI

′
and

the color palette CP
′

are shown in Figure 18c. It is observed that these five color meaning shadows
in Figure 18a have high resolutions with RP = 8−5.5/n

9 = 0.767 for n = 5, which have better visual
qualities than those in Figure 15b. From, Figure 18c, there is not any secret information of CP and SI
leaked for (n− 1)-colluder attack.

Figure 18. The proposed (5, 5)-SDIS using 8B1W block (a) five color meaningful shadows (b)
256-color SI and its corresponding CP (c) the recovered 256-color SI1 and color palette CP

′
under

(n− 1)-colluder attack.

6.2.2. Comparison

We extend (2, 2)-SDIS to the proposed (n, n)-SDIS. Because the percentage of X block is greater
than 50%, the resolution of binary and color meaningful shadows are enhanced. Note: Yang et al.’s
(2, 2)-SDIS uses X block and Y block half and half, while Wei et al.’s (2, 2)-SDIS only uses Y
blocks. On the other hands, Wei et al.’s (2, 2)-SDIS has the incorrect assignment of color palette data
for the color index 255. This problem comes from from all-1 9-bit vector. In [19], Yang et al. adopted a
complicated approach using partitioned sets to address this problem. In the proposed (n, n)-SDIS, the
number of shadows of (n, n)-SDIS is more than two, i.e., n ≥ 3. Thus, we can easily adopt a simple
approach by reducing H(T) to H(T) = 7 in step (S-4) via modifying any one shadow block to solve
this problem. Meantime, as described in Section 5.1, we may enhance RP and simultaneously retain
the practical security by using W block.

As shown in Table 2, a complete comparison is given among Wei et al.’s (2, 2)-SDIS, Yang et al.’s
(2, 2)-SDIS, and the proposed (n, n)-SDIS. The comparison includes the structure of block, percentages
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of blocks, the region in color meaningful shadows revealing cover image, the contrast of binary
meaningful shadows, enhancing RP, the embedding of color palette data, where to embed color palette
data, enhancing visual quality of color meaningful shadows, encoding/decoding complexity, and the
security. About the security, although the successful probability to recover B under (n− 1)-colluder
attack PP = 1

C6
9
− 3

2n (
1

C6
9
− 1

C5
9
) � 1

C6
9

= 0.012 for large n is larger than PW = 1
C5

9
= 0.008 and

PY =
1/C6

9+1/C5
9

2 = 0.01. This value is still practical secure for practical application. Besides, the CP of
the proposed (n, n)-SDIS cannot be obtained under (n− 1)-colluder attack, but the CP of (2, 2)-SDIS
can be obtained from only one shadow. Based on this observation, the proposed (n, n)-SDIS is much
securer than (2, 2)-SDIS.

Table 2. Comparison of Three SDIS Schemes.

Wei et al.’s (2, 2)-SDIS Yang et al.’s (2, 2)-SDIS The Proposed (n, n)-SDIS

number of shadows 2 2 n ≥ 3

structure of block Y block X and Y blocks X and Y blocks

percentage of block Y :100% X :50%, Y :50% X : 2n−3
2n , Y : 3

2n

region in color shadows
revealing cover image

RW = 5
9 RY = 5.5

9 RP = 6−1.5/n
9

RW < RY ≤ RP

contrast of binary
meaningful shadows

CW = 1
9 CY = 2

9 CP = 3−3/n
9

CW < CY ≤ CP

enhancement of RP No No Yes

embedding the data of color
palette data

having a problem for the
color index 255

using partitioned sets for
some color indices

using a simple approach by
reducing Hamming weight

where to embed color palette
data

the bit b(1)9 in B(1) the bit b(1)9 in B(1) the bit b9 in the XOR-ed B

enhancing visual quality of
color meaningful shadows

No No Yes

encoding/decoding
complexity

XOR operation XOR operation; lookup
table

XOR operation

security

probability to
recover B
under (n−
1)-colluder

PW = 1
C5

9
PY =

1/C5
9+1/C6

9
2 PP = 1

C6
9
− 3

2n (
1

C6
9
− 1

C5
9
)

PW < PY ≤ PP

probability
to obtain CP
under (n −
1)-colluder

CP can be obtained from
only one shadow

CP can be obtained from
only one shadow

PC = ( 2
3 − 1/6

n )24

7. Conclusions

In this paper, we discussed the general (n, n)-SDIS, which can be applied to any n ≥ 3.
The proposed (n, n)-SDIS is skilfully implemented on basis of previous (2, 2)-SDIS. Our main
contribution is theoretically to prove the proposed (n, n)-SDIS being able to resist (n− 1) colluder
attack. Meanwhile, the contrast of binary meaningful shadow and the region in color shadows
revealing cover image are both enhanced. The main weakness of Wei et al.’s (2, 2)-SDIS is the incorrect
assignment of color palette data for some color indices, and this is tackled by using partitioned sets
in Yang et al.’s (2, 2)-SDIS. In the proposed (n, n)-SDIS, because of the number of shadows more
than two, i.e., n ≥ 3, a simple approach reducing Hamming weigh of a temporary block can be
adopted to easily solve this weakness. Since the proposed (n, n)-SDIS is based on color palette and
resistant to (n− 1)-colluder attack, and also enhances the visual quality of meaningful shadows, it is
suitable for modern visual communication applications where features such as secure transmission,
storage sensitive, and high-quality image reconstruction are required.
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Abstract: As the core of electronic system, the switched-mode power supply (SMPS) will lead
to serious accidents and catastrophes if it suddenly fails. According to the related research,
the monitoring of ripple can acquire the health degree of SMPS indirectly. To realize low-cost,
high-precision, and automatic ripple measurement, this paper proposes a new ripple voltage
(peak-to-peak value) measuring scheme, utilizing a DAC and two high-speed comparators. Within
this scheme, the DC component of SMPS output is blocked by a high-pass filter (HPF). Then, the
filtered signal and the reference voltage from a DAC together compose the input of a high-speed
comparator. Finally, output pulses of the comparator are captured by a microcontroller unit (MCU),
which readjusts the output of the DAC by calculation, and this process is repeated until the DAC
output is exactly equal to the peak (or valley) value of ripple. Moreover, in order to accelerate the
measurement process, a peak estimation method is specially designed to calculate the output ripple
peak (or valley) value of buck topology through merely two measurements. Then the binary search
method is utilized to obtain a more exact value on the basis of estimative results. Additionally, an
analysis of the measurement error of this ripple measurement system is executed, which shows that
the theoretical error is less than 0.5% where the ripple value is larger than 500 mV. Furthermore,
appropriate components are selected, and a prototype is manufactured to verify the validity of the
proposed theory.

Keywords: ripple voltage measurement; DAC; comparator; peak-ripple estimation; binary search;
low-cost

1. Introduction

Switched-mode power supply (SMPS) is widely applied due to the advantages of low power
consumption and high efficiency [1]. However, SMPS may lead to serious accidents and catastrophes
if it suddenly fails. Among the components used in SMPS, aluminum electrolytic capacitors (AECs)
have the shortest life and are the most common source of failure [2–6]. During the period of usage,
the performance of AECs will degrade continuously until the whole power system fails. A decreased
capacitance value and increased equivalent series resistance (ESR) is the major feature of the AECs’
degradation [7,8]. Therefore, the health degree of the SMPS can be obtained by the real-time monitoring
of AEC parameters (capacitance or ESR), which also contributes to preventive maintenance and the
indication of future failure occurrences.

According to differences in data acquisition, the current research achievement of using ripple
to evaluate the health state of AECs can be summarized as the indirect calculation of ripple through
simulation software [9–11], the offline computing from sampled data [12], AEC parameter calculation
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based on the mathematical model of a particular topology and some specific measurement value
(voltage or current) [13–19], and direct measurement of ripple through high-cost oscilloscopes,
data acquisition cards, or high-speed analog-to-digital converters (ADCs) [20–23]. Nevertheless,
the developed methods are rarely adopted in practical industry applications due to the increased
cost, complexity, and other relevant issues [8,24]. In practice, the method using specific topology
mathematical models to indirectly obtain the ripple (or ESR) presents low generality and a
measurement precision that highly depends on the accuracy of components. The use of a high-speed
ADC or oscilloscope is restricted in the laboratory and hard to popularize because of the high cost of
data acquisition.

Compared to other health-monitoring methods, calculating the ESR with ripple values has an
intuitive feature and does not require complicated calculations. Figure 1 shows the principle of ripple
generation in a common buck topology. That is, the high-frequency pulse-width modulation (PWM)
signal causes voltage fluctuations of the same frequency, which cannot be completely filtered by the
subsequent filter circuit, thus generating high-frequency ripple at the output. Due to the high frequency
of the PWM, the impedance of the output AEC is almost equal to the impedance of its ESR at this
frequency. Therefore, when the load is constant, the relationship between the ripple value and the
ESR is approximately proportional, which indicates that the remaining life of the AECs can be easily
obtained from ripple. However, in order to accurately measure high-frequency ripple, high-speed
ADCs with sampling rates far exceeding the switching frequency must be used, which makes the
relevant research not able to be applied to industrial applications such as built-in test (BIT) due to the
high cost of data acquisition. Thus, it is of significance to focus on the technology of common low-cost,
high-precision measurement of ripple wave.
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VT1
Vpp (ripple)

vout

Vsw
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ESRfilter 

circuit
C
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Figure 1. The occurrence of ripple in switched-mode power supply (SMPS) (taking buck topology as
an example).

When built-in test (BIT) is required for health monitoring based on ripple measurement,
researchers always turn to other low-cost instruments. Therefore, several special ripple measurement
schemes have been designed. Some studies focus on root mean square (RMS) measurements, one of
which is to measure ripple by AC millivoltmeter [25]. Le provides another scheme based on RMS-to-DC
chips [26]. Since the ripple voltage is not a standardized sinusoidal signal, the deteriorate degree of
its spike could not be purely obtained by RMS measurement, thus the schemes above have not been
widely applied.

Since ripple voltage could be measured by obtaining both peak and valley values, there exist
various approaches to acquire the peak value. The well-known basic peak value detector is a solution
convenient to implement; however, it is limited by bandwidth and is vulnerable to transient changes
in tested SMPS. Some related studies have made improvements regarding. Jerry proposed an analogy
peak measurement circuit, but it could not obtain the accurate value of ripple and only determined
whether there was ripple beyond a fixed reference value [27]. Zhou offered an implementation of
ripple testing by specific peak detecting chips, but its low bandwidth increases measurement error [28].
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Smith proposed an improved peak measurement method by adding a high-speed comparator with
open-drain output. It has the property of ameliorative accuracy at high frequency without diode,
but it fails to acquire the valley voltage [29]. Ren proposed a method to measure the peak-to-peak
value of a periodic signal [30]. In this scheme, the input periodic signal and a reference signal from a
digital-to-analog converter (DAC) constitute both inputs of the comparator, whose output is captured
by an MCU used for adjusting the DAC value by a binary search method. After multiple operating
cycles, the DAC output could gradually approximate to the peak or valley values of the input signal.
But it is only designed for power frequency AC measurement; in this case, the convergence is too slow.
The authors did not conduct either simulation or practical experiments.

Under constant load, the SMPS output ripple can be regarded as a periodic signal. This paper
proposes some improvements and realizes low-cost peak-to-peak ripple measurement. The contributions
of this study include: the design of the ripple measurement system, the analysis of the measurement error,
and the proposal of an optimization algorithm with a higher convergence speed according to the shape
characteristics of the ripple signal. The experimental results indicate that the measurement error of this
designed system is less than 0.5% with 20 ms consumption where the ripple value is larger than 500 mV,
which completely satisfies the requirements of engineering applications and scientific research.

2. Ripple Measurement Scheme and Error Analysis

The ripple value of SMPS could be acquired by an expensive high-speed ADC. However, the high
price makes it difficult to apply in BIT. This study provides a new scheme to cut down the expense
by replacing the ADC with two high-speed comparators and adding a DAC to generate the reference
voltage (one DAC is capable of measuring the peak and valley of a ripple at different moments and one
high speed comparator is also enough with utilizing an analog switch). This method ensures accuracy
with cost reduction. The designed ripple measurement system consists of four modules: high-pass
filter (HPF) circuit, peak measurement, valley measurement, and MCU feedbacks. The block diagram
of ripple measurement and the inner signals of peak measurement are shown in Figure 2. And the
waveforms of key nodes are shown in Figure 3.

SMPS output

Valley 

measurement

Peak 

measurement

results

(d)

(c)

(a)

(b)

Figure 2. Block diagram of peak measurement and some inner signals.

Figure 3c shows that the input signal originating from the output of the SMPS contains a high
DC bias and an AC ripple. In the first step, an HPF is used to filter out the DC component. Ideally,
the high-frequency ripple signal is hardly affected, while the DC voltage is completely eliminated.
The filtered ripple voltage is shown in Figure 3b.
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Figure 3. Waveform of key nodes in Figure 2. (a) The DAC output, with constant voltage in each
feedback cycle. (b) The HPF output, only maintaining an AC ripple. (c) The SMPS output, containing a
high DC bias and an AC ripple. (d) The output of comparator, providing a periodic pulse in most cases.

The workflow of the measurement system is somewhat similar to the ADC with a successive
approximation register (SAR). Each measurement requires several feedback cycles for convergence.
During a certain feedback cycle, as illustrated in Figure 3a, the DAC output voltage is constant and
combines with the ripple signal to compose the input of the high-speed comparator. When the DAC
output is lower than the peak, the high-speed comparator provides a periodic pulse, as shown in
Figure 3d, otherwise it remains low (this situation is not shown in Figure 3). Once any periodic pulse
is captured by the MCU, it increases the DAC output to approximate the peak. Otherwise, it drops the
DAC value. The MCU repeats the above procedure until it cannot capture the pulse exactly, when the
output of the DAC is highly equal to the peak voltage of the ripple.

As shown in the block diagram, the measurement system mainly includes an HPF, high-speed
comparator, and DAC (with its reference source). The circuit design and the error analysis of each part
are introduced below.

2.1. High-Pass Filter (HPF)

The HPF is used to block the DC component of SMPS. However, before the DC-blocking capacitor C1

has been charged, the high DC voltage may damage the comparator and MCU. Therefore, the protection
diode D1 should be added. In order to provide a discharge path for C1 after the input switches off,
the resistor R1 should be placed in the circuit. The modified HPF diagram is shown in Figure 4a.

Vs

Cj Ci Ri

R1

C1

D1
R1

C1

Vi Vc

(a) (b)

From DAC

VcVi
TL311 6

Figure 4. HPF diagram, (a) the actual components, (b) the parasitic parameters of components.

By setting the component values properly, the input DC element can be completely filtered
out, while the AC element can be fully reserved. However, as Figure 4 demonstrated, the parasitic
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parameters such as the input impedance of the subsequent high-speed comparator and the parasitic
capacitance of the protection diode would introduce a small attenuation to the input signal. Since the
impedance of Ri is much larger than that of Cj and Ci, the HPF transfer function would be
approximately expressed as follow

vc =

1
jw(Ci+Cj)

1
jwC1

+ 1
jw(Ci+Cj)

· vi, (1)

vc =
C1

C1 + Ci + Cj
· vi, (2)

vc = (1 + δhp f ) · vi, (3)

where

δhp f = −
Ci + Cj

C1 + Ci + Cj
. (4)

The high-pass filter δhp f is independent of frequency, hence the peak value of the input voltage
vip and the peak value of the filtered signal have similar expressions compared to Equation (3)

vcp = (1 + δhp f ) · vip. (5)

Since the exact values of Cj and Ci are difficult to obtain, the system error of the HPF circuit is
hard to correct and is added in δhp f , which get its maximal value when C1 turns to minimal and Ci
and Cj to maximal.

2.2. High-Speed Comparator Circuit

The measurement error caused by the comparator mainly includes two aspects: one part is
affected by the frequency of the input signal and the bandwith of the comparator, and the other is
derived from the manufacturing characteristics of different input transistors of comparators,which may
not be exactly matched. By choosing the high-speed comparator with a cut-off frequency much higher
than the ripples’, the error caused by the ripple frequency can be ignored. Then the latter component,
which is represented by the input offset voltage vo f f set, can be considered as the dominated error.

The two input signals of the comparator come from the DAC and HPF, respectively. Each filtered
signal peak vcp corresponds to a threshold point. If the DAC output crosses the point, the comparator
output flips.

vth = vcp + vo f f set (6)

vth = (1 + δcmp) · vcp, (7)

where
δcmp =

vo f f set

vc
. (8)

2.3. DAC Circuit

The digital signal from the MCU is converted into analog quantity by a DAC, which requires a
input reference voltage (vre f ) to operate properly. Given a digital signal M, the ideal output voltage of
a DAC is

vdac_ideal =
M
2N · vre f . (9)
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Since M is a discrete value, vdac_ideal may not be totally equal to vth. Given the assumption that

vth =
m
2N · vre f , (10)

then M is the integral part of m, and hence it generates quantization error δq.

M = [m] = m · (1 + δq), (11)

where
|δq| < 1

m
. (12)

The conversion accuracy of the DAC circuit is affected by a series of factors. For example, the input
reference voltage (vre f ) is generated by a reference source with a subtle error. The DAC characteristics
such as integral nonlinearity and DAC differential nonlinearity also reduce the accuracy. Generally,
the DAC error is 2 or 3 times its least significant bit (LSB). Let N stand for the number of DAC bits and
K stand for the LSBs of the DAC error. The DAC output vdac would be derived as follows:

vdac =
M + K

2N · (vre f + Δvre f ), (13)

vdac = (1 + δdac)(1 + δre f ) · M
2N · vre f , (14)

where
δdac =

K
M

, (15)

δre f =
Δvre f

vre f
. (16)

2.4. Total Error

When the digital signal M meet the threshold point, the measure ripple vm could be calculated by:

vm =
M
2N · vre f (17)

On the basis of Equations (4), (8), (12), (15), and (16),

vm = (1 + δhp f )(1 + δcmp)(1 + δq)(1 + δdac)(1 + δre f ) · vip. (18)

Since δhp f , δcmp, δq, δdac, and δre f are much smaller than 1, the total error could be approximately
expressed as

vm = (1 + δ)vip, (19)

where

δ ≈ δq + δdac + δre f + δcmp + δhp f . (20)

In the valley measurement, in order to generate a negative reference voltage, the DAC output is
processed by a subtractor that contains an operational amplifier (OPA). In this study, the error of a
high-precision OPA with an offset voltage is much smaller than the error of the selected high-speed
comparator, hence the subtractor error could be negligible.

Referring to Equations (8) and (12), the total measurement error is related to the ripple amplitude.
The larger the ripple value is, the smaller the measurement error. In the case that the ripple is too small,
a special amplifying circuit is required, which is not mentioned in this paper.
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Consider the traditional measurement scheme, i.e., using a high-speed ADC to directly sample the
HPF output signal. Similar to the derivation of Equation (20), the measurement error of a high-speed
ADC scheme can be described as follows:

δadc = δhp f + δq + δadc + δre f , (21)

where δhp f , δq, δadc, and δre f have similar expressions to Equations (4), (12), (15), and (16), respectively.
But high-speed ADC is generally with 8 or 10 bits, which is less than the slow-speed DAC, leading to a
greater quantization error δq and ADC internal error δadc. The exact value of the errors will be further
discussed in the section on experiment verification.

3. Ripple Waveform Analysis

The measurement error of this design is determined by the components, and the measurement
speed can be improved by using some prior information. In some applications, such as predicting the
remaining life of SMPS by ripple value, the information about the topology of SMPS and the ripple
waveform characteristics are already known, which can contribute to the feedback cycle reduction. This
paper takes the typical buck converter topology as an example. Its output ripple can be approximated
as a triangular wave in continuous current mode (CCM). Then the output signal of an HPF can be
described as follows:

vc =

{
vmin + k1 · t 0 ≤ t < DT

vmax + k2(t− DT) DT ≤ t < T,
(22)

where vmin and vmax are the minimum and maximum value of vc, respectively, T is the switching
period of the SMPS to be measured, D is the duty ratio, and k1 and k2 are the rising and falling slopes
of the approximated triangular wave, respectively. Since vc has only AC components, the triangular
waves are symmetrical, and the ripple signal is periodic, we can obtain following expressions:

vmin = −vmax, (23)

vc(0) = vc(T) = vmin, (24)

vc(DT) = vmax. (25)

Referring to Equations (22)–(25), we can obtain

k1

k2
=

D− 1
D

. (26)

Moreover, the mathematical expression of the comparator output is as follows:

yc =

{
1 v+ > v−

0 v− > v+ ,
(27)

where v+ and v− are the comparator’s noninverting and inverting inputs, respectively. The comparator
can produce a square wave under the condition that Equation (28) is satisfied. Otherwise, it either
remains high or remains low.

vmin ≤ vdac ≤ vmax. (28)

The square wave in a single cycle is described as follows:

yc =

⎧⎪⎪⎨⎪⎪⎩
0 0 < t < vdac−vmin

k1

1 vdac−vmin
k1

< t < vdac−vmax
k2

+ DT

0 vdac−vmax
k2

+ DT < t < T.

(29)
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In combination with Equations (22)–(29), the high duration th of the output signal is derived
as follows:

th =
(k1 − k2)(vdac − vmax)

k1k2
. (30)

If the DAC’s two output values vdac1 and vdac2 both satisfy Equation (28) and their corresponding
high-level durations are th1 and th2, they correspond to the relationship

tk1
tk2

=
vdac1 − vmax

vdac2 − vmax
, (31)

vmax =
vdacth2 − vdac2th1

th2 − th1
. (32)

Equation (32) means only two cycles are required for the peak measurement of buck topology,
but it is not recommended that it be directly applied because it enlarges the measurement error.
The practical measurement algorithm will be discussed in the next section. The principle of valley
measurement is similar to peak measurement, and the details will not be described here.

4. Algorithm Design

In order to converge the DAC output to the ripple peak rapidly and accurately, the MCU should
capture the output pulses of the high-speed comparator and adjust the DAC output according to
a certain method. For example, binary search is an available algorithm that updates one DAC bit
at each iteration to narrow the search region. Hence, the iterative cycles are equal to the DAC bits,
that is, the higher DAC accuracy it achieves, the greater number of iterations it costs. The required
time for an iteration contains three parts: pulse capturing, instructions transmission, and setting
time of DAC output. The first is the dominant cost, which is always several dozen times higher
than the ripple period for reducing the random error. Therefore, a faster measurement can be
realized by reducing the cycle number or cutting the waiting time in each iteration. According
to Equation (32), only two measurements are necessary to calculate the peak voltage. However, there
is an estimated error since the ripple is not completely equivalent to the triangular wave and the
pulse width measurement also introduces quantization errors. Therefore, a new algorithm based on
the triangular wave approximation and the binary search is proposed here. The algorithm not only
improves the convergence speed but also guarantees measurement accuracy. Firstly, the algorithm
estimates the approximate peak value by two measurements. Secondly, the algorithm determines the
upper and lower bounds of the peak in the vicinity of the estimated value. Finally, the binary search
is used to ensure the converge of DAC output to the peak of the ripple. The flowchart is shown in
Figure 5, and the details of three steps are introduced below and shown in Figure 6 .
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Figure 5. Flowchart of the proposed algorithm.

4.1. Step 1. Estimate the Peak Value by Two Measurements

According to Equation (32), two sets of measurement data that satisfy Equation (28) are required
for peak estimation. The first set can be accessed by taking DAC output as the average of ripples
(zero, in most cases). In order to obtain the second data set, an appropriate DAC output should be
selected. If it is too small, the estimated error will be quite large; when it is too large, Equation (28) is
not satisfied. Therefore, we take 1/8 of the scale range of DAC output in the initial attempt. If it is
still larger than the peak value, then we continue to take another 1/8 of the last output until the pulse
signal is captured. When the ripple is small, the convergence speed of the algorithm is three times
of the traditional binary search. Then the MCU calculates the ripple peak after obtaining two sets of
measurement data.

4.2. Step 2. Determine the Upper and Lower Bounds of Binary Search from the Estimated Value

The DAC output is set to the estimated value of step 1. If the estimated value is lower than the
ripple peak, the MCU can receive pulses from the comparator briefly. At this time, the above estimation
value can be set as the lower bound of the binary search. Otherwise, the upper bound is acquired.
When the lower bound has already been determined, an empirical constant (for example, 50 mV) is
added to the lower bound as the upper bound. If the value is still smaller than the peak, the MCU then
sets the DAC output as the new lower bound and iterates the process until the MCU fails to capture
the comparator output pulse. In general, the upper bound could be determined without repeated
iterations. The upper bound is determined in the calculation process, which is similar to the case
shown above in Figure 5.

4.3. Step 3. Determine the Peak Value based on Binary Search

When the lower and upper bounds are all determined, the binary search method can be applied
to obtain the DAC output. The DAC output is firstly set to the average value of the two bounds.
During each measurement, if the MCU receives feedback pulses, which means the current DAC output
is smaller than the peak value of the ripple, the lower bound should be updated to the output of the
DAC. Otherwise, the DAC output is too large and the upper bound should be updated. The above
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process is repeated until the distance of both bounds is smaller than the tolerance, then we eventually
obtain the ripple voltage.

The differences in peak measurement between binary search and the proposed method are shown
in Figure 6. Generally, Step 1, Step 2, and Step 3 take 2 or 3 cycles, 2 or 3 cycles, and 4 or 5 cycles,
respectively. It is obvious that the required time will be significantly reduced. As previously mentioned,
the waiting time in each cycle can be several dozen times of the period of a ripple to ensure a high
measurement accuracy. Since the first several cycles only aim for a narrow search area rather than
high accuracy, less time (one-quarter of an accuracy cycle) can be allocated in these cycles. As Figure 6
shows, when the shape of a waveform is used in ripple estimation, the measuring time is about three
quarters of the binary search method. On this basis, it can achieve a shorter measurement time by
cutting down the waiting time in the first several cycles because the results of the first several cycles are
only used for peak estimation with lower accuracy requirement. The process of valley measurement is
similar to peak measurement; therefore, the details are not described here.
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Figure 6. The differences between binary search and the proposed method. (a) Binary search method,
the requiring measurement cycles are equal to the DAC bits. (b) Proposed method, reducing the
measurement cycles by peak estimation (step 1) and bound determination (step 2). (c) Further reduction
of measurement time by cutting the waiting time in first several cycles.
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5. Experimental Verification

In order to prove the characteristics of the proposed scheme, a print circuit board (PCB) was
designed for verification. The prototype is demonstrated in Figure 7 and the major components are
described in Table 1. The theoretical error calculated by Equation (20) is shown in Table 2 and is
compared with the error of traditional ADC measurement calculated by Equation (21) (assuming that
the internal error of the 8-bit, 10-bit, and 12-bit ADC is 1, 2 and 3, respectively). The results are shown
in Figure 8.

HPF comparator MCU

DAC8216t

under  the screen

display screenpower supply

subtraction

TTL

serial port

Figure 7. The prototype.

Table 1. The major components of the prototype.

Component Part Name Major Parameter

MCU STM32F405RGT6 Frequency: 168 MHz
DAC DAC8162t 14 bits, 2 channels
Reference source REF2125 Accuracy: 0.05%
Operational amplifier (OPA) OPA209 Input offset voltage: 150 μV
Resistor SMD resistors Accuracy: 0.05%
Protection diode PESD3V3L5UV Diode capacitance: 22 pF
Filter capacitor Film capacitors Value: 47 nF ± 20%
High-speed comparator TL3116 Bandwidth: 100 MHz. Input offset

voltage: 0.5 mV

Table 2. The theoretical measurement errors in different inputs.

Ripple Value (mV) Percentage Error (%) Absolute Error (mV)

20 4.19 0.84
50 1.78 0.89

100 0.97 0.97
200 0.57 1.14
500 0.33 1.65

1000 0.25 2.49
2000 0.21 4.17
4000 0.19 7.54
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Figure 8. The theoretical measurement errors of different methods.

From Figure 8, we see that the error of the prototype based on proposed method is even smaller
than that of the 12-bit high-speed ADC (for the measurement of small signals, an amplification circuit
is necessary to lower quantization error and improve measurement precision, which is not considered
in ADC error calculation). In fact, when the ripple amplitude is above 100 mV, the theoretical error of
the prototype is under 1%, which has an advantage over the majority of oscilloscopes (vertical accuracy
between 3–5%). Due to the lack of high-accuracy ripple measurement equipment, it is difficult to
calibrate the actual measurement error of the prototype. Here, we use another alternative, i.e., utilizing
a WAVESURFER10 oscilloscope with 1% DC vertical error to carry out the comparison experiment.

The experimental environment is shown in Figure 9. The DG1022U signal generator is used to
generate triangular waves of different amplitude, frequency, and duty ratio. The peak-to-peak value is
measured simultaneously by the WAVESERFER 10 oscilloscope and the prototype. The measurement
results are displayed on the screen and sent to the computer for data storage. The differences in
measurement results between the WAVESURFER 10 oscilloscope and the designed prototype are
shown in Figures 10–12. Since the theoretical error of the selected oscilloscope is larger than the
designed prototype, the vertical axis is the “absolute difference” instead of the “measurement error”.

Func on signal generator
DG1022U

Oscilloscope 
WaveSurfer 10

Prototype

Computer
Display and store 

measurement results

Figure 9. The experimental environment.
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Figure 10. The measurement differences for different amplitudes.

Figure 10 demonstrates that the absolute differences in measurement between the two methods
are 1 mV (5%) and 1 mV (2%), respectively, for the 20 mV and 50 mV ripples, which is in accordance
with the theoretical calculation shown in Table 2 (with consideration of the oscilloscope error and
resolution, for example, the minimum resolution of oscilloscope is 1 mV). The absolute difference in
measurement results remains 2 mV (2%) in response to the input of a 100 mV ripple, which possibly is
the maximum error from the test equipment and oscilloscope simultaneously, along with opposite
error symbol. Of course, it is also possible that the actual measurement error at this point is greater
than the theoretical value. When the ripple is over 100 mV, the result of the two instruments is vicinal
(the measurement difference is below 1% of the ripple).
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Figure 11. The measurement differences for different duty ratios.
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Figure 11 shows a slight difference between absolute errors in measurement results for different
duty ratios (less than the resolution ratio of the oscilloscope in this range, 3 mV). Figure 12 illustrates
the capability of the proposed measurement system for ripples up to 500 kHz.

The above experiments support the following conclusions:

(1) When the ripple amplitude is under 100 mV, the measurement error of the prototype is consistent
with the theoretical value and smaller than the measurement error of the general oscilloscope (5%).

(2) When the ripple amplitude is larger than 100 mV, the measurement error of the prototype is also
not smaller than the professional oscilloscope (1%).

(3) The measurement precision of the proposed system is hardly affected by the variation of both
frequency and duty ratio, which indicates that the designed system can be utilized in extensive
field applications .

Since the period of the ripple is usually less than 0.1 ms, the measurement period was set to
3 ms in the experiment. Experimental results show that if a triangular wave is used as the input
signal, the ordinary binary research method takes 40 ms, the improved method takes 28 ms, and if
the waiting time of the first few cycles is reduced, it only takes 20 ms. In addition, the above methods
have the same measurement error. The experimental results are consistent with the theoretical analysis
(Figure 6), and the results indicate that the measurement speed can be doubled using the improved
method, which is useful in some data-driven applications.

6. Conclusions

Ripple acts as one of the crucial parameters of SMPS, reflecting the operating health status. This
manuscript presents a new ripple measuring scheme that utilizes inexpensive a low-speed DAC and
high-speed comparators, instead of costly high-speed ADCs, and is also characterized by low cost,
high precision, portability, and automation. The operating details and error sources are described, and
a new advanced strategy for ripple measurement cycle reduction is proposed. Both the theory and
experiment show the designed measurement can be utilized in extensive field applications, including
the measurement of ripple under different amplitudes, frequencies, and duty ratios.

Due to the limited cost, the health management of SMPS is mainly realized by monitoring the
voltage and current of the system. In this paper, the ripple value can be obtained at a low cost, so as to
promote the implementation of relevant studies on the health management of SMPS using ripple. This
is of great significance for detecting potential problems in power system operation and preventing
sudden failure accidents. Moreover, the high precision and automation of the proposed method
enables it to be widely applied for the quality testing of SMPS and other engineering fields.

7. Patents

Patents for the research results of this paper have been applied for in China, the patent number is
201810330485.9 and is currently in the publicity period.
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Abstract: High-accuracy calibration of resolver signals is the key to improve its angular measurement
accuracy. However, inductive harmonics, residual excitation components, and random noise
in signals dramatically restrict the further improvement of calibration accuracy. Aiming to
reduce these unexpected noises, a filter based on discrete wavelet transform (DWT) and singular
value decomposition (SVD) is designed in this paper. Firstly, the signal was decomposed into a
time-frequency domain by DWT and several groups of coefficients were obtained. Next, the SVD
operation of a Hankel matrix created from the coefficients was made. Afterwards, the noises
were attenuated by reconstructing the signal with a few selected singular values. Compared with
a conventional low-pass filter, this method can almost only preserve the fundamental and DC
components of the signal because of the multi-resolution characteristic of DWT and the good
correspondence between the singular value and frequency. Therefore, the calibration accuracy of
the imperfect characteristics could be improved effectively. Simulation and experimental results
demonstrated the effectiveness of the proposed method.

Keywords: resolver; discrete wavelet transform; singular value decomposition; automatic calibration;
noise reduction

1. Introduction

The accurate information of the motor angular position is desired in high-performance servo
control systems. Due to the simple structure, strong robustness, and adaptability to various harsh
environments [1], resolvers have attracted great attention as shaft angle sensors in servo control
applications such as antennas, radars, steering engines, and industrial robots.

Generally, a complete angular measurement system consists of a resolver and a Resolver-Digital
Converter (RDC). In the software-based RDCs, the output signals of the resolver are transformed into
sinusoidal and cosinusoidal envelopes with respect to the shaft angle after detection. Next, the angular
position and velocity are obtained from the demodulation of envelopes [2]. However, there are usually
some mechanical and electrical errors in a resolver. The former are caused by the manufacturing
tolerance, assembled mismatch, and deformation. The latter result from winding nonlinearity, circuit
asymmetry, and excitation signal distortion. Because of these errors, the envelopes contain five nonideal
characteristics, such as amplitude imbalances, DC offsets, and imperfect quadrature [3], all of which
seriously affect the accuracy of demodulation. Therefore, it is necessary to calibrate and correct the
imperfect parameters in the resolver envelope signals.

As the calibration of the resolver signals is equivalent to the parameter estimation of non-orthogonal
sinusoidal pair signals, approaches have been widely reported in recent years including a look-up table,
optimization, observer, neural network, etc. An offline look-up table was constructed in Reference [4]
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to compensate the imperfectness in encoder signals. However, a trade-off has to be made between a
larger table and increased sensitivity to noise. Heydemann [5] firstly proposed optimization approach
by establishing a quadratic equation of five unknown parameters and obtained the optimal numerical
solution by employing the least square method. Based on this, many literatures have presented
improved methods [6,7]. However, the nonlinearity equation has multiple roots and lacks the ability
to escape from local optimization if the initial iteration values are selected as unreasonable. To solve
this issue, an adaptive estimator was given in Reference [8] that tracks the imperfect parameters of a
characteristic ellipse formed by resolver signals. An automatic calibration algorithm based on state
observer was introduced in Reference [9]. However, the strong coupling between parameters and the
angular velocity in the mathematical model was undesired because the improvement of the calibration
accuracy depended on the angular frequency. Therefore, an improved algorithm based on two-step
gradient estimators was presented to decouple them [10]. Owing to the more accurate information of
angular velocity, the calibration accuracy was further improved. Besides, signal flow network and
deep learning algorithm in Reference [11] were introduced to ensure the independence of the variables.

However, the above methods are based on simplified models. The direct influence of inductive
harmonics, residual excitation components, and random noise on the calibration accuracy was ignored.
Since resolver windings are unevenly distributed and not exactly sinusoidal or cosinusoidal functions
with respect to angular position, the output signals always contain harmonics [3]. Moreover, residual
excitation components and random noise appear because of the excitation signal distortion and
electrical errors from the conditioning circuit. These noises seriously limit the further improvement of
the calibration accuracy no matter which method above is used.

Several studies on noise reduction have concerned themselves with improving the calibration
accuracy. Common methods include mathematical modeling, filters, and phase-locked loop.
Lara et al. [12] utilized a higher order approximation to describe harmonics but had a slight
convergence deviate. The smaller the deviation was, the more complex model needed to be established.
Shang et al. [13] analyzed the harmonics by Fourier transform and weakened the 3rd harmonic through
adding a corresponding harmonic in the shape function of the rotor structure. Obviously, it required a
special rotor structure. Similarly, the error profile curve with respect to the angle was described by
Fourier series [14]. However, it was not an automatic calibration. Finite Impulse Response filter was
applied in a self-tuning circuit [15], which reduced noise but had an inherent time delay and phase
distortion. An adaptive phase-locked loop proposed in Reference [16] was able to filter noise online to
a certain extent. However, the continuous calibration increased the unnecessary delay with the errors
supposed constant in a short time. Another novel RDC algorithm performed in a frequency domain
was studied in Reference [17]. Since the detection was unrequired and only the carrier frequency
component was utilized to estimate parameters, it was preferable to suppress the disturbances outside
of the carrier frequency. However, the amplitude imbalances were out of consideration.

In order to achieve high-accuracy calibration of the imperfect parameters, it is important to
reduce the three types of noises. Some image noising methods are worth learning and using for
reference. The discrete wavelet transform (DWT) has been widely used to signal or image denoising.
Because of the characteristic of multi-resolution, DWT can distinguish noise and useful information
to different frequency bands [18–20]. But the conventional wavelet threshold denosing method [21]
is difficult to flexibly select a reasonable threshold and has little effectiveness in noise reduction
near the fundamental wave. Moreover, nonlocal self-similarity prior learning [22], convolutional
neural network [23], and singular value decomposition (SVD) [24] are also used in image denoising.
Guo et al. [24] used a few large singular values and corresponding singular vectors to estimate the
image and reduce noise. Recently, because of the multi-resolution characteristic of DWT and the
good correspondence between the singular value and frequency, the cooperation between DWT and
SVD [25,26] in the time-frequency domain has attracted the attention of researchers. At present,
several different combinations have been adopted in image watermarking [27], image contrast
enhancement [28], image compression and denoising [29], and the feature extraction of signals [30].
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Aiming to reduce the noises and obtain the high calibration accuracy of resolver signals,
a DWT-SVD based filter in time-frequency domain is designed in this paper. Since this method
is able to reduce inductive harmonics, residual excitation components, and random noise in resolver
signals with only the fundamental and DC components being retained, the calibration accuracy
can be improved effectively. Simulation and experimental results verify the effectiveness of the
proposed method.

This paper is organized as follows: The calibration principle of resolver signals is introduced
and the problem of noises is formulated in Section 2. Section 3 presents the designed DWT-SVD
based filter and describes the filtering processing in detail. To verify the effectiveness of the method,
simulation and experimental results are analyzed in Section 4. Finally, the concluding remarks are
given in Section 5.

2. Calibration Principle and Problem Formulation of Resolver

As shown in Figure 1, in a software-based RDC, when the rotor winding of resolver is excited
with a high frequency voltage, the two spatially orthogonal windings on the stator will produce
amplitude modulation signals which have sinusoidal and cosinusoidal envelopes with respect to shaft
angle. Then the envelopes are obtained from detection. Finally, owing to the mathematical properties
of trigonometric function, the angular position θ and velocity ω are calculated from envelopes by
phase-locked loop, arctangent or other demodulation algorithms.
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Figure 1. Schematic block diagrams of a resolver and RDC.

In practice, the resolver signals after detection are always disturbed by imperfect characteristics.
The amplitude imbalances and DC offsets result from the eccentric rotor, unequal winding, and
asymmetric circuit. The imperfect quadrature arises when the space angle of two coils on stator are not
exactly equal to π/2. Therefore, the envelopes should be described as

{
ys = as1 sinθ+ as0

yc = ac1 cos(θ+ β) + ac0
(1)

where as1 and ac1 are the amplitudes, as0 and ac0 are the offsets, β represents the imperfect quadrature.
Obviously, it is necessary to calibrate the envelopes and correct (1) to the standard form of sine and
cosine functions before demodulation.

The calibration of resolver signals is a process of estimating the five imperfect parameters of
non-orthogonal sinusoidal pair signals. These estimation methods have been widely reported in recent
years. By using a look-up table, optimization, observer, neural network or other estimation algorithm,
the imperfect parameters can be estimated to correct and reduce demodulation error. Thereafter,
the signals can be calibrated by substituting the estimated value into the following equation:

{
ŷs = (ys − âs0)/âs = sinθ
ŷc = (yc − âc0)/âc cos β+(ys − âs0)tanβ/âs = cosθ

. (2)
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Unfortunately, most calibration algorithms are based on simplified models and ignore the
noises like harmonics, residual excitation components, and random noise in envelopes, all of which
seriously affect the calibration of the resolver. The harmonic distortion arises when the unevenly
distributed windings are not exactly sinusoidal or cosinusoidal shaped with respect to the angular
position. The residual excitation components and random noise exist due to the electrical errors from
conditioning circuit. Hence, the Equation (1) can be rewritten in the following manner:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

ys = as0 + as1 sinθ+
∞∑

n=2
asn sin nθ+ ds

yc = ac0 + ac1 cos(θ+ β) +
∞∑

n=2
acn cos nθ+ dc

(3)

where n is the harmonic order, asn and acn represent the amplitudes of the nth harmonic, ds and dc are
random noise.

As shown in Figure 1, aiming at suppressing noises and improving calibration accuracy, several
methods including mathematical modeling and low-pass filter have been used recently. However,
the mathematical modeling method makes an inevitable deviation and is pretty complex. The low-pass
filter has an inherent phase distortion and cannot attenuate the noises in the passband. Therefore, it is
still a serious problem to filter the noises without phase distortion and preserve the fundamental and
DC component only.

3. Design of DWT-SVD Based Filter

In order to reduce the three types of noises in resolver signals without phase distortion and
preserve the fundamental and DC component only, a DWT-SVD based filter is designed in this paper.
As shown in Figure 2, this method is divided into 3 steps: (1) Decompose the resolver envelopes into
several groups of coefficients corresponding to different frequency bands through DWT; (2) Process
the coefficients by SVD to filter noise; (3) The filtered envelopes are reconstructed with the processed
coefficients. Since the procedure of the sinusoidal pair signals are identical, the following only considers
the sinusoidal envelope ys in Equation (3).

Forced 
Denoising

SVD
Wavelet

Reconstruction
Wavelet 

Decomposition
sy

Jca Jca′

1 , , Jcd cd 1 , , Jcd cd′ ′
sy′

Figure 2. Block diagram of the proposed filter.

3.1. Signal Decomposition

The first step is to decompose the signal into approximation coefficients and detail coefficients
through J-layer DWT. Actually, the essence of DWT can be regarded as a process of utilizing a set of
high-pass and low-pass filters on the signal. Furthermore, the high-pass and low-pass filters depend
on the selected wavelet base function. Thus, the approximation coefficients ca which represented low
frequency information and detail coefficients cd which represented high frequency information are
obtained. In this method, the Mallat algorithm is employed to achieve J-layer DWT. The coefficients ca
and cd of each layer are calculated as follows:⎧⎪⎪⎪⎨⎪⎪⎪⎩

caj(k) =
∑
n

h(n− 2k)caj−1(n)

cdj(k) =
∑
n

g(n− 2k)caj−1(n)
, j = 1, 2, 3, · · · , J (4)

where h and g represent the impulse responses of low-pass filter and high-pass filter, respectively,
when j = 1, caj−1 represents the envelope signal of resolver.
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The procedure of multi-layer decomposition is shown in Figure 3. Assuming the sampling
frequency fs satisfies the Nyquist Sampling Theorem and the total layer is J, the spectrum of the signal
is limited in (0 ∼ fs/2) according to the normalized frequency band. Due to the multi-resolution
characteristic of DWT, the frequency band of cd1, cd2 and cd3, respectively, are ( fs/4 ∼ fs/2),
( fs/8 ∼ fs/4), ( fs/16 ∼ fs/8). And, more remarkably, ca3 is in the low frequency band (0 ∼ fs/16)
which contains the fundamental and DC components of resolver envelope. If the layer J is too small,
the data length of caJ would be overmuch and then increase the computational complexity of SVD.
Otherwise, the useful information would leak into the detail coefficients. Therefore, selecting the layer
reasonably would directly determine whether the caJ includes a fundamental wave. Moreover, it is
important to make the detail coefficients possess harmonics and residual excitation components as far
as possible.

2 ( 8 ~ 4)s scd f f

3 ( 16 ~ 8)s scd f f

3 ( 0 ~ 16)s sca f f

1( 4 ~ 2)s scd f f( )sy n ( )G ω

( )H ω

2

2 ( )G ω

( )H ω

2

2

2

2( )G ω

( )H ω

Figure 3. Scheme of wavelet decomposition.

3.2. Coefficient Processing

The second step is to analyze the approximation coefficient caJ and detail coefficients from cd1

to cdJ. Since the detail coefficients contain residual excitation components and some harmonics with
so little useful information, they can be addressed by forced noise reduction. The coefficient caJ,
which involves the fundamental wave, is still affected by noises, such as random noise and harmonics.
Therefore, SVD is employed to reduce these noises.

The SVD of a matrix H ∈ Rm×n is defined as the following equation:

H = USVT (5)

where U ∈ Rm×m and V ∈ Rn×n are orthogonal matrices. The diagonal matrix S ∈ Rm×n can be given by

S = (diag(σ1, σ2, · · · , σp), O) (6)

where p = min(m, n) is the number of singular values, and σi(i = 1, 2, · · · p) represent the singular
values of matrix H which satisfy σ1 ≥ σ2 ≥ · · · ≥ σp > 0.

As caJ = (x1, x2, · · · , xN) is a one-dimension data, a Hankel matrix H needs to be construct when
processing caJ by SVD. The matrix can be expressed as

H =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x1 x2 · · · xN−n+2

x2 x3 · · · xN−n+2
...

...
. . .

...
xN−n+1 xN−n+2 · · · xN

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
m×n

(7)

where n satisfies 1 < n < N and m = N − n + 1. From Equation (7) each row vector in the Hankel
matrix lags only one data behind the previous row vector, which means the adjacent row vectors are
highly correlated with useful information and independent of noises. Therefore, the fundamental
and DC components of the signal which contain the main energy will be concentrated in a few
large singular values. Due to the good correspondence between the singular value and frequency,
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the first two maximum values represent the fundamental wave, and the value which represents the
DC component can be selected from test. According to the principle, the modified ca′J can be calculated
from Equation (5) by using only three singular values.

3.3. Signal Reconstruction

The last step is reconstruction. The procedure of multi-layer wavelet reconstruction is shown in
Figure 4. The formula of reconstruction is given by

ca′j−1(n) =
∑

k

h∗(n− 2k)ca′j(k) +
∑

k

g∗(n− 2k)cd′j(k). (8)

Since the detail coefficients are forced to be zero, the envelope signal of resolver is reconstructed
with the modified approximation coefficient caJ. Finally, the signals of resolver after noise reduction
are obtained.

From the above description, it can be seen that the filter can reduce the harmonics, residual
excitation components, and random noise and extract the fundamental and DC components of resolver
envelopes without phase distortion.

2

2

2* ( )H ω * ( )H ω 2 * ( )H ω

* ( )G ω

* ( )G ω2

2 * ( )G ω

3ca′

3cd′

2cd′

1cd′

( )sy n′

Figure 4. Scheme of wavelet reconstruction.

4. Simulation and Experimental Results

Aiming to evaluate the performance of the proposed method, the spectrums of signals are
compared among the following four groups both in simulation and experiment.

Group 1: The original signals;
Group 2: The signals denoised by the low-pass Butterworth filter;
Group 3: The signals denoised by the DWT based filter;
Group 4: The signals denoised by the DWT-SVD based filter.
Next, in order to verify the influence of the filter on the calibration accuracy, the imperfect

parameters of the above signals are estimated by an automatic calibration algorithm based on two-step
gradient estimators in Reference [10]. The simulation and experimental results are analyzed as follows.

4.1. Simulation Results

In the simulation, sinusoidal pair signals are generated to simulate the envelopes of resolver.
The angular frequencyω is 2π rad/s. The imperfect parameters are set as as1 = 1.8370 V, as0 = 0.1365 V,
ac1 = 1.9520 V, ac0 = 0.1452 V and β = 1.2◦. The harmonics are shown in Table 1. In addition,
the residual excitation components are 0.0010 V and 0.0011 V, respectively, with the frequency being
10 kHz. The SNR of signals is 35 dB by adding Gaussian white noise. The simulation is proceeded by
using MATLAB.
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Table 1. Harmonics in signals.

Order 2 3 4 5

ys (V) 0.0255 0.0130 0.0078 0.0032
yc (V) 0.0243 0.0128 0.0082 0.0025

In the DWT-SVD based filter (Group 4), a biorthogonal wavelet basis function “bior 5.5” is chosen.
Since the biorthogonal wavelet has a linear phase, the signals can be completely reconstructed without
phase distortion. Whereby, the layer of wavelet decomposition is 4. As comparisons, the low-pass
Butterworth filter in Group 2 is designed with no more than 0.1 dB of ripple in a passband from 0 to
3 Hz, and at least 30 dB of attenuation in the stopband. The DWT based filter in Group 3 is designed
by using 6-layer wavelet decomposition and reconstruction to reduce the high-frequency noise.

The calibration method in Reference [10] is constructed as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

.
x = ξ+ ys.
ξ = −λ0x− λ1(ξ+ ys)
.
η = k[x2(λ0 − ω̂2) + (λ1x + ys)(ξ+ ys)]

ω̂2 = η− kxys.
â0 = γ(ys − ŷs).
â1 = γ sin ω̂t(ys − ŷs).
â2 = γ cos ω̂t(ys − ŷs)

ŷs = â0 + â1 sin ω̂t + â2 cos ω̂t

(9)

where the estimator gains are chosen as k = 100,λ0 = 15,λ1 = 15,γ = 0.8. The angular velocity ω̂

is estimated by the first four equations. Then, the amplitude âs1 =
√

â2
1 + â2

2, DC offset âs0 = â0 and

phase φ̂s = tan−1(â2/â1) of ys can be estimated by the rest of equations. Since the procedure of yc is
same as ys, phase shift is calculated by β̂ = φ̂s − φ̂c.

The results are analyzed as follows:
(1) As shown in Figure 5, the detail coefficients cd1 ∼ cd4 of ys reflect noises with no useful

information. In contrast, the approximation coefficient ca4 contains the information of fundamental
and DC components with a few harmonics and noises. Thus the decomposition can be understood as
a pre-filter. Then SVD operation of a Hankel matrix created from ca4 is made. The singular values are
given in Table 2. It is obvious that the 1st and 2nd singular values represent the fundamental wave and
the 3rd reflects the DC components. Therefore, ys can be finally reconstructed from the new ca′4 which
is calculated by the three singular values.

 

cd
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cd
2

cd
3

cd
4

ca
4

Figure 5. The first 3500 data of approximation coefficient and detail coefficients of ys in simulation.
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Table 2. Partial singular values of approximation coefficient ca4.

Number 1 2 3 4 5

Value 6896.7 6893.6 1026.7 95.2 95.1

(2) The performance of the filter can be verified from spectral analysis. As shown in Figure 6,
the spectrum of the original signal includes harmonics and noises. However, the low-pass filter is
unable to reduce noises in the passband and results in a slight amplitude attenuation of fundamental
wave. The DWT based filter has no effect on fundamental wave but is unable to suppress low-order
harmonics. Unlike these filters, it is showed obviously in Figure 6d that the DWT-SVD filter retains
almost only the fundamental and DC components.

(a) (b) 

(c) (d) 

β

po
w

er

po
w

er

po
w

er

Figure 6. Spectrums of ys in simulation (a) before the filter; (b) after the Butterworth filter; (c) after the
DWT based filter and (d) after the designed filter.

(3) By the calibration algorithm in Reference [10], the estimations of the angular frequency and
five imperfect parameters in Groups 1–4 are given in Figures 7–10, respectively. And Table 3 shows
the estimated results calculated by means of the data and the standard deviations (STD) in the range
of 40–50 s. From Figures 7–10, the steady-state error of Group 4 is smaller than that of the other
groups. Compared with the preset values in Table 3, the accuracy of ω after the designed filter
reaches 10−5 rad/s, while the accuracies of the other groups are 10−3 rad/s, 10−4 rad/s and 10−4 rad/s,
respectively. The accuracy of amplitudes after the designed filter reaches to 10−4 rad/s, while the
others are 10−3 rad/s and Group 2 has a slight attenuation. Moreover, the STD is reduced at least two
orders of magnitude more than the other groups. It is worth noting that the designed filter leads to a
high-accuracy phase due to the phase undistorted characteristic, while the low-pass filter causes a
phase shift. Therefore, the DWT-SVD filter apparently improves the calibration accuracy and is more
stable than other ways.
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Table 3. Results of calibration in simulation.

Parameters ω(rad/s) as(V) ac(V) as0(V) ac0(V) β(
◦
)

Preset values 6.283185 1.83700 1.95200 0.13650 0.14520 1.2000

Calibrated directly Estimates 6.285769 1.83893 1.95372 0.13643 0.14632 1.2019
STD 1.20 × 10−2 1.25 × 10−3 1.26 × 10−3 1.63 × 10−3 1.63 × 10−3 3.02 × 10−2

After the Butterworth filter
Estimates 6.283505 1.83577 1.95035 0.13644 0.14631 1.2017

STD 5.20 × 10−3 7.32 × 10−4 7.00 × 10−4 7.54 × 10−4 6.95 × 10−4 1.48 × 10−2

After the DWT
Estimates 6.283640 1.83741 1.95210 0.13644 0.14632 1.2019

STD 1.01 × 10−2 1.22 × 10−3 1.23 × 10−3 1.25 × 10−3 1.18 × 10−3 2.55 × 10−2

After the designed filter Estimates 6.283179 1.83691 1.95187 0.13648 0.14623 1.2002
STD 2.49 × 10−6 1.11 × 10−5 2.28 × 10−5 4.59 × 10−6 3.44 × 10−6 4.23 × 10−4
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Figure 7. Estimations of angular velocity and imperfect parameters in simulation before filter (Group 1).
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Figure 8. Estimations of angular velocity and imperfect parameters in simulation after the Butterworth
filter (Group 2).
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4.2. Experimental Results

The experimental platform is shown in Figure 11. A control board drives a permanent magnet
synchronous motor (PMSM) and a resolver (Infranor, Zurich, Switzerland). The parameters of PMSM
and resolver are given in Table 4. In this experiment, PMSM is driven to rotate at ω = 2π rad/s and
the resolver measures its angular position. After envelope detection circuits, the envelops of resolver
output signals are uploaded to the upper computer through USB. Then the envelops are denoised and
calibrated in the upper computer.

  

  
Figure 9. Estimations of angular velocity and imperfect parameters in simulation after the DWT
(Group 3).
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Figure 10. Estimations of angular velocity and imperfect parameters in simulation after the designed
filter (Group 4).
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Control board PMSM with resolver

Power

Upper computer

motor drive

resolver 
signals

USB

Figure 11. Experimental platform.

Table 4. PMSM and resolver parameters.

PMSM Resolver

Pole pairs 2 Pole pairs 1

Rated voltage 110 V(AC) Input voltage 5 V ± 0.2 V (AC)
Rated speed 3000 r/min Input frequency 10 kHz
Torque constant 0.15 Nm/A Output voltage >2 V
Phase resistance 8 Ω Transformer ratio 0.5 ± 5%
Phase inductance 10 mH Electrical error ≤ 10′

In this experiment, the parameters of four groups are set the same as in the simulation. The results
are analyzed as follows:

(1) The coefficients and singular values of ys calculated from the DWT-SVD based filter are given
in Figure 12 and Table 5. From Figure 12, the approximation coefficient ca4 has already pre-filtered
the residual excitation components and most of the random noise. Next, according to a rigorous test,
the 1st and 2nd singular values in Table 5 reflect the fundamental wave and the 5th value reflects the DC
components. Finally, the signal can be reconstructed by the three singular values and corresponding
singular vectors.

cd
1

10-3

-5
0
5

cd
2

10-3

-5
0
5

cd
3

10-3

-5
0
5

cd
4

10-3

-5
0
5

length
0 500 1000 1500 2000 2500 3000 3500

ca
4

-10
0

10

Figure 12. The first 3500 data of approximation coefficient and detail coefficients of ys in experiment.

Table 5. Partial singular values of approximation coefficient ca4 in experiment.

Number 1 2 3 4 5 6 7

value 9418.9 9410.4 19.8 19.7 11.7 9.3 9.2

(2) The spectrums in Figure 13 also verify the performance of the designed filter. As shown
in Figure 13a, the spectrum of the original signal contains harmonics and random noise. However,
the spectrum in Figure 13b shows that the low-pass filter attenuates the DC component seriously
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and cannot reduce noise in the passband. The spectrum in Figure 13c shows that the DWT-based
filter is unable to suppress low-order harmonics although it can reduce the high-frequency noise.
Compared with Groups 1–3, the DWT-SVD filter in Group 4 preserves almost only the fundamental
and DC components.
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Figure 13. Spectrums of ys in experiment (a) before filter, (b) after the Butterworth filter; (c) after the
DWT based filter and (d) after the designed filter.

(3) As show in Figures 14–17 and Table 6, the estimations of the angular frequency ω and five
imperfect parameters as1, ac1, as0, ac0 and β in Groups 1–4 are carried out by the calibration algorithm
in [10], respectively. From Figures 14–17, the steady-state errors in Groups 1 and 3 are in the same order
of magnitude while in Group 2 is smaller, since the harmonics in Group 2 is weaker than Groups 1 and
3. Compared with them, Group 4 has the smallest steady-state error among the four groups because
the proposed method can suppress harmonics effectively. In order to further verify the effectiveness of
the proposed method, Table 6 gives the STDs of estimated parameters, which are calculated from the
data in the range of 40–50 s. The STD is an important index to compare the four groups while the true
values are unknown. From Table 6, it is obvious that Group 4 has the smallest STDs which are reduced
at least two orders of magnitude than others.
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Figure 14. Estimations of angular velocity and imperfect parameters before filter (Group 1).
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Figure 15. Estimations of angular velocity and imperfect parameters after the Butterworth filter
(Group 2).
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Figure 16. Estimations of angular velocity and imperfect parameters after the DWT (Group 3).

Table 6. Results of calibration in experiment.

Parameters ω(rad/s) as(V) ac(V) as0(V) ac0(V) β(
◦
)

Calibrated directly Estimates 6.28288 2.3551 2.3550 1.446 × 10−3 4.548 × 10−3 −0.03450
STD 2.88 × 10−3 2.54 × 10−4 2.56 × 10−4 2.85 × 10−4 2.86 × 10−4 3.99 × 10−3

After the Butterworth filter
Estimates 6.28304 2.3532 2.3532 1.445 × 10−3 4.545 × 10−3 −0.03462

STD 1.80 × 10−3 1.54 × 10−4 1.57 × 10−4 1.70 × 10−4 1.66 × 10−4 2.44 × 10−3

After the DWT
Estimates 6.28299 2.3552 2.3541 1.447 × 10−3 4.547 × 10−3 −0.03448

STD 2.19 × 10−3 2.48 × 10−4 2.53 × 10−4 2.56 × 10−4 2.57 × 10−4 3.83 × 10−3

After the designed filter Estimates 6.28318 2.3553 2.3532 1.416 × 10−3 4.544 × 10−3 −0.03436
STD 3.30 × 10−6 7.99 × 10−6 1.07 × 10−7 2.48 × 10−6 2.54 × 10−6 4.16 × 10−5

125



Electronics 2019, 8, 516

  

  

t(s)
0 10 20 30 40 50

-2

0

2

4

6

8

45 50
6.2831

6.2832

6.2833

t(s)
0 10 20 30 40 50

0

0.5

1

1.5

2

2.5

45 50
2.3553

2.3554

2.3555

t(s)
0 10 20 30 40 50

0

0.5

1

1.5

2

2.5

45 50
2.3552

2.3553

2.3554

t(s)
0 10 20 30 40 50

-0.1

0

0.1

0.2

0.3

0.4

0.5

45 50

10-3

1.3

1.4

1.5

t(s)
0 10 20 30 40 50

-0.4

-0.2

0

0.2

45 50

10-3

4.445

4.545

4.645

(°
)

Figure 17. Estimations of angular velocity and imperfect parameters after the DWT-SVD based filter
(Group 4).

5. Conclusions

In order to improve the calibration accuracy of the resolver signals, a DWT-SVD based filter was
designed in this paper to reduce the noises. Most of the noises in the resolver, such as the inductive
harmonics, residual excitation components, and random noise were taken into account. Firstly, the
resolver signals were decomposed to the approximation coefficient and detail coefficients by DWT. The
decomposition pre-filtered the residual excitation components and part of the noises. Next, the singular
values of approximation coefficient were calculated. Finally, the signals were reconstructed by a few
selected singular values to suppress harmonics and preserve almost only the fundamental and DC
components. Because of the multi-resolution characteristic of DWT and the good correspondence
between the singular value and frequency, this method is favorable to dramatically reduce the noises.
Therefore, the proposed filter improved the calibration accuracy of the nonideal parameters, such as
amplitude deviations, DC offsets, and imperfect quadrature in resolvers. The effectiveness of the
designed filter was verified by simulation and experimental results.
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Abstract: Multidirected acyclic graph (DAG) workflow scheduling is a key problem in the
heterogeneous distributed environment in the distributed computing field. A hierarchical
heterogeneous multi-DAG workflow problem (HHMDP) was proposed based on the different signal
processing workflows produced by different grouping and scanning modes and their hierarchical
processing in specific functional signal processing modules in a multigroup scan ultrasonic phased
array (UPA) system. A heterogeneous predecessor earliest finish time (HPEFT) algorithm with
predecessor pointer adjustment was proposed based on the improved heterogeneous earliest finish
time (HEFT) algorithm. The experimental results denote that HPEFT reduces the makespan, ratio
of the idle time slot (RITS), and missed deadline rate (MDR) by 3.87–57.68%, 0–6.53%, and 13–58%,
respectively, and increases relative relaxation with respect to the deadline (RLD) by 2.27–8.58%,
improving the frame rate and resource utilization and reducing the probability of exceeding the
real-time period. The multigroup UPA instrument architecture in multi-DAG signal processing flow
was also provided. By simulating and verifying the scheduling algorithm, the architecture and the
HPEFT algorithm is proved to coordinate the order of each group of signal processing tasks for
improving the instrument performance.

Keywords: hierarchical heterogeneous multi-DAG workflow; multigroup scan; ultrasonic phased
array; heterogeneous earliest finish time

1. Introduction

Ultrasonic phased array (UPA) systems with a large number of elements can achieve multigroup
scanning, increase the scanning flexibility, and enhance the resolution and contrast of the resulting
images. Hierarchical signal processing flow that accounts for the constraints of a directed acyclic graph
(DAG) can be realized by adding a bus and an arbitrator to the hardware architecture. In a distributed
software environment, multigroup UPA scans can use different scanning modes in different groupings;
thus, several different signal processing methods can be implemented. These processes must also be
hierarchically processed using the heterogenous shared resources according to the priority constraints.
The priority constraints between the tasks in each group are represented using the DAG diagrams,
and each shared resource can only perform the specified signal processing tasks because of functional
constraints. Further, the priority constraints related to the multigroup tasks combine with the functional
constraints on shared resources to form a hierarchical heterogeneous multi-DAG workflow problem
(HHMDP). To address this problem, a scheduling algorithm is required to coordinate task processing
with the heterogeneous shared resources so that the various signal processing steps involved in the
distributed UPA instruments can be executed in an orderly manner.

With the rapid development of information technology and the increasing complexity of the
associated problems, distributed computing resources with high performance are required to complete
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the computing tasks subject to the deadline constraints. Further, distributed resource scheduling
for DAG tasks has been the subject of several previous researches and has developed into a mature
method. More than 100 scheduling algorithms have been developed based on the homogeneous
or heterogeneous distributed environments, the structural differences of the scheduling tasks, and
the different optimization objectives [1]. Among these algorithms, the DAG scheduling model and
the heterogeneous earliest finish time (HEFT) algorithm proposed by Topcuoglu [2] in 2002 have
been extensively adopted. These are the models and methods that have been recently employed in
distributed systems for performing tasks such as grid and cloud computing.

An existing study has denoted that the DAG scheduling problem is a nondeterministic polynomial
complete problem [3]. Further, popular task scheduling algorithms used to obtain the makespan can be
classified into the following two categories: static scheduling and dynamic scheduling algorithms [4].
Among the static scheduling algorithms, the list scheduling algorithms that employ heuristic techniques
have been proved to produce the most efficient scheduling, and their complexities, associated with
the number of involved tasks involved, are generally quadratic [5]. In addition, the list scheduling
algorithm is fast, easy to implement, and has wider applicability than that of other scheduling
algorithms. Some of the most famous list scheduling algorithms are HEFT [2], predicted earliest finish
time (PEFT) [3], heterogeneous critical parent tree (HCPT) [6], high-performance task scheduling
(HPS) [7], and performance effective task scheduling (PETS) [8]. HEFT is known to produce a scheduling
length that can be compared with that produced by other scheduling algorithms exhibiting a lower
time complexity. Further, the HEFT algorithm can be enhanced by either introducing a new mechanism
for calculating the task priority or adding a new mechanism (such as prior attributes) to improve the
processor selection [9].

The idle time slot of a single DAG task is large, and its resource utilization is low owing to the
data transmission delay between the tasks and the imbalanced DAG structure. To effectively improve
these shortcomings, Honig [10] and H. Zhao [11] initially proposed a scheduling algorithm in 2006 for
multi-DAGs sharing a set of distributed resources. A DAG task can use idle slots generated by other
DAG tasks scheduled on the same distributed resource group. Further, strategies to minimize makespan
and scheduling fairness were also proposed. Although Yu et al. [12] made some improvements in this
regard, the multi-DAG scheduling algorithm proposed in their study did not consider the deadline
constraints. By considering the earliest deadline first (EDF) [13] algorithm—an application of the
sequential scheduling algorithm based on the deadline—Stavrinides [14] proposed the usage of the
deadline of each DAG for determining the priority of the multi-DAG task scheduling and the usage
of the time slots for accurate calculation of the DAG tasks. This approach is suitable for DAGs with
similar DAG structures and sizes. However, the deadline is insufficient to respond to the emergency of
DAG because the number of DAG tasks is different. Furthermore, the relative strictness of Multi-DAGs
with deadlines (MDRS) [15] scheduling strategy improves the fairness of scheduling according to the
relative strictness of each DAG. However, before the scheduling tasks are selected, the HEFT algorithm
is used to preschedule the remaining tasks for each DAG after which the relative duration of each DAG
is calculated, and the most urgent task in the DAG is scheduled for execution. Therefore, each DAG can
decentralize hybrid scheduling before the deadline, thereby improving resource utilization. However,
some DAGs would be discarded when resource shortage is observed. Tian et al. [16] improved the
existing fair scheduling algorithm by solving the fairness problem that is encountered while scheduling
multiple DAG workflows that have the same priority but are submitted at different times. In addition,
Xu et al. [17] proposed a cooperative scheduling algorithm to further improve the utilization of the
computing resources for the workflow in a distributed heterogeneous environment exhibiting better
performance in terms of throughput, time slot wastage, fairness, and time complexity when compared
with those exhibited by MDRS, EDF, and fairness algorithms.

For ultrasonic phased array and DAG workflow scheduling, Tang et al. [17] studied ultrasonic bus
transmission scheduling using the MFBSS algorithm to schedule between FIFOs, so that the utilization
rate of transmission channels was not less than 92%. Li et al. [18], based on time division multiplexing,
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proposed an IBF algorithm for focus and delay module scheduling, which increased the maximum
completion time by 8.76 to 21.48%, reduced resource consumption by 30 to 40%. Li et al. [19] also
proposed SSPA algorithm for heterogeneous signal processing. Compared with the FCFS algorithm and
SPT algorithm, the SSPA algorithm improves bandwidth utilization by 9.72% and reduces maximum
completion time by 11%. Anwar and Deng [20] proposed a novel Hybrid Bio-inspired Metaheuristic
for Multiobjective Optimization (HBMMO) algorithm based on a nondominant sorting strategy
for the workflow scheduling problem, which decrease makespan, execution cost, and inefficient
utilization of the virtual machines (VMs). Miao et al. [21] investigates H∞ consensus problem of
heterogeneous multiagent systems under Markov switching topologies; consensus algorithms with
communication time delay via output were also proposed. By applying stochastic stability analysis,
model transformation techniques and graph theory, sufficient conditions of mean square consensus
and H∞ consensus are obtained, respectively. Drozdov [22] address image processing workflow
scheduling problems on a multicore digital signal processor cluster. They proposed Pessimistic
Heterogeneous Earliest Finish Time scheduling algorithm for Ligo and Montage applications and
presented its better performance than others. Feng et al. [23] studied gene function prediction, which
includes the hierarchical multilabel classification (HMC) task, and proposed an algorithm for solving
this problem based on the Gene Ontology (GO), the hierarchy of which is a directed acyclic graph
(DAG). The algorithm has better performance compared with true path rule and CLUS-HMC algorithm
on eight yeast data sets annotated by the GO.

However, these scheduling algorithms do not consider the challenge in performing heterogeneous
resource processing tasks at different layers using different resources, i.e., some processors can only
handle specific tasks, and these tasks or transactions can be sequentially executed if a single DAG
can be approximated as a distributed permutation flow shop scheduling problem in a distributed
environment and if the processor selection phase can be considered to be hierarchical. Thus, in general,
there exists little research and few achievements related to the multi-DAG hierarchical scheduling
problem and its application in the signal processing scheduling of ultrasonic systems even though many
related problems require urgent attention. This study uses the critical path method by considering
the hierarchical and specified function constraints of the shared resources to propose an improved
method for HEFT that incorporates predecessor pointer adjustment (PPA), which can be referred to as
the heterogeneous predecessor earliest finish time (HPEFT). This method can coordinate the different
signal processing steps to satisfy the priority constraints represented by the multi-DAG model under
the multigroup scanning architecture of a UPA system with multiple layers and shared resources
for performing the specified functions. This coordination reduces the maximum completion time
(makespan) and improves the utilization rate of the shared resources, improving the real-time frame
rate and reducing the energy consumption.

The remainder of the manuscript is organized as follows. Section 2 discusses the hierarchical
heterogeneous multi-DAG workflow scheduling problem and presents both the previous and proposed
algorithms along with some basic examples; Section 3 discusses the experimental settings, problem
generators, parameters, the experiments performed herein, and the results; Section 4 presents the
signal processing scheduling optimization strategies for a multigroup scan UPA system; and Section 5
summarizes this study and discusses future work.

2. A Hierarchical Heterogeneous Multi-DAG Workflow Problem (HHMDP) and HPEFT
Algorithm

2.1. Problem Description

Suppose there are multiple workflows that can be modeled as DAG {Gk, k ∈ 1, 2 . . . K}. Each DAG
node, ki, represents a task, Tki, and each edge represents the sequential relation between two different
nodes. Thus, it can be said that ki exhibits a hierarchical structure. The nodes belonging to the first
layer have no predecessor nodes, and they have start time STki. The tasks in the first layer must wait
until the specified STki before they can be executed by the processor. Further, the tasks in the final layer
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have no successor nodes. All the nodes must be dispatched to a collection of heterogeneous shared
resources M = {{Mj

l, j = 1, 2 . . . Ql}, l = 1, 2, 3 . . . L}; the set of shared resources for each layer of Mj
l

contains several shared resources that can execute the corresponding layer nodes. The shared resources
in a layer can only perform tasks corresponding to the nodes in the same layer, and the nodes in the
same layer to be executed by the shared resource must belong to the same layer. Further, the nodes in
the same DAG have a sequential relation. With the exception of the first and the final layer nodes,
the remaining nodes in a DAG must have predecessor and successor nodes and cannot be isolated
from other nodes. A node can have multiple predecessor and successor nodes, and its predecessor
nodes can only be in the upper layer, whereas its successor nodes can only be in the subsequent layer.
However, a node cannot be both the predecessor and successor node of another node simultaneously.
All the tasks must be sequentially processed according to the DAG graph, and the computing tasks of
the upper node must be processed before the current node can be processed. For any given node, the
processing time Pki for the computing tasks is determined by the data length Dki in the node, as follows

Pki = Dki/SDj + Cj. (1)

The difference in Dki and the shared resource speed, SDj, can change the execution time of a given
node Pki,j. Cj is the delay that is required for the current processor to run. The delay is considered
to be generally small. The system used in the present research was interconnected by buses with
the following conditions. The tasks of the same node cannot be executed twice on the same shared
resource, and the predecessor or successor nodes of any given node cannot be executed on the same
shared resource because the hierarchical structure is in different sets of shared resources. Therefore,
in the problem that is considered herein, the delay is not equivalent to the communication time, as
observed in the case of a classical HEFT algorithm. Hence, we propose a strategy, which ensures that
each node produces Cj in any processor, with the communication time for shared resource switching
observed to be zero.

Each shared resource in the system can be simultaneously executed and communicated.
The scheduling problem is to minimize the makespan. Furthermore, the DAG actual finish time
(DAFT) after the scheduling of the algorithm represents the makespan after all the nodes in a DAG
are executed.

makespan =max{DAFT(ki), where ki is the latest execution node in DAG} (2)

The maximum number of layers of tasks (node) from the top to the bottom of the DAG and the
number of layers of shared resources is equal to L. Further, the longest path from the top to the bottom
denotes the critical path of the DAG. ki at the earliest start time (EST) of the shared resource Mj is given
as follows

EST(Tki, Mj) = max
{

Tavailable
(
Mj

)
, max

Tks∈Pred(Tki)

{
AFT(Tks)

}
, STki

}
(3)

Tavailable (Mj) is the time when the shared resource Mj is ready for performing new tasks. For the
top (first) level nodes, all the processors have not yet performed node tasks, and there are no previous
nodes; however, the processors have the EST, STki, for node tasks. In such a situation, EST becomes
equal to STki. The earliest finish time (EFT) is the earliest time when task ki can be processed using an
assigned shared resource.

EFT(Tki,Mj) = EST(Tki,Mj) + Pki,j (4)

The actual start time (AST) refers to the real time when a given node task begins executing after a
DAG task is scheduled. In this algorithm, AST is considered to be equal to EST. The actual finish time
(AFT) refers to the actual completion time of a node after task scheduling. Table 1 presents the symbols
used in this study.
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Table 1. Table of symbols.

Symbol Description

PR (ku,kv) Precedent relation between node ku and kv.
Pred (ki) Direct predecessor of node ki.
Sucd (ki) Direct successor of node ki.

Tavailable (Mj) Time required to issue a new task in the shared resource Mj.
Shed (Mj) Node set for scheduling the shared resource Mj
Layer (ki) Node ki layer
Layer (Mj) Shared resource Mj layer

NumMac (ki) The number of shared resources on the same layer as node ki
PAFT (ki) The maximum actual completion time of the previous nodes (predecessor tasks)

2.2. HPEFT Algorithm

A previous study [2] demonstrated that HEFT can be used to obtain the critical path of scheduling
and generate upward rank (Ranku) with respect to the critical path. However, the problems presented
in this study are different from the ones available in the literature on HEFT using PEFT, given
as follows [4]; (1) multi-DAG scheduling; (2) each DAG has a different start time STki; (3) the
communication consumption between the shared resources Mj is 0; however, considering the different
latency of each processor, the shared resources can be classified as Pki; and (4) the shared resources and
DAG are hierarchical.

When compared with the HEFT algorithm, the proposed algorithm can satisfy the requirements
of hierarchical scheduling. In addition, hierarchical scheduling, where any two layers are connected by
edges, contains a prioritized set of nodes. The current node is scheduled to execute after the execution
of all the predecessor nodes, thereby making the scheduling compact. As depicted in Figure 1, the
tasks in any two DAGs are assumed to be tasks A1 and A2; here, they are the tasks of DAG A, and the
tasks of B1 and B2 are the tasks of DAG B. If A1 and B1 belong to the same layer and are scheduled on
the same processor, B1 and B2 are the tasks of DAG B. A2 and B2 belong to the same layer and are
scheduled on the same processor. A1 is scheduled on the shared resource M1 before B1. In the shared
resource M2, the task A2 is scheduled first and is followed by B2. The completion time is observed to
be short. The higher the ratio of processors to tasks in a given layer, the shorter will be the maximum
completion time in the layer. The highest execution efficiency can be achieved when the number of
processors and tasks in a given layer is the same.

Figure 1. Demonstration of compact scheduling.

The proposed algorithm can be given as follows:
In stage 1, the upward weights are calculated as

Rankp(ki) = Pki+ min
ks∈sucd(ki)

[
Rankp(ks)

]
Pki =

∑
Layer(ki)= j

Pki, j/NumMac(ki)
(5)

Communication delay, i.e., the average of the execution time of Pki in all the machines at the
same layer of ki, has been incorporated into Pki,j. ks denotes the direct successor of ki. Pki,j denotes
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the processing time of ki in the shared resource Mj; Rankp denotes the upward rank. If the node is at
the final level, Rankp(ki) = Pj, NumMac (ki) denotes the shared resource in the same layer as node ki.
The average execution time of all the previous tasks is related to the shared resource NumMac (ki) at
that layer.

Stage 2 involves the selection of tasks with the highest Rankp in the list. According to the
maximum completion time of all the scheduled predecessor tasks, the available slots are searched,
and the location of the shared resource Mj with the earliest time slots is allocated to the available (Mj)
task nodes.

In stage 3, after completing all the scheduled tasks in stage 1 and 2, the time slots among the
scheduled resources are researched according to each shared resource, as denoted in Equation (6).

Mj_PPA ∈ {Mj, AFT(ks) − AST(kf ) > sum(Pki, j)}, ks,kf,ki ∈ shed(Mj) (6)

If a shared resource Mj_PPA has a time slot in the scheduled task, we can find the maximum actual
completion time of their predecessor tasks (PAFT) for tasks arranged by the previous DAG, as denoted
in Equation (7); next, we calculate the PPA table and reschedule Mj_PPA accordingly.

PAFT(ki) =max[AFT(ks)], ks ∈ Pred(ki) (7)

2.3. Example Demonstration

The three DAGs and their node constraints are depicted in Figure 2; the dashed arrow denotes the
start time of the tasks. A1–A6 belong to G1 (DAG A), B1–B6 belong to G2 (DAG B), C1–C6 belong to G3
(DAG C), and M1–M5 denote a set of shared resources. The hierarchy of the shared resources and task
nodes can also be observed. The priority constraints between the tasks in each DAG are represented by
the solid arrowhead lines. For example, the successor tasks of A1 are A4, and the successor tasks of C3
are C4. The specific functional constraints (layering) and the task layering of all the shared resources
are also depicted in Figure 2, i.e., A1, A2, B1, B2, and C1. C1 can be executed by the shared resources
M1, M2, and M3, which belong to Layer 1, or by other layers.

Figure 2. Hierarchical diagram of the multi-DAG task nodes and shared resources.

Table 2 is a hierarchical table of shared resources presenting the serial number of shared resources
and their corresponding layers. Table 3 presents the data length of each task node, which can be
calculated using Equation (1) to obtain the execution time Pki,j. Table 4 presents SDj and Cj of the
shared resources. Table 5 denotes the STki values. For a start node kistart = {ki, Pred(ki) = ∅} without
predecessor tasks, there exists a corresponding start time. Tables 6–8 denote that after calculating the
processing time (Pki,j), all the corresponding “-” lines indicate that node ki cannot be executed on the
shared resource Mj. Therefore, the specific functional constraints (hierarchical relations) can also be
observed from these tables.
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Table 2. Shared resources of each layer.

Layer Shared Resource

1 M1 M2 M3
2 M4 - -
3 M5 - -

Table 3. Data length (Dki) of DAGs.

DAG 1 2 3 4 5 6

A 2 1 2 2 1 1
B 1 3 1 4 3 1
C 2 3 2 4 1 2

Table 4. Speed (SDj) and delay (Cj) of the shared resources.

Mj 1 2 3 4 5

Speed 1 1 1 2 1
Delay 1 1 2 1 1

Table 5. Start time (STki) for each DAG.

DAG 1 2

A 3 2
B 2 4
C 3 4

Table 6. Processing time with priority relation (PR) in DAG A.

A1 A2 A3 A4 A5 A6

M1 3 2 - - - -
M2 4 2 - - - -
M3 3 3 - - - -
M4 - - 2 2 - -
M5 - - - - 2 2

Table 7. Processing time with priority relation (PR) in DAG B.

B1 B2 B3 B4 B5 B6

M1 2 4 - - - -
M2 2 4 - - - -
M3 3 5 - - - -
M4 - - 2 3 3 -
M5 - - - - - 2

Table 8. Processing time with priority relation (PR) in DAG C.

C1 C2 C3 C4 C5 C6

M1 3 4 - - - -
M2 3 4 - - - -
M3 4 5 - - - -
M4 - - 2 - - -
M5 - - - 5 2 3
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Figure 3a–c denotes the schematics of three scheduling algorithms: shortest processing time
(SPT), round-robin (R-R), and HEFT. No constraint connection is depicted on the graph for clarity.
The constraint relation between the tasks is shown on the edges of Figure 2.

 

Figure 3. Scheduling examples of three different scheduling algorithms: (a) SPT; (b) round-robin; and
(c) heterogeneous earliest finish time (HEFT).

The SPT algorithm sorts all the DAG tasks on the layer from small to large according to the
processing time; further, the algorithm schedules the tasks according to the earliest time slot of the
shared resources that they possess until all the task nodes in all the layers complete task scheduling.

The R-R algorithm can be used to schedule the tasks in the DAG according to the serial number of
the DAG and to allocate tasks to the earliest time slot of shared resources in the corresponding layer.

The associated communication time Cks,ki = 0. In addition, for the end node, Rankp can be
calculated using Equation (8), whereas, for other nodes, Rankp can be calculated using Equation (5).

Rankp(ki)|Sucd(ki)=∅ =
∑

Pki, j/NumMac(Mj
)

s.t. Layer( j) = Layer(ki) (8)

Here, NumMac (Mj) denotes the number of matching shared resources, i.e., Layer (j) = Layer (ki).
Table 9 presents the PPA table, and Figure 4 depicts the adjustment method using a PPA table

diagram. The graph shown herein reveals that the HPEFT algorithm is arranged according to Rankp

(ki); B5 is scheduled next to B6, subsequently followed by C5, C6, and C4. However, this approach is not
optimal. According to the algorithm proposed in the previous section, C5, C6, and C4 are not directly
connected with C3 scheduling. Hence, there is a time slot between A6 and B6. Therefore, according
to Equation (6), all node tasks in the shared resource M5 can evaluate their PPA table according to
the tasks that were scheduled in M5 in the previous stage with respect to the PPA table presented in
Table 9.

Table 9. The predecessor pointer adjustment (PPA) table.

Node(ki) A5 A6 C4 C5 C6 B6

PAFT (ki) 5 7 11 11 11 17
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Figure 4. Predecessor pointer adjustment (PPA).

As depicted in Figure 4, the first step is to arrange A5 and A6 at time 5 and 7; schedule C5, C6,
and C4 at time 11; and finally schedule B6 to C4, which can reduce the makespan from 27 to 23.

2.4. Description of the HPEFT Algorithm

Algorithm 1 HPEFT

Input: DAG group G = UK
k=1{Gk}, resource group M = UQ

j=1

{
Mj

}
, processing time matrix of tasks in a shared

resource set P = Uk=L,i=Nl, j=Q
k=1,i=1, j=1

{
Pki, j

}
, DAG deadline, constraint matrix E = Ui=Nk,s=Nk,k=K

i=1,s=1,k=1

{
ei, j,k

}
, and start time

matrix ST = Uk=K
k=1 {STki}

Output: Scheduling List
HPEFT ()
1. Unscheduled DAG list unscheTasks←Tki (k = 1,2 . . . K, i = 1, 2 . . . Nk)
2. Calculate Rankp of each Tki in unscheTasks, and arrange them in the ascending order
3. Using Equation (1), the data length Di, shared resource speed SDj, and delay Cj are substituted, and the
processing time matrix P is obtained.
4. For l = 1, 2 . . . L
5. Find whether all the tasks performed at this unscheLayerTasks←{Tki, Layer(ki) ∈ l} in unschTasks.
6. WHILE (unscheLayerTasks � ∅)
7. Sort all the tasks Tki in unscheLayerTasks according to Rankp (Tki), and find the current minimum Tki as
Tki_urgent.
8. Using Equation (3), find an EST (Tki,Mj) suitable for scheduling.
9. Assign Tki_urgent to the Scheduling List HPEFT ().
10. Delete the Tki_urgent Task from unscheLayerTasks.
11. END WHILE
12. END FOR
13. Find the idle time slot in the Mj Gantt chart using Equation (6).
14. If Mj has an idle time slot, all the tasks scheduled to Mj should be returned to rearrange(j)←{Tki, Tki ∈ Shed
(Mj)}; then, clear the Mj scheduling table, i.e., the scheduling list.
15. According to their predecessor AFT, calculate the corresponding PAFT(ki) in the ascending order for the
PPA table.
16. WHILE (rearrange(j) � ∅)
17. Schedule the minimum PAFT(ki) of task, Tki_rearrange_urgent, in the PPA table to Mj ∈ Tavailable(Mj) in the
scheduling list; if overlay exists, postpone the other tasks for Tki_rearrange_urgent.
18. Delete Tki_rearrange_urgent.
19. END WHILE
20. Makespan is calculated using Equation (2), RITS is calculated using Equation (9), and RLBD is calculated
using Equation (10).
21. Return the scheduling list
End Procedure
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The HPEFT flowchart is depicted in Figure 5.

 
Figure 5. Flowchart of HPEFT.

2.5. Time Complexity

Assuming that each DAG has N nodes and that the number of computing resources is Q, the
worst-case time complexity of the HEFT algorithm is computed to be O(N2Q) [2]. If there are K such
DAGs that need to be simultaneously scheduled, the time complexity of HPEFT becomes O(K2N2Q).
HPEFT needs to adjust the order of scheduling in shared resource with time slots and obey the compact
scheduling rule because it can find all the time slots and sort PPA table in stage 3. The order of
time complexity increases the algorithm’s complexity; therefore, the complexity of the algorithm is
O(K2N2Q2).

3. Experimental Result and Analysis

3.1. Parameter Setting and Test Data Generation

The main parameters of the test sample data are the total number of tasks Nk, the number of layers
L, task range TR, the total number of shared resources Q, number of DAGs k, uniform deadline time
and start time STki, shared resource speed SDj, and delay Cj.

The tasks and their hierarchical generation are as follows: select k-th DAG tasks and randomly
distribute them in each layer. At least one task node is required in each layer, and the task number is
distributed from the top to the bottom in an orderly manner. Further, the next DAG can be selected
until all the DAGs have completed the tasks and the allocation of layers. The shared resource hierarchy
is generated as follows; select all the shared resources Q; then, randomly allocate these shared resources
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to L layers, with each layer having at least one shared resource from top to bottom according to the
serial number from small to large. Further, the start time STki and execution time Pki,j are generated
as follows; first, according to the task serial number, K × Nk, TR is randomly generated from [1,
TR]; furthermore, the nodes without previous tasks also generate STki equally and randomly using
the same task number, with a length of [1, 1.2 × TR]; finally, SDj is randomly and evenly generated
according to the length in the range [1, 0.2 × TR]. Cj of the shared resources is generated according to
the scope [1,2]. Pki,j of each task is calculated using Equation (1). The priority relation matrix PR (ku,
kv) can be generated as follows; find all the tasks in layer L and layer L + 1. The number of tasks in
these layers is recorded as Nk, l and Nk, l + 1. According to Nk, l and Nk, l + 1, construct a diagonal unit
matrix with Nk, l as the number of rows and Nk + l, 1 as the number of columns. If the columns are not
sufficient, duplicate until the elements of the matrix are filled. If Nk, l ≥ Nk + l, 1, randomly scramble the
rows; if Nk, l < Nk + l, 1, randomly scramble the columns, and increase the row (column) element 1 with
a probability of 0.1 to the rows; assign the matrix to the corresponding position of the priority relation
constraint matrix PR as depicted in Figure 6. The diagonal unit matrix can be used to ensure that
the upper and lower tasks have nodes connected to their proper edges and to prevent the generation
of the isolated nodes. The row (column) elements are increased with a probability of 0.1 to ensure
full coverage of the test set as far as possible. The test case data can be obtained after generating the
test case.

 
Figure 6. Diagram of the test case generation process.

3.2. Definition of the Performance Evaluation Indices

3.2.1. Ratio of the Idle Time Slot (RITS)

RITS is obtained by dividing the total length of the scheduling node task in each shared resource
according to the difference between the actual EST and the actual latest end time for all the tasks in the
shared resource. After adding these times, the percentages of the ratios of the idle time slots, as shown
in Equation (9), are subtracted from 1. Equation (9) denotes the mathematical definition of RITS.

RITS = 1−
∑

j

∑
ki∈Shed(Mj)

Pki, j

{
max[AFT(ki)] −min[AST(ki)]

}% (9)

with the presence of hierarchical limited resources, the rate of idle slots generated by the multi-DAG
scheduling algorithm determines the percentage of time wasted by all the shared resources after
applying scheduling. The larger this value, the more will be the wasted time because of the hierarchical
arrangement of the shared resources.
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3.2.2. Relative Laxity with Respect to the Deadline (RLD)

RLD denotes the sum of the differences between the maximum completion time and the deadlines
for each shared resource, representing the overall scheduling performance while using all the shared
resources. Equation (10) defines RLD, which indicates the number of time slot intervals between the
maximum completion time and the specified deadline.

RLD = sum{Deadline − makespan (Mj)}, makespan(Mj) =max(AFT(ki))
subject to ki scheduling in Mj

(10)

3.3. Experimental Analysis

This section presents the performance of the algorithm using four experiments. The experimental
settings are as follows. All the tasks ranged from 1 to 10 time units, with the deadline of time units
being represented by (Number of tasks) × (Number of layers) × (Range of tasks). Other experimental
parameters were set as presented in Table 10.

Table 10. Test parameter setting.

Test No. Variable Tasks (per DAG)
Share

Rsources
DAGs Layers

Test 1 Number of tasks 10–80
step 10 5 6 3

Test 2 Number of shared
resources 30 5–12

step 1 6 3

Test 3 Number of DAGs 30 20 2–9
step 1 3

Test 4 Number of layers 30 5 3 2–9
step 1

Test 1 verifies the effect of the number of tasks on the algorithm. When the number of DAGs and
the sharing of resources and layers are similar, heavier and increased number of tasks will result in better
scheduling performance. As can be observed from Figure 7a, the makespan of each algorithm increases
as the number of tasks increases. Among the algorithms considered herein, HPEFT exhibited the
minimum makespan with increasing number of tasks; its advantage of the maximum completion time
is considerably pronounced. Figure 7b depicts the RITS. HPEFT exhibited more compact scheduling
compared with the other algorithms. SPT, HEFT, and HPEFT exhibited more idle slots with respect to
the deadline. As can be observed from Figure 7c, the RLD of HPEFT increases as the number of tasks
increased when compared with other algorithms, implying that the more the number of tasks, the
better will be the scheduling performance for the same deadline. For the elapsed time of algorithm in
test 1, although the HPEFT time increased when compared with that of other algorithms, the average
increase in time is 1.9, 2.3, 1.1, and 1.4 times that of SPT, R-R, HEFT, and PEFT, respectively. For the
maximum task condition in test 1, the number of tasks is 90 × 3 = 270, and the increase in time is 65 ms,
as presented in Table 11.

Table 11. Elapsed time of test 1.

Algorithm SPT R-R HEFT PEFT HPEFT

Elapsed Time (ms) 1 31.1 25.8 56.7 42.7 65.0
1 Task number was 90 per DAG and 270 in total; other parameter settings are the same as test 1.
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(a) (b) 

 
(c) 

Figure 7. Variable number of tasks: (a) makespan, (b) RITS, and (c) RLD.

Test 2 presents the effect of the number of shared resources on the algorithm. In the case of the
same number of tasks and the same number of layers, the lower the number of shared resources, and
the heavier the scheduling task will be. Figure 8a denotes the relation between the number of shared
resources and makespan. It can be observed from the figure that the HPEFT algorithm exhibited smaller
makespan than that exhibited by the other algorithms, and the lower the number of shared resources,
the greater the advantage of HPEFT will be. Figure 8b shows that RLD increases with an increase in the
number of shared resources, and HPEFT has a slight advantage over other algorithms. The greater the
number of shared resources, the earlier the completion of each scheduled task; accordingly, more idle
time slots with deadlines are observed. However, for RITS, the effect of HPEFT in test 2 is 0.14–1.22%
more than that of HFET, and there is no obvious advantage.
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(a) (b) 

Figure 8. Variable number of shared resources: (a) makespan and (b) RLD.

The number of DAGs is an important factor affecting the multi-DAG workflow scheduling.
Figure 9a shows that HPEFT finishes execution in lesser time than that required by the other algorithms
as the number of DAGs increases. As the number of tasks increases, this advantage will become
obvious. Figure 9b shows that as the number of DAGs increases, the RITS of HPEFT has the minimum
value, whereas the time slot utilization improves. Figure 9c shows that HPEFT has advantages with
respect to RLD, and the greater the number of DAGs, the greater the advantage.

  
(a) (b) 

 
(c) 

Figure 9. Variable number of DAGs: (a) makespan, (b) RITS, and (c) RLD.
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Test 3 also compared the algorithms in terms of the missed deadline rate (MDR). MDR is defined
as the number of times that a deadline was missed when 100 randomly generated scheduling problems
were solved. Table 12 presents the MDRs for the three most serious cases in test 3. The MDR was
decreased by 13 to 30% using the HPEFT method, according to the data presented in the sixth column.

Table 12. MDRs of test 3.

Number of DAGs 1 SPT R-R HEFT PEFT HPEFT

8 38% 35% 14% 19% 13%
9 63% 60% 21% 32% 19%
10 88% 78% 43% 54% 30%

1 The three most serious conditions in test 3.

In test 4, the number of layers refers to the number of layers of the DAG and tasks. The higher is
the number of layers, the longer the precedence relation. The interaction between multi-DAG and the
layers increases the complexity of the problem and tests the scheduling performance of the algorithm.

Figure 10a denotes that HPEFT always has the smallest makespan. The higher the number of
layers, the greater the advantages of HPEFT with respect to the makespan. Figure 10b shows that RLD
has an advantage in HPEFT. The RITS of HPEFT is 0.327–1.722% larger than that of HEFT, and there is
no obvious difference.

  

(a) (b) 

Figure 10. Variable number of layers: (a) makespan and (b) RLD.

Test 5 was run to study the statistical characteristics of the HPEFT algorithm in terms of the
makespan. Eighty tasks were scheduled in the test; the other parameters are the same as those in test 1,
and 1000 calculations were run. Figure 11a is a boxplot of the makespan results. As can be observed
from the figure, when compared with other algorithms, the upper and lower quartile of the results
were lower than those of the other algorithms, and the interquartile range (IQR) was not considerably
different. Figure 11b gives a 95% confidence interval (CI) plot. As depicted in the figure, the average
result from the HPEFT is smaller than that obtained from other algorithms; however, the difference in
the CI is also small.
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(a) (b) 

Figure 11. Statistical plots: (a) box plot and (b) 95% CI plot.

Table 13 summarizes the indicators recorded from tests 1 to 4. The makespan decreases by 3.87 to
57.68%; RITS decreases by 0 to 6.53%; RLD increases by at least 2.27 to 8.58% because of the different
deadlines; and the elapsed time increases by 42.14 to 63.62%. Although the elapsed time increases, we
can observe from Table 11 that the difference in computing time is acceptable.

Table 13. Percentage differences between various indicators and their worst values.

Makespan
Difference

RITS Difference RLD Difference 1 Elapsed Time
Difference

Test 1 27.60–47.61% 0–6.53% 39.22–51.62% 42.14–63.62%
Test 2 18.18–35.64% 0–5.53% 9.05–46.46% 46.71–47.60%
Test 3 17.02–35.88% 4.32–6.82% 7.81–239.71% 33.86–49.48%
Test 4 3.87–57.68% 0–2.77% 2.27–8.58% 45.74–48.91%

1 Due to different deadlines, consider the smallest value.

4. Optimization of the Signal Processing Scheduling Process for a Multigroup Scan UPA System
Based on HPEFT

Figure 12 depicts the architecture of a multigroup scan UPA system using the TFM method [24].
After the acquisition, multigroup scan ultrasound signals are sent to the on-chip memories (OCMs)
of the FPGA chip. The shared signal processing modules, such as Hilbert transform and FIR noise
reduction, are connected to the Avalon-MM bus of the system. The scheduling control module reads
the signals by writing the OCMs in the control and status register and interrupt request (IRQ) control
chips, and the signals are sent to the corresponding signal processing module with respect to the DAG
tasks. After completing DAG processing, the signal is sent to the DDR3 buffer controlled by the DDR
controller from which signals are sent directly to a PCI-E bus controller using the Scatter–Gather DMA
through the Avalon-ST bus. The PCI-E controller receives the signal of the Scatter–Gather DMA. After
all DAG tasks are processed, all signals are sent to the PC through the PCI-E PHY physical terminal.
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Figure 12. Architecture of the multigroup-scan ultrasound TFM system.

A virtual example of multiple DAG scheduling for a multigroup-scan UPA system is depicted in
Figure 13.

 

Figure 13. An example of two DAG scans.

The first DAG is the graph formed after a set of piezoelectric chips acquires the segment data
and then applies the focusing delays, the Hilbert transform, FIR denoising, resampling, compression
& pattern extraction and data merge. Further, the data is sent to the bus buffer. The second DAG
expresses the functions obtained when the signals collected by the three sets of piezoelectric wafers are
subjected to focusing delays; only then is the Hilbert transform performed along with data merging,
and the data are finally sent to the bus buffer.

145



Electronics 2019, 8, 498

To simplify the experiment, the process modules in a single layer (performing the same special
function) are considered to be homogeneous, and the ADC and beam-forming steps are considered
to be the start time of DAG. Table 14 denotes the processing time of the signal processing modules,
Table 15 presents the number of signal processing modules used to facilitate the calculation in the
FPGA by considering k = 1024. The time unit is a single clock cycle in the FPGA and is 10 ns (100 MHz)
in these experiments.

Table 14. Processing time required for performing tasks.

Task symbol A1 A2 A3 A4 S1 H1 H2 H3 H4 H5

Proc. time 1 1040k 1030k 1032k 1036k 6k 6k 6k 6k 6k 6k

Task symbol F1 F2 R1 R2 M1 C1 C2 B1 B2 -

Proc. time 1 12k 8k 6k 6k 6k 10k 8k 16k 16k -
1 All time unit is clock cycle, 1k = 1024.

Table 15. Number of signal processing modules.

SPM 1 AD 1 DS 1 HT 1 FD 1 RS 1 CP 1 DM 1 BB 1

Number 4 1 2 2 2 2 1 2
1 SPM, AD, DS, HT, FD, RS, CP, DM, BB refer to signal processing module, ADC & beamformer, data segment,
Hilbert transform, FIR de-noise, resampling, compression & pattern extract, data merge and bus buffer, respectively.

Figure 14 provides a Gantt chart of the whole system as scheduled by HPEFT. In this figure, we
can observe the effect of hierarchical scheduling to address the functional constraints.

 
Figure 14. Gantt chart after scheduling multiple groups of scanning tasks by HPEFT.
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To clearly denote the effect of scheduling, we selected the Hilbert transform as part of the
overall system scheduling to verify the results of the algorithm after the simulation of the FPGA
scheduler. We used Hilbert transform tasks H1–H5 to illustrate the scheduling situation and generate
the simulation results from Modelsim 10.2 SE (Mentor Co., Ltd., Wilsonville, OR, USA). In this case,
two DAGs arrive at the Hilbert transform tasks H1–H5 after handling tasks A1, A2, A3, A4, and S1.
Tasks H1–H5 are ranked as in Table 16 by the HEFT algorithm; therefore, the scheduling order of the
HEFT algorithm is H1, H2, H3, H4, H5, and the simulation results are presented in Figure 15a. The PPA
table obtained by the HPEFT algorithm is depicted in Table 17. The scheduling orders are H3, H5, H1
in Hilbert Transform module 1 and H4, H2 in Hilbert Transform module 2. The simulation results are
denoted in Figure 15b.

Table 16. Task Rankp of tasks in Hilbert transforms.

Task 1 H1 H2 H3 H4 H5

Rankp 48 48 16 16 16
1 H1 and H2 have the same Pki,j and Cj, and H3, H4, and H5 have the same Pki,j and Cj.

Table 17. PPA table for tasks in Hilbert transforms.

Task 1 H3 H4 H5 H1 H2

PAFT(Hx) 6 8 12 18 18
1 H1 and H2 have the same Pki,j and Cj, and H3, H4, and H5 have the same Pki,j and Cj.

 
(a) 

 
(b) 

Figure 15. Hilbert transform scheduling simulation in ModelSim: (a) HEFT and (b) HPEFT.

The experimental parameters are set as follows: the processing times of all the tasks (H1-H5) Pki,j
are 6k clock cycles, and the Hilbert transform shared resources number is two. There are four scanning
groups; each group has 32 elements with 16k sample depth; therefore, all the ADC & beam-forming
times are 1024k clock cycles [25]. As depicted in Figure 15a,b, the completion time of all the schedules
using HPEFT is approximately 10.78 ms, whereas that of the schedules employing HEFT is 10.90
ms. If 1 ms is given to the remaining signal processing modules, the frame periods, as shown in
Figure 15a,b, will be 11.90 ms and 11.78 ms, respectively. Therefore, using the HPEFT algorithm, the
frame period was increased by 1% in this experiment. If ADC and beam-forming require less time, the
increase in frame period will be made obvious by scheduling.
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In our experiment verification environment, Figure 16 shows the experiment circuit board and
Signaltap II (Intel Corporation, Santa Clara, CA., USA) diagram with the small-scale local experiment.

 
Figure 16. Experiment circuit board and Signaltap II diagram.

5. Conclusions

Based on the existing multi-DAG resource scheduling algorithms, this study proposes a deadline,
constraint, multi-DAG, sharing-limited HHDMP scheduling problem and proposes an HPEFT algorithm
for solving it. This algorithm inherits the advantages of both the HEFT algorithms for calculating
the upward rank for critical paths, and it is improved for performing hierarchical tasks and for
obtaining shared resources. Based on the characteristics of the hierarchical resources, wherein the DAG
predecessors and successors must be compact, a stage 3 PPA algorithm was proposed. After stage 1 and
2 scheduling, PPA can find a large time slot to make the same DAG task of the same shared resource
schedule compact, shortening the time of the multi-layer resource scheduling problem. This study also
adopted two indicators with respect to the hierarchical scheduling problem: RITS and RLD. When
compared with several classical algorithms, such as SPT, R-R, HEFT, and PEFT, the experimental results
denote that the makespan of the proposed algorithm was reduced by 5 to 16%, RITS was reduced
by 0 to 6.53%, RLD was increased by 2.27 to 8.58%, and MDR was decreased by 13 to 58%. Even so,
the algorithm still exhibits some limitations. First, when the number of shared resources and layers
increases, the RITS index of the HPEFT algorithm shows no clear advantage over that of HEFT. Second,
the time complexity is increased, and the computing time increases by approximately 50%. Third,
in the experiments that were not presented above, the PPA method can significantly increase the
scheduling imbalance between DAGs. An example of a multigroup scanning UPA system based on
the Altera Qsys architecture was also presented, and the HPEFT algorithm scheduling was verified in
this architecture by scheduling the Hilbert transform tasks in two DAGs.

In future works, we intend to focus on selecting the initial resources for the algorithm with respect
to different types of ultrasound scanning; the relation between the shared resources in each layer and
the successors, predecessors, and number of tasks in the layer, and studying the layer delay of shared
resources. More complex and numerous signal processing modules based on FPGA will have to be
tested in the future to verify the effectiveness of the scheduling algorithms discussed in this study.
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Abstract: In this paper, we present a novel algorithm for video fusion of multi-sensor sequences
applicable to real-time night vision systems. We employ the Laplacian pyramid fusion of a block
of successive frames to add temporal robustness to the fused result. For the fusion rule, we first
group high and low frequency levels of the decomposed frames in the block from both input sensor
sequences. Then, we define local space-time energy measure to guide the selection based fusion
process in a manner that achieves spatio-temporal stability. We demonstrate our approach on several
well-known multi-sensor video fusion examples with varying contents and target appearance and
show its advantage over conventional video fusion approaches. Computational complexity of the
proposed methods is kept low by the use of simple linear filtering that can be easily parallelised for
implementation on general-purpose graphics processing units (GPUs).

Keywords: image fusion; multi-sensor fusion; night vision

1. Introduction

Multi-sensor night-vision systems use multiple sensors based on different physical phenomena
to monitor the same scene. This eliminates reliability deficiencies of individual sensors, and leads to
a reliable scene representation in all conditions. For example, combinations of thermal infrared (IR)
sensors and visible range cameras can operate in both day and nighttime.

Additional sensors however, mean more data to process as well as display to human observers
who cannot effectively monitor multiple video streams simultaneously [1]. Some form of coordination
of all data sources is necessary. These problems can be solved by using multi-sensor data fusion
methods [1–57], which combine multiple image or video signals into a single, fused output signal.
These algorithms significantly reduce the amount of raw data with ideally, minimal loss of information,
which is a reliable path to follow when dealing with information fusion from several sensors.

Video signal processing used in many fields of vision and algorithms for video fusion that combine
two or more video streams into a single fused stream are developing rapidly. The main goal is
a better computational efficiency with equivalent or even improved fusion performance. The use
of real-time image or video fusion is important in military, civil aviation and medical applications.
The requirements for video, also known as dynamic fusion are broadly similar to those of static image
fusion. Given that fusion is a significant data reduction process, it is necessary to preserve as much
useful information as possible from the input videos while avoiding distortions in the fused signal.
An additional requirement, specific to video fusion is the temporal stability of the fused result, which
means a temporally consistent fused output despite the dynamically changing scene content. Finally,
video fusion algorithms are generally supposed to work in real-time, which means a fusion rate of at
least 25 frames per second, or indeed up to 60 for real-time head-up-display applications [6,24].

There are many methods to achieve for image and video fusion, but the field is dominated by
multi-resolution and multi-scale methods [1–11]. The multi-resolution analysis decomposes image
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signals, or frames in case of video, into pyramid representations containing sub-band signals of
decreasing resolution, where each sub-band is a part of the original spectrum. Larger structures in the
scene are represented in lower frequency sub-bands, while finer details are in high frequency sub-bands.
Fusing multi-resolution pyramids rather than complete image signals, provides greater flexibility
when choosing relevant information for fused image, allowing the selection of spatially overlapping
features from different inputs, if they occupy different scale ranges. The most common multi-resolution
techniques are the Laplacian pyramid (LAP) [25,27], ROLP or Contrast pyramid [26,45], Discrete
wavelet transform (DWT) [46–48], Shift invariant discrete wavelet (SIDWT) [21], bilateral filter [11],
guided filter [12,13], Shearlet Transform [3], Nonsubsampled contourlet transform [14] etc.

2. Video Fusion

Video fusion algorithms can be classified into three basic categories [15]. First, are static image fusion
algorithms, developed over the last 30 years, where fusion is performed frame by frame to form the fused
video sequence. The most popular and widely used algorithms are the Laplacian pyramid fusion [25,27]
and Wavelet transform [46,47]. Further to these classic algorithms, new multi-scale techniques
have more recently been proposed based on the static fusion using Curvelets [50], Ridgelets [51],
Contourlets [14], Shearlet [3] as well as the Dual tree complex wavelet transform (DTCWT) [48].
The static fusion methods for video fusion are generally less computationally demanding, but since
they ignore the temporally varying component of the available scene information, they can result in
temporally unstable fused sequences exhibiting blinking effect distortions that affect the perceived
fused video quality [15,24].

In the second category are fusion algorithms that take the temporal, as well as spatial component
of the data into account. Most common techniques use some of the static image methods or modified
static image fusion method with additional calculation of temporal factors such as optical flow [22],
motion detection or motion compensation [15]. These algorithms compare pixel or pixel block change
through frames, forming the selection decisions for fused pixels in sequence. These “real” video fusion
methods achieve better results than static fusion applied dynamically, but these methods, depending
on the used technique and its complexity, can generally jeopardize real-time operation. The most
popular algorithms in this category are Optical flow [22], and Discrete wavelet transform with motion
compensation [15]. The algorithm in [53] periodically calculates the background over a specific period
T (T = 4 s) by taking the most repetitive pixel value. The background is refreshed every T/4. That way
the background image fusion is also executed every T/4, while the moving object fusion is calculated
for each frame using the Laplace pyramid fusion [27].

Finally, the third category is made up of so-called 3D algorithms [54–59]. These algorithms
represent an extension of the conventional static image fusion algorithms into 3D space. The most
important aspect of these algorithms is that they cannot be used in real-time applications, even
though they provide better results than the algorithms described above. It should also be taken
into consideration that video signals are not a simple 3D extension of 2D static images; and motion
information needs to be considered very carefully. Computational demands, as well as memory
consumption are, in this case, way above the requirements of algorithms from the first two groups.
In the 3D Laplace pyramid fusion [54], the Gaussian pyramid decomposition is performed in three
dimensions using identical 1 × 5 1D Gaussian filter response (with values: [1 4 6 4 1]/16). The condition
for this type of pyramid decomposition is that the length of the sequence is greater than 2N+1, where N
is the number of pyramid levels. Similar to the 2D filtering situation, where each next level is obtained
by decimation with factor 2, in the 3D case the number of frames is also decreased with factor 2
(Figure 1). The equivalent 3D Laplacian pyramid of a sequence is obtained in the same way as in the
2D case, using the Gaussian pyramid expansion and subtraction. The 3D pyramid fusion can then be
performed using the same conventional methods of pyramid fusion used in image fusion. The final
fused sequence is formed by reconstructing the 3D Laplace pyramid (Figure 1). Other methods of the
static image fusion extended to the 3D fusion in this manner are 3D DWT [54], 3D DT CWT [55,56]
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and 3D Curvelets [16,17]. A related, advanced 3D fusion approach used to additionally achieve noise
reduction is polyfusion [59], which performs the Laplace pyramid fusion of different 2D sections of
the 3D pyramid (e.g., spatial only sections or spatio-dynamic sections involving lateral pyramid side
(Figure 2). The final fused sequence is obtained by fusing these two fusion results, while taking care of
the dynamic value range.

 

Figure 1. 3D Gaussian pyramid decomposition.

   

Figure 2. Polyview representation of mean opinion score (MSO1) sequence.

Figure 3 shows a multi-sensor view, in this case IR and TV images, of the same scene. The IR
image clearly shows a human figure but not the general structure of the scene [57,58], while it is not
immediately detectable in the TV image. Figure 4 shows a fused image using the Laplacian pyramid
fusion [27]. Laplacian fusion robustly transfers important objects from the IR image and preserves
structures from the TV image.

 

Figure 3. TV and IR sequences of the same scene.
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Figure 4. Fused image using the Laplacian pyramid.

3. Dynamic Laplacian Rolling-Pyramid Fusion

Video fusion methods mentioned above take into account the temporal data component and give
better results than standard frames by frame methods, but they are time-consuming and for higher
video resolutions cannot be used in real-time. These methods require the fusion of already existing
multi-resolution methods, decomposing more than one frame for calculating the fusion current-frame
coefficient and additional temporal parameters (motion detection, temporal filters), which significantly
increases their computational complexity.

Therefore, a new approach for video sequence fusion is required that would not only alleviate
identified shortcomings of current methods but also introduce spatio-temporal stability into the fusion
process. Furthermore, it must be computationally efficient to allow real-time fusion of two multi-sensor
streams with a maximum latency of no more than a single frame period. Both subjective tests and
objective measures comparisons of still image fusion methods have shown that the Laplacian pyramid
fusion provides optimal or near optimal fusion results in terms of both of the subjective impression
of the fused results and objective fusion performance as measured with a range of objective fusion
metrics. Furthermore, this is achieved with a lower complexity in comparison to algorithms that give
similar results [6]. In [6] 18 different fusion methods [10,27–43] are compared using nine objective
fusion performance metrics and computational complexity evaluations. The analysis concluded that
out of the real-time capable fusion algorithms, the Laplacian fusion performs best for the majority
of metrics.

For these reasons, the Laplacian pyramid approach could solve existing problems in video
fusion while being suitable for real-time operation. In order to reduce processing time and process
the temporal information properly, it is necessary to reduce the number of frames to be processed.
The approach however must facilitate robust selection input structures from input pyramids, which
critically affects the fused result.

The proposed algorithm broadly follows the conventional strategy of decomposing the input
streams into pyramid representations, which are then fused using a spatio-temporal pyramid fusion
approach and finally reconstructed into the fused sequence. The adopted approach uses a modified
version of the multi-dimensional Laplacian pyramid to decompose the video sequence. Specifically,
it maintains a rolling buffer version of the 3D pyramid constructed from the 2D Laplacian pyramids of
three successive frames only, current and two previous frames, to fuse each frame. The advantage
in complexity of this algorithm in comparison with existing fusion methods is the fact that for the
fusion of one frame only one frame needs to be decomposed into its pyramid, while the two other
frames used in the 3D pyramid are taken from memory (previous frame pyramids). Furthermore,
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the pyramid fusion is performed on one 2D frame pyramid only and only one fused frame needs to be
reconstructed from a 2D representation. All this results in a significantly faster operation. Additionally,
there is no need for further processing such as motion detection or background subtraction.

The dynamic pyramid fusion, as mentioned above, is applied to the whole rolling 3D pyramid but
only to fuse the central frame. Specifically, only the central frame of the fused pyramid is constructed
from equivalent frames in the rolling input pyramids. For this purpose, only values from these input
frames are used to construct the fused value at each location, while previous and next frames serve to
determine their respective importance and combination factors (Figure 5).

 

Figure 5. Block diagram of the video fusion method based on spatio-temporal Laplacian pyramid.

The first step is to group high and low frequency levels of the pyramid of all three frames from both
input sensor sequences. The fusion rule for low frequency details is a spatio-temporal selection rule
based on central pixel neighbourhood energy. The neighbourhood evaluation space is thus M × N × T,
where M, N are window dimensions, and T is the number of frames in our rolling pyramid (in our
case we use simply M = N = T = 3). Even though this neighbourhood seems small both spatially and
temporally, it is in fact enough as will be shown to achieve temporal stability.

Low-frequency coefficients of the fused Laplacian pyramid are obtained by:

Fk
L0(m, n) = ωk

Va(m, n)LVa,k
0 (m, n) +ωk

Vb(m, n)LVb,k
0 (m, n) (1)

where LVa,k
0 (m, n) and LVb,k

0 (m, n) are low-frequency Laplacian pyramid coefficients of the current
frame k in the input video sequences Va and Vb at position (m, n) and ωk

Va(m, n) and ωk
Vb(m, n) are

the local weight coefficients that represent the energy of the pixel environment in a spatial-temporal
domain. Low-frequency coefficients represent the lowest level of the pyramid in which the main
energy and larger structures of the frame are contained. It means that the weight coefficients for fusing
the low-frequency coefficients of the Laplacian pyramid are determined from:

ωk
Va(m, n) =

Ek
Va(m, n) + ε

Ek
Va(m, n) + Ek

Vb(m, n) + ε
(2)

ωk
Vb(m, n) = 1−ωk

Va(m, n) (3)
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where ε is a small positive constant, to prevent division with 0, set throughout to 10−6. The local
spatio-temporal energy E of a central pixel at m, n in frame t and is determined as the total amount
of high-frequncy activity, measured through square of local pyramid coeffcient magnitude, in its
immediate, 3 × 3 × 3 spatio-temporal neighbourhood according to:

Ek
{Va,Vb}(m, n, t) =

M/2∑
m=−M/2

N/2∑
n=−N/2

T/2∑
η=−T/2

∣∣∣∣L{Va,Vb}
0 (x + m, y + n, t + η)

∣∣∣∣2 (4)

where {Va, Vb} signifies the spatial energy computed for video Va and Vb in turn, for the sake of brevity.
Interesting locations around the salient static and moving structures, that we want to preserve in
the fused sequence, will have significant pyramid coefficients LV

i (m, n, t) leading to high local energy
estimates. The next step is to fuse the coefficients of the Laplacian Pyramid Li

Va(m,n,t) and Li
Vb(m,n,t)

which represent higher frequencies and, therefore finer details in the incoming multi-sensory sequences.
Similar to the fusion of large-scale structures, the spatio-temporal energy approach based on a local
neighborhood of M × N × T is also used here. The window size has been kept the same at 3.

It is an established practice in the fusion field that for fusing information of higher frequencies
derived from multi-resolution decompositions, the choice of the maximum absolute pixel value from
either of the inputs is a reliable method of maximizing contrast and preserving the most important
input information. However, in our case, we have information from three successive frames, and
using the local energy approach a local 3 × 3 × 3 of pyramid pixels will be influenced by each
coefficient eliminating the effects of noise and temporal flicker due to shift variance effects of the
pyramid decomposition.

Comparing this approach to the simple select-max applied to central frame only, using the objective
DQ video fusion performance measure [24] on a representative sequence illustrated in Figure 3, Figure 6
below, we see that the proposed approach improves fusion performance. However, although the
increase in DQ is significant, there are still large oscillations through the frames. Figure 7 below shows
successive frames obtained by the proposed dynamic fusion where flicker through sequences still
causes temporal instability. This is also evident in the difference image obtained between these two
frames, in the form of “halo” effects around the person and pixels that have a higher value, although
there are no significant changes in the scene background. We appreciate that it is difficult to convey this
type of dynamic effect on a still image and include this fused sequence in the Supplementary Material.

Figure 6. Video fusion performance of proposed local energy HF detail fusion (green) compared to
conventional frame-by-frame select-max fusion (red) measured using objective fusion performance
metric DQ.
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Figure 7. Fused two successive frames (top images) and difference image obtained between these two
frames (bottom image).

Temporally Stable Fusion

Temporal instability is often caused in areas where local pyramid energies of the input images are
similar which in turn causes frequent changes of coefficient selection decisions between the inputs
across space and time, causing source flicker. This behavior can be remedied through a more advanced
fusion approach applied to higher frequency details. Specifically, we can use the spatio-temporal
similarity index Sk

Vab(m, n) to compare the input pyramid structures before deciding on the optimal
fusion approach [15]. Similarity between inputs at each location is evaluated according to:

Sk
Vab(m, n) =

2
∑M/2

m=−M/2

∑N/2
n=−N/2

∑T/2
η=−T/2

∣∣∣LVa
i (x + m, y + n, t + η)LVb

i (x + m, y + n, t + η)
∣∣∣ + ε

Ek
Va(m, n) + Ek

Vb(m, n) + ε
(5)

Sk
Vab ranges between 0 and 1, where 1 signifies identical signals and values around 0 indicate very

low input similarity. If S is small, below a threshold ξ, one of the inputs is usually dominant and the
coefficient from the pyramid with higher local energy is taken for the fused pyramid. If similarity
is high, we preserve both inputs in a weighted summation with weight coefficients based on their
relative local energies.

Fk
Li(m, n) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
LVa,k

j (m, n), Sk
Vab(m, n) < ξ and EVa

j (m, n) ≥ EVb
j (m, n)

LVb,k
j (m, n), Sk

Vab(m, n) < ξ and EVa
j (m, n) < EVb

j (m, n)

ωVa
j (m, n)LVa,k

j (m, n) +ωVb
j (m, n)LVb,k

j (m, n)

(6)

To determine the optimal value of the similarity threshold ξ, we applied the proposed method
on a set of six different multi-sensor sequences, varying ξ from 0 to 1 with a step of 0.05. When ξ = 0
resolves to a selection of coefficients with maximum local energy and 1 implies fusion using exclusively
linear weighted combination of inputs. We measured the average fusion performance for each tested
value of ξ using the dynamic fusion performance measure DQ [24]. The result of this analysis for a
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relevant subset of threshold values is shown in Figure 8 below, identifying that ξ = 0.7 gives optimal
fusion performance.

 

Figure 8. Results of objective measure DQ on proposed video fusion algorithm changing value of
similarity threshold ξ from 0 to 1.

Figure 9 illustrates the effects of the proposed pyramid fusion approach compared to the static
fusion. Pyramid fusion selection maps, static, left, and proposed right, for the frames shown in Figure 3
above (bright pixels are sourced from the visible range and dark ones from the thermal sequence with
gray values showing split sourcing in the dynamic fusion case) show a significantly greater consistency
in the proposed dynamic method. This directly affects spatio-temporal stability.

 

Figure 9. Pyramid fusion selection maps of the static Laplacian fusion (left) and proposed fusion
method (right).

4. Results

Performance of the multi-sensor fusion is traditionally measured using subjective and objective
measures. Subjective measures derived from collections of subjective scores provided by human
observers on representative datasets, are generally considered to be the most reliable measures, since
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humans are the intended end users of fused video imagery in fields such as surveillance and night
vision. Outputs of such subjective evaluation trials are human observer quality measures represented
through mean opinion scores – MOS. MOS is a widely used method of subjective quality scores
generalization, defined as a simple arithmetic mean of observers’ score for a fused signal i:

MOSi =
1

Ns

Ns∑
1

SQ(n, i) (7)

where SQ(n,i) – subjective quality estimate of fused sequence i by the observer n while Ns is the total
number of observers that took part in the trial.

Objective fusion metrics are algorithmic metrics providing a significantly more efficient fusion
evaluation compared to subjective trials [60,61]. Even though an extensive field of still fusion objective
metrics exists, these methods do not consider temporal data vital for video fusion. Video fusion
metrics need to consider temporal stability implying that temporal changes in the fused signal can
only be a result of changes in an input signal (any input) and not the result of a fusion algorithm.
Furthermore, temporal consistency requires that changes in input sequences have to be represented in
fused sequence without delay or contrast change. A direct video fusion metric I was proposed on these
principles in [21] based on the calculation of common information in inter-frame-differences (IFDs),
of the inputs and fused sequence.

DQ metric based on measuring preservation of spatial and temporal input information in the fused
sequence was proposed to explicitly measure video fusion performance [24]. DQ measures the similarity
of spatial and temporal gradient information between the inputs and the fused sequences (Figure 10).
The evaluation is based on three consecutive frames of all three sequences with spatial information
extracted from the current and temporal information from the other two, previous and following,
frames using a robust temporal gradient approach. A perceptual gradient preservation model is
then applied to evaluate information preservation at each location and time in the sequence. Spatial
and temporal preservation estimates are then integrated into a single spatio-temporal information
preservation estimate for each location and frame. These localized estimates are then pooled using
local perceptual importance estimates into frame scores and then averaged into a single, complete
sequence fusion performance score.

Figure 10. Dynamic fusion evaluation metric DQ.
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We also used the objective video fusion quality metric QST with the structural similarity (SSIM)
index and the perception characteristics of human visual system (HVS) [62]. First, for each frame, two
sub-indices, i.e., the spatial fusion quality index and the temporal fusion quality index, are defined by
the weighted local SSIM indices. Second, for the current frame, an individual-frame fusion quality
measure is obtained by integrating the above two sub-indices. Last, the global video fusion metric is
constructed as the weighted average of all the individual-frame fusion quality measures. In addition,
according to the perception characteristics of HVS, some local and global spatial–temporal information,
such as local variance, pixel movement, global contrast, background motion and so on, is employed to
define the weights in the metric QST.

Finally, we also evaluate our fusion results with a non-reference objective image fusion metric
FMI based on mutual information which calculates the amount of information conducted from the
source images to the fused image [63]. The considered information is represented by image features
like gradients or edges, which are often in the form of two-dimensional signals.

The performance of the proposed LAP-DIN method was evaluated on a database of dynamic
multi-sensor imagery from six different scenarios, Figure 11. The compromises local sharpness for the
sake of temporal stability and fewer spatial artifacts, which can be seen in the sharpest SIDWT method.

 

Figure 11. Database set for testing different fusion methods.

Figure 12 illustrates its performance alongside the Laplacian pyramid [27] and SIDWT fusion [21],
image fusion methods with shift-invariance well suited to dynamic fusion, applied frame by frame.
The proposed method is generally no less sharp than the other two methods, see left column, but in
some examples the dynamic selection.

The left column shows the static Laplacian pyramid fusion [27], the middle–static SIDWT
fusion [21], while the right proposed LAP-DIN fusion, all applied with the same decomposition depth
of four. The proposed fusion provides clearer, higher contrast images than the other two methods.
Further, a noise mitigation effect is also visible in the second row where the thermal image noise, is
transferred into the fused signal by the two static methods, but not the LAP-DIN approach.
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Figure 12. Fused images with Laplacian pyramid (left column), the middle Shift invariant discrete
wavelet (SIDWT) (middle column) and proposed LAP-DIN fusion (right column).
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4.1. Objective Evaluation

Objective performance evaluation was performed by the DQ and I metrics on the fused video
obtained from our test database. DQ scores for the three methods considered first, shown in Figure 13
below and given for all sequences individually in Table 1, indicate that the LAP-DIN method clearly
preserves spatial and temporal input information better overall and for all scenarios individually.

 

Figure 13. DQ fusion performance scores.

Table 1. Fusion performance scores for individual sequences.

LAP SIWT LAP-DIN

Seq 1 0.23 0.23 0.26
Seq 2 0.26 0.25 0.30
Seq 3 0.20 0.22 0.23
Seq 4 0.26 0.26 0.29
Seq 5 0.23 0.26 0.28
Seq 6 0.19 0.21 0.23
Mean 0.23 0.24 0.27

As an indication of temporal stability of fusion scores, DQ values for the first 50 frames of sequence
1 are shown in Figure 14 below. LAP-DIN scores exhibits considerably less temporal variation 0.049
compared to 0.079 and 0.0076 for the LAP and SIDWT static algorithms respectively, on the same fused
video section. The remaining score changes are the result of a significant scene movement.

 
Figure 14. Temporal fusion performance stability.
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In Figure 15 and Table 2, we compare DQ scores of the proposed method directly with those of
the video fusion methods that explicitly deal with temporal information: MCDWT based on motion
detection estimation and the discrete wavelet transformation [15] and the non-causal Laplacian 3D
pyramid fusion method [54] not suitable for real-time operation. It indicates that the true 3D pyramid
is the most successful video fusion technique, followed by the LAP-DIN method and the MCDWT,
which is better than static methods.

 

Figure 15. Results of objective measure DQ on three video fusion methods on database set.

Table 2. Results of objective measure DQ on dataset sequences separately.

MCDWT LAP 3D LAP-DIN

Seq 1 0.24 0.32 0.26
Seq 2 0.26 0.37 0.30
Seq 3 0.23 0.30 0.23
Seq 4 0.22 0.30 0.23
Seq 5 0.26 0.30 0.28
Seq 6 0.30 0.28 0.29
Mean 0.25 0.31 0.27

These findings were confirmed by the I metric [21] as shown in Figure 16 below.

 

Figure 16. Comparing results of objective measure I on six fusion methods (static and dynamic) on
database set.

Finally, Table 3 provides the results of the evaluation by four different objective video fusion
performance metrics. All the metrics confirm the non-causal 3D Laplacian pyramid fusion as the most
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successful method, with the proposed method next best, with the exception of the FMI metric, which
ranks the conventional Laplacian fusion second. FMI is a static image fusion metric and does not take
into account dynamic effects in fused sequences.

Table 3. Results of four objective measures on dataset sequences.

LAP SIDWT MCDWT LAP 3D LAP-DIN

DQ 0.23 0.24 0.25 0.31 0.27
I 11.18 11.30 11.50 11.87 11.70

QST 0.87009 0.870064 0.871903 0.878615 0.876745
FMI 0.673145 0.641313 0.661495 0.692034 0.676197

4.2. Subjective Evaluation

The proposed video fusion method was also evaluated through formal subjective trials. Observers
with general image and video processing research experience but no specific multi-sensor fusion
experience were recruited to perform the test in a daylight office environment, until the subjective
ratings converged. In all 10 observers completed the trial on six different fusion scenarios displayed in
a sequence on a 27” monitor using 1920 × 1080 (full HD) resolution. Participants freely adjusted their
position relative to the display and had no time limit. They rated each fused sequence on a scale of 0 to
5, and were free to award equivalent grades (no forced choice).

Each observer was separately induced into the trial by performing an evaluation of two trial
video sets which were not included in the analysis. They were explained the aim of the evaluation and
various effects of video fusion. Each observer then evaluated the same number, six fused video sets.
During the evaluation stage, the upper portion of the display showed the two input video streams
and lower portion of the display showed three fused alternatives produced using different fusion
algorithms. The order of the fusion methods altered randomly between video sets and observers to
avoid positional bias. The sequence duration varied between six and 12 s. Each observer could replay
the sequences, which replayed simultaneously, an unlimited number of times until they were satisfied
with their assessment and moved onto the next video set. Trial time was not limited.

The first test compared the static Laplacian and SIDWT fusion methods applied frame by frame
with the proposed LAP-DIN method. Subjective MOS scores for each method, shown in Figure 17
match the results of objective evaluation. The proposed dynamic method outperforms static ones
which perform similarly.

 

Figure 17. Subjective MOS scores of different fusion methods.
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The second subjective trial, run in identical conditions on an identical dataset directly compared
three true video/3D fusion methods: MCDWT [15], full 3D pyramid fusion [54] and proposed LAP-DIN
method. The results, shown in Figure 18, again support objective metric findings and identify full
3D Laplace pyramid fusion, MOS = 4.1, as the best of the three, followed by proposed LAP-DIN
and MCDWT.

 

Figure 18. Subjective MOS scores of different video fusion methods.

This result underlines the well-known fact of the power of hindsight: Full 3D pyramid fusion
requires knowledge of the entire signal well into the future and being in possession of all the facts
we can more easily arrive at the optimal result. The proposed LAP-DIN fusion trades a single frame
latency for a considerable improvement in performance on the fully causal frame-by-frame approach.

An interesting observation is the relative difference of the LAP-DIN MOS between the two trials
run in identical conditions on identical data. It reflects the influence of other methods in the trial which
generally performed better than those in the first trial, and undermines the value of absolute quality
scores but also underlines the value of relative, or ranking scores produced by subjective trials.

4.3. Computational Complexity

Computational complexity, of vital importance in real-time operation, was evaluated for each
method on video fusion at resolution of 640 × 480 pixels using the same i7 processor with 8GB of RAM.
Results comparing their per-frame cost relative to the static Laplacian fusion are shown in Table 4.
MCDWT is the most demanding due to motion estimation while LAP-DIN is the most efficient among
dynamic methods and can be implemented to operate in real-time with 25 frames per second.

Table 4. Relative computational complexity of different video fusion methods.

LAP SIDWT MCDWT LAP-3D LAP-DIN

Multiple of
LAP 1 1.6 1.8 1.75 1.3

5. Conclusions

A new dynamic video fusion method is proposed based on the construction of a fused
rolling-multiscale-Laplacian pyramid from equivalent input stream pyramids. The method uses
a sophisticated local energy pyramid fusion rule that successfully transfers important structure
information from the input video sequences into the fused, achieving considerable temporal stability
and consistency. Furthermore, this is achieved with a significantly lower computational complexity
compared to other dynamic fusion methods. Comprehensive assessment of the proposed method using
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subjective and objective evaluation on a number of well-known multi-sensor videos from multiple
surveillance scenarios showed that the proposed method performs better than comparable causal
video fusion methods. The results also indicate that extending the latency of the fusion process further
could add further robustness to the fusion process and we intend to explore this performance-latency
boundary in our further work.

Further work on the video fusion will include exploration of different methods to obtain a more
compact description of spatio-temporal information. Also, we are planning to make a new database of
multi-sensor sequences in different conditions and test the algorithm with subjective and objective tests.

Supplementary Materials: The following are available online at http://www.mdpi.com/2079-9292/8/4/447/s1,
Video S1: Proposed LAP-DIN fusion video.
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Abstract: This paper presents a 2.5 Gbps 10-lane low-power low voltage differential signaling (LVDS)
transceiver for a high-speed serial interface. In the transmitter, a complementary MOS H-bridge
output driver with a common mode feedback (CMFB) circuit was used to achieve a stipulated
common mode voltage over process, voltage and temperature (PVT) variations. The receiver was
composed of a pre-stage common mode voltage shifter and a rail-to-rail comparator. The common
mode voltage shifter with an error amplifier shifted the common mode voltage of the input
signal to the required range, thereby the following rail-to-rail comparator obtained the maximum
transconductance to recover the signal. The chip was fabricated using SMIC 28 nm CMOS technology,
and had an area of 1.46 mm2. The measured results showed that the output swing of the transmitter
was around 350 mV, with a root-mean-square (RMS) jitter of 3.65 ps@2.5 Gbps, and the power
consumption of each lane was 16.51 mW under a 1.8 V power supply.

Keywords: LVDS; high-speed serial interface; transmitter; receiver; low-power

1. Introduction

While scaled CMOS technology continues to enhance on-chip operating speeds, the power
dissipation also increases at the same time. This means that reducing power consumption is critical for
battery-powered systems to extend battery life. Low voltage differential signaling (LVDS), as one of
the data transmission standards, is now pervasive in communication networks and is used extensively
in applications such as laptop computers [1], office imaging [2,3], and medical [4] and automotive [5,6]
applications. It features a low-voltage swing (250–400 mV) and achieves a high data rate (up to several
gigahertz per single pair) with less power dissipation. A typical LVDS serial link [7,8] point-to-point
communication is shown in Figure 1, and involves a single transmitter (TX) and receiver (RX) pair.
A current source (Is) is derived from the TX, and the output amplitude is formed by the current source
flowing through the terminated resistor (RT) to establish voltage in the input of RX. By changing the
current direction, the same amplitude with the opposite polarity is created to generate the logic of
zeros and ones. The simple termination, low-power, and low-noise characteristics have gradually
made LVDS the technology of choice for gigabit-per-second serial transmission. In addition, the wide
common mode input of LVDS makes its devices easily interoperable with other differential signaling
technologies [9–11].
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Figure 1. Low voltage differential signaling (LVDS) serial link communication block.

In general, the architecture of LVDS drivers is divided into fully-differential NMOS-only
style [12], fully-differential PMOS-only style [13] and complementary MOS style [14–16]. As shown
in Figure 2, all configurations consist of four MOS switches arranged in an H-bridge structure.
The NMOS-only style LVDS driver, shown in Figure 2a, works well if the supply voltage (VDD)
is 2.5 V or greater [17]. However, when the supply voltage is scaled down (1.8 V for 28 nm CMOS
technology), it is not applicable, as there is not enough voltage headroom. According to the LVDS
standard specifications [18], a 1.125–1.325 V common mode voltage range and 250–400 mV output
swing of the output signals is required, which would cause the transistors (M1a and M2a) to cut off.
To overcome the supply voltage headroom issues, PMOS-only (shown in Figure 2b) and complementary
MOS (shown in Figure 2c) LVDS drivers need to be addressed. A benefit of PMOS-only style drivers
is that they can work without the body effect. However, the inherent speed limitation in PMOS
devices precludes their use in high speed data communication. To achieve the same speed as CMOS
style drivers, the size of the transistors must be increased. Consequently, the area cost and power
consumption will also increase. Comparing the above-mentioned LVDS drivers, the complementary
MOS style driver is the optimum choice for LVDS transmission systems operating under low supply
voltage, as it is not only compatible with the LVDS standard, but also faster than the other options.

(a) (b) (c) 

Figure 2. Simplistic circuit of LVDS output driver: (a) NMOS-only style; (b) PMOS-only style;
(c) Complementary MOS style.

In this paper, a 2.5 Gbps 10-lane low-power LVDS transceiver is presented. The transceiver can
operate at a data rate up to 2.5 Gbps, and is fully compatible with ANSI/TIA/EIA-644-A standards.
The paper is organized as follows: Section 2 describes the architecture of the proposed LVDS transceiver,
and presents some related simulation results. In Section 3, the measurement results are discussed.
Finally, a summary and the conclusions are outlined in Section 4.

2. Architecture Design

The proposed 10-lane, low-power, LVDS transceiver is shown in Figure 3. Each lane is comprised
of a receiver followed by a transmitter. It employs differential data transmission and the receiver is
configured as a switched-polarity signal generator. The receiver is composed of a pre-stage common
mode voltage (Vcm) shifter and a rail-to-rail comparator (COMP), while the transmitter includes a
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CMOS H-bridge output driver with a common mode feedback (CMFB) circuit, a high-speed level
shifter (LS) and pre-emphasis (PE) driver. In addition, two bandgap references (BGR) are embedded
in the scheme to provide proper DC bias for receivers and transmitters, respectively. In the design,
the differential data are firstly addressed by the receiver, then the transmitter deals with the data and
sends them out in accordance with specified requirements. Therefore, only if both the receiver and
transmitter are operated properly can the transmitted signals be output. The detailed implementation
of the transceiver will be expatiated in the following sections.

Figure 3. Simplistic circuit of 10-lane LVDS transceiver.

2.1. Receiver

According to LVDS specifications [18], a receiver is required to operate in a wide input common
mode voltage range of 0.05–2.35 V. Therefore, with the 1.8 V supply voltage, the receiver firstly
needs to achieve the common mode voltage conversion. Figure 4 shows the simplistic circuit of a
pre-stage common mode voltage shifter, which includes a current regulator and an error amplifier.
The error amplifier detects the common mode voltage difference between input data (INP and INN)
and reference voltage (VREF) and amplifies the voltage difference to control the current regulator by
injecting or extracting currents from resistors R1 and R2. As a result, voltage drops across R1 and R2
are generated, and the common mode voltage is shifted [19]. It is obvious that the shifted common
mode voltage is affected by VREF. Thus, the value of VREF was set at 0.9 V for the following rail-to-rail
comparator to obtain a higher gain.

Figure 4. The input common mode voltage shifter.

A simple rail-to-rail comparator [20,21], as shown in Figure 5, was constructed as a composite of
P and NMOS pairs. The amplifier with rail-to-rail input identifies the voltage difference from the input
data (OP and ON) and converts them into currents through the input trans-conductor cell (M1–M4).
After this, the currents are both mirrored and summed up at the node N1, before the data is reinstituted
and reshaped by the last-stage shaping buffer.
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Figure 5. Schematic of the rail-to-rail comparator.

2.2. Transmitter

In this paper, the transmitter contained three parts: a high-speed level shifter, a pre-emphasis
driver and an output driver. The high-speed level shifter [22,23] was introduced to achieve the
different voltage domain conversion in the pre-stage of the transmitter, whose circuit is presented
in Figure 6. A pair of NMOS devices (M3 and M4) receive the low-voltage input signals (Dp_L and
Dn_L) and convert them into high-voltage signals through the positive feedback transistors (M1 and
M2). Then, the buffer chain with several inverters reshapes the output signals under the high-voltage
(VDDH) supply.

Figure 6. Simplified schematic level shifter.

Figure 7 shows the proposed transmitter output driver based on the CMOS H-bridge structure.
As Figure 7 shows, the output stage of the driver uses the PMOS and NMOS configuration. A simple
common mode feedback (CMFB) circuit [24,25], with transistors M5–M8, is used to stabilize the output
common mode voltage (Vcm), and is less dependent on PVT. The two differential output voltages
(Voutp and Voutn) are averaged to form a common mode voltage (Vcm) by two resistors (R1 and R2),
which is compared with the designed reference common mode voltage (Vbg). The difference is then
amplified and converted into the common mode current to adjust the common mode voltage (Vcm).
In addition, an Rc and Cc pole-zero compensation network is exploited to obtain an adequate phase
margin of CMFB under the conditions created by the PVT variations. Meanwhile, a cascade current
mirror (M9–M12) is utilized to provide high precision current bias at a 1.8 V voltage supply.

In addition, a pre-emphasis driver with a simple pulse-width modulation (PWM) technique [26,27]
is used in the transmitter to enhance signal integrity. A simplistic circuit of this pre-emphasis driver is
presented in Figure 8. The pre-emphasis driver exploits the timing relationship between signals and
delay signals to establish the signal-related pulse (UP and DN), which is only enabled at the rise and
fall of the signal [28,29]. During the signal transition, the pre-emphasis driver adds a current to the
output node, and also extracts the current from the output node by the UP and DN pulses, so that the
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rise and fall time is decreased. Figure 9 shows the eye diagram of the transmitter after the channel,
which operates at 2.5 Gbps. Figure 9a presents the simulated results of the eye diagram without a
pre-emphasis driver, while the simulated results of the eye diagram with a pre-emphasis driver are
shown in Figure 9b. As shown, the pre-emphasis driver is not only able to shorten the rise time but
also improves the amplitude of the output signal.

Figure 7. The architecture of the output driver.

Figure 8. Simplified schematic of the pre-emphasis driver.

  
(a) (b) 

Figure 9. Simulated result of the eye diagram (a) without and (b) with the pre-emphasis driver.

3. Measured Result Analysis and Discussion

Figure 10 shows a chip microphotograph of the 10-lane LVDS transceiver. The entire chip was
fabricated with SMIC 28 nm CMOS technology and the total area was 1.46 mm2. The area of each
TX/RX lane was 0.0333 mm2, where TX and RX occupy 0.0306 mm2 and 0.0027 mm2, respectively.
In multi-lane high-speed serial links, crosstalk and interference of lanes are important issues that
deteriorate the performance of output signals. In this paper, two lanes of the transceiver shared supply
voltage to improve the power integrity, and the BGR utilized a pair of individual supply voltages to
provide the dependable DC bias for TX and RX, respectively. Plentiful on-chip decoupling capacitors
were also inserted in the empty area to enhance signal integrity. These methods simply and effectively
suppressed output jitter.
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Figure 10. Microphotograph of the LVDS transceiver.

An Agilent pulse generator 81134A was used to produce 231-1 pseudorandom bit sequence (PRBS)
data patterns to the receiver, while a Tektronix MSO71604C mixed signal oscilloscope was used to
detect the differential output eye diagram of the transmitter. A 22-inch coupled micro-strip line on
the testing PCB acted as the transmission channel, the channel loss of which is shown in Figure 11.
The channel loss was 2.2 dB at 625 MHz, and 1.8 dB at 1.25 GHz.

Figure 11. The frequency response of the 22-inch FR4 channel.

According to the measured results, the maximum data rate of the transceiver reached 2.5Gbps.
Figure 12a,b shows the single lane of transmitter differential output eye diagrams with 231-1 PRBS
patterns and data rates of 1.25 Gbps and 2.5 Gbps. Both output swings of the two operating
data rates were around 350 mV, and the root-mean-square (RMS) jitters were 5.48 ps and 3.65 ps,
respectively. Figure 12c,d show transmitter differential output eye diagrams of 1.25 Gbps and 2.5 Gbps
for multi-lane transmission communication. Similarly, their output swings were around 350 mV, but
their performance was degraded. This is due to the lane-to-lane interference of signals and power lines,
which introduced higher deterministic jitter (DJ) that deteriorated the signal integrity of the output
signals. The total power dissipation of the two operating data rates were 8.72 mW and 16.51 mW at a
1.8 V power supply for each lane.
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(a) (b) 

  
(c) (d) 

Figure 12. Measured output eye diagrams for different data rates (a) 1.25 Gbps of single lane; (b)
2.5 Gbps of single lane (c) 1.25 Gbps of multi-lane (d) 2.5 Gbps of multi-lane.

Table 1 summarizes the comparison of the performance of the previously reported LVDS
transmitters. This LVDS transmitter, based on a complementary MOS H-bridge, had excellent noise
immunity performance, with an RMS jitter of 3.65 ps with a data rate up to 2.5 Gbps. The proposed
LVDS transmitter also had superior power consumption performance of 16.51 mW at a data rate of
2.5 Gbps, with a figure of merit (FOM) of 6.6 mW/Gbps.

Table 1. Comparison with previous works.

Ref. [9] * [15] ** [30] * [31] ** This Work **

Year 2016 2011 2014 2018 2019
Technology (nm) 28 CMOS 180 CMOS 40 CMOS 28 CMOS 28 CMOS

Supply voltage (V) 1.8/1 2.5 1.8/1 1.8/1 1.8/0.9
Output swing (mV) 350 313 320 348 350

Data rate (Gbps) 1 2 1 1 2.5
RMS jitter (ps) 2.2 7.65 4 9.8 3.65
Power(mW) 8.7 15.41 7 7.9 16.51
Area (mm2) 0.009 0.061 0.0168 0.085 0.0306

FOM # (mW/Gbps) 8.7 7.705 7 7.9 6.60

*: Simulated result; **: Measured result; #: FOM = Power (mW)/Data rate (Gbps).

4. Conclusions

In this paper, a 2.5 Gbps, 10-lane, low-power, LVDS transceiver was presented. In the receiver,
a pre-stage common mode voltage shifter was introduced to implement the common mode voltage
conversion, and a rail-to-rail comparator embedded with a shaping buffer was utilized to recover
the input signal. Compared with the characteristics of previous LVDS driver architectures, a
complementary MOS LVDS driver using a CMFB circuit was exploited to provide the required output
common mode voltage and differential output swing at 1.8 V supply voltage. In addition, a high-speed
level shifter was designed for voltage domain conversion, and a pre-emphasis driver with PWM
technique was employed to reduce the signal transition time. Further, the proposed LVDS transceiver
was compatible with ANSI/TIA/EIA-644-A standards. The tranceiver is easy to interoperate with
other differential signaling technologies, and can be embedded in other chips as an IP core, which
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makes it suitable for use in portable electronics. The whole circuit was fabricated with SMIC 28 nm
CMOS technology, with a total chip area of 1.46 mm2. The measured results show that the proposed
low-power LVDS was able to be properly operated at 2.5 Gbps, with an RMS jitter of 3.65 ps and an
FOM of 6.6 mW/Gbps.
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26. Ševčík, B.; Brančík, L. Time-domain pre-emphasis technique based on pulse-width modulation scheme.
In Proceedings of the IEEE International Conference on Telecommunications and Signal Processing, Budapest,
Hungary, 18–20 August 2011; pp. 483–486. [CrossRef]

27. Gilbert, A.; Huang, H.Y. Equalization and pre-emphasis based LVDS transceiver. Analog Intergr. Circ.
Signal Process. 2013, 75, 109–123. [CrossRef]

28. Jawed, S.A.; Asghar, A.; Khan, K.; Abbasi, S.; Naveed, M.; Siddiqi, Y.; Siddiqi, W. A configurable 2-Gbps
LVDS transceiver in 150-nm CMOS with pre-emphasis, equalization, and slew rate control. Int. J. Circuit
Theory Appl. 2017, 45, 1369–1381. [CrossRef]

29. Xu, Y.; Sun, T.Q.; Zhao, F.; Hu, C. A full-integrated LVDS transceiver in 0.5 μm CMOS technology.
In Proceedings of the IEEE Conference on Industrial Electronics and Applications, Hangzhou, China,
9–11 June 2014; pp. 1672–1675. [CrossRef]

30. Ayyagari, R.; Gopal, K. Low power LVDS transmitter design and analysis. In Proceedings of the IEEE The
Asia-Pacific Conference on Communication, Ishigaki, Japan, 1–3 October 2014; pp. 42–45. [CrossRef]

31. Traversi, G.; De Canio, F.; Liberali, V.; Stabile, A. Characterization of an LVDS link in 28 nm CMOS for
multi-purpose pattern recognition. In Proceedings of the IEEE International Symposium on Circuits and
Systems (ISCAS), Florence, Italy, 27–30 May 2018; pp. 43–47. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

177





electronics

Article

A 2.6 GS/s 8-Bit Time-Interleaved SAR ADC in 55 nm
CMOS Technology

Dong Wang 1,2 , Xiaoge Zhu 1, Xuan Guo 1, Jian Luan 1, Lei Zhou 1, Danyu Wu 1, Huasen Liu 1,2,

Jin Wu 1 and Xinyu Liu 1,*

1 Institute of Microelectronics of the Chinese Academy of Sciences, Beijing 100029, China;
wangdong@ime.ac.cn (Dong W.); zhuxiaoge1989@163.com (X.Z.); guoxuan@ime.ac.cn (X.G.);
luanjian@ime.ac.cn (J.L.); zhoulei@ime.ac.cn (L.Z.); wudanyu@ime.ac.cn (Danyu W.);
liuhuasen@ime.ac.cn (H.L.); wujin@ime.ac.cn (J.W.)

2 School of Microelectronics, University of Chinese Academy of Sciences, Beijing 100049, China
* Correspondence: xyliu@ime.ac.cn

Received: 9 February 2019; Accepted: 6 March 2019; Published: 8 March 2019

Abstract: This paper presents an eight-channel time-interleaved (TI) 2.6 GS/s 8-bit successive
approximation register (SAR) analog-to-digital converter (ADC) prototype in a 55-nm complementary
metal-oxide-semiconductor (CMOS) process. The channel-selection-embedded bootstrap switch is
adopted to perform sampling times synchronization using the full-speed master clock to suppress
the time skew between channels. Based on the segmented pre-quantization and bypass switching
scheme, double alternate comparators clocked asynchronously with background offset calibration
are utilized in sub-channel SAR ADC to achieve high speed and low power. Measurement results
show that the signal-to-noise-and-distortion ratio (SNDR) of the ADC is above 38.2 dB up to 500 MHz
input frequency and above 31.8 dB across the entire first Nyquist zone. The differential non-linearity
(DNL) and integral non-linearity (INL) are +0.93/−0.85 LSB and +0.71/−0.91 LSB, respectively. The
ADC consumes 60 mW from a 1.2 V supply, occupies an area of 400 μm × 550 μm, and exhibits a
figure-of-merit (FoM) of 348 fJ/conversion-step.

Keywords: analog-to-digital converter; successive approximation register; direct sampling;
time-interleaved; channel-selection-embedded bootstrap; segmented pre-quantization and bypass

1. Introduction

High-speed analog-to-digital converters (ADCs) with a moderate resolution of 6–8 bits while
maintaining excellent power efficiency for longer battery life are highly demanded for applications
such as 802.11 ad (WiGig) radio architectures and the next-generation mobile communication system
(5G) [1]. Compared with flash and pipeline ADC, successive approximation register (SAR) ADC
has superior energy efficiency and is more suitable for the aggressive downscaling of technology
because of its primarily digital nature [2–4]. In order to overcome the speed limitation of a single
ADC, time-interleaved (TI) architecture running multiple parallel ADCs is an attractive approach. In
general, TI SAR ADC is the most feasible solution to realize both over GHz operation and medium
resolution around 8-bit [5]. However, the inter-channel non-ideal factors like offset, gain mismatch,
and time skew, will deteriorate the overall performance [6], and can be compensated for by either
circuit improvement in the analog domain or special digital calibration. As digital calibration is often
complex, it is preferred to minimize these mismatches using on-chip design optimization to relax
calibration requirements, especially when the number of interleaved channels is not large.

This paper demonstrates a 2.6 GS/s 8-bit SAR ADC prototype with an eight-channel direct
sampling TI architecture. In the sampling front-end, in order to suppress the time skew error among
different channels, the channel-selection-embedded bootstrap switch is used as the sampling switch to
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ensure the uniformity of sampling times by the master clock. In the sub-channel SAR ADC design,
segmented pre-quantization and a bypass switching scheme is employed to avoid unnecessary large
capacitors switching, reducing power consumption and non-linearity. Double comparators clocked
asynchronously in alternate mode are used to improve the conversion rate, with the background offset
calibration function integrated on-chip. This ADC exhibits lower calibration complexity and achieves
an acceptable efficiency in terms of area and power consumption.

2. Proposed TI SAR ADC Architecture

TI structures can generally be categorized as hierarchical sampling and direct sampling. In a
hierarchical sampling structure, there are at least two sampling switches in series in each sub-channel.
In contrast, a direct sampling architecture, wherein all parallel channels have individual sample/hold
circuits, provides the shortest signal transmission path from the input to the sampling capacitors, and
is very efficient for a small number of parallel channels (usually ≤8) [7].

In this design, a direct sampling architecture is adopted to implement the 2.6 GS/s 8-bit TI
ADC prototype, which mainly consists of multi-phase clock generator (MPCG), sampling switch,
eight-channel 325 MS/s 8-bit SAR ADC, and multiplexer (MUX), as depicted in Figure 1.

Figure 1. Eight-channel time-interleaved (TI) successive approximation register (SAR) analog-to-digital
converter (ADC) architecture.

The current-mode logic (CML) sinusoidal input clock signal is buffered and then transformed
to complementary metal-oxide-semiconductor (CMOS) level full-speed master clock CKmaster.
The multi-phase clock pulse signals CKch,1–CKch,8 are generated from CKmaster using the cascaded
D flip-flop (DFF) chain [8–10] and combinational logic circuits using synchronous frequency division,
as shown in Figure 2a.
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(b) 

 
(c) 

Figure 2. (a) Multi-phase clock generator (MPCG), (b) D flip-flop (DFF), and (c) timing diagram.

The DFF is constructed using two latches [11], as shown in Figure 2b. The internal signals q1, q2,
q3 and q4 with a duty cycle of 50% are the divide-by-eight clocks of CKmaster such that a clock pulse
signal CKdiv8 with a duty cycle of 12.5% is obtained through AND logic operation. Since the initial
state of the shift registers is uncertain, the feedback logic is added to activate self-starting such that the
MPCG can automatically return from the non-ideal state to normal. The shift operation of CKdiv8 is
executed to get CKch,1–CKch,8, which have definite phase sequence relationships and the delay between
each other is one period of CKmaster, as shown in Figure 2c. The non-overlapping sampling phases
guarantee that only one sampling switch is turned on, thus reducing the channel load at the input.
CKch,1–CKch,8 are not only used as the control signals for the sampling switches, but also initiate the
conversion process of each channel.

As the input signal is sampled onto the capacitors array of respective sub-ADC sequentially for
quantization, the sampling instants are controlled uniformly using CKmaster to mitigate the time skew
between channels. Finally, the multi-path digital outputs from the sub-ADCs array are aggregated into
a one-way data stream using MUX.
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3. Circuit Implementation Details

3.1. Channel-Selection-Embedded Bootstrap Switch

Time skew refers to the mismatch in the sampling instants among TI channels, which originated
from the non-uniform sampling clock edges [12]. Some timing-skew, calibration-free techniques have
been proposed to suppress the time skew by circuit design and layout [13–15]. We attempted to realize
similar skew tolerance via circuit improvement in the analog domain for design simplicity rather
than digital calibration with complex algorithms that will consume extra hardware and power. The
channel-selection-embedded bootstrap switch [16] is utilized in the sampling front-end, so that the
sampling instants of each channel are aligned to the master clock CKmaster, while the corresponding TI
clock signals CKch,i (i = 1–8) are used to perform the channel selection, as described in Figure 3.

Figure 3. Channel-selection-embedded bootstrap switch.

When CKch,i becomes high, the switching transistor M0 is turned on, and the channel begins
to track the input signal. CKen,i is a delayed version of CKch,i, used to prepare for sampling
synchronization. When CKen,i is high, once the rising edge of CKmaster comes, M1 and M2 are both
turned on, and the gate voltage VG of M0 is released from Vin + VDD to the ground level, thus
the sampling instants are determined by the rising edge of CKmaster. Then, the channel finishes the
sampling process and enters the holding phase. As CKen,i goes low, the gate of M0 is in floating
state and vulnerable to the interference of other signals. M3 from CKr,i provides a discharging path,
and the VG is fixed to the ground level, therefore avoiding the floating node at the holding phase.
The inter-channel sampling synchronization that is determined uniformly by CKmaster ensures the
consistency of the sampling instants, and it is beneficial to suppress the time skew among channels.

3.2. Sub-ADC Design

3.2.1. Asynchronous Timing of Alternate Comparators

The sub-ADC is implemented with 325 MS/s 8-bit SAR ADC [17], including fundamental building
blocks, such as capacitive digital-to-analog converter (CDAC), comparators and control logic, as
illustrated in Figure 4a.
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Figure 4. (a) SAR ADC overview, and (b) asynchronous timing diagram.

If only one comparator is used in the SAR ADC, the comparator needs to be fully reset to avoid
the residual effect from the previous conversion process, so the overall conversion speed is slowed
down. Double dynamic comparators with cross-coupled latches are used [18], and the preamplifier
has been designed for moderate gain to reduce its offset, and more importantly, to limit the kick-back
noise from the latch [19]. The two comparators are clocked asynchronously in alternate operation, as
shown in Figure 4b. Under the control of CK1 and CK2, when one comparator is in a comparison state,
another comparator is reset, reducing the impact of reset time on the critical path, and thus improving
the conversion speed [20]. Once the preceding comparison is over, a successful decision is detected as
the trigger signal for the following comparison process. This asynchronous conversion process repeats
like dominoes until all bits are resolved [21].

The pulse labeled “CC” corresponds to the operation for the compensation capacitor in the CDAC.
At the end of the conversion, the inputs of the comparators are shorted together using CKreset for
calibration purposes. With the pulse labeled “cal” the background offset calibration based on the
charge pump principle in the analog domain for each comparator is carried out once every two cycles.

3.2.2. The Background Offset Calibration of Comparator

The diagram of comparator’s background offset calibration is shown in Figure 5. An auxiliary
differential pair is introduced to calibrate the offset voltage of the comparator. Only the generation
circuit of Vcalp is presented. Another calibration voltage Vcaln can be generated in two ways, one is set
to a constant voltage using a resistive voltage divider [20], and the other is similar to the generation
of Vcalp, except that the corresponding control voltage is different. In this design, the latter method is
adopted. Vcalp and Vcaln change in opposite directions and jointly cancel the impact of the offset.

During the offset calibration phase of the comparator, the input signals Vip and Vin of the main
differential pair are shorted together. In the case of no offset, Vip = Vin, then the output voltage of
the preamplifier stage is equal, that is, VA = VB. Finally, the output signal of the comparator OUTP
= OUTN = 0, and the corresponding complementary output signal OUTP = OUTN = 1. At this
time, M5 and M8 are on, the upper capacitor Cp is charged to the power supply, and the lower Cp

is discharged to the ground level. Both M6 and M7 are off, and the calibration voltage Vcalp remains
unchanged. There is no calibration effect yet.
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Figure 5. The diagram of comparator’s background offset calibration.

If the offset exists, OUTP or OUTN will change. Usually, the output changes caused by offset
can be equivalent to the input changes. Taking an offset output case as an example, if OUTP = 0
and OUTN = 1, this offset effect is the same as the situation when Vip < Vin. Note that VA > VB now.
In the calibration voltage generation circuit, M6 is turned on, the voltage on Cp charges Ccal, and
Vcalp is pumped up. Then Vcalp is fed back to the preamplifier input stage such that VA decreases
to approximate VB. After a number of calibration cycles, once the decreasing VA is equal to VB,
OUTP = OUTN, thereby realizing offset calibration. The calibration step size or accuracy is related
to the capacitance values of Cp and Ccal. The parasitic capacitor can be used as Cp, which is usually
small. The larger the calibration capacitor Ccal, the higher the calibration accuracy and the better the
calibration effect. However, a large Ccal will affect the calibration settling time, and a trade-off between
calibration accuracy and settling time is required to determine the value of Ccal.

3.2.3. Segmented Pre-Quantization and Bypass Switching Scheme

The control logic is used to generate internal asynchronous clocks, register the decision results
of the comparators, and control the switching of the CDAC accordingly [20]. Several typical
power-efficient switching sequences for CDAC, such as monotonic [22], splitting monotonic [23],
and bypass switching techniques, have been proposed to improve the power efficiency. According to
the reference [24], it was observed that the bypass method yields better results with less switching
activity [25–27] because of the basic idea to skip the conversion steps for several significant bits when
the signal is within a predefined window. Moreover, the skip operation reduces the error accumulation
to improve the static performance. In this design, the CDAC is built with a segmented pre-quantization
and bypass switching scheme [28], and the actual differential structure is displayed as single-ended
for clarity in Figure 6.
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(a) 

(b) 

Figure 6. (a) Pre-quantization stage, and (b) global quantization stage in segmented pre-quantization
and bypass switching scheme.

The capacitors array of CDAC is divided into two parts with high and low weight by the
switch Smerge. To keep the comparator’s input common-mode voltage constant, each capacitor is
split into two identical small capacitors. The input signal is sampled onto the capacitors array via
channel-selection-embedded bootstrap switches.

After sampling, all the switches are turned off, and only the low-weight capacitors array is
connected to the comparator, equivalent to a 4-bit ADC. The comparator directly performs the first
comparison without switching any capacitors to obtain the first digital code D1 [22], which is fed back
to switch the minimum capacitor 8C in the high-weight capacitors array, providing an initial voltage.
The subsequent digital codes D2–D4 are compared with D1, as Figure 6a shows. If one of the codes is
the same as D1, that means the previous output of the CDAC is not enough, so the associated large
capacitor is switched, contributing a corresponding weight output to the CDAC. In case the code is
different from D1, it indicates that the last output of the CDAC is excessive, and the relevant large
capacitor is bypassed, just maintaining the original state without switching. The monotonic procedure
is either upward or downward to avoid unnecessary opposite direction switching of high-weight large
capacitors, therefore reducing the power consumption and nonlinearity.

Once the high-weight capacitors are properly set, the switch Smerge is turned on, and the two
arrays are merged. Meanwhile the low-weight capacitors array is reset to the initial condition. Then,
the entire structure is changed back to 8-bit ADC, entering the residual quantization phase for the low
4-bit digital codes D5–D8, as shown in Figure 6b. In the whole conversion process, all quantization is
done using the low-weight capacitors array, relaxing the settling constraints of the CDAC.

Ideally, the proportion of 4C in the low-weight capacitors array should be the same as that of
64C in the whole capacitors array, both being 1/2. However, the presence of parasitic capacitance
changes the ratio. Since the total capacitance of high-weight capacitors array is much larger than that
of low-weight capacitors array, even the same parasitic capacitance will occupy different proportions
in different weight capacitor arrays, resulting in gain errors in CDAC output between high 4-bit coarse
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quantization and low 4-bit global quantization stages, so it is necessary to insert equilibrium capacitor
(denoted as CE) to balance the parasitic differences between the two capacitor arrays, as shown below:

CL
CL + CPL

=
CH

CH + CPH + CE
(1)

CH and CL represent the total capacitance of high and low weight capacitors array, respectively;
that is, CH = 64C + 32C + 16C + 8C = 120C, CL = 4C + 2C + C + C = 8C. CPH and CPL represent the
parasitic capacitance respectively, which can be obtained from the layout parameters extraction.

In order to further solve the potential wrong conversion caused by inaccurate parameter extraction
and manufacturing process variation, a compensation capacitor (denoted as CC) with the weight of 4
is used to provide 1-bit redundancy (corresponding to digital code DC), whose error correction range
is up to 4/128 = 3.125%.

The gain error of TI SAR ADC mainly comes from the parasitic effect and capacitance mismatch
of CDAC. When selecting a capacitor size, there are two main factors to consider: thermal noise (kT/C)
and matching accuracy [9]. A compact and reasonable CDAC layout is deliberately designed by using
full-custom metal-oxide-metal (MOM) capacitors [29] with the unit capacitance of 1.5 fF. Benefiting
from 1-bit redundancy, intrinsic capacitor matching, and careful layout routing, the gain error can be
minimized to a tolerant level [30].

4. Measured Results

The ADC prototype was manufactured in a 55-nm one-poly nine-metal (1P9M) CMOS process
with a core area of 400 μm × 550 μm, and a large number of decoupling capacitors were filled inside
the chip to keep the power supply voltage clean and stable. The die micrograph is shown in Figure 7.
The static performance of differential non-linearity (DNL) and integral non-linearity (INL) is shown in
Figure 8. The measured DNL and INL were +0.93/−0.85 LSB and +0.71/−0.91 LSB, respectively.

Figure 7. Die micrograph with layout view.
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Figure 8. Measured differential non-linearity (DNL) and integral non-linearity (INL).

The output fast Fourier transform (FFT) spectrum is shown in Figure 9 at a 115 MHz
input frequency and 2.6 GS/s, with an spurious-free dynamic range (SFDR) of 52.0 dB and
signal-to-noise-and-distortion ratio (SNDR) of 41.52 dB. Figure 10 shows SNDR and SFDR versus
input frequency at 2.6 GS/s. Within the input frequency range of 500 MHz, the SFDR was greater than
47.9 dB, the SNDR was greater than 38.2 dB, and the effective number of bits (ENOB) was greater than
6-bit. SFDR was above 40.3 dB and SNDR was above 31.8 dB in the first Nyquist zone. However, as
the input frequency increased to the Nyquist frequency, the SNDR decreased by about 9 dB, which
was much lower than the expected theoretical values. This result reveals that although the proposed
method could suppress sample/hold circuit mismatch, the performance was not satisfactory in the
high-frequency region due to other non-ideal factors, such as the master clock path mismatch, input
signal path mismatch, and so on [5].

 

Figure 9. Output fast Fourier transform (FFT) spectrum.
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Figure 10. Signal-to-noise-and-distortion ratio (SNDR) and spurious-free dynamic range (SFDR) versus
input frequency.

Based on the simulation results, the total power consumption of 60 mW at 1.2 V supply voltage
was composed as follows: 12 mW for the clock generation module and 48 mW for the SAR ADCs array
(that is, 6 mW/slice for every sub-ADC). The FoM calculated within the 500 MHz input frequency was
348 fJ/conversion-step. The performance summary is shown in Table 1.

Table 1. Performance summary.

Technology 55-nm 1P9M CMOS

Architecture 8-channel TI SAR

Sampling Rate 2.6 GS/s

Resolution 8-bit

Power 60 mW

Active Area 0.22 mm2

DNL +0.93/−0.85 LSB

INL +0.71/−0.91 LSB

SFDR

≥50.94 dB (up to115 MHz)
≥47.9 dB (up to 500 MHz)
≥40.3 dB (up to Nyquist)

SNDR

≥40.54 dB (up to115 MHz)
≥38.2 dB (up to 500 MHz)
≥31.8 dB (up to Nyquist)

FoM 1 348 fJ/conversion-step

Calibration Complexity On-chip offset calibration only
1 FoM = Power/(2ENOB × Sampling frequency).

5. Conclusions

A 2.6 GS/s 8-bit SAR ADC prototype with eight-channel direct sampling TI architecture has
been presented. The SNDR was above 38.2 dB up to 500 MHz input frequency and above 31.8
dB up to the Nyquist frequency. The DNL and INL were +0.93/−0.85 LSB and +0.71/−0.91 LSB,
respectively. The ADC consumed 60 mW, occupied an area of 400 μm × 550 μm, and realized a FoM
of 348 fJ/conversion-step. In general, this design is a beneficial attempt of time-skew, calibration-free
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technology, which achieves acceptable results in low and medium frequency, and provides a reference
for related research and design. If the calibration for time skew is used for future work, better
performance can be promised.
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Abstract: Most reported optical recorders of the wingbeat of insects are based on the so-called
extinction light, which is the variation of light in the receiver due to the cast shadow of the insect’s
wings and main body. In this type of recording devices, the emitter uses light and is placed opposite
to the receiver, which is usually a single (or multiple) photodiode. In this work, we present a different
kind of wingbeat sensor and its associated recorder that aims to extract a deeper representational
signal of the wingbeat event and color characterization of the main body of the insect, namely: a)
we record the backscattered light that is richer in harmonics than the extinction light, b) we use
three different spectral bands, i.e., a multispectral approach that aims to grasp the melanization and
microstructural and color features of the wing and body of the insects, and c) we average at the
receiver’s level the backscattered signal from many LEDs that illuminate the wingbeating insect from
multiple orientations and thus offer a smoother and more complete signal than one based on a single
snapshot. We present all the necessary details to reproduce the device and we analyze many insects
of interest like the bee Apis mellifera, the wasp Polistes gallicus, and some insects whose wingbeating
characteristics are pending in the current literature, like Drosophila suzukii and Zaprionus, another
member of the drosophilidae family.

Keywords: Fresnel lens; wingbeat; insects; optoelectronics; bees; wasps; fruit flies; e-traps

1. Introduction

This work belongs to a broader context of applications that relate to automated insect surveillance
of insects of economic and hygienic importance. In order to monitor the presence and density of
insects, as well as design policies and apply measures, entomologists deploy a high number of traps
that are currently checked manually [1]. Our goal is to automate the reporting procedure of sampled
insect fauna without involving a human in the loop. To this end, we embed optoelectronic sensors in
typical traps that, depending on the situation, count insects, discern sex and species of captured insects,
report daily results, wirelessly, to remote servers, and update infestation maps, decision support
systems and predictive analytics. To give some lucid examples of how things are already evolving in
several application areas we are involved, we report the completed tasks as well as their technological
readiness level (TRL) (EC-H2020 definition):

(a) In the context of the IoBee project (https://cordis.europa.eu/project/rcn/210011_en.html),
e-gates applied in the entrance of beehives measure the bee traffic and discern the presence
of a drone from a worker and inform for the case of an outgoing queen (TRL-9).
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(b) In the context of the REMOSIS project (https://cordis.europa.eu/result/rcn/230808_en.html),
optical counters of mosquitoes being sucked into commercial traps have been upgraded to sensors
that discriminate sex and species (TRL-8).

(c) In the case of insect traps that are based on pheromones to attract targeted insects, such as the
grain pitfall for stored-products insects, Picusan traps for the red palm weevil, Lindgren and
funnel traps [2], an optical counter is incorporated, and the accuracy in insect counts relies on the
effectiveness and specificity of the pheromone attractants (TRL-9).

Cases (a) and (c) are simple in the sense that they count insects that pass through specific
constrictions and quantify their size based on the measured optical intensity variation between an
emitter and a receiver. For these applications, we recommend a simple optical counter based on the
extinction light. There are other cases, however, where there are no widely accepted pheromones
that attract both sexes (entomologists are especially interested in female counts); therefore, a general
food bait is used (i.e., in the case of some fruit flies or sent in the cases of mosquitoes). In such cases,
we rely on the wingbeat of the incoming insect and the analysis of its frequency content to classify
sex and/or species identity [3,4]. In Reference [5], we have demonstrated that a backscattered light
signal originating from an insect is better that the extinction light provided by the same wingbeat
event in terms of signal to noise ratio (SNR) and number of harmonics standing out of the noise floor.
In this work, we elaborate on this finding and the new accomplishments are that we expand to a
multispectral sensor configuration that integrates recordings from multiple orientations. The sensor
aims to extract complementary information from the microstructural and melanization features of the
wing and coloration of the main body of the species. The information contained in the samples of these
recordings will provide complementary information and precise quantification of size on the difficult
task of discerning morphologically similar insects whose wingbeat spectrum may overlap significantly
in the frequency domain. Note that, although we present a stand-alone device as in References [6–8],
it is designed in a way that is detachable from its base and its size is reconfigurable so that it can take
different forms depending on the e-trap in which we are interested in embedding it.

There are currently two approaches based on optical technology (excluding camera-based vision):
a) the e-traps [2–5], and b) the light detection and ranging (LIDAR) based approaches [9–12].

E-traps sample the insect fauna based on baits and usually aim at capturing target-specific insects.
They try to locate the onset of an infestation, the correct timing to apply treatment, or to assess the
after-treatment impact. LIDAR technology aims to characterize insects over larger distances and
enable the mapping of densities and fluxes on very short time scales due to the large number of insect
counts. E-traps can be made of low-cost elements such as LEDs, photodiodes, and acrylic lenses, and
therefore, it is possible to deploy a large number of traps and still have a cost-effective monitoring plan.
LIDAR technology is orders of magnitude more expensive and requires an external power supply. The
techniques are suited for different kinds of studies.

The paper is organized as follows. First, the methodology to retrieve the optical signals and their
frequency content is described in the “Materials and Methods” section. Then, we present experimental
results based on recordings of different species of insects some of them never reported in the literature
(i.e., Zaprionus, Pollistes galicus). Finally, we discuss, based on our experimental results, the possibilities
of different spectral bands for gender and species identification.

2. Materials and Methods

It has been reported in LIDAR applications that near-infrared wavelengths (NIR), e.g., 808 nm, are
affected by melanization, and that different spectral bands carry complementary information on the
insect’s main body and wings coloration [10–12]. We pursue this direction by developing a device (see
Figure 1) that examines the possibility of extracting more information about the cast shadow based
on backscattered light recordings of wingbeat events under different spectral bands. In this task, we
use three different LEDs (one in the visible frequency range (450–700 nm), one at 810 nm, and one at
940 nm).
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Figure 1. The multispectral sensor: (left) The disk in the middle is the Fresnel lens. The three LED’s in
each plate emit, in turn, visible light 450–700nm, and infrared at 810 nm and 940 nm. All eight LEDs of
each spectral band are lit simultaneously for 20.8 microseconds (i.e., three circular arrays of eight LEDs
each). All LEDs’ supporting plates have a 68.5◦ orientation with respect to the Fresnel plane (right).
The photodiode is placed at the focal point of the Fresnel lens.

Note that this configuration is naturally expandable to more wavelengths that are distinct, but in
this work, we are constrained by the cost of the LEDs, their operational wavelength, and their capability
to operate at high frequencies. We illuminate the wingbeating insect from different orientations and
we average on a per wavelength basis to achieve a smoother signal. In brief, the main concept of
the sensor is as follows: the central processing unit (CPU) turns on the three circular arrays of eight
LED’s successively, each having the same wavelength. The Fresnel lens focuses the backscattered light
stemming from the wingbeating insect onto the photodiode. The photodiode directs its output to
the demultiplexer that has three sample-and-hold circuits. The demultiplexer sends its output to a
multichannel analog to digital converter (ADC) and the latter back to the CPU, and finally a wav-type
recording to the secure digital (SD) card (see also Figure 2). In detail, the CPU (ST STM32L4R7
Microelectronics. 39, Chemin du Champ des Filles, Geneva, CH 1228, Switzerland) (Figure A1)
produces the synchronization signals for all system units, receives the digital words from the analog to
a multichannel analog to digital converter (ADC), and stores the signals to a three-channel 16 KHz 24-bit
wav in the SD card of the recorder. We place the photodiode (TEMD5080X01, Vishay Intertechnology,
Malvern, Pennsylvania, USA) at the focal point of the Fresnel lens (Fresnel Technologies Inc., 101 W.
Morningside Drive Fort Worth, TX 76110, Part number: 3*). The three LED types are white: GW
CS8PM1.PM and 810 nm, SFH4780S (both from Osram, Munich, Germany) and the 940 nm L1I0
(LUMILEDS, San Jose, CA 95131, USA) and emit for 20.8 μs. The ADC (Figure A2) is based on
the AD7768-4 IC (Analog Devices, One Technology Way Norwood, MA, USA). The ADC receives
the three analog outputs of the demultiplexer (Figure A3) and converts them to digital words. The
output signal from the photodiode is amplified (Texas Instruments, Dallas, Texas 75266-0199, OPA380
transimpedance amplifier (Figure A4)) and then driven to the demultiplexer. It is worth mentioning
that the feedback loop in Figure A4 ensures the possibility of operating the device in the presence
of the sun and allows for considerable power saving in field operation. The demultiplexer (Texas
Instruments analog switch TS12A44514 and OPAMP OPA4376 as a Sample & Hold amplifier) separates
the photodiode’s output to three different signals, one for each band, and drives it to the three-channel
ADC. The LED drivers (Figure A5) produce consecutive pulses to three LED arrays (Figure A6)
with constant current controlled by the CPU (see Figure 3 for the timing of operations). The CPU
also controls the current level of each wavelength. It is based on Infineon (Am Campeon 1-15,
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85579 Neubiberg, Germany) metal-oxide-semiconductor field-effect transistor IRF7341, on OPAMPs
ADA4805 of Analog Devices (Norwood, MA 02062) and Texas Instruments TS12A44514 analog
switches. The multichannel sigma-delta ADC converter AD7768-4 receives the three analog audio
signals and sends the digital words to the CPU using the time division multiplexing (TDM) output.

SD Card 3-LED Drivers

White LED

940 nm LED

810 nm LED Photodiode With 
Fresnel Lens

Photodiode 
Amplifier

Demultiplexer

3–Channel ADC + 
Antialiasing Digital 

Filter

AD7768-4

Digital 
Audio

  Demultiplexer Control  

SDIO 
4-BIT

LED Driver
Control

3-Ch
Analog
Audio

Light

CPU 
STM32L4R7

 

Figure 2. Block diagram of the multispectral device. The system is controlled from an STM32L4R7
ARM CPU of ST. The LED drivers produces the sequentially current pulses of each LED.

Powering of the LEDs is carried out through the TPS54302 IC of Texas Instruments (Figure A7
left) and the device state (trigger, SD card, power status) is indicated in the front LEDs of the device
(Figure A7 right).

Figure 3. The CPU digital to analog converter (DAC) output defines the current level for each light
pulse per spectral band. The signals LED 940 nm, LED 810 nm, and LED White initiate the output of
the LED drivers for each spectral band. The signals: demultiplexer 940 nm, demultiplexer 810 nm,
and demultiplexer-white initiate the corresponding sample and hold amplifier so that the photodiode
is demultiplexed.

We show an internal picture of the completed device in Figure 4 and a cost analysis in Table A1 in
Appendix A.
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Figure 4. The multispectral recorder prototype. We circle and annotate the main components of
the recorder.

Regarding the software, the embedded microprocessor runs a constantly looping program that
processes data captured by the sensors. The board is programmed in C/C++. The digital audio output
from the optoelectronic sensor is copied to six circular buffers. The first three buffers are used to
monitor the backscattered signal’s root-mean-square (RMS) using a window of 128 samples (16 ms
in 8 kHz sampling rate). The other three circular buffers of 32 kwords (a word equals 32 bit in this
processor) each store the recoding of each band. If any of these bands exceeds a common threshold, it
triggers the recording process for all bands (see Figure 5). The recordings of the signal are coded in
24-bit resolution, at an 8 kHz sampling rate. The first 20% of the samples are drawn before and up to
the triggering point and 80% after that point in order to ensure that the onset of a wingbeat event is
not lost. Wingbeat events are short in time for fast flying insects and one cannot afford discarding any
useful part of the signal such as the onset. The sampling frequency, window length, and triggering
threshold are pre-stored in the SD-card of the system and the settings (i.e., sampling frequency,
triggering level, and record length in samples) are read once from the SD card during powering-on.
The software is written in C language using the IAR Embedded workbench. The programming of the
flash memory was carried out using the ST-Link V2 programmer. The code initialization was done
using the STM32CubeMX of ST. For programming the peripheral sub-components, such as the SD and
ADC, we made use of the STM32 HAL drivers. The control signals and data transfers were done using
the direct memory access (DMA) controller of STM32L4R7.

Regarding the insect specimens, we collected the insect species Zaprionus (Diptera: Drosophilidae),
Drosophila suzukii (Diptera: Drosophilidae), and Drosophila melanogaster (Diptera: Drosophilidae) from
the area Gouves, Chersonisoss Crete, March–April 2017. The insects have been transported to an
entomological laboratory to breed and reproduce. Their diet contained sugar, yeast, agar, cornflower,
and nipogen. Their breeding conditions had been kept constant at 25 ◦C, 60% relative humidity
following a cycle of 14 h of light and 10 h of darkness. After breeding, the adult insects have been
transferred to different cages 50 × 60 cm and the device has been inserted in turn into the cages.
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Figure 5. A diagram explaining the recording procedure. The signal is continuously stored in a cyclic
buffer and the RMS value of a window of 128 samples is monitored. Once the RMS value exceeds a
threshold, it triggers a recording session. A total of 20% of the samples are taken prior to the triggering
point from the buffer and 80% after this event to ensure that the wingbeat onset is not missed. Metadata
is composed of a timestamp, humidity, and temperature stamps that are passed to the filename.

3. Results

Figure 6 demonstrates the various ways we can use the device. One can tether an insect with an
inverted tweezer inside the sensor’s probe volume, or confine the insect in a Plexiglas box, or insert
the sensor in an insectary cage that contains the insects of interest without the Plexiglas box.

In this work, we present multispectral recordings from various flying insects using the
confinement into a transparent box. The reflected light relates to the refractive index of the wing
membrane and the glittering of the insect [10–12]. Therefore, the intensity of light in the absence of
an insect is theoretically zero and practically equal to the minimum light reflection stemming from
the black termination plane. We performed many recording sessions for various insects and the main
results of this experiment show that:

(a) Walking insects are efficiently detected due to the backscattered light from their body.
(b) We visually confirmed that all wingbeat events observed in the confinement box were registered,

and the frequency content of the recording was clearly resolved.
(c) The wingbeat “signature” of insects in the spectral domain is consistent and repeatable with

small interspecies variation.
(d) The signal to noise ratio is very high (30–35 dB) and the number of harmonics often exceeds 20

(see Figure 7a–d).
(e) One can see that the power spectral density (PSD) of the different spectral bands are not identical

(see Figure 7a–d), and this is an encouraging observation as we aim at extracting complementary
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information. We derive the PSD estimate of the discrete-time signals using Welch’s averaged,
modified periodogram method using a Hanning window of 512 samples, 50% overlap, and
512 samples Fast Fourier Transform (FFT) at 8 kHz sampling frequency. The spectral peaks,
corresponding to the fundamental frequency and their harmonics reside on the same frequencies
as expected since they relate to the same insect and wingbeat event. However, the details of the
spectral signature, especially at high frequencies, are different for each spectral band.

(f) We can discern morphologically different insects, such as the bee, the wasp, and the fruit flies, as
they have very different wingbeating frequencies (Apis mellifera: 190 Hz, Polistes gallicus: 124 Hz,
Zaprionus: 220 Hz, D. suzukii: 250 Hz, D. melanogaster: 250 Hz) and distribution of power over
harmonics. We took all measurements at the same temperature.

(g) The light intensity close to the DC frequencies can quantify the size of the insect.
In terms of physical size and in descending order the insects are ranked as follows:
bee–>wasp–>Zaprionus–>D. suzukii–>D. melanogaster. The PSD plots in Figure 7 follow the
same ranking. Note that size classification is correct not only for the gross cases of a bee versus
fruit flies, but also among fruit flies, paving the way for automatic discrimination of similar
fruit flies.

(h) The spectral tilt in the PSD of large insects has a slope, whereas in small insects, it is more flat
and we attribute this to their main body contribution.

(i) The current implementation is sensitive to the AC frequency of artificial light and further
development is needed to make it noise immune.

 
Figure 6. The three ways to use the suggested sensor and its associated recorder: by tethering an insect
inside the probe volume of the sensor (e.g., by holding its legs with an inverted tweezer), by confining
the insect in a transparent cage that is large enough to allow the insect to fly, or by inserting the sensor
in an insectary cage containing a free-flying insect. Notice the black termination plane on the right of
the Plexiglas (MAXiBLACK, Advanced Coating Products, Acktar Store LTD, Kiryat-Gat, Israel).
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(a) 

(b) 

Figure 7. Cont.
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(c) 

(d) 

Figure 7. Cont.
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(e) 

Figure 7. Optical wingbeat recording of backscattered light wings and main body using three different
spectral bands (810 nm, 940 nm, white). Time domain signal at 8 kHz sampling rate for each band
on the left column of each sub-figure and the Welch power spectral density on the right column.
Recordings are treated as audio and the amplitude in y-axis is normalized between [−1, 1]. (a) The bee
Apis mellifera, (b) the wasp Polistes gallicus, (c) the fruit fly Zaprionus, (d) the fruit fly Drosophila suzukii,
and (e) the fruit fly Drosophila melanogaster.

4. Discussion

Undoubtedly, any sensor type related to the context of our application, such as microphones
and vision cameras, have advantages and disadvantages [13,14]. Multispectral imaging has been
suggested in a different context to our work in agriculture and entomology [15–17]. From our point of
view, optical sensors are the suitable choice for use in electronic insect gates and automatized insect
traps working in the field because they record intermittently, i.e., on per event basis, and only if their
probe volume (that can be shaped with proper lenses) is interrupted in contrast to the continuous
recording of microphones. Microphones receive continuous input from an uncontrolled and unknown
number of audio sources in the field and are not generally suitable for field applications. The proposed
multispectral sensors do not require the bandwidth of a vision camera and do not face the difficulty
of a photograph of a pile of insects that are not easily discernable in detail. Fresnel lenses provide
an affordable way to collimate light, and therefore, it is possible to effectively avoid interferences
from the sun or diffuse light sources. Using the sensor presented in this work, walking insects (e.g.,
bees and wasps) were efficiently detected and their presence was registered in the power of low
frequencies around the DC level. The power level of the received light was suitable to rank insects
according to their size. The wingbeat event could be easily discerned from a walking event due to
the harmonic structure of the power spectral density of the former and the flat spectrum of the latter.
The wingbeat “signature” of all insects in the spectral domain was consistent and repeatable [18].
The signal to noise ratio of the backscattered light sensor was at 30–40 dB and often reached 20–30
harmonics. Multispectral signatures look richer than the ones provided by simple one-band sensors
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but their advantage on classification improvement needs to be clarified and quantified with large-scale
experiments (see References [19–21] for related work).

Future work will focus on different wavelengths with an aim to discern mosquitoes that have
had a blood meal, or are dyed with fluorescent dust or carry a marker gene in the context of the
sterile insect technique. The work in Reference [22] demonstrated that is possible to discern with
high accuracy whether a mosquito carries a virus load based on NIR spectroscopy. While our
current application constraints do not allow us to reach this level of analysis, our ultimate goal
is to finally embed this kind of sensor in commercial mosquito traps. With the advance of high rate
RGB wavelength demultiplexers [23] and all-optical neural networks [24], we envision that the size
of the sensors will become smaller and artificial intelligence tools will be embedded in smart traps
that will provide a detailed analysis of incoming insects based on their back-scattered multi-spectral
signature. A dispersed network of “e-flowers” like the one depicted in Figure 1, when deployed in the
field, could unobtrusively sample the insect’s fauna and report on insect densities that can be correlated
to pollination studies (e.g., estimate insect counts and distribution of bees) or assess agricultural risks,
e.g., due to aphids.
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Appendix A

Hereinafter, we present details schematics of the electronic device described in the text. Data
supplemental to the main text is included in the directory of recordings.

Table A1. Cost break-down of the multispectral sensor and recorder (Euros).

Item Manufacturer Price

Photodiode 1X TEMD5080X01 Vishay Intertechnology, Malvern, USA 1.56E

LED GW CS8PM1.PM (8 pieces) Osram, Munich, DE 10.48E

LED 810nm, SFH4780S (8 pieces) Osram, Munich, DE 39.02E

LED 940nm, L1I0-094006000 (8 pieces) LUMILEDS, San Jose, USA 23.68E

Fresnel lens, Part number: 3* Fresnel Technologies Inc., USA 25E

CPU 1X STM32L4R7 Microelectronics. Geneva, Switzerland 12.67E

Four-channel ADC AD7768-4 Analog Devices 16.89E

ADC Drivers 3X THS4531 Texas Instruments 7.86E

Demultiplexer 1X OPA4376 Texas Instruments 3.27E

1X TS12A44514 Texas Instruments 1.35E

LED Drivers 3X ADA4805 Analog Devices 11.52E

1X TS12A44514 Texas Instruments 1.35E

2X IRF7341 Infineon 3.12E

Power Supplies 3X LP2985-33 Texas Instruments 1.48E

1X ADP7104 Analog Devices 3.58E

1X TPS76901 Texas Instruments 0.74E

1X TPS54302 Texas Instruments 1.65E

Passives Resistors,
Capacitors 10E
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Figure A1. Microprocessor unit. The microprocessor STM32L4R7 operates at 3.3 V and is synchronized
by the 16 MHz clock provided by the oscillator X2. It controls all functions of the recorder: storing at
the SD card, controlling the ADC, and production of the synchronization signals. The internal real time
clock is powered from battery B1 and is clocked by X1 (32.768 kHz crystal) that time-stamps detection
events. The CPU also drives the LEDs and the user interface through the function button and the status
LEDs, named LED1 to LED4. The connector SV1 is used for programming the CPU, and the SV2 and
SV3 is used for the connection of LEDs driver PCB to main PCB. The connector CON1 is used for the
connection of the sensor with the device.
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Figure A2. Three-channel ADC. The ADC is based on AD7768-4 (IC3) and converts the analogue audio
signals to digital words. It is a four-channel 24-bit sigma delta ADC and we use the three of them. The
three analog inputs of ADC are driven by three THS4531 differential amplifiers (ADC drivers). All
functions of ADC (sampling rate, digital filtering, etc.) are controlled by the main CPU. The control
interface is SPI and the digital audio data is transferred using the TDM protocol.
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Figure A3. Demultiplexer. The demultiplexer receives the photodiode amplifier output and sends
three dedicated analogue audio signals to the ADC.

Figure A4. Photodiode receiver. It is based on the OPA380 transimpedance amplifier. The IC9 with
the TR1 transistor functions as a feedback amplifier. Only the DC component of the IC8 output
passes through IC9. The output of IC9 controls the conductivity of TR1, which in turn, subtracts the
photodiode’s DC current. Therefore, the input of IC8 is contains only the AC component of the current.
This way, the sensor can function in the presence of sunlight. Without the feedback loop, it would not
be possible to function properly due to the high amplification of the OPA380 (470K feedback resistor).

204



Electronics 2019, 8, 277

 

Figure A5. Three-channel LED driver. The led driver is based on IC1, IC3, IC5, IC6, and IC7. The
voltage in the input of each ADA4805 controls the current of each LED array. This circuit is controlled
by the CPU that is connected to SV1. The control voltage of the drivers is different for each spectral
band to account for the different sensitivity of the photodiode responding to different spectral bands
and is produced by the DAC of the main processor. Therefore, with the help of the analogue switch
IC2 and the timing signals for the 940nm, 810nm, and white LEDs, the different voltages, in turn, give
input to the ADA4805.

 
Figure A6. LEDs array. One LED per spectral band.
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Figure A7. (left) Sensor LEDs’ power supply. (right) Indicator LEDs. The LED arrays are powered
with 5 V. The SMPS TPS54302 (IC12) produces this voltage. The indicator LEDs are controlled by the
CPU through the MOSFETs M1, M2, M3, and M4.
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Abstract: The signal from a resistive sensor must be converted into a digital signal to be compatible
with a computer through an interface circuit. Resistance-to-Period converter, used as interface,
is preferred if the resistance variations are very large. This paper presents the structure of an
interface circuit for resistive sensors that is highly robust to component and power supply variations.
Robustness is achieved by using the ratiometric approach, thus complex circuits or highly accurate
voltage references are not necessary. To validate the proposed approach, a prototype was implemented
using discrete components. Measurements were carried out considering a variation of ±35% in the
single supply voltage and a range from 1 kΩ to 1 MΩ.

Keywords: Resistance-to-Period converter; robust read-out circuits; ratiometric technique

1. Introduction

In recent years, the demand for sensors has increased in many areas, from medical and consumer
electronics to automotive and industrial applications. In particular, resistive sensors are widely used
in the industry for the measurement of displacement, strain, flow, force, pressure, temperature, light,
weight, humidity, gas concentration and moisture, among others. Their resistance may vary from a few
tens Ω such as thermistors, strain gauges, Resistance Temperature Detectors (RTD), piezo-resistive
sensors, etc., to several MΩ such as various gas chemiresistive sensors, light dependent resistors (LDR),
soil moisture, etc. To assess the resistive parameter, voltage may be applied across the sensor while the
current is read or vice versa. Then, this voltage or current must be converted into a digital domain to
be compatible with a computer, DAQ system, microcontroller or microprocessor using an interface.

According to [1], direct measurement of resistance changes can be done by two different ways:
In the case of small resistance variations, circuits based on voltage dividers and Wheatstone bridges
followed by precision differential or instrumentation amplifiers to reduce the offset voltage are used.
This results in large and complex configurations and linearization techniques must be applied
due to the intrinsic limitation in the dynamic range [2–4]. In contrast, quasi-digital converters,
i.e., resistance-to-frequency [5,6], -period [7,8] or -duty-cycle [9] converters, are preferred if the
resistance variations are very large. This converters not only provide a wider dynamic range but also
simplify interfacing to digital systems, as no analog-to-digital converters (ADCs) are required [10,11].
In this way, the resistance is measured indirectly using a simple digital counter.

Most of the quasi-digital converters proposed in the literature focus on achieving a wide
dynamic range (e.g., [12–16]), whereas other issues such as robustness and simplicity have not been
fully addressed, as required for low-cost, low-power readout circuits for practical implementations.
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Accuracy and robustness of most quasi-digital converters strongly depend on a bandgap voltage
reference or on high performance building blocks, such as low-offset and high-speed comparators,
resulting in higher complexity and/or power consumption [17,18]. In fact, the few papers on these
converters found in the literature that consider robustness to voltage variations suffer from these
disadvantages [19–22]. In this paper, the ratiometric concept is applied to achieve robustness to
component and power supply variations without increasing complexity and without the use of
bandgap circuits. The ratiometric approach is a common technique for measuring analog signals
from sensors, to be conditioned in a digital signal to be compatible with a computer, DAQ system,
microcontroller or microprocessor [23–26]. The advantage of the ratiometric approach is that it avoids
the need for internal regulators, which reduces energy consumption and costs, but one disadvantage
is that the dynamic range of the output depends on the supply voltage, and would be a major problem
where the supply voltage decreases continuously, e.g., in autonomous portable equipment.

The aim of this study was to design a low-cost and versatile interface for resistive sensors, offering
both wide operative range and robustness to component and power supply variations. The result is
a simple, compact, low-cost, low-voltage and low-power solution.

The paper is organized as follows: after the introduction in Section 1, the proposed approach is
described in Section 2 An implementation with discrete devices following the proposed approach is
described in Section 3. Section 4 shows the measurement results of a prototype. Finally, the conclusion
is provided in Section 5.

2. Circuit Description and Operation

The principle of the proposed resistive sensor interface is shown in Figure 1, which is implemented
using a Resistance-to-Current (R-I) converter and a Current Controlled Oscillator (CCO). In the R-I
converter, Vbias provides a constant voltage to biasing the sensor RS and produces a current inversely
proportional to the sensor resistance Iout(RS) = Vbias/RS. This current charges and discharges
a capacitor C, generating a triangular signal VC(t) whose slope depends on the current. VC(t) is
compared with a reference voltage Vre f to generate a square wave, Tout(Iout), whose period is
proportional to the resistance variation.

Figure 1. Block diagram of the proposed resistive sensor interface.

In Figure 2, an implementation of a Resistance-to-Current converter is shown. It is used to
give an output current inversely proportional to the sensor resistance. The high open-loop gain of the
amplifier will force the Gate of M1 to the required voltage such that Vbias appears across RS. The current
in RS will be Vbias/RS. This will flow only in the source of the transistor M1 and will be replied at
its drain. Finally, it is mirrored by the current mirror with a gain of 1/β. In this way, output current
is equal to

Iout =
Iin
β

=
Vbias
RSβ

. (1)
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Figure 2. R-I converter.

The output current, Iout, will charge and discharge a capacitor C through a switch (SW1),
which changes depending of the comparator output, as can be seen in Figure 3. The Voltage across the
capacitor C, VC(t) is compared with a reference voltage VH when it is charged and to another reference
voltage VL when it is discharged, being VH > VL. Each time VC(t) reaches VH or VL, the direction of
the current through the capacitor is reversed. Therefore, the period of the output signal is given by

Tout =
2C(VH −VL)

Iout
, (2)

where C is the capacitance from capacitor C.
Substituting Equation (1) into Equation (2),

Tout =
2CRSβ(VH −VL)

Vbias
. (3)

Figure 3. Implementation of the Current Controlled Oscillator.

To avoid the need for robust voltage reference, for Vbias implementation, the ratiometric approach
is applied by using the same voltage reference for both the first block and the second block, i.e.,
Vbias = (VH −VL). Thus, the period of the output signal is now given by
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Tout = 2CRSβ. (4)

In this way, the proposed architecture produces an output independent of any reference voltage,
and no bandgap circuit is required. This reduces complexity, cost and power consumption of the system.

Minimal capacitance tolerance in commercial capacitors (ΔC) is 0.5%, so the maximum error is
equal the same value. Additionally, error due to the delay in the comparator and switches is considered
by adding a delay factor, td. To consider errors due to variations on the capacitor and delays, the period
of the output signal of the proposed interface is given by:

Tout = 2(C± ΔC)βRS + td. (5)

The switches that control the reference level (SW2) were implemented with a pair of complementary
transistors. In this way, the change in the reference level is faster than the change in the integration
sign, avoiding a deadlock situation, as shown in Figure 4. The change in the integration sign can be
seen as a negative feedback mechanism, as the integrator output voltage changes backward. In turn,
the change in the reference level is a positive feedback mechanism since it is the action that makes
the whole system regenerative. In the ideal case, both actions occur at the same time, as depicted
in Figure 4a; however, in real circuits, both feedbacks have a delay. When the output voltage of the
integrator becomes higher than the high reference voltage, two actions are performed: switch the sign
of the integrated constant and switch the reference voltage. If the reference voltage does not change
faster than the sign of the integrated constant, the output voltage of the integrator will cross the high
reference voltage again, leading to a deadlock state, as illustrated in Figure 4b. To avoid a deadlock
situation, the positive feedback loop has to be stronger than the negative feedback mechanism to
ensure that the transition to the next state takes place, as shown in Figure 4c [27].

Reference
level

Integrator
output

(a)

Reference
level
delay

delay:
extra

integration

(b)

Reference
level
delay

delay:
extra

integration

(c)

Figure 4. Transitions of both feedback loop. (a) Ideal case; (b) Deadlock situation; (c) No
deadlock situation.

3. Proposed Circuit

This section presents an implementation designed with discrete devices to demonstrate the
potential of the proposed architecture.

A variation of a linear voltage to current converter [28] shown in Figure 5 was used to implement
the current mirror of Figure 2. Therefore, Iout is now

Iout =
IinR1

R2
. (6)

Thus,

β =
R2

R1
. (7)

The maximum error in β is±1.4% considering that commercial resistor have a minimum tolerance
of 1%.
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Figure 5. Current mirror implementation.

The complete resistive sensor interface is shown in Figure 6. The R-I converter consists of
one resistor ladder (Rladder), two amplifiers (A1 and A2) and two current mirrors (CM1 and CM2).
The voltage across the resistive sensor RS is set by amplifiers A1 and A2. The current I(RS) flowing
through the sensor is driven to M1 and M2, and then current mirrors are used to improve accuracy
of the copy. In this way, the current injected to or subtracted from the capacitor C remains almost
independent of the variations in VC(t). The CCO consists of one comparator (comp), two switches
(SW1 and SW2) and two NOT gates. The circuit that controls the current flow direction (SW1) was
implemented using complementary transistors (M4 and M5). The switches that set the appropriate
reference voltage level (VH or VL), were implemented with transmission gates to ensure that the change
in the reference level is faster than the change in the integration sign.

−

+

−

+

−

+

−

+

−

+

Comp

A1

A2

A3

A4

C

M1

M2

M3

M4

M5

M6

R

R

R

R

R

RS

R1

R2

R3

R4

Vdd

VddVdd

+

-
Vbias

SW2

SW1

VC(t)

I(RS)

I(RS)
I(RS)

I(RS)

RLadder

CCO
R-I

CM1

CM2

Tout

VL

VH

VH

VL

Figure 6. The proposed approach.

4. Experiments and Results

The proposed architecture was simulated in LTspice and realized with a discrete component
prototype to test it. The component choice for building the prototype was done under constraints
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of compactness, single-supply voltage operation and low cost. The component selection includes
quad-operational amplifiers (LM324), complementary enhancement mode field effect transistors
(AO4614) and precision resistors of 1 kΩ. Both NOT gates were implemented using complementary
transistors. Finally, a capacitor C of 100 nF (with 5% accuracy) was used. A picture of the realized
printed circuit board (PCB) is shown in Figure 7. Optimizations could therefore be made to further
improve the circuit compactness.

Figure 7. PCB from proposed circuit implementation.

For the experimental setup a DC Power Supply from BK PRECISION to power the circuit and
a TDS1002 Mixed Signal Oscilloscope from Tektronix and a 5491A Digital Count-Multimeter from BK
PRECISION to analyze the output signal were used. Experimental set-up is shown in Figure 8.

Figure 8. Experimental setup.

The converter was tested with sample resistors RS (ranging from 1 kΩ to 100 MΩ with 1% accuracy)
to emulate the sensor. Commercial resistors were used, whose values were previously determined
with a 5491A Digital Multimeter from BK PRECISION. To measure output signal and to evaluate the
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system performance in terms of relative standard deviation and linearity, multiple-period averaging
was applied. For each tested resistance value, 1000 consecutive measurements were taken.

A snapshot from oscilloscope with an input resistance RS equal to 1 kΩ and its corresponding
frequency (1/Tout) are shown in Figure 9. Both simulation and experimental data, as well as the linear
Equation (5), using the weighted least square regression, are shown in Figure 10. The circuit was
tested with Vdd equal to 5 V. A linear correlation coefficient of 0.9953 was obtained with respect to
Equation (5). Vertical error bars show ±2σ.

Figure 9. Oscilloscope snapshot for RS equal to 1 kΩ.

Figure 10. Period as function of the sample resistors. Simulation in solid red squares, experiment in
solid black circles and linear Equation (5) in solid line.

F. Reverter et al. [29] presented an analysis of the effects of power supply interference on the
output information in quasi-digital and modulating sensors, in which variations in power supply
around 25, 50, and 100 mV and 0–5 times the central frequency were tested. In both cases, quasi-digital
sensors have time-based outputs that are susceptible to power supply interferences. In this work,
experimental measurements were carried out considering a variation of ±10% and of ±35% in the
single supply voltage with a nominal value of 5 V, to demonstrate that dependence with the supply
voltage (VDD) was reduced when Vbias was matched with (VH-VL). In Figure 11, the experimental
data from ±10% variation with a maximum error of ±2% is shown. The error was calculated using
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the nominal value. In the same way, Figure 12 shows a maximum standard deviation of ±10% with
respect to the mean, for a sweep from 3.5 to 7.5 V in the Vdd (more than 50% of Vdd variation).

Figure 11. Period as function of the sample resistors. Experimental results with a power supply
variation of ±10% from a nominal value of 5 V.

Figure 12. Period as function of the sample resistors. Experimental results with sweep from 3.5 to 7.5 V
in the power supply.

To prove robustness to component variation, a second discrete component prototype was
implemented. The complementary enhancement mode field effect transistors from the AO4614 family
were replaced with the DMC4050 family and both NOT gates were implemented using a TTL7402.
The operational amplifiers, resistors, and capacitor were kept with the same values. Figure 13 shows
the experimental data from the comparison between the component replacement of the AO with the
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DMC family. A correlation coefficient of 0.9956 was obtained. In the same way, another measurement
was done where all operational amplifiers from the LM324 family were rotated, i.e., all the encapsulated
opamps were changed by others of the same family. The rotation was done four times. Figure 14
shows four histograms and the mean value from the four measurements. Error from the histogram is
less than ±1.5%. Thus, it was found that changes on the components did not represent a significant
change in the response of the proposed circuit.

Figure 13. Experimental results from two discrete component prototypes: the first implemented with
transistors from the AO4614 (AO, square) family and the second from the DMC4050 family (DMC,
circle). Correlation coefficient equal to 0.9956.

Figure 14. Histogram from the opamp variations with four different encapsulated. RS = 2.7 KΩ.

Finally, Figure 15 shows the response of the proposed circuit for different values of capacitance C.
It should be mentioned, that according to Equation (5), the smaller is the capacitance, the greater will
be the error due to delay td.
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Figure 15. Measurement for different values of capacitance C.

5. Conclusions

A robust converter for obtaining a quasi-digital output directly from a resistive sensor is presented
in this work. The proposed solution is based on the ratiometric approach, so the output becomes
independent of any reference voltage. The square-wave output signal provides an easy way to process
the sensor resistance allowing a simple data acquisition through low-cost digital processing systems.

Several works on the conditioning of resistive sensors have been reported in the literature,
however, none has contemplated or shown the robustness to variations of the power supply and
change of components according to the authors’ knowledge. In this work, an architecture is shown
that focuses on this robustness maintaining a wide dynamic range and precision.

Analysis of the proposed architecture for possible sources of errors indicates that most of the
non-idealities introduce a gain error in β (in the current mirrors) and a delay td (by the comparator
and switches), which can easily be canceled after calibration step.

Through several experimental measurements using two fabricated discrete components prototype,
commercial Op-Amps and resistors emulating sensors, the results presented here establish the efficacy
of the architecture proposed.

Based on the presented results, regarding its robustness and linearity with different variations,
the proposed circuit is a suitable solution for portable sensor interfacing applications that have not
been fully explored.
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Abbreviations

The following abbreviations are used in this manuscript:

LDR Light Dependent Resistor
RTD Resistance Temperature Detector
DAQ Data Acquisition
R-I Resistance-to-Current
CCO Current Controlled Oscillator
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Abstract: An asynchronous successive approximation register (SAR) ADC incorporates a passive
resistor based delay cell to reduce power consumption and accommodate the SAR ADC with a
reconfigurable sampling frequency or tapered bit period without repeated delay calibration. The
ADC aims to have a sampling frequency of several MS/s. The proposed delay cell adopts resistance
controlled delay architecture to generate a delay of nanoseconds with high linearity. The resistance
controlled delay cell is based on a passive resistor instead of a MOS transistor using a triode region to
avoid the nonlinear delay characteristic of active devices. From the analysis of the linearity of delay
cell, the passive resistor based delay cell achieves a delay error of about 5 percent. The prototype
ADC to validate the proposed passive resistor based delay cell is fabricated in 40 nm CMOS. The
ADC occupies 0.054 mm2 and achieves an SNDR of 57.4 dB under 67 μW power dissipation at a 1.1 V
supply with a 3 MHz sampling frequency.

Keywords: asynchronous; delay cell; passive resistor; SAR ADC; loop delay circuit

1. Introduction

From low speed applications such as industrial monitoring, bio-medical and sensor node [1–3] to
high speed applications such as high speed links and next generation communication systems [4,5],
Successive Approximate Register (SAR) ADC is the most widely adopted ADC architecture owing to
its low power operation from a simple operating principle. Moreover, an asynchronous architecture is
also widely used to mitigate the requirements of the comparison time of the comparator in SAR ADC.

In the asynchronous SAR ADC, the time budget of the sampling clock is composed of an input
sample time, comparator comparison time, capacitor DAC settling time, digital logic propagation delay,
and the number of repetitions proportional to the resolution, as shown in Figure 1. While many studies
have been conducted to reduce each timing budget to enhance the ADC performance, the loop delay
that replaces the DAC settling time has been subjected to few methodological studies. Therefore, this
paper focuses on digitally controlled delay generation methods with linear delay characteristics when
the asynchronous SAR ADC has a sampling frequency of several MS/s. The linear delay characteristics
can be applied to design the loop delay circuit of SAR ADC with reconfigurable sampling frequency or
tapered bit periods [6,7]. For the SAR ADC of this paper, we designed an ADC with reconfigurable
sampling frequency to obtain an adjustable frame rate in a touch screen panel (TSP) readout IC.

There are several ways to implement a digitally controlled variable delay cell. The popular
method is a delay cell with shunt capacitors [8]. Assuming that the delay cell is a first-order RC circuit,
this delay cell adjusts the capacitance depending on the digital input patterns. Similarly, a method
adjusting the resistance in the first-order RC circuit was introduced in reference [9]. An MOS transistor
array was used as a variable resistor. Another method used to generate a digitally controlled delay
cell is a current starved architecture [10]. The delay cell adopts a tail current source, thus adjusting

Electronics 2019, 8, 262; doi:10.3390/electronics8030262 www.mdpi.com/journal/electronics221
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delay by digitally controlled current level. Using digital logic propagation delay is another way to
implement a digitally controlled delay cell [11]. This method adjusts the delay by varying the number
of logic gates.

Figure 1. A structure and timing budget of the asynchronous SAR ADC.

When the delay cell is applied to the asynchronous SAR ADC, with sampling frequency of few
MS/s and medium resolution, the delay cell should have a delay value of several tens of nanoseconds.
Thus, the delay generation methods using the logic propagation delay and variable capacitance are
inadequate due to power consumption in proportion to delay. In addition, the current staved structure
requires an analog bias voltage, which leads to static current consumption by an additional bias
generation circuit. In the case of using a MOS transistor as a variable resistor, the coding problem
occurs due to the unpredictable circuit characteristic when the delay is generated by the equivalent
resistance value.

Among the methods used to generate delay, the proposed delay cell adopts a resistive controlled
delay cell to achieve high linearity with low power consumption. Thus, the proposed delay cell
replaces the MOS transistor array to passive resistors to avoid the nonlinear delay characteristic and
code dependent parasitic capacitance of the active device. The structure of the proposed delay cell
is described in Section 2, along with the analysis of the linearity of the delay. The detailed circuit
implementation of the proposed delay cell is represented in Section 3 with a delay calibration method.
Finally, the simulation and measurement results are shown in Section 4, and we conclude the paper in
Section 5.

2. Linearity of Delay Cell

Figure 2 shows a simple delay cell structure with a RC low-pass filter. When the input changes
from high to low, the output voltage VOUT(t) can be expressed as a first order response given as

Vout(t) = Vsup

(
1− e−t/τ

)
(1)

where Vsup is supply voltage of delay cell. Then, we can solve the (1) for t, yielding

t = τ ln
Vsup

Vsup −Vout(t)
(2)
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Figure 2. Simple delay cell using a passive resistor and capacitor.

Assuming that a logical signal is delivered to the next digital logic when the voltage settling is
about 50 percent, the final value of Vout(t) can be approximated to be 0.5 Vsup. Then, the logarithm
term in (2) can be replaced by a constant coefficient α. Thus, the calculated delay time for the time
constant can be expressed as

t = α·τ = α·(Ron.p + R
)
C (3)

where Ron.p is the turn on resistance of the P-type MOS transistor. From (3), the resistance R, capacitance
C and equivalent resistance of the MOS transistor Ron.p are the factors that can adjust the delay time.
However, adjusting C is difficult, because the power consumption of delay cell is proportional to
C. In addition, using turn on resistance Ron.p of the transistor is also not suitable due to the poor
linearity of delay from the nonlinear characteristic of active devices. Therefore, adjusting R is the most
reasonable approach in terms of power consumption and delay linearity. Then, we obtain a linear
delay step according to the derivation of R which is given as

Δt = α·Δτ = α·ΔRC (4)

It is important that the effect on Ron.p, which causes the nonlinearity, is eliminated in the resistive
controlled delay cell.

The proposed digitally controlled delay cell is shown in Figure 3. The resistance is controlled by
a switch with a small resistance value. Cp is the parasitic capacitance of the switch. As the switch is
made of a pass transistor, the parasitic capacitance changes depending on whether the switches are on
or off. Cp.tot is sum of the parasitic capacitances for all pass transistors.

Figure 3. Proposed resistive controlled delay cell.

From (3) the delay time is a calculated by the product of time constant of the circuit and constant
coefficient α. In other words, we can obtain the delay time by calculating the time constant of delay cell.
To derive the time constant of entire RC network of proposed delay circuit, the Elmore delay model
is employed.

Figure 4 represents the RC network model of proposed delay cell. Ron.ptr is the turn on resistance
of a switch made of pass transistor. Cp.on and Cp.o f f are parasitic capacitances of turn on and off switch,
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respectively. Among the switches, only one switch is turned on as the digital control input, so the
internal RC network connected in parallel with the Ron.ptr must be converted to a network, to which
the Elmore delay model is applicable.

Figure 4. RC network model of proposed delay cell.

To simplify the internal RC network, Figure 5 describes a lumped PI-T transform method [12].
After calculating the time constant of PI and T model using Elmore delay model, two relations of the
lumped PI-T transform are given as

RP = 2RT , CT = 2CP (5)

Figure 5. Lumped PI-T transform.

Using the lumped PI-T transform, the internal RC network can be simplified in the form of PI,
and the parameters of the simplified PI model RP and CP are calculated as

RP = kR, CP = 0.5(k− 1)Cp.o f f (6)

where k is the number of R in the internal RC network.
Figure 6 shows the RC network model of proposed delay cell using (6). N represents the total

number of switches. Assuming that Ron.ptr is much smaller than R, the resistance of parallel resistors
can be approximated as

(N − k + 1)R ‖ Ron.ptr ≈ Ron.ptr (7)

Figure 6. Equivalent RC network model of proposed delay cell.

Then, the normalized time constant equation of the proposed delay cell can be obtained as

τk = g(k) +
(

Ron.p + kR
)(

Cp.on + 0.5(N − k)Cp.o f f

)
+
(

Ron.p + kR + Ron.ptr
)(

C + Cp.tot + 0.5(N − k)Cp.o f f

) (8)
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where

g(k) =

⎧⎪⎨⎪⎩
0 , k = 1

k−1
∑

i=1

(
Ron.p + iR

)
Cp.o f f , k ≥ 2

Finally, the delay step can be obtained by the difference between the previous and current step of
the normalized time constant from (4) and is derived as

Δt = α·(τk − τk−1)

= α·
[

R
(

C + Cp.tot + Cp.on + (N + 1)Cp.o f f − 0.5kCp.o f f

)
− 0.5Ron.ptrCp.o f f

] (9)

It is important to note that the nonlinearity of proposed delay cell is determined by the term
multiplied by the value of k. If N is large enough, Equation (9) can be approximated as

Δt ∼= α·
[

R
(

C + 2Cp.tot − 0.5kCp.o f f

)]
(10)

The term including Ron.ptr is very small and hence negligible. If C is not in (10), then the delay
linearity of the proposed structure has an error of approximately ±12.5 percent at maximum. In order
to attain more linearity, the passive capacitor C is added at the cost of the increased power consumption.

3. Circuit Implementation

The implementation of loop delay circuit for asynchronous SAR ADC is presented in Figure 7.
This circuit senses the comparison completion of the comparator and makes the comparator reset and
operation clock repeatedly. The detailed circuit operation is as follows. When the START generated by
inverting the sampling clock goes high, the loop is activated and the first comparison is made as the
comparator clock COMP_CLK goes high. After the comparison of the comparator, the COMP_DONE
indicating the end of the comparison becomes high and quickly resets COMP_CLK through the
comparator reset path. As the comparator is reset, COMP_DONE is also reset. Then, the low state of
COMP_DONE is propagated through DAC settling path, and COMP_CLK becomes high again after a
propagation delay of delay cell. This SAR operation loop is repeated until the STOP goes high after all
conversion cycles have ended.

Figure 7. Loop delay circuit of asynchronous SAR ADC.
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One feature of the loop delay circuit is that it is divided into the DAC settling path and the
comparator reset path depending on the logical state of COMP_DONE. This two path operation has
the advantage of using both fast and slow signal passing. However, the internal node of the delay
cell can be in undesired states when the low state is applied to the delay cell input, because the input
of the delay cell may change before the internal logical states by earlier high state input are entirely
propagated. To prevent these uncertain states in the proposed delay cell, it includes reset switches
as shown in Figure 8. The reset switches quickly reset the internal nodes of the delay cell when the
comparator reset path is activated. The delay cell is controlled by 5-bit digital input, hence 32 resistors
and switches consist of a proposed delay cell. Rinit, representing the first passive resistance, is replaced
by a lager resistance, instead of R, to increase the minimum delay. In addition, a Schmitt trigger is
employed at the output stage to prevent any glitch caused by the supply fluctuations [13].

Figure 8. Proposed delay cell circuit including reset switch and Schmitt trigger.

The main drawback of using a passive resistor is that the resistance in the silicon process varies
significantly with the process corner or temperature. Particularly, the delay variation is mostly
dominated by process variation rather than temperature variation. To resolve this process variation,
a foreground calibration is performed for the loop delay circuit. The delay is calibrated so that the
STOP indicating the end of the conversion is aligned with the rising edge of next track and hold clock,
as shown in Figure 7. Moreover, an additional DAC settling cycle is added to cover the temperature
variation, hence securing a 1 cycle margin.

4. Simulation and Measurement Results

Figure 9a shows the calculated delay times from (8) with simulated delays from SPICE simulation
according to the input digital codes. In the proposed delay cell, Rinit and R are 15.1 kΩ and 1.9 kΩ,
respectively, at the nominal corner. Cp.o f f and Cp.on are 2.77 f F and 3.45 f F, respectively, and are
extracted by the SPICE simulation. Because foreground calibration is performed to correct the delay
mismatch from process variation, the delays in all corner conditions meet the 15 ns after calibration.
The gray lines show the delays as temperature variations at a nominal corner. Compared to the corner
variation, the delay variation from the temperature variation is very small, which is covered by the
1 cycle margin. The calculated delay values reflected the different α values of (3) as the temperature and
corner. Ron.p and Ron.ptr also reflected the temperature and corner variation. Figure 9b shows the step
delays from SPICE simulation of the proposed delay cell. The proposed delay cell achieves an error of
about 5 percent, owing to the additional 155 f F of Metal-Oxide-Metal (MOM) capacitor C to improve
linearity. Figure 10 shows simulation results of best and worst delay errors by component mismatch.
From 200 samples of a Monte Carlo simulation, the best and worst delay error are 2.8 percent and
4.4 percent, respectively, with a mean of 3.6 percent and a standard derivation of 0.2 percent. Thus,
the effect of mismatch does not significantly affect the delay linearity.
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Figure 9. (a) Calculation and SPICE simulation results of delay versus the delay codes; (b) linearity of
proposed delay cell from SPICE simulation.

Figure 10. Worst and best linearity of proposed delay cell from Monte Carlo simulation.

Table 1 shows the comparison of delay cell structures with respect to current consumption
and delay error. In the case of the current staved delay cell, we followed the design procedure of
reference [10] with 30 f F of load capacitor. For fair comparison, the current consumption is measured
with clock frequency of 20 MHz, and the each digital codes that adjusts the delay is set to 15ns. In terms
of current consumption, the current starved delay cell has low current consumption. However, it has
a 45 percent delay error, which is inadequate for tapered bit periods and reconfigurable sampling
frequency. Contrarily, the shunt capacitor based delay cell has high linearity but consumes too much
current. In case of the passive resistor based delay cell without C, the delay error is 8 percent with
same current level of the current starved delay cell. To reduce delay error, the passive capacitor C
is added in our application with additional 10 percent of current consumption. In the total power
consumption of ADC, the passive resistor based delay cell consumes 28.4 μW.

Table 1. Comparison of delay cell structure.

Delay Generation Structure Current (μA) Delay Error (%)

Shunt Capacitor [8] 84 4
Current Starved [10] 13.2 45

Passive Resistor with C 14.6 5
Passive Resistor without C 13.2 8
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Figure 11 shows the signal to noise and distortion ratio (SNDR) performance of prototype SAR
ADC according to the delay codes. As the delay code increases, LSB conversions are not performed
due to increased DAC settling delay at a given time, hence degrading SNDR performance. In order to
use the proposed delay cell for the ADC with reconfigurable sampling frequency, two frequencies and
their corresponding delay codes are required to obtain the relation equation. For example, measuring
the sampling frequency of prototype SAR ADC at 2 MHz and 3 MHz from two delay calibrations,
the corresponding delay codes from calibration are 0 and 11, respectively. Then, in the case of 2.5 MHz,
the calculated delay code is 5.5 from the relation equation made with a two point calibration, and thus,
delay code of 5 is applied, which is well matched to the measurement at a 2.5 MHz sampling frequency.
The delay codes where the bits are skipped also show that the delay cell is sufficiently linear to be
utilized for the ADC with a varied sampling frequency.

Figure 11. SNDR performance of SAR ADC as delay codes.

The prototype SAR ADC is fabricated in the 40 nm CMOS process. Figure 12 shows the die
photograph of prototype SAR ADC, which occupies a core area measuring 670 um × 80 um. The
delay cell occupies 35 um × 17 um, which is about 1 percent of total area. The prototype SAR ADC
operates under 1.1 V supply voltage, consuming 67 μW at the 3 MHz sampling frequency. Figure 13
shows the differential nonlinearity (DNL) and integral nonlinearity (INL). The peak DNL are 2.9/-1
LSB, and the peak INL are 5.8/−10.5 LSB. Figure 14 shows an output spectrum from the prototype
SAR ADC for near 100 kHz and 1.5 MHz. With a near 100 kHz input frequency, a measured spurious
free dynamic range (SFDR) and SNDR are 68 dB and 59.4 dB, respectively. With a near 1.5 MHz input
frequency, the prototype ADC achieves an SFDR of 65.2 dB and SNDR of 57.4 dB, yielding a FoM of
35.4 fJ/conversion-step. The overall performance of the prototype ADC is summarized in Table 2 and
compared to references [14–17].

Figure 12. Die photograph.
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Figure 13. Static performance of prototype SAR ADC.

Figure 14. Measured output spectrum of prototype SAR ADC with (a) a near 100 kHz sinusoidal input;
(b) a near 1.5 MHz sinusoidal input.

Table 2. Performance summary and comparison.

Reference [14] [15] [16] [17] This work

Technology (nm) 110 180 180 28 40
Resolution (bit) 10 10 12 12 13

Supply Voltage (V) 1.2 0.9 1.8 1 1.1
Sampling Rate (MS/s) 10 2 10 4 3

ENOB (bit) 8.6 9.07 10.82 10.1 9.3
FoM (fJ/conversion-step) 409 20.6 44.2 26 35.4

Power (μW) 1640 22.12 820 115 67
Area (mm2) 0.25 0.21 0.359 0.016 0.054

5. Conclusions

In this paper, a 13 bit 3 MS/s asynchronous SAR ADC with a passive resistor based delay cell is
presented. The proposed delay cell adopts passive resistors, which yields a delay error of less than 5
percent with reduced power consumption. The prototype SAR ADC achieves 57.4 dB of SNDR with
67 μW power dissipation, which converts to FoM of 35.4 fJ/conversion-step. This measurement shows
that the scaling of delay codes can cope with the reconfigurable sampling frequency.
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Abstract: The number and position of sEMG electrodes have been studied extensively due to the need
to improve the accuracy of the classification they carry out of the intention of movement. Nevertheless,
increasing the number of channels used for this classification often increases their processing time
as well. This research work contributes with a comparison of the classification accuracy based on
the different number of sEMG signal channels (one to four) placed in the right lower limb of healthy
subjects. The analysis is performed using Mean Absolute Values, Zero Crossings, Waveform Length,
and Slope Sign Changes; these characteristics comprise the feature vector. The algorithm used for
the classification is the Support Vector Machine after applying a Principal Component Analysis to
the features. The results show that it is possible to reach more than 90% of classification accuracy by
using 4 or 3 channels. Moreover, the difference obtained with 500 and 1000 samples, with 2, 3 and
4 channels, is not higher than 5%, which means that increasing the number of channels does not
guarantee 100% precision in the classification.

Keywords: intention of movement classification; EMG-Signals; Support Vector Machines

1. Introduction

In recent decades, the use of signals obtained from the muscles has become popular due to its
implementation in different applications such as health monitoring, assistive technology, and prosthetic
control. This is due to the increase in technological advances in wearable electronics for the exploration
of muscle signals.

When a muscle contraction or relaxation occurs, it generates an electrical potential that can be
measured with an electromyographic sensor. There are two different approaches to place this kind of
sensor—invasive and non-invasive methods. In the case of the former, the sensor is intramuscular; whereas
in the latter, commonly called surface electromyography (sEMG), the sensor is placed on the skin surface;
the former approach is the most common technique since it does not require surgical intervention.

To improve the classification accuracy, Oskoei, M. A. and Hu, H. [1] experimented with the
quantity and type of characteristics used in the feature vector, while She et al. [2] varied the kernels
utilized by the classifier.

Using another approach, Englehart K. and Hudgins B. [3] compared the effect in the accuracy
due to the method used to obtain the features in frequency time, like Fast Fourier Transform, Wavelet
Transform, and Wavelet Packet Transform. In general, the most common way used to improve this
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accuracy is to find some algorithm, variation or combination of these, to try to reach an accuracy of
100% [1,4–13].

Some researchers have also increased the number of channels used to classify; for example,
Fukuda O. et al. [9] used six sensors, authors [14–17] used eight and Ceseracciu et al. [18] even used sixteen,
but, none yields 100% accuracy in the classifications. In an effort to improve accuracy, some researchers
have not only increased the number of channels but also the number of features employed; for example,
Alizadeh et al. [19] increased both the number of features up to 28 and the EMG channels up to six.

The methods for signal analysis involve time-domain and frequency-domain features,
time-frequency analysis methods, power spectrum density, and higher-order spectra [20]. For example,
Pancholi S. and Joshi A. M. [21] combines two of them, time and frequency domain features, using nine
features for the time domain and seven features for the frequency domain, that is 16 in total.
In order to analyze the sEMG signals, this work only considers time-domain features, since they
are easy to compute and do not require any transformation. Therefore, Mean Absolute Value (MAV),
Zero Crossings (ZC), Waveform Length (WL) and Slope Sign Changes (SSC) are recommended
characteristics to obtain a better classifier performance [2,3,8,13,16,22].

Increasing the number of channels for the classification introduces a dimensionality problem,
which leads to lower classification performance [23]. Some tools can be used to analyze signals
to improve the classification accuracy without increasing the number of them processed, e.g.,
the Empirical Mode Decomposition used only in a single-channel [24].

Aside from the techniques looking for ways to improve the accuracy in classification,
other research works are focused on reducing the dimensionality problem such as Principal Component
Analysis (PCA), Independent Component Analysis (ICA), Linear Discriminant Analysis (LDA),
Canonical Correlation Analysis (CCA), among others.

Although the goal of PCA is usually to find out an optimal linear transformation which represents
the original data and to reduce the dimensionality of the features vector [25–28], this research work
only uses this method in order to achieve better accuracy, not to reduce the dimensionality of features.

Support Vector Machines (SVMs) are used for classification because they have a high potential for
classifying signals in myoelectric control systems since they can recognize complex patterns [1].

However, in previous research, the difference in classification accuracy caused by increasing the
number of channels or by varying the muscle from which the EMG signal is extracted has not been
shown. This study offers the researchers the opportunity to decide whether the increase in resources
used for processing is worthwhile or not.

In this article, sEMG signals were recorded on four opposite muscles on the lower limb and are
used to compare the classification accuracy; there were four different stages with an increase in the
number of signals in each stage that is, in a first step, only one signal was used, then two of them,
then three and finally four signals in a final stage. The muscles selected to place the sensors on them
were tibials anterioris (TA), gastrocnemius medials (GM), biceps femoris (BF) and vastus lateralis (VL),
which presents a better movement signal [29].

This paper is organized as follows. Section 2 provides a brief background of the conventional
techniques used for sEMG signals analysis and the most commonly used features, and describes the
Support Vector Machine algorithm and PCA. Section 3 describes the experimental design and the
analysis of sEMG signals. Comparison results from the SVM classifier varying the number of channels
and their origin are presented in Section 4. Section 5 presents our concluding remarks.

2. Background

2.1. Analysis of sEMG Signals

Myoelectric control success depends highly on the classification accuracy. Classification methods
and feature extraction are essential to attain high performance in the classification for pattern
recognition [1].
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Depending on the level of muscle contraction, sEMG signals vary in amplitude, variance, energy,
and frequency. Given those measures, a variety of features is extracted from them for their analysis.
As mentioned earlier, the most recommended in literature are MAV, ZC, SSC, and WL, and are
described in the following paragraphs.

• MAV: It is the average of the N absolute values of the sEMG samples within a given time epoch,
and is given by:

MAV =
1
N

N

∑
i=1
|xi|. (1)

• ZC: It is the number of times that the signal samples {xi} cross zero, whether it goes from
a negative value to a positive one or the other way around, as in equation:

ZC = ∑
i

fZC(xi), (2)

where

fZC(xi) =

⎧⎪⎨⎪⎩
1, if xi > 0 and xi+1 < 0

or xi < 0 and xi+1 > 0,
0, otherwise.

(3)

• WL: It is the accumulated variation of a signal that can indicate the degree of signal oscillation
and is given by equation:

WL =
N−1

∑
i=1

|xi+1 − xi|. (4)

• SSC: It counts the number of times that the slope of the signal changes sign, which make necessary
to evaluate where it is, where it was and where the signal goes. SSC is calculated with equation:

SSC = ∑
i

fSSC(xi), (5)

where

fSSC(xi) =

⎧⎪⎨⎪⎩
1, if xi < xi+1 and xi < xi−1

or xi < xi+1 and xi > xi−1,
0, otherwise.

(6)

2.2. Principal Component Analysis

PCA is a statistical technique that performs a linear transformation from an original set of values
into a smaller one of uncorrelated variables, which represents the most relevant information of the
original set. Thus, the dimensionality of the original set is reduced or kept but never increased.
The idea was conceived by K. Pearson [30] and later developed by Hotelling [31].

The PCA technique uses the covariance matrix from the original set (X) and the correlation
between every one of these components, in such a way that a smaller Y output space is found,
by representing the statistical information contained in X as it is described in equation:

Y = XC, (7)

where C is the m× n matrix with the principal components selected, where n < m, which implies the
dimensionality reduction from the original set. The procedure to determine C consists in constructing
the covariance matrix, then compute the eigenvalues and eigenvectors to project the data matrix with
these eigenvectors in decreasing magnitude order. Finally, it is only necessary to consider the desired
information and to select the number of vectors that compose it.
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2.3. Support Vector Machines

SVMs are commonly used as a classification algorithm for body movements, images, sounds,
and other data. An SVM builds an optimum separation hyperplane in a feature space which is said to
be of high dimension when the inputs are mapped using non-linear functions, to be able to distinguish
between two or more object types. In 1995 this theory was introduced in [32].

In an SVM, the training algorithm is reformulated as a global and unique problem to solve using
Quadratic Programming (QP) for input training data (x1, y1), . . . , (xm, ym) ∈ RN × {−1,+1}, where xi
corresponds to the input value and yi the assigned value of the object type to which it belongs (also
known as a class); if these data are not linearly separable, they are a mapped (non-linearly) by a kernel
function ϕ : RN �→ F into a characteristic space F. In this way, the obtained linear hyperplanes that
separate the object types can be described as:

ω ∈ {x | ϕ(x) + b = 0}, ω ∈ R
N , b ∈ R (8)

Thus, by constructing an optimal hyperplane with the maximum value of the separation margin
and a closed error ξ in the training of the algorithm, the QP problem is stated as:

min
w,b

1
2
‖ω‖2 + C

m

∑
i=1

ξi (9)

The first term in a cost function that generates a maximum separation margin between
classes, while the second one provides an upper bound for mistakes in the training data. Finally,
the constant C ∈ [0, ∞) creates a compensation between the number of poorly classified samples with
a maximum margin.

Finally, the solution to the objective function proposed in Equation (9) can be obtained as mentioned
in the previous paragraph using QP tools or methods such as those proposed by Pérez-Hernández [33].

3. Methods and Experimentation

3.1. Data Acquisition

The data in this research were acquired from eight healthy subjects, four females and four males.
All subjects are aged between 23 and 32 years old, normally limbed and without muscle disorders.

The sensor system was placed on the skin over the muscles and comprised nine electrodes,
eight of them, positioned in pairs, sensing the differential potential from muscles, and the last one used
as a ground reference. Electrodes used were Kendall Medi Trace 200 (Ag/AgCI circular bipolar electrodes,
with 10 mm in diameter with an adhesive conducting gel). The sEMG signals were amplified almost
1000 times after passing through the INA114 amplifier. Then, the signals went through an analog
60 Hz notch filter to remove electric line interference, implemented with an operational amplifier.
Later, an offset was applied to the signal to set a reference voltage of 1.67 V, because the ADC (Analog
to Digital Converter) has a range from 0 to 3.3 V (Figure 1).

The signals were sampled with the aid of an STM32F103C8 microcontroller with a 12-bit ADC
at a sampling frequency of 1000 Hz; each sample was packed as 2 bytes, which were sent to a PC,
and then stored in an ASCII text format.

Each pair of sensors was placed according to the distances described in [29] with a 2.5 cm
separation between them to obtain the best signal quality: For VL the best place is at 66% of the muscle
length on the line from the anterior spina iliaca superior to the lateral side of the patella; for the TA
is at 47.5% on the line between the tip of the fibula and the tip of the medial malleolus. The optimal
electrode position in GM is at 38% of the muscle length from the medial side of the popliteal cavity to
the medial side of the Achilles tendon insertion, starting from the Achilles tendon; and, for BF 50%,
the position on the line between the ischial tuberosity and the lateral epicondyle of the tibia presents
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the best quality of the signal. For a thorough discussion of the relevant issues regarding electrode
placement, refer to [34].

ADC

1000INA114

60 Hz

Figure 1. Basic experiment diagram.

3.2. Data Processing

For the data processing, MATLAB and the LIBSVM library version 3.2 were used in this work [35].
Although this library provides a module dedicated to applying a variety of kernels, such as linear,
polynomial, RBF (Radial Basis Function), or sigmoid, none of them was required.

In software, two different digital filters were applied to remove undesirable noise from the
collected sEMG signals. First a 60 Hz notch filter and then an elliptical bandpass filter between 10 and
500 Hz. The functions used were filter, ellipord, and ellip.

For the training process, first, the feature vector was built with MAV, ZC, WL, and SSC for
windows of different sizes and for each of the channels individually; this was to make a comparison of
the results with different schemes. In a second step, because of the differences between each feature
the feature matrix was standardized. As a third step, a PCA analysis was performed without removing
vectors from the transformation matrix. Finally, the obtained PCA matrix was multiplied by the feature
matrix and the resulting matrix was used as input to train the SVM classifier.

Steps one and two were repeated for the test data set; later, the feature matrix obtained was
multiplied by the PCA matrix and the resulting matrix was used to test the SVM.

3.3. Experimentation

Six classes of foot movement plus rest were considered for the research: lift the toe (LP), lift the
heel (LT), move the toe to the right (PD), move the toe to the left (PI), lean on the heel (AT), lean on the
toe (AP), and rest foot (RR). In the experiment, the subjects were sitting and started from a relaxation
state and then performed the movement and held it for 5 s, and then they returned to the relaxation
position. The movements were repeated 20 times with a resting period of 25 s between the movements
by each subject. Tests were done in a single session.

The first window size considered was 250 ms, since 300 ms is an acceptable delay from the system
in case that the intended use the system is controlling a prosthesis [3]. Also, considering other possible
usages, another two window sizes were considered, namely, 500 and 1000 ms.

Finally, the collected data were divided into two groups, the training, and the testing data;
ten samples for each group. In other words, the database is composed of 1120 movements, from eight
different people (four females and four males) and seven different movements. Of these movements,
560 were used to train the SVM and the other 560 were used to test the classification accuracy.
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4. Results

The obtained results are shown in Tables 1 and 2. The first table shows the best results in accuracy
for each window size, considering one, two or three channels; with an additional row with the values
for four channels. The first column contains the number of channels considered, and the last one has
the channels with which the result was obtained.

Table 1. Best accuracy results obtained among the eight subjects.

Number
Samples

Channels
250 500 1000

1 90.00% 91.43% 95.71% VL
2 95.71% 97.14% 97.14% GM & VL
3 95.71% 100.00% 98.57% TA, GM & VL
4 95.71% 100.00% 100.00% TA, GM, BF & VL

Table 2. Results obtained with the lowest accuracy among the eight subjects.

Number
Samples

Channels
250 500 1000

1 52.86% 55.71% 64.29% TA
2 70.00% 72.86% 75.71% TA & VL
3 78.57% 78.57% 87.14% TA, GM & BF
4 81.43% 81.43% 87.14% TA, GM, BF & VL

Data shown in Table 1 indicates that the best muscle to extract movement information is VL
since it appears with one, two or three channels; and the second-best option is gastroctemius medialis,
also appearing with two or three channels. Additionally, the difference in the accuracy obtained with
500 and 1000 samples using two, three and four channels is of one sample at the most.

The results in Table 2 are the lowest scores, and these in turn show that tibialis anterior
has not enough information to make a good classification, even if it is combined with the VL
muscle. Also, the combination of three channels without the VL muscle has the worst performance.
The accuracy of the classification increases less by increasing the window size than by increasing the
number of channels.

Figure 2 shows a graphic with the average of the results obtained with a single channel, where the
VL muscle presents the best accuracy classification and the TA muscle the worst. Additionally, the results
of varying the sampling window size are not conclusive enough to state the recommended size.

Figure 2. Classification accuracy with a single channel.
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As shown in the comparison of two channels in Figure 3 the GM and VL muscles have a better
performance than the rest. Furthermore, a more consistent performance can be achieved with
a sampling rate of 1000 than with any other number of samples, but the difference with 500 is minimal
in most cases. Figure 4 shows that the combination with GM, BF, and VL is better for classification
than those that include channel TA; again, the difference between 500 and 1000 samples is minimal.

Figure 3. Classification accuracy with two channels.

Figure 4. Classification accuracy with three and four channels.

In addition to the tables and graphics with accuracy scores, a channel forward selection of variables
was also made based on the area of ROC (Receiver Operating Characteristic) curve multi-class and
a classification error rate. The results obtained and their corresponding 95% confidence intervals with
a sample size of 24 are shown in Table 3.

Table 3. Results of Channel forward selection of variables based on the area of ROC curve multi-class.

Step Selection ROC Area ROC Area CI C. E. C. E. CI

1 Channel VL 0.9397 (0.8770, 1.00) 0.1952 (0.0224, 0.3680)
2 Channel GM & VL 0.9517 (0.8675, 1.00) 0.1000 (0.00, 0.2152)
3 Channel TA, GM & VL 0.9673 (0.9147, 1.00) 0.0839 (0.00, 0.1925)
4 All Channels 0.9866 (0.9426, 1.00) 0.0506 (0.00, 0.1604)

Table 3 shows that there is no statistical evidence to affirm that the increase of channels offers
an improvement in the quality indicators of the classification. Similarly, there is also not enough
statistical evidence either to assert that a lower quantity channels proves beneficial. Subsequently,
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the window size effect was analyzed in a fixed channel selection. Evidence that this does impact
classifier quality indicators is illustrated in Figure 5.

250 500 1000

0.
90

0.
94

0.
98

Samples

R
O

C
 C

ur
ve

 M
ul

tic
la

ss
 A

re
a

(a)

250 500 1000

0.
00

0.
05

0.
10

0.
15

Samples

C
la

ss
ifi

ca
tio

n 
E

rr
or

(b)

Figure 5. (a) Area under the curve estimation of ROC curve multi-class for different window sizes
using all channels. (b) Error classification estimation for different window sizes using all channels.

Moreover, an ANalysis Of VAriance (ANOVA) was carried out to perform the hypothesis testing,
and the obtained p-values were 0.0402 and 0.00768 for the effect of the area under the curve for the
ROC curve multi-class and the error classification, respectively.

Furthermore, Figure 5 shows that a 250- or 1000-sample window size has a similar accuracy
classification, i.e., the percentage of true positives increases in relation to the number of true positives
and false positive resulting a positive effect. Furthermore, this same quantity also increases in
comparison with the sum of false negative cases with true positive cases.

5. Discussion

In the first stage, the experiments were developed only with four subjects, three women and one
man, the other three men and one woman were added in the second stage. We found a trend, that is,
in the second stage we also obtained that the muscles individually analyzed, the one that obtained the
least accuracy for the classification was the TA and the one with the highest precision was the VL.

The TA muscle (TA) presents the worst results when analyzed individually or jointly; this is
probably because this is the muscle responsible for the dorsiflexion and inversion of the ankle, which
helps the stabilization of the ankle during gait, so the selected movements do not require much
of it. However, 100% of the classification accuracy was only obtained when this muscle was taken
into account. However, it is also a muscle with a relatively small volume, compared to the others;
this implies that the potential differential generated at the moment of movement is more difficult to
measure. The muscle that offered the highest precision was the VL muscle.

On the other hand, it was expected that the difference in the accuracy of the classification, when
increasing more channels, was significantly higher; however, the better results with two and three
channels were similar to four channels, with the biggest difference being in the number of samples
selected. In this sense, it was observed that when duplicating the number of samples, from 500 to 1000,
the difference was not higher than 5% in most cases, so it is considered that it is not necessary to have
such a large window size.

6. Conclusions

The obtained results with four channels were better than those with one single channel, but the
difference with two and three channels is negligible. Even with 250 sample size, the results in three
channels were better on average compared with four channels. The muscle with the worst performance
was the TA. Additionally, the best results are obtained by taking the signal of opposing muscles. Finally,
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this work aims to help the researcher decide how necessary it is to increase the resources used in the
classification process to obtain the accuracy that is required.

Nevertheless, owing to the observed response variability presents a reduction as the number of
channels increases, it is recommended employ a high number of channels to avoid changes in the
classification by factors of sample size or subject. However, by considering just two channels, it is
possible to achieve the same accuracy by making some adjustments to the classification algorithm.
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Abbreviations

The following abbreviations are used in this manuscript:

EMG Electromyography
MAV Mean Absolute Value
ZC Zero Crossings
WL Waveform Length
SSC Slope Sign Changes
SVM Support Vector Machine
PCA Principal Component Analysis
TA Tibialis Anterioris
GM Gastroctemius Medials
BF Biceps Femoris
VL Vastus Lateralis
QP Quadratic Programming
ADC Analog Digital Converter
LP Lift the toe
LT Lift the heel
PD Toe to the right
PI Toe to the left
AT Recharge on the heel
AP Recharge on the toe
RR Rest of the foot
ROC Receiver Operating Characteristic
ANOVA ANalysis Of VAriance
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Abstract: Differential power analysis (DPA) is an effective side channel attack method, which poses
a critical threat to cryptographic algorithms, especially lightweight ciphers such as SIMON. In this paper,
we propose an area-efficient countermeasure against DPA on SIMON based on the power randomization.
Firstly, we review and analyze the architecture of SIMON algorithm. Secondly, we prove the threat of
DPA attack to SIMON by launching actual DPA attack on SIMON 32/64 circuit. Thirdly, a low-cost
power randomization scheme is proposed by combining fault injection with double rate technology,
and the corresponding circuit design is implemented. To the best of our knowledge, this is the first
scheme that applies the combination of fault injection and double rate technology to the DPA-resistance.
Finally, the t-test is used to evaluate the security mechanism of the proposed designs with leakage
quantification. Our experimental results show that the proposed design implements DPA-resistance of
SIMON algorithm at certain overhead the cost of 47.7% LUTs utilization and 39.6% registers consumption.
As compared to threshold implementation and bool mask, the proposed scheme has greater advantages
in resource consumption.

Keywords: differential power analysis (DPA), SIMON; fault injection; double rate; power randomization

1. Introduction

Differential power analysis (DPA) is a typical side channel attack method that performs
a correlation analysis by collecting the dynamic power consumption of the operation. According to the
correlation between sensitive information in the operation and the instantaneous power consumption
of the CMOS circuit, DPA attack can complete the stealing of the key information of the circuit. Because
of its high efficiency and operability, DPA has posed a serious threat to the security of integrated circuits.

SIMON algorithm is a lightweight block cryptographic algorithm proposed by the National
Security Bureau in 2013, which is mainly used for resource-constrained encryption applications such as
radio frequency identification (RFID) tags, Internet of Things (IoT) sensors referenced in [1–3]. Due to
a pursuit of compact structure, SIMON sacrifices part of security which leads to the fact that encryption
intensity cannot be matched with advanced encryption standard (AES) algorithm [4]. Reference [5]
pointed out that the security of lightweight ciphers can be theoretically guaranteed by increasing the
number of encryption rounds of the algorithm, but the round function of the lightweight cryptographic
algorithm such as SIMON is too simplified and with no strong security [6]. That leads to security and
privacy concerns of IoT devices, especially wearable devices. Accordingly, it is of great significance to
carry out study on attacks and countermeasures on lightweight cryptography and seek a strategy to
thwart side channel attacks at low resource utilization.

At present, countermeasures against power consumption attack can be divided into circuit level,
algorithm level, and transistor level [7]. According to the different application scenarios, conventional
countermeasures include power randomization and constant power consumption. The current
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researches on the power attack resistant measures for the lightweight cipher algorithm are mainly
focused on some classic methods, such as the random mask used in Ref. [8], the bool mask in Ref. [2],
and the threshold implementation in Refs. [9,10]. These classic countermeasures can indeed provide
power attack resilience for lightweight cryptographic algorithms, however the consumption of a large
number of resources makes it contrary to the design philosophy of lightweight cipher algorithm.

In this work, we propose a compact countermeasure against DPA attack on SIMON by using
power randomization method. In order to reduce the consumption of additional resources, a power
randomization design scheme based on fault injection and double rate technology is proposed in
this paper. By randomly injecting a 1-bit fault into the plaintext, a random data will be generated
according to the fault propagation characteristics of SIMON, which can be used to complete the power
consumption randomization. The encrypted operation of fault plaintext is randomly inserted into the
first half cycle or the second half cycle of normal encrypted operation by double rate technology so
that the attacker cannot accurately locate the position of each round of encryption operations in the
power curve. Compared with existing countermeasure based on the threshold implementation and
bool mask [2,6,11], our scheme is area-efficient.

The rest of this manuscript is organized as follows: Section 2 introduces SIMON algorithm in
detail. Section 3 analyzes the feasibility of DPA attack on SIMON encryption algorithm according
to the principle of DPA, and the attack on SIMON 32/64 is carried out on SAKURA side channel
attack board, which proves the threat of DPA to SIMON. Section 4 details the compact countermeasure
against DPA attack on SIMON through power randomization. In order to reduce the circuit area,
we propose a power randomization scheme based on random fault injection and double rate technology.
We also detail the design of the fault injection circuit, the double rate circuit, and the random bit
generator, and give the resource consumption of the designed anti-DPA SIMON circuit under the
Xilinx xc7k160tffg-1 FPGA. In Section 5, we study the practical security of the proposed designs with
leakage quantification. Section 6 summarizes the conclusions of this work.

2. Background

2.1. Notation

• m: the keyword size in SIMON algorithm
• n: the word size in SIMON algorithm
• T: the round number of SIMON
• Li, Ri: the left and right half output of the ith round
• Li(j), Ri(j): the jth bit of Li, Ri, j ∈ {1, . . . , n}
• ki: the ith of the master-key group, i ∈ {1, . . . , m}
• Ki: the ith of round-key, i ∈ {1, . . . , T}
• Ki(j): the jth bit of Ki, j ∈ {1, . . . , n}
• L*, R*: the left and right half faulty output of the each round
• L∗i (j): the jth bit of L*, j ∈ {1, . . . , n}
• PL(i), PR(i): the ith bit of left and right half part of plaintext, i ∈ {1, . . . , n}

2.2. Description of SIMON

SIMON is a typical cryptographic algorithm of Feistel structure. The algorithm has a group size
of 2n (n = 16, 24, 32, 48, 64) and a key size of mn (m = 2, 3, 4). The combination of m and n can constitute
the SIMON 2n/mn algorithm, which is called the SIMON family cryptography algorithm [12].

The SIMON 2n/mn consists of two parts: the round operation and the key generation. According to
different modes, the algorithm need to perform j (j = 32, 36, 42, 44, 52, 54, 68, 69, 72) rounds of encryption
operations repeatedly. The ith round encryption operation can be estimated by the Equation (1):
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{
Li = F(Li−1)⊕ Ri−1 ⊕ ki−1
Ri = Li−1

(1)

where the function F can be manifested as:

F(x) = (x <<< 8)&(x <<< 1)⊕ (x <<< 2) (2)

The round key of SIMON algorithm is generated from the master key. The master key is expressed
as {k1, k2, ..., km} and the round key is denoted as {K1, K2, ..., K2n}. According to different keys length,
the calculation methods of round keys can be described as follow: If I <= m, then Ki = ki, otherwise
round key generation can be expressed by Equation (3):⎧⎪⎨⎪⎩

m = 2 : Ki = c⊕ (zj)i−m ⊕ Ki−m ⊕ (Ki−m+1 >>> 3)⊕ (Ki−m+1 >>> 4)
m = 3 : Ki = c⊕ (zj)i−m ⊕ Ki−m ⊕ (Ki−m+2 >>> 3)⊕ (Ki−m+2 >>> 4)
m = 4 : Ki = c⊕ (zj)i−m ⊕ Ki−m ⊕ Ki−m+1 ⊕ (ki−m+1 >>> 1)⊕ (Ki−m+3 >>> 3)⊕ (Ki−m+3 >>> 4)

(3)

where z is a sequence discussed in Ref [1] and c is a constant determined by the algorithm parameter n,
which can be described as c = 2n−4. We used the linear feedback shift register (LFSR) circuit with
characteristic polynomial as x4+x2+x+1 to generate z. Taking computation of round key of SIMON
32/64 as an example, the key generation circuit structure is shown in Figure 1.

 
Figure 1. Key generation circuit structure of SIMON 32/64.

3. Differential Power Attack on SIMON

Because of its lightweight structure, SIMON circuit has weak resistance to power analysis attack.
Some studies have clearly demonstrated or implemented the crack of SIMON circuits through power
analysis such as Refs [2,8,10,11]. The purpose of this section is to show intuitively through analysis
and experiment that the SIMON circuit can be cracked by simple differential power analysis.

3.1. Selection of Power Model

The power consumption of CMOS integrated circuits consists of leakage power, short-circuit
power and charge–discharge power. In the current process, leakage power and short circuit power
consumption are relatively small, and the power consumption of the CMOS circuit mainly comes from
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the charging and discharging of the capacitive load. The charging and discharging power consumption
is formed by the electrical level change of the output logic, accounting for more than 60% of the total
power consumption of the chip.

According to the power consumption characteristics of CMOS circuits, Hamming Weight (HW)
and Hamming Distance (HD) are the two most popular power consumption models. In addition,
some more accurate models such as “switch distance” have been proposed in Ref [13] to improve the
compatibility between the model and the actual power consumption. It is well known that the more
precise the power model is, the more accurate the power analysis attack results will be. But those
complex models make it difficult to implement power analysis attack. Therefore, HW and HD are still
the most mainstream power consumption models for side channel analysis.

For power attack on SIMON circuit, Ref [13] uses HD model while Ref [2] uses a modified HD
model to improve accuracy. This paper intends to reduce the impact of environmental noise by increasing
the number of power traces, and to complete the power attack on SIMON circuit with a simpler and
more practical HW model. HW is a power consumption representation method based on statistics,
which represents the power consumption of the circuit by the number of high-level nodes in the circuit.
It is usually used to simulate the power consumption for side channel analysis such as Refs [14,15].
When using the HW model, the power consumption of circuit can be expressed as:

P̃ ≈ kHW(Y) + n (4)

where k denoted as the proportional coefficient between HW and power consumption, and n represents
the noise in the circuit. Y represents the current state of the circuit.

3.2. Implementation of DPA on SIMON

We take the SIMON 32/64 circuit with a cyclic structure as the target to perform our DPA attack.
According to the encryption process of SIMON algorithm, we chose the third round of SIMON
algorithm as the attack position and lowest bit of third-round operation can be meant as Equation (5).

L3(1) = K2(1) + R2(1) + L2(15) + (L2(16)&L2(9)) (5)

The expression shows that there is a non-linear relationship between L3(1), L2(16), and L2(9).
According to the expression of round function of SIMON, Equation (5) can be further expanded into
expressions of plaintext and round key as Equation (6):

L K K L R L L L
K R L L L K R L L L

= + + + + + +
+ + + + + +  (6)

The plaintext in Equation (6) can be divided into three parts, marked with different colors. Because
the plaintext of each part has a linear relationship with the key bit, so we can select one bit of each
part as a representative, and the others can be set to 0. Here, L1(7) and L1(14) are selected as the
representations; then Equation (6) can be further simplified.

L3(1) = K2(1) + K1(15) + [L1(14)&L1(7)] + {[K1(16) + L1(14)]&[K1(9) + L1(7)]} (7)

The constraints condition for the establishment of Equation (7) is L1(1), L1(13), L1(15), and L1(8)
bits are all 0. If we only to deduce the K1(16) and K1(9), owing to the K2(1) and K1(15) involve
only linear operations and have no effect the results of DPA, thus the Equation (7) can be simplified
as follows:

L3(1) = [L1(14)&L1(7)] + {[K1(16) + L1(14)]&[K1(9) + L1(7)]} (8)
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The derived Equation (8) is the discriminant function at the location. Equation (8) shows that
the Hamming Weight at L3(1) is determined by the plaintext combination {L1(14), L1(7)} and the key
combination {K1(16), K1(9)}. By enumerating the plaintext combination {L1(14), L1(7)}, the K1(16)
and K1(9) bits can be decoded by DPA attack. According to the deduction method, the discriminant
function of the rest of the first round key is shown in Table 1.

Table 1. The discriminant function of first round key.

Attack Position and Distinguishing Function Attack Bits Correlation Bits Constraint Condition

L3(1) = [L1(14)&L1(7)]⊕{[K1(16)⊕L1(14)]&[K1(9)⊕L1(7)]} K1(16) K1(9) L1(14) L1(7) L1(1) L1(13) L1(15) L1(8)

L3(3) =
[L1(16)&L1(9)]⊕{[K1(2)⊕L1(16)⊕(L1(1)&L1(10))]&[K1(11)⊕L1(9)]} K1(2) K1(11) L1(16) L1(9) L1(10) L1(1) L1(3) L1(15)

L3(4) =
L1(16)⊕[L1(1)&L1(10)]⊕{[K1(3)⊕L1(1)]&[K1(12)⊕L1(10)]} K1(3) K1(12) L1(16) L1(1) L1(10) L1(4) L1(11) L1(2)

L3(5) = L1(5)⊕[L1(2)&L1(11)]⊕{[K1(4)⊕(L1(3)&L1(12))]&
[K1(13)⊕(L1(12)&L1(5))]} K1(4) K1(13) L1(3) L1(12) L1(5) L1(2)

L1(11) L1(1)

L3(6) =
L1(2)⊕[L1(3)&L1(12)]⊕{[K1(5)⊕L1(3)]&[K1(14)⊕L1(12)]} K1(5) K1(14) L1(3) L1(12) L1(2) L1(6) L1(13) L1(4)

L3(7) =
L1(7)⊕L1(3)⊕{[K1(6)⊕(L1(5)&L1(14)]&[K1(15)⊕(L1(14)&L1(7))]} K1(6) K1(15) L1(7) L1(3) L1(5) L1(14) L1(4) L1(13)

L3(8) = [L1(5)&L1(14)]⊕{[K1(7)⊕L1(5)]&[K1(16)⊕L1(14)]} K1(7) K1(16) L1(5) L1(14) L1(4) L1(8) L1(6) L1(15)
L1(16) L1(9)

L3(9) =
L1(9)⊕{[K1(8)⊕(L1(7)&L1(16))]&[K1(1)⊕(L1(16)&L1(9))]} K1(8) K1(1) L1(9) L1(7) L1(16) L1(5) L1(6) L1(15)

L3(10) =
L1(10)⊕[L1(7)&L1(16)]⊕{[K1(9)⊕L1(7)⊕(L1(8)&L1(1))]&

[K1(2)⊕L1(16)⊕(L1(1)&L1(10))]}
K1(9) K1(2) L1(10) L1(7) L1(16) L1(8)

L1(1) L1(6)

L3(11) =
L1(7)⊕[L1(8)&L1(1)]⊕{[K1(10)⊕L1(8)]&[K1(3)⊕L1(1)]} K1(10) K1(3) L1(7) L1(8) L1(1) L1(11) L1(2) L1(9)

L3(14) =
L1(14)⊕{[K1(13)⊕(L1(12)&L1(5))]&[K1(6)⊕(L1(5)&L1(14))]} K1(13) K1(6) L1(14) L1(12) L1(5) L1(4) L1(10) L1(11)

L3(15) = [L1(12)&L1(5)]⊕{[K1(14)⊕L1(12)]&[K1(7)⊕L1(5)]} K1(14) K1(7) L1(12) L1(5) L1(15) L1(13) L1(6) L1(11)

For the reason that DPA is a statistical-based attack method, the power consumption curve
collected during the attack must reach a certain threshold to meet the statistical law. Therefore, during
the attack process, the groups whose constraint conditions and the correlation bits have no conflicts
can be selected to attack at the same time. In this way, not only the number of consumption curve is
increased, but also the cracking efficiency is improved. Taking the attack process to key group {K1(16),
K1(14), K1(13), K1(9), K1(7), K1(5), K1(4)} as example, the correlation bits that need to be enumerated
are {L1(14), L1(12), L1(11), L1 (7), L1(5), L1(3), L1(2)}, and a total of 128 kinds of plaintext are needed to
enumerate the seven plaintext bits. To reduce the error caused by environmental noise, each plaintext
is collected 50 times, and only 6400 power consumption curves are needed to complete the decoding
of seven key bits in the first round of SIMON 32/64 algorithm.

3.3. DPA Experimental Evaluation

In this section, we present the experimental validation of the DPA attack on SIMON 32/64. In our
actual attack, the key value of SIMON 32/64 is randomly set to 0x8522_a01e_83f3_a35e and {K1(16),
K1(14), K1(13), K1(9), K1(7), K1(5), K1(4)} is taken as our target of retrieving.

Our DPA attack platform is shown in Figures 2 and 3, including SAKURA-X board, Multi-channel
digital storage oscilloscope, and PC. Our DUT (device under test) i.e., SIMON 32/64 circuit
implemented on a Xilinx Kintex-7 FPGA mounted on a SAKURA-X board and the Spartan-6 FPGA on
SAKURA-X board is used as a control chip to apply the excitation signal to the DUT and transfer the
encryption results to the PC via the USB. At the same time, Spartan-6 FPGA also triggers a signal after
each new excitation is applied to start the record of power consumption.
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Figure 2. Photo of differential power analysis (DPA) attack platform.
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Figure 3. The structure of DPA attack platform.

According to the previous analysis, we collected a total of 600 curves by enumerating the relevant
bits of the plaintext multiple times. Through the calculation of the average of 6400 power consumption
curves, the simple power analysis is completed to realize the positioning of the power attack point.
Figure 4 shows a simple power analysis curve and the position of each encryption process in the power
consumption curve.

 
Figure 4. Simple power analysis curve and location of the encryption process.

248



Electronics 2019, 8, 240

After locating the attack position, DPA attacks are carried out on the decrypted key groups
according to the discriminant function shown in Table 1. This paper develops power analysis software
based on Matlab. The execution flow of differential power analysis software is shown in Figure 5.

 
Figure 5. Flow graph of data analysis software.

Firstly, the software reads the power consumption data file of the csv format recorded by
the oscilloscope, and extracts the power voltage of the SIMON chip which represents its power
consumption. Secondly, it calculates the average value of the power consumption data collected under
the same plaintext to reduce the impact of environmental noise on the attack results. Subsequently,
a typical differential power analysis calculation is performed according to the discriminant function in
Table 1.

The results of DPA attack of {K1(16), K1(14), K1(13), K1(9), K1(7), K1(5), K1(4)} are given in Figure 6.
The guessed key shown in Figure 6 is {K1(16), K1(14), K1(13), K1(9), K1(7), K1(5), K1(4)}=7’b1001000,

which is consistent with the preset first round key 16’h8522, indicating that the DPA attack successfully
cracked the 7 bits of key.
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Figure 6. The results of the DPA attack of {K1(16), K1(14), K1(13), K1(9), K1(7), K1(5), K1(4)}.

4. DPA-Resistant SIMON Based on Power Randomization

4.1. Design of DPA-Resistant SIMON

The lightweight cryptographic algorithm was originally designed to provide security for
resource-constrained scenarios such as the IoT system. Therefore, for SIMON, the resource consumption
of encryption circuits and circuit security are almost equally important. In this Section, according to
the characteristics of round function on SIMON, a power randomization method for round function is
proposed as a compact countermeasure against DPA. Figure 7 shows the circuit structure of the round
function circuit of SIMON algorithm.

Figure 7. The structure of round function circuit.

According to the principle of DPA attack, it can be known that as long as the power consumption
of the SIMON round function circuit is randomized, the DPA cannot get the key information of the
circuit through the differential operation. Therefore, we can randomly insert a redundant round
operation before or after each encryption round to randomize the power consumption. However,
with the insertion of redundant operations, the calculation period of the round function will be
doubled, and the data throughput of the whole circuit will become half of the original. In order to
solve this problem, we use the double rate technique for the compact structure of SIMON algorithm
round function. It can be seen from Figure 7 that the structure of the round function is quite compact,
consisting only of one set of AND gates and three sets of XOR gates that means the critical path of the
SIMON round circuit is quite short, and it will not become a critical path for a complex system, so the
double rate technology is feasible.

In this paper, the SIMON 32/64 circuit is implemented in a cyclic structure, and the structure of
a circuit optimized by the anti-power attack is shown in Figure 8.
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Figure 8. Overall circuit architecture of DPA-resistant SIMON.

The double rate technology was first used in the Ref [16] to resist power attacks. That work
proposes to use double rate technology to pre-charge each register in round function of AES so that
the Hamming distance in the encryption process will be changed randomly. However, that method
needs to input a set of random data before normal encryption to randomize power consumption.
The generation and preservation of multi-bit random data require a certain circuit area, which is not
advisable for area-sensitive lightweight cipher circuits such as SIMON.

To complete the power randomization with low resource consumption, random data in this paper
is generated by injecting a fault into the plaintext and utilizing the fault diffusion effect of SIMON
algorithm. We inject a 1-bit fault into the Jth bit of plaintext, according to the operation of the round
function of SIMON, the influence of this 1-bit fault on the subsequent rounds is as shown in Table 2.

Table 2. The influence of the 1-bit fault injected in the Jth bit of plaintext.

Round num L∗ R∗

0 J NULL

1
  

 J

2
     

 
  

3        
  

     

. . . . . . . . .

In Table 2, we only consider the effect of the fault bit in the left half part on the subsequent
encryption round. The overlined bits such as J in the table indicate there is a possibility that the
location is affected by the fault bit. The reason for this phenomenon is that the round function of
SIMON algorithm contains an AND operation. Taking the (J+8)th bit of the left part in the first round
as an example, according to the SIMON round function calculation, this bit can be expressed as
Equation (9).

L1(J + 8) = [PL(J)&PL(J + 7)]⊕ PL(J + 6)⊕ K1(J + 8)⊕ PR(J + 8) (9)

Whether the (J + 8)th bit in the first round will be affected by the fault injected in PL(J) depends on
the value of PL(J + 7), and L1(J + 8) is affected by the fault only if PL(J + 7) is 1.

As shown in Table 2, a 1-bit fault injected in the plaintext has an increasing influence on the
output of each round as the number of encryption rounds increases, and the specific diffusion effect is
affected by the different plaintext. Thus, it can be assumed that injecting a 1-bit fault into the plaintext
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will have an extremely complicated effect on the encryption of SIMON algorithm. According to the
fault diffusion characteristic of SIMON algorithm, the power consumption of SIMON circuit can be
randomized by introducing a 1-bit random fault into the input plaintext, which can be used to replace
the random data in Ref [16]. The schematic diagram of fault injection is shown in Figure 9.

Figure 9. The schematic diagram of fault injection.

The upper part of Figure 9 schematically describes the register and fault inject circuit for the faulty
plaintext, and the lower part of Figure 9 is the register to store normal left part data of round function.
The specific injection circuit is shown in Figure 10. When the input plaintext preloads the L* register,
the 1-bit fault is introduced in the last two bits of the plaintext in the left half part by a random bit.

Figure 10. The structure of fault introducing circuit.

Based on this concept, a compact power attack countermeasure is proposed in this paper.
Its structure is shown in Figure 11.

Figure 11. Block diagram of SIMON round circuit by double rate technology.

By using double rate system clock and a random selection bit, the encryption operation and the
power hiding operation are carried out randomly in the first half cycle and the second half cycle of the
round function circuit, which makes the attacker unable to carry out the differential analysis correctly.

4.2. Random Bit Generation Circuit

The countermeasure proposed in this paper needs to use a random bit. A two-stage ring oscillator
(RO) is designed to form a random bit generator, the structure is shown in Figure 12.
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Figure 12. Circuit diagram of 1-bit random generator.

In this circuit, a long RO circuit composed of an odd number of NOT gates generates
a low-frequency gating signal, a short RO circuit composed of an even number of NOT gates and
an XOR gate generates a high-frequency signal. The short RO will oscillate as long as the gate signal
generated by long RO chain is equal to 1. Otherwise, the short RO will stop oscillate and keep current
state (Figure 13).

 
Figure 13. 1-bit random number generator working principle diagram.

The transmission delay of the gate circuit fluctuates with changes in temperature and voltage,
so the period of the oscillating chain also exhibits a small random fluctuation. Since the period of the
gating signal period and the high-frequency oscillating signal are all randomized when the gating
signal is 0, the state of the short RO will be a random value.

The smaller the inverters number of short RO and the greater the difference in the inverters
number between the two RO, the randomness of the generated bit will be better. We made the long
RO contain 27 inverters, and the short RO consisted of 4 inverters as an example. This random bit
generator requires 33 LUTs and 2 registers. We implemented this architecture in a Xilinx Kintex-7
series FPGA with speed grade -1, the long RO has an average oscillation frequency of 77 MHz, and the
short RO has an average oscillation frequency of 478 MHz.

4.3. Implementation of Optimized SIMON Circuit

The designed circuit is verified in xc7k160tfbg676-1 FPGA and analysis of resource utilization in
comparison to the original design are shown in Table 3.

Table 3. Resource utilization and performance report of original and optimized SIMON 32/64.

Original Circuit Optimized Circuit

LUTs 99 146
Registers 116 162

Maximum frequency 312 MHz 277 MHz
Throughput 9.75 Mbps 8.65 Mbps
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The optimized circuit increases 47 LUTs and 46 registers as compared to the original circuit.
The maximum frequency of the FPGA is reduced by 11.2%, but still can achieve 277 MHz, meeting the
needs of most IoT and embedded systems.

Table 4 shows the comparisons with other DPA-resistant SIMON circuits of
threshold implementation [11] and bool mask [2]. It can be seen that our countermeasure
consume lower resource overhead and keep high performance.

Table 4. Comparisons with other DPA-resistant SIMON circuits.

This Work Ref [2] Ref [11]

LUTs overhead 47.7% 141.1% 66.6%
Registers overhead 39.6% 141.1% 40.0%

Frequency overhead 11.2% 20.6% 13.4%

5. Leakage Quantification

As we all know, the countermeasures based on dual-rate technology have good resistance to
power analysis which based on HD model. This paper also randomizes the execution sequence of
redundant operations and normal encryption operations in dual-rate technology. The randomization
of the execution time of the round operation makes the Hamming weight of any half cycle present
a certain degree of randomness, which can also resist the power analysis based on the Hamming
weight model.

In order to analyze the countermeasure more objectively, we use t-test to evaluate the practical
security of the proposed designs with leakage quantification. T-test is a statistical method used to
judge whether two sample sets come from the same group. It is used to evaluate the power leakage of
circuits in Refs [17–19]. Compared with power analysis attack, t-test can quantitatively analyze the
DPA-resistant ability of circuits, which is more convincing. The t-test is then computed on two sets,
one with a fixed plaintext while the other with randomly varying plaintexts, and t-test can be expressed
as follows:

t =
μa − μb√

σ2
a /Na + σ2

b /Nb

(10)

where μa and μb are the sample means of two data sets, N denotes the trace number of each set, and σa
and σb refer to the standard deviation. As in Ref [11], we use |t| > 4.5 as a threshold to determine
whether there is any information disclosure.

We executed 10,000 times of fixed plaintext and random plaintext encryption operations
respectively and collect a total of 20,000 power traces. Substituting the collected power consumption
values into Equation (10) to complete the t-test calculation. The t-test result of the optimized circuit is
shown in Figure 14.

Figure 14a reports the power trace collected from the optimized SIMON 32/64 circuit and
Figure 14b reports the t-test result. The original SIMON circuit that has been proven in Section 3 can
be cracked by DPA attack, while the protected circuit does pass the t-test which again supports our
claim of secrecy.

This section proves the resistance of the proposed method to DPA from both quantitative and
qualitative analysis, but does not elaborate whether it can resist high-order differential analysis
(HO-DPA). Although HO-DPA attacks are more complex to implement, they can crack many circuits
that are resistant to common DPA attacks. It is necessary for the chip designer to conduct research on
the anti-HO-DPA capabilities of cryptographic chips, which will be our further work.
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(a) 

(b) 

Figure 14. (a) The power trace of the optimized SIMON 32/64. (b) The t-test result of the
optimized circuit.

6. Conclusions

This paper proposes a compact countermeasure against DPA on SIMON. Firstly, we present
that SIMON algorithm can be threatened by DPA attack, and implement an example of 7-bit key
cracking on SAKURA-X board. Subsequently, based on the fault injection technique and the double
rate technique, we propose a low-cost DPA-resistant design scheme. By injecting a 1-bit fault into
plaintext to form a random data, and uses the double rate technique to insert the encrypting process of
random plaintext before or after normal encryption operation randomly to realize the randomization
of power consumption. According to the proposed optimal scheme, the circuit structure, random bit
generator, and other circuits are implemented. As well as, the evaluation of resources and performance
is carried out in Xilinx FPGA. The evaluation results show that the proposed scheme completes the
DPA-resistant optimization of SIMON circuit at the cost of 47 LUTs and 46 registers.

Compared with existing works, proposed work is the first one to combine fault injection and double
rate technology for DPA attack defense, which makes the SIMON circuit achieve DPA-resistant with
47.7% LUTs and 39.6% registers overhead. Compared with threshold implementation and bool mask,
our work has greater advantages in resource consumption, which allows the design philosophy of
lightweight cipher algorithm.
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Abstract: Direct position determination (DPD) is a novel technique in passive localization field
recently, receiving superior localization performance compared with the conventional two-step
method. The DPD estimator using Doppler shifts is first proposed by Weiss, but it is not suitable for
antenna arrays. Additionally, the performance analysis of this method with system errors is absent.
This study discusses the single-step localization problem based on moving arrays and exhibits the
performance analysis via matrix eigen-perturbation theory with system errors. First, the DPD method
using angle of arrival and Doppler shifts is introduced. Then, by adding the eigenvalue perturbations
to the estimated Hermitian matrix, the asymptotic linear formulation of localization errors is derived.
Consequently, the mean square error of the DPD method is available. Finally, Cramér–Rao bound
without system errors is presented, providing a benchmark for the best localization precision and
revealing the influence of system errors on the localization precision. Simulation results demonstrate
the theoretical analysis in this study.

Keywords: direct position determination; array signal processing; Doppler shifts; matrix
eigen-perturbation theory; system errors; Cramér–Rao bound

1. Introduction

Transmitter localization has attracted significant attention in wireless communication systems.
Generally, the conventional localization approach employs a two-step processing. In the first step, the
measurement parameters (e.g., direction of arrival (DOA) [1], time of arrival (TOA) [2], time difference
of arrival (TDOA) [3], Doppler shifts [4–6], and frequency difference of arrival (FDOA) [7]) are extracted
from the received signal. In the second step, the transmitter position is determined by these estimated
parameters via maximum likelihood criterion [8] of subspace data fusion criterion [9]. Although
the conventional two-step localization method has been extensively investigated in social location
system, it cannot achieve high localization accuracy. Indeed, it is suboptimal, because the intermediate
parameters are extracted independently by each receiver station, with ignoring the constraint that all
observations must relate to the same geolocation of the emitter. Recently, direct position determination
(DPD), which exploits the intrinsic constraint and determines the source position from the received
signals in a single step, is regarded as an emerging technology in the field of localization. Compared
with the conventional two-step approach, the DPD technique [10–18] receives superior localization
performance especially under low signal-to-noise (SNR) conditions.

The DPD algorithms have been intensively investigated in recent years. Weiss first proposes
the DPD method for narrowband source based on Doppler shifts in Reference [10]. Then, Tirer
and Weiss investigate a high-resolution method based on minimum variance distortonless response
(MVDR) without the knowledge of the number of emitters in Reference [11]. To locate the wideband

Electronics 2019, 8, 235; doi:10.3390/electronics8020235 www.mdpi.com/journal/electronics259
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random emitter, the DPD approach based on time delay and Doppler shifts is developed by Weiss [12].
Additionally, a fast DPD method for known wideband signal waveforms is developed by [13]. It should
be emphasized that each receiver in above methods is equipped with only one antenna. As a result,
the DOA information is not fully utilized. In Reference [14], a DPD approach using antenna arrays is
first investigated, demonstrating the effectiveness of the DOA information on improving performance.
Based on the work of [14], the DPD methods applied in special conditions are developed. A DPD
estimator for a novel localization architecture, called "Multiple Transponders and Multiple Receivers
for Multiple Emitters Positioning System" is proposed [15]. DPD approaches are further designed
for sources with special properties such as constant modulus [16], orthogonal frequency division
multiplexing [17], and cyclostationary [18]. It is easily observed that the DOA information is conducive
to the improvement of positioning accuracy. Moreover, note that all results in Reference [10–18] reveal
that the direct positioning method has a superior localization performance than that of the conventional
two-step method, especially under low SNRs.

In wireless localization scenarios, system errors (i.e., the uncertainty of the receiver position and
velocity) often occur. Obviously, the localization performance is deteriorated by environment noise
and system errors in this condition. It is well known that the intermediate parameter estimation is
sensitive to system errors. When system errors exist, Cherchar [19] and Vincent [20] give statistical
performance analyses of the DOA estimation based on SDF and ML criterions, respectively; Hu [21]
deduces the localization performance analysis using TDOA and FDOA; and Hari [22] provides an
effect of spatial smoothing on the performance analysis of subspace methods. However, the above
analyses are only served for the conventional two-step location estimator. It can be predicted that
system errors also affect the localization precision of the DPD estimator. The performance of the
DPD approach is available in Reference [23–25], but it is only useful for known signal waveforms.
Following the work of [14], Wang presents the performance analysis for unknown signal waveforms
in presence of array model errors in Reference [26]. Furthermore, Tirer provides the performance
analysis of a high-resolution DPD method based on MVDR in Reference [27]. However, the results in
Reference [27,28] could not be applied in moving arrays application. Consequently, in the presence
of system errors, there is a strong demand for the performance analysis of single-step method for
unknown signal waveforms with moving arrays.

Because the single-step approach in Reference [10] plays a fundamental role in this field, we make
related improvement and analysis based on it. Following the requirements of current situations, this
paper extends the DPD estimator in Reference [10] to moving arrays application, and exhibits the
performance analysis via matrix eigen-perturbation theory with system errors. First of all, the signal
model is reconstructed by using Doppler and DOA information. Then, since the solution in DPD
method is expressed by finding the maximum eigenvalue of the Hermitian matrix in the cost function,
system errors can be shown as eigenvalue perturbations on this Hermitian matrix. Based on matrix
eigen-perturbation results, which express the perturbations as an additive noise on the Hertmitian
matrix, a theoretical analysis is presented. Moreover, the expression of the mean square error (MSE) of
direct localization with system errors is provided. Finally, the Cramér–Rao bound (CRB) formulation
for the single-step method is also derived, which gives a benchmark for the best localization accuracy
for any estimator. Note that the localization errors of the DPD estimator can asymptotically reach the
associated CRB in Reference [10]. It is worth mentioning that the CRB is in absence of system errors,
which plays a reference to measure the precision loss resulted from system errors.

The rest of this paper is organized as follows. Section 2 lists the notations used in this paper.
Section 3 constructs the signal model and formulates the problem. Section 4 discusses the extension
of Weiss’s method. Section 5 gives the statistically performance analysis of the DPD estimator with
system errors. Section 6 presents several numerical simulations to verify the theoretical analysis.
Finally, Section 7 draws the conclusions.
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2. Notations

In this section, some mathematical notation explanations that will be used through this paper are
listed in Table 1.

Table 1. Mathematics notation explanation

Notation Explanation

[·]T transpose

[·]H conjugate transpose

·(R) real part

·(I) imaginary part

diag{·} diagonal matrix with diagonal entries

blkdiag{·} diagonal matrix with diagonal matrices

⊗ Kronecker product

In n× n identity matrix

0n n× n matrix with zero

3. Signal Model

We consider L moving receivers and a stationary emitter in this scenario. These receivers intercept
the received signal at K short intervals along their trajectory. To introduce the DPD signal model,
two assumptions are made.

Assumption 1. Let ol,k and vl,k denote the coordinate and velocity vector of the lth receiver at the kth

interception interval. For easy expression, let pl,k = [oT
l,k, vT

l,k]
T denote the system parameter of the lth receiver.

The observation is quiye short, thereby these two vectors are unchanged at each interception interval. Furthermore,
let z denote the emitter position.

Assumption 2. The signal bandwidth is small compared to the inverse of the propagation time among receivers
(i.e., B < 1/τmax , where τmax denotes the maximal propagation time among the receivers). Consequently, the
observer’s spatial separation receives a limitation for a given signal bandwidth.

After being sampled at t = nTs, the complex signals ỹl,k(n) observed by the lth receiver at the kth
interception interval is expressed as

ỹl,k(n) = bl,ka(z, ol,k)sk(n)ej2π fl,k + nl,k(n)n = 1, . . . , N (1)

for l = 1, . . . , L and k = 1, . . . , K, where N denotes the number of sample points at each interval.
During the kth interception interval, bl,k and a(z, ol,k) are the channel attenuation and the steering
vector between the emitter and the lth receiver, sk(n) is the unknown complex signal envelope of the
emitter, nl,k(n) denotes the Gaussian noise vector, and fl,k is the Doppler frequency observed by the
lth receiver is expressed by [10]

fl,k = Δ fk + fcμl,k

(
z, pl,k

)
(2)

where Δ fk is the unknown transmitted frequency, fc is the nominal frequency, and μl,k

(
z, pl,k

)
is

shown as

μl,k

(
z, pl,k

)
=

1
c

vT
l,k(z− ol,k)

‖z− ol,k‖ . (3)

here c is the signal speed. Then, (1) can be expressed by a vector form as

ỹl,k = bl,kC
(

z, pl,k

)
Bksk + nl,k = yl,k + nl,k (4)
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where
ỹl,k =

[
ỹT

l,k(1), ỹT
l,k(2), . . . , ỹT

l,k(N)
]T

sk = [sk(1), sk(2), . . . , sk(N)]T

nl,k =
[
nT

l,k(1), nT
l,k(2), . . . , nT

l,k(N)
]T

C
(

z, pl,k

)
= a(z, ol,k)⊗A

(
z, pl,k

)
a(z, ol,k) =

[
1, ej2π d

λ sin θl,k , . . . , ej2π d
λ (M−1) sin θl,k

]T

A
(

z, pl,k

)
= diag

{
exp

(
j2π fcμ

(
z, pl,k

)
ÑTs

)}
Bk = diag

{
exp

(
j2πΔ fkÑTs

)}
(5)

with Ñ = [1, 2, . . . , N]T. Note that λ denotes signal wavelength.

4. Improvement on Previous Work

This section discusses the DPD methods, which locate the emitter directly through the raw data.
Weiss [10] first proposed a ML-based DPD method using Doppler shifts. However, when array sensors
are adopted in receivers, angle information should be used to enhance localization performance. Hence,
we extend Weiss’s method through the combination of angle and Doppler. The likelihood function for
ỹ can be formulated by

L(ζ) =
1

(πσ2)
LKMN exp

(
− 1

σ2

K

∑
k=1

L

∑
l=1

∥∥∥ỹl,k − bl,kC
(

z, pl,k

)
Bksk

∥∥∥2

2

)
(6)

ζ denotes all unknown parameters, where

θ =
[
b(R)T, b(I)T, s(R)T, s(I)T, ΔfT, zT

]T
(7)

here, b =
[
bT

1 , bT
2 , . . . , bT

K

]T
with bk = [b1,k, b2,k, . . . , bL,k]

T, s =
[
sT

1 , sT
2 , . . . , sT

K
]T, Δf =

[Δ f1, Δ f2, . . . , Δ fK]
T. The associated logarithmic likelihood function can be written as

LLn(ζ) = −LKMN ln πσ2 − 1
σ2

K

∑
k=1

L

∑
l=1

∥∥∥ỹl,k − bl,kC
(

z, pl,k

)
Bksk

∥∥∥2

2
(8)

Therefore, the estimation of noise power σ2 is

σ̂2 =
1

LKMN

K

∑
k=1

L

∑
l=1

∥∥∥ỹl,k − bl,kC
(

z, pl,k

)
Bksk

∥∥∥2

2
(9)

By substituting (9) into (8), the estimation of parameter ζ can be determined by

{
b̂l,k, ŝk, Δ f̂k, ẑ

}
= argmin

K

∑
k=1

L

∑
l=1

∥∥∥ỹl,k − bl,kC
(

z, pl,k

)
Bksk

∥∥∥2

2
(10)

Next, the optimization solution of (10) is provided. First, by minimizing the above expression, b̂l,k
is estimated by [14]

b̂l,k =

(
C
(

z, pl,k

)
Bksk

)H
ỹl,k(

C
(

z, pl,k

)
Bksk

)H(
C
(

z, pl,k

)
Bksk

) =
1
M

(
C
(

z, pl,k

)
Bksk

)H
ỹl,k (11)
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Then, after applying (11) to (10) and eliminating the constant part, (10) can be written as

{
ŝk, Δ f̂k, ẑ

}
= argmax

K

∑
k=1

ωH
k Dk(z, pk, nk)D

H
k (z, pk, nk)ωk (12)

where ⎧⎪⎨⎪⎩
ωk = Bksk

Dk(z, pk, nk) =
[
CH

(
z, p1,k

)
ỹ1,k, CH

(
z, p2,k

)
ỹ2,k, . . . , CH

(
z, pL,k

)
ỹL,k

]
= C(z, pk)(Yk + Nk)

(13)

with ⎧⎪⎪⎨⎪⎪⎩
C(z, pk) =

[
CH

(
z, p1,k

)
, CH

(
z, p2,k

)
, . . . , CH

(
z, pL,k

)]
Yk = blkdiag

{
y1,k, y2,k, . . . , yL,k

}
Nk = blkdiag

{
n1,k, n2,k, . . . , nL,k

} (14)

Note that ωk is unknown to receivers. The maximization of (12) is solved by choosing the vector ωk
as the eigenvector associated with the largest eigenvalue of matrix Dk(z, pk, nk)DH

k (z, pk, nk). Therefore,
the optimization problem in (12) respect to z is expressed by

ẑ = argmax
K

∑
k=1

λmax

{
Dk(z, pk, nk)D

H
k (z, pk, nk)

}
(15)

where λmax{·} denotes the largest eigenvalues of the matrix.
It must be emphasized that the matrices Dk(z, pk, nk)DH

k (z, pk, nk) and DH
k (z, pk, nk)Dk(z, pk, nk)

share the same nonzero eigenvalues. Generally, the dimension of matrix DH
k (z, pk, nk)Dk(z, pk, nk) ∈

CL×L is significantly smaller than that of Dk(z, pk, nk)DH
k (z, pk, nk) ∈ CN×N . Hence, to reach for lower

computational cost, the estimation of z can be replaced by

ẑ = argmax
K

∑
k=1

λmax

{
DH

k (z, pk, nk)Dk(z, pk, nk)
}

(16)

To fully describe the proposed method, we make a computational complexity analysis. Based
on the above derivation, the calculation of DH

k (z, pk, nk)Dk(z, pk, nk) and grid search in the position
set of interest make a major contribution to the computational load. The total number of calculation
equals O

(
LM2N3 + (1 + M)N2 + (1 + N)L3 + M

)
KNp, where Np is the number of grid search points

in terms of emitter position. Since Weiss’s method uses only an antenna at each receiver, the value of M
should be 1. Therefore, the computational load of Weiss’s method is O

(
LN3 + 2N2 + (1 + N)L3)KNp.

It is readily observed that the computational complexity of out method is heavier than that of Weiss’s
method. Even with more computing resources, on the other hand, our method can offer superior
performance (see Section 6.2).

5. Statistical Performance Analysis

It is well known that the above DPD method can reach asymptotic optimal with precise system
parameters. However, system errors (i.e., the position and velocity uncertainties of airplanes or UAVs)
often occur in real life, which deteriorate the localization precision of the above DPD method greatly.
For this reason, in this section, the perturbation analysis and the MSE of the DPD method in presence
of system errors will be discussed.

We assume that the real parameters are defined as pk (k= 1, . . . , K), the observed parameters
are written as pk (k= 1, . . . , K), and the system errors are expressed by p̃k (k= 1, . . . , K). The relation
between these parameters is

p̃k = pk − pk k = 1, . . . , K (17)
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Therefore, the estimation of z in presence of system errors should be determined by

ẑ = argmax
K

∑
k=1

λmax

{
DH

k (z, pk, nk)Dk(z, pk, nk)
}

(18)

Obviously, the localization performance analysis related to noise nk (k= 1, . . . , K) and system
errors p̃k (k= 1, . . . , K) should be considered simultaneously. To complete this result analysis, matrix
eigen-perturbation theory needs to be applied on (16).

5.1. Basic Theoretical Analysis Tool

Note that the key part of Weiss’s method is finding the maximal eigenvalue of Hermitian matrix,
which is disturbed by other error matrix. Relevant theory can be expressed by:

Proposition 1. Assume that Q ∈ CN×N is a positive semidefinite respect to eigenvalues λn |1≤n≤N and unit
eigenvectors αn |1≤n≤N . Moreover, assume that Q is disturbed by a matrix Q̃ ∈ CN×N, hence the perturbed
matrix can be written as Q = Q + Q̃. Finally, the relation of the eigenvalues (λn |1≤n≤N ) of Q and λn |1≤n≤N
is shown as

λn = λn + αH
n Q̃αn + αH

n Q̃EnQ̃αn + o
(
‖Q̃‖2

2

)
n = 1, . . . , N (19)

where En =
N
∑

i = 1
i �= n

(λn − λi)
−1αiα

H
i . The detailed proof of this proposition can be found in [25,26].

5.2. Perturbation Analysis on The Cost Function

As mentioned earlier, our purpose is investigating the relationship between the MSE of the DPD
estimator and noise as well as system errors. Herein, we adopt a second-order perturbation analysis to
(18), which follows

Dk(ẑ, pk, nk) = C(ẑ, pk)(Yk + Nk) ≈ D(0)
k + D̃

(1)
k + D̃

(2)
k (20)

It is necessary to emphasize that D(0)
k is the non-perturbation terms, and D̃

(1)
k as well as D̃

(2)
k

denote the first and second-order perturbation terms, respectively. Their expression is specified by⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

D(0)
k = C(z, pk)Yk

D̃
(1)
k =

D
∑

d=1
〈z̃〉d

.

C
(a)

d (z, pk)Yk +
2DL
∑

d=1
〈p̃k〉d

.

C
(b)

d (z, pk)Yk+C(z, pk)Nk

D̃
(2)
k = 1

2

D
∑

d1=1

D
∑

d2=1
〈z̃〉d1

〈z̃〉d2

..

C
(aa)

d1d2
(z, pk)Yk +

1
2

2DL
∑

d1=1

2DL
∑

d2=1
〈p̃k〉d1

〈p̃k〉d2

..

C
(bb)

d1d2
(z, pk)Yk+

D
∑

d1=1

2DL
∑

d2=1
〈z̃〉d1

〈p̃k〉d2

..

C
(ab)

d1d2
(z, pk)Yk +

D
∑

d=1
〈z̃〉d

.

C
(a)

d (z, pk)Nk +
2DL
∑

d=1
〈p̃k〉d

.

C
(b)

d (z, pk)Nk

(21)

where ⎧⎪⎪⎨⎪⎪⎩
.
C
(a)

d (z, pk) =
∂C(z,pk)

∂〈z〉d ,
.
C
(b)

d (z, pk) =
∂C(z,pk)
∂〈pk〉d ,

..
C
(aa)

d1d2
(z, pk) =

∂2C(z,pk)
∂〈z〉d1

∂〈z〉d2
..
C
(bb)

d1d2
(z, pk) =

∂2C(z,pk)
∂〈pk〉d1

∂〈pk〉d2
,

..
C
(ab)

d1d2
(z, pk) =

∂2C(z,pk)
∂〈z〉d1

∂〈pk〉d2

(22)

The derivation of (21) is exhibited in Appendix A, and the matrices in (22) are listed in Appendix B.
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For easy derivation, we define Qk(ẑ, pk, nk) = DH
k (ẑ, pk, nk)·Dk(ẑ, pk, nk). Following the result in

(20), the Hermitian matrix Qk(ẑ, pk, nk) is approximated by

Qk(ẑ, pk, nk) ≈ Q(0)
k + Q̃

(1)
k + Q̃

(2)
k (23)

where ⎧⎪⎪⎨⎪⎪⎩
Q(0)

k = D(0)H
k D(0)

k

Q̃
(1)
k = D(0)H

k D̃
(1)
k + D̃

(1)H
k D(0)

k

Q̃
(2)
k = D(0)H

k D̃
(2)
k + D̃

(1)H
k D̃

(1)
k + D̃

(2)H
k D(0)

k

(24)

Note that error matrix is defined as

Q̃k = Qk(ẑ, pk, nk)−Q(0)
k ≈ Q̃

(1)
k + Q̃

(2)
k (25)

which is obtained by neglecting the high-order error issues.
Assume that Q(0)

k is related to eigenvalues λ
(0)
k,l |1≤l≤L as well as unit eigenvectors α

(0)
k,l |1≤l≤L ,

and Qk(ẑ, pk, nk) is associated with eigenvalues λk,l |1≤l≤L as well as unit eigenvectors αk,l |1≤l≤L .
By following the result in Proposition 1, we obtain

λk,L = λ
(0)
k,L + α

(0)H
k,L Q̃kα

(0)
k,L + α

(0)H
k,L Q̃kEk,LQ̃kα

(0)
k,L + o

(
‖Q̃k‖

2
2

)
k = 1, . . . , K (26)

where Ek,L =
L
∑

i=1

(
λ
(0)
k,L − λ

(0)
k,i

)−1
α
(0)
k,i α

(0)H
k,i .

Inserting (25) into (26) leads to

λk,L ≈ λ
(0)
k,L + λ̃

(1)
k,L + λ̃

(2)
k,L (27)

where λ̃
(1)
k,L and λ̃

(2)
k,L denote the first- and second-order distributed issues, respectively⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

λ̃
(1)
k,L = α

(0)H
k,L D(0)H

k D̃
(1)
k α

(0)
k,L + α

(0)H
k,L D̃

(1)H
k D(0)

k α
(0)
k,L

λ̃
(2)
k,L = α

(0)H
k,L D(0)H

k D̃
(2)
k α

(0)
k,L + α

(0)H
k,L D̃

(1)H
k D̃

(1)
k α

(0)
k,L + α

(0)H
k,L D̃

(2)H
k D(0)

k α
(0)
k,L+

α
(0)H
k,L D(0)H

k D̃
(1)
k Ek,LD(0)H

k D̃
(1)
k α

(0)
k,L + α

(0)H
k,L D̃

(1)H
k D(0)

k Ek,LD(0)H
k D̃

(1)
k α

(0)
k,L+

α
(0)H
k,L D(0)H

k D̃
(1)
k Ek,LD̃

(1)H
k D(0)

k α
(0)
k,L + α

(0)H
k,L D̃

(1)H
k D(0)

k Ek,LD̃
(1)H
k D(0)

k α
(0)
k,L

(28)

Define Jcost(ẑ, p, n) =
K
∑

k=1
λmax

{
DH

k (z, pk, nk)Dk(z, pk, nk)
}

and apply (27) in (18). Then,

Jcost(ẑ, p, n) can be approximated by

Jcost(ẑ, p, n) ≈ J(0)cost + J̃(1)cost + J̃(2)cost (29)

where

J(0)cos t =
K

∑
k=1

λ
(0)
k,L , J̃(1)cos t =

K

∑
k=1

λ̃
(1)
k,L , J̃(2)cos t =

K

∑
k=1

λ̃
(2)
k,L (30)

more specially, J̃(1)cost is written as

J̃(1)cost =
K
∑

k=1
α
(0)H
k,L D(0)H

k D̃(1)
k α

(0)
k,L +

K
∑

k=1
α
(0)H
k,L D̃(1)H

k D(0)
k α

(0)
k,L

=
K
∑

k=1
fH
1kz̃ +

K
∑

k=1
fH
2k p̃k +

K
∑

k=1
fH
3kñk

(31)
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where {
ñk =

[
nT

k nH
k
]T

fnk = F(a)H
nk

(
α
(0)
k,L

)
D(0)

k α
(0)
k,L + F(b)H

nk

(
D(0)

k α
(0)
k,L

)
α
(0)
k,Ln = 1, 2, 3

(32)

with ⎧⎨⎩ F(a)
1k (q) =

∂(C(z,pk)Ykq)
∂zT , F(a)

2k (q) =
∂(C(z,pk)Ykq)

∂pT
k

,

F(a)
3k (q) = C(z, pk)(diag{q} ⊗ IMN)Π1⎧⎪⎨⎪⎩ F(b)

1k (q) =
∂
(

YH
k CH

(z,pk)q
)

∂zT , F(b)
2k (q) =

∂
(

YH
k CH

(z,pk)q
)

∂pT
k

,

F(b)
3k (q) =

(
IL ⊗ qT)C(z, pk)Π2

(33)

where ⎧⎪⎨⎪⎩
Π1 = [IMNL 0MNL]

Π2 = [0MNL IMNL]
=
C(z, pk) = blkdiag

{
CT

(
z, p1,k

)
, CT

(
z, p2,k

)
, . . . , CT

(
z, pL,k

)} (34)

The detailed derivation of (31) to (34) can be seen in Appendix C.
Furthermore, J̃(2)cost can be formulated as

J̃(2)cost =
K
∑

k=1
α
(0)H
k,L D(0)H

k D̃(2)
k α

(0)
k,L +

K
∑

k=1
α
(0)H
k,L D̃(2)H

k D(0)
k α

(0)
k,L +

K
∑

k=1
α
(0)H
k,L D̃(1)H

k D̃(1)
k α

(0)
k,L+

K
∑

k=1
α
(0)H
k,L D(0)H

k D̃(1)
k Ek,LD(0)H

k D̃(1)
k α

(0)
k,L +

K
∑

k=1
α
(0)H
k,L D̃(1)H

k D(0)
k Ek,LD(0)H

k D̃(1)
k α

(0)
k,L+

K
∑

k=1
α
(0)H
k,L D(0)H

k D̃(1)
k Ek,LD̃(1)H

k D(0)
k α

(0)
k,L +

K
∑

k=1
α
(0)H
k,L D̃(1)H

k D(0)
k Ek,LD̃(1)H

k D(0)
k α

(0)
k,L

=
K
∑

k=1
z̃Tξ1kz̃ +

K
∑

k=1
p̃T

k ξ2k p̃k +
K
∑

k=1
z̃Tξ3k p̃k+

K
∑

k=1
z̃Tξ4kñk+

K
∑

k=1
p̃T

k ξ5kñk+
K
∑

k=1
ñH

k ξ6kñk

(35)

where
ξ ik = Σ

(a)
ik

(
α
(0)
k,L , IN , α

(0)
k,L

)
+ Σ

(a)
ik

(
α
(0)
k,L , D(0)

k Ek,LD(0)H
k , α

(0)
k,L

)
+

Σ
(b)
ik

(
D(0)

k α
(0)
k,L , Ek,L, D(0)

k α
(0)
k,L

)
+ Σ

(c)
ik

(
D(0)

k α
(0)
k,L , Ek,LD(0)H

k , α
(0)
k,L

)
+

Σ
(c)∗
ik

(
D(0)

k α
(0)
k,L , Ek,LD(0)H

k , α
(0)
k,L

)
+ Σ

(d)
ik

(
D(0)

k α
(0)
k,L , α

(0)
k,L

)
+

Σ
(d)∗
ik

(
D(0)

k α
(0)
k,L , α

(0)
k,L

)
(1 ≤ i ≤ 3)

(36)

ξ jk = Σ
(a)
jk

(
α
(0)
k,L , IN , α

(0)
k,L

)
+ Σ

(a)
jk

(
α
(0)
k,L , D(0)

k Ek,LD(0)H
k , α

(0)
k,L

)
+

Σ
(b)
jk

(
D(0)

k α
(0)
k,L , Ek,L, D(0)

k α
(0)
k,L

)
+ Σ

(c)
jk

(
D(0)

k α
(0)
k,L , Ek,LD(0)H

k , α
(0)
k,L

)
+

Σ
(c)∗
jk

(
D(0)

k α
(0)
k,L , EH

k,LD(0)H
k , α

(0)
k,L

)
Π3 + Σ

(d)
jk

(
D(0)

k α
(0)
k,L , α

(0)
k,L

)
+

Σ
(d)∗
jk

(
D(0)

k α
(0)
k,L , α

(0)
k,L

)
Π3(j = 4, 5)

(37)

ξ6k = Σ
(a)
6k

(
α
(0)
k,L , IN , α

(0)
k,L

)
+ Σ

(a)
6k

(
α
(0)
k,L , D(0)

k Ek,LD(0)H
k , α

(0)
k,L

)
+

Σ
(b)
6k

(
D(0)

k α
(0)
k,L , Ek,L, D(0)

k α
(0)
k,L

)
+ Σ

(c)
6k

(
D(0)

k α
(0)
k,L , Ek,LD(0)H

k , α
(0)
k,L

)
+

Σ
(c)H
6k

(
D(0)

k α
(0)
k,L , EH

k,LD(0)H
k , α

(0)
k,L

) (38)

with ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

Σ
(a)
1k (q1, Φ, q2) = F(a)H

1k (q1)ΦF(a)
1k (q2), Σ

(a)
2k (q1, Φ, q2) = F(a)H

2k (q1)ΦF(a)
2k (q2)

Σ
(a)
3k (q1, Φ, q2) = F(a)H

1k (q1)ΦF(a)
2k (q2) + F(a)T

1k (q2)Φ
TF(a)∗

2k (q1)

Σ
(a)
4k (q1, Φ, q2) = F(a)H

1k (q1)ΦF(a)
3k (q2) + F(a)T

1k (q2)Φ
TF(a)∗

3k (q1)Π3

Σ
(a)
5k (q1, Φ, q2) = F(a)H

2k (q1)ΦF(a)
3k (q2) + F(a)T

2k (q2)Φ
TF(a)∗

3k (q1)Π3

Σ
(a)
6k (q1, Φ, q2) = F(a)H

3k (q1)ΦF(a)
3k (q2)

(39)
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⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

Σ
(b)
1k (q1, Φ, q2) = F(b)H

1k (q1)ΦF(b)
1k (q2), Σ

(b)
2k (q1, Φ, q2) = F(b)H

2k (q1)ΦF(b)
2k (q2)

Σ
(b)
3k (q1, Φ, q2) = F(b)H

1k (q1)ΦF(b)
2k (q2) + F(b)T

1k (q2)Φ
TF(b)∗

2k (q1)

Σ
(b)
4k (q1, Φ, q2) = F(b)H

1k (q1)ΦF(b)
3k (q2) + F(b)T

1k (q2)Φ
TF(b)∗

3k (q1)Π3

Σ
(b)
5k (q1, Φ, q2) = F(b)H

2k (q1)ΦF(b)
3k (q2) + F(b)T

2k (q2)Φ
TF(b)∗

3k (q1)Π3

Σ
(b)
6k (q1, Φ, q2) = F(b)H

3k (q1)ΦF(b)
3k (q2)

(40)

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

Σ
(c)
1k (q1, Φ, q2) = F(b)H

1k (q1)ΦF(a)
1k (q2), Σ

(c)
2k (q1, Φ, q2) = F(b)H

2k (q1)ΦF(a)
2k (q2)

Σ
(c)
3k (q1, Φ, q2) = F(b)H

1k (q1)ΦF(a)
2k (q2) + F(a)T

1k (q2)Φ
TF(b)∗

2k (q1)

Σ
(c)
4k (q1, Φ, q2) = F(b)H

1k (q1)ΦF(a)
3k (q2) + F(a)T

1k (q2)Φ
TF(b)∗

3k (q1)Π3

Σ
(c)
5k (q1, Φ, q2) = F(b)H

2k (q1)ΦF(a)
3k (q2) + F(a)T

2k (q2)Φ
TF(b)∗

3k (q1)Π3

Σ
(c)
6k (q1, Φ, q2) = F(b)H

3k (q1)ΦF(a)
3k (q2)

(41)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

Σ
(d)
1k (q1, q2) =

1
2

∂2(qH
1 C(z,pk)Ykq2)

∂z∂zT , Σ
(d)
2k (q1, q2) =

1
2

∂2(qH
1 C(z,pk)Ykq2)

∂pk∂pT
k

Σ
(d)
3k (q1, q2) =

∂2(qH
1 C(z,pk)Ykq2)

∂z∂pT
k

, Σ
(d)
4k (q1, q2) =

(
∂
(

CH
(z,pk)q1

)
∂zT

)H

·(diag{q2} ⊗ IMN)Π1

Σ
(d)
5k (q1, q2) =

(
∂
(

CH
(z,pk)q1

)
∂pT

k

)H

·(diag{q2} ⊗ IMN)Π1

(42)

The detailed derivation is exhibited in Appendix D.
In sight of the above analysis, as a result, the second-order approximation of Jcost(ẑ, p, n) can be

drawn as

Jcost(ẑ, p, n) ≈ J(0)cost +
K
∑

k=1
fH
1kz̃ +

K
∑

k=1
fH
2k p̃k +

K
∑

k=1
fH
3kñk

+
K
∑

k=1
z̃Tξ1kz̃ +

K
∑

k=1
p̃T

k ξ2k p̃k+
K
∑

k=1
z̃Tξ3k p̃k

+
K
∑

k=1
z̃Tξ4kñk +

K
∑

k=1
pT

k ξ5kñk +
K
∑

k=1
ñH

k ξ6kñk

(43)

Note that fnk |1≤n≤3 can act as the gradient vector, and ξ jk
∣∣1≤j≤6 can form the Hessian matrix,

respectively. It is easily found that the single-step localization errors is linearly associated with the
environment noise and system errors. Furthermore, the MSE of DPD estimator is presented in the
next subsection.

5.3. MSE of The Single-Step Method with System Errors

Following the analysis presented above, it can be easily obtained that⎧⎨⎩ ∂J(0)cost
∂z = 0

∂Jcost(ẑ,p,n)
∂ẑ = 0

(44)

Then, via combining the first expression in (44) with (43), we have

∂J(0)cost
∂z

=
K

∑
k=1

f∗1k = 0 (45)

Through the second equality in (44), we imply

z̃ = argmax
q

(
K

∑
k=1

fH
1kq +

K

∑
k=1

qTξ1kq +
K

∑
k=1

qTξ3k p̃k +
K

∑
k=1

qTξ4kñk

)
(46)
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moreover, (46) can be specified by

z̃ = − 1
2

(
K
∑

k=1
ξ1k

)−1( K
∑

k=1
ξ3k p̃k +

K
∑

k=1
ξ4kñk +

K
∑

k=1
f∗1k

)
= − 1

2

(
K
∑

k=1
ξ1k

)−1( K
∑

k=1
ξ4kñk

)
− 1

2

(
K
∑

k=1
ξ1k

)−1( K
∑

k=1
ξ3k p̃k

) (47)

It is readily observed that the localization error parameter z̃ is composed of two terms. The first
formulation in (47) is associated with the environment noise, which is shown as

z̃1 = −1
2

(
K

∑
k=1

ξ1k

)−1( K

∑
k=1

ξ4kñk

)
(48)

The second equality in (47) is corresponding to the system errors, which is exhibited as

z̃2 = −1
2

(
K

∑
k=1

ξ1k

)−1( K

∑
k=1

ξ3k p̃k

)
(49)

To perfect the analysis, we make a statistical assumption that the system error vectors p̃k|1≤k≤K
obey zero-mean with covariance matrix Ωk|1≤k≤K. As a result, we have the location error
covariance matrices

R = E
[
z̃z̃T

]
= σ2

4

(
K
∑

k=1
ξ1k

)−1( K
∑

k=1
ξ4kξH

4k

)(
K
∑

k=1
ξH

1k

)−1

+

1
4

(
K
∑

k=1
ξ1k

)−1( K
∑

k=1
ξ3kΩkξH

3k

)(
K
∑

k=1
ξH

1k

)−1 (50)

Note that the first part in (50) is related to environment noise and the second part in (50) is attached
by system errors. It should be emphasized that trace{R} can represent the MSE of the single-step
approach in presence of two kinds of disturbance issues.

To better exhibit the analysis process, we summarize it as Algorithm 1 as follows.

Algorithm 1. The main steps of the analysis process

Input:

The observed data: ỹl,k, the real parameter and the error parameter of the lth receiver: pl,k and p̃l,k,
l = 1, . . . , L k = 1, . . . , K;

1. Calculate a second-order perturbation expression of Dk(ẑ, pk, nk) via Equation (20);
2. Substitute Dk(ẑ, pk, nk) into (23) to obtain the expression of the estimated Hermitian matrix Qk(ẑ, pk, nk);
3. Based on the matrix-perturbation analysis, calculate λk,L through Equation (26);
4. Approximate Jcost(ẑ, p, n) by (29);
5. Obtain the location error covariance matrices R.

Output: The MSE of the estimated location error trace{R}.

5.4. CRB under Precise Known Receiver Conditions

For any unbiased estimator, the CRB provides a lower bound on emitter localization variance.
This section presents the derivation of the CRB under the precise known positions and velocities of the
receivers. It is not difficult to find that although the MSE in Section 5.3 is given with system errors,
the CRB is provided without system errors. Therefore, the comparison between this CRB and the MSE
can reveal the performance difference caused by system errors.
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The unknown parameter vector η can be defined by

η =
[
zT, ωT

]T
(51)

where ω denotes all real parameters except the target position. The expression of ω is written as

ω =
[
sT, bT, ΔfT

]T
(52)

here s =
[
s(R)T

1 , s(R)T
2 , . . . , s(R)T

K , s(I)T
1 , s(I)T

2 , . . . , s(I)T
K

]T
with sk = [sk(1), sk(2), . . . , sk(N)]T,

b =
[
b(R)T

1 , b(R)T
2 , . . . , b(R)T

L , b(I)T
1 , b(I)T

2 , . . . , b(I)T
L

]T
with bl = [bl,1, bl,2, . . . , bl,K]

T, and Δf =

[Δ f1, Δ f2, . . . , Δ fK]
T.

Let dl,k(η) = bl,kC
(

z, pl,k

)
Bksk. According to [28], the fisher information matrix of unknown

parameter vector η is shown as

Jηη =
2
σ2

K

∑
k=1

L

∑
l=1

Re
(

∂dl,k(η)

∂ηT

)H(∂dl,k(η)

∂ηT

)
(53)

Define ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Yzz =
K
∑

k=1

L
∑

l=1
Re
{(

dl,k(η)

zT

)H dl,k(η)

zT

}
Yzω =

K
∑

k=1

L
∑

l=1
Re
{(

dl,k(η)

zT

)H dl,k(η)

wT

}
Yωω =

K
∑

k=1

L
∑

l=1
Re
{(

dl,k(η)

ωT

)H dl,k(η)

ωT

} (54)

The expression of Jηη can be rewritten as

Jηη =
2
σ2

n

[
Yzz Yzω

YT
zω Yωω

]
(55)

Following the matrix inversion formula in Reference [29], the block matrix form of Jηη is
formulated as

CRB =
σ2

n
2

(
Yzz − YzwY−1

wwYT
zw

)−1
(56)

Therefore, substituting the sub-blocks into (56), which are shown in Appendix E, will get the
CRB value.

6. Simulation Results

This section provides 200 Monte Carlo trials to corroborate the above theoretical analysis based on
MATLAB 2015b (MathWorks, Natick, MA, USA), and source data is generated as a Gaussian random
signal. Firstly, the localization performance of the proposed method and Weiss’s method [10] are
performed. Secondly, when system errors exist, the related theoretical values developed in Section 5 are
exhibited. Unless otherwise specified, we collect N = 32 sample points in each interval at a sampling
rate of fs = 15 kHz, use L = 3 receivers, perform a total of K = 8 observations, set the velocity of
receiver as v = 300 m/s and select the unknown transmitted frequency from [−100 100] Hz randomly.
Additionally, the propagation channel is an additive white Gaussian noise channel, and the channel
attenuation is drawn from a normal distribution with mean of 1 and standard deviation of 0.1, as well
as the channel phase is selected from a uniform distribution over [−π, π]. The target locates at [1.5 1.5]
km, and the receivers move along the trajectories (three scenarios are included) shown in Figure 1.
Note that the simulations in Sections 6.2 and 6.3 are based on the scenario (a) in Figure 1. Finally,
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root mean square error (RMSE) is adopted to evaluate localization accuracy in this paper, which is
defined by

RMSE =

√√√√ 1
200

200

∑
j=1

∥∥z− ẑ(j)
∥∥2

(57)

(a) (b) 

 
(c) 

Figure 1. Position of target and the trajectories of receivers. (a) Scenario a; (b) scenario b; (c) scenario c.

6.1. Effect of Reveicer Trajectories

In order to test the test whether our algorithm is sensitive to motion trajectories, we exhibit the
localization performance in the different scenarios in Figure 1. Figure 2 indicts that CRB for scenario (a)
can generate best localization accuracy, and CRBs for scenario (b) as well as (c) have similar positioning
precision. It is easily found that our method has the same trend as with CRB curves. Consequently,
the performance of our method is satisfied with theoretical analysis and our method is robust to the
receiver trajectories.
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Figure 2. RMSEs versus SNR under different trajectories of receivers.

6.2. Effect of DOA Information

To verify the influence of investigating DOA information in signal model on localization
performance, we take the following simulations. Firstly, the pseudo spatial spectra of the DPD
estimator with different parameter information at SNR = −10 dB are presented in Figure 3. It is easily
observed in Figure 3a,b that by using additional DOA information, the true peak of the spectrum
is more prominent and the pseudo peaks are significantly reduced. Additionally, the 2D plots in
Figure 3c,d indicate that with the utilization of DOA information, the estimated target position is closer
to the true target position.

Figure 3. Pseudo spatial spectra of the DPD method using different parameter information. (a) Our
method (3D); (b) Welss’s method (3D); (c) Our method (2D); (d) Welss’s method (2D).

Secondly, the performance comparison between the two methods is available in Figure 4. It is
straightforward to see that compared with Weiss’s method, our method performs superior at each
SNR level. More specifically, our method receives higher localization performance at low SNRs,
which shows strong robustness to harsh environments. Additionally, our method is closer to the
corresponding CRB. Consequently, DOA information gives a significant improvement on positioning
accuracy of this single-step approach.
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Figure 4. RMSEs versus SNR.

6.3. Effect of System Errors

This subsection mainly reveals the performance loss caused by system errors. The disturbances
from the receiver position and velocity are assumed to be a Gaussian distribution with zero-mean and
variances of σ2

p as well as σ2
v , respectively. Note that the disturbances from different receivers at different

observed interval have the same value in this paper. Additionally, the single-step method is exhibited
at two conditions: (1) both system errors and environment noise present; (2) only environment noise
attends. Furthermore, the MSE with system errors provided by (50) and the CRB without system errors
provided by (56) are also included in the simulations.

Firstly, the localization performance versus SNR are presented and both σ2
p and σ2

v are set at 15.
As shown in Figure 5, whether system errors exist or not, there is no difference of the DPD localization
performance at SNR ranging from −5 to 0 dB. This phenomenon indicates that positioning accuracy has
not received too much influence on system error and is mainly caused by environment noise at low SNRs.
However, as SNR increases, the localization performance in presence of system errors deteriorates. It tells
us that the localization errors are affected by environment noise and system errors together at high SNRs.
Additionally, when SNR reaches 20 dB, the RMSE of our algorithm is almost constant. The reason is that
when SNR is relatively large, the localization precision mainly comes from system errors and cannot be
reduced by the increase of SNR. Meanwhile, the localization errors of Weiss’s method continue to decline,
which implies our method can achieve the best performance faster in presence of system errors at the
same SNR condition. Furthermore, when two errors exist, the curve of our method approximates the
MSE curve, demonstrating the effectiveness of the theoretical analysis in Section 5.

Figure 5. RMSEs versus SNR under different scenarios.

272



Electronics 2019, 8, 235

Then, the localization errors versus the perturbation variance of system errors at SNR = 10 dB are
plotted in Figure 6. Unsurprisingly, the localization errors of the CRB and our method in absence of
system errors have hardly changed. On the other hand, it is evidently seen that the curves of the MSE
and our method with two errors are on the rise. The reason is that the DPD estimator could not solve
the influence of system errors.

1 5 9 13 17 21 25 29
Perturbation variance

5

10

15

20

25

30

35
40
45
50

Our methods with two errors
MSE provided by (50)
Our methods with only environment noise
CRB provided by (56)

Figure 6. RMSEs versus perturbation variance of system errors.

Finally, in Figure 7, the localization RMSEs versus the number of snapshots is provided,
under the scenario that SNR is 10, and both σ2

p as well as σ2
v are set at 20. As snapshots increase,

the localization performance of the CRB and our method without system errors can improve
continuously. Unfortunately, the DPD method remains approximately changeless no matter how
much snapshots increase. As we mentioned above, this phenomenon can be explained as system
errors being the main contributor to positioning precision under this condition, whose affects cannot
be erased by the DPD approach.

Figure 7. RMSEs versus number of snapshots.

7. Conclusions

In this paper, an improved work to the DPD method proposed by Weiss [10] is studied, and
the performance analysis of this method with system errors is provided. We start to reconstruct the
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signal model by using Doppler and DOA information, which is more suitable for the moving arrays
application. Then, the theoretical analysis is presented based on matrix eigen-perturbation results,
which express the perturbations as an additive noise on the Hertmitian matrix. Besides, the MSE
formulation of direct localization with system errors is provided. Finally, the CRB formulation for
the single-step method is also derived, which indicates the localization performance loss caused by
system errors. Several simulations demonstrate the analysis that system errors can deteriorate the
localization performance of the DPD estimator especially in high SNRs. Consequently, an improved
DPD approach considering system errors should be developed in the future work.
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Appendix A. Derivation of The Expressions in (21)

A second-order Taylor series expansion of C(ẑ, pk) around (z, pk) is shown as

C(ẑ, pk) = C(z, pk) +
D
∑

d=1
〈z̃〉d

.

C
(a)

d (z, pk) +
2DL
∑

d=1
〈p̃k〉d

.

C
(b)

d (z, pk)+

1
2

D
∑

d1=1

D
∑

d2=1
〈z̃〉d1

〈z̃〉d2

..

C
(aa)

d1d2
(z, pk) +

1
2

2DL
∑

d1=1

2DL
∑

d2=1
〈p̃k〉d1

〈p̃k〉d2

..

C
(bb)

d1d2
(z, pk)+

D
∑

d1=1

2DL
∑

d2=1
〈z̃〉d1

〈p̃k〉d2

..

C
(ab)

d1d2
(z, pk) + o

(
ε2)

(A1)

where
.
C
(a)

d (z, pk),
.
C
(b)

d (z, pk),
..
C
(aa)

d1d2
(z, pk),

..
C
(bb)

d1d2
(z, pk) and

..
C
(ab)

d1d2
(z, pk) are exhibited in (22).

Substituting (A1) into (13) leads to

Dk(ẑ, pk, nk) = C(ẑ, pk)(Yk + Nk) ≈ C(z, pk)Yk+

D
∑

d=1
〈z̃〉d

•
C
(a)

d (z, pk)Yk +
2DL
∑

d=1
〈p̃k〉d

•
C
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1
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••
C
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1
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•
C
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d (z, pk)Nk

= D(0)
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(1)
k + D̃

(2)
k

(A2)

This ends the derivation.

Appendix B. Derivation of The Expressions in (22)

Firstly, we start with developing the required derivatives of
.
δ
(a)

(z, ol,k) and
.
μ
(a)
(

z, pl,k

)
as

.
δ
(a)

(z, ol,k) =
∂δ(z, ol,k)

∂z
=

[
1 0

]T
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Following the expression of C(z, pk) in (14), it gives
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Appendix B.1. Expression of
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Appendix B.2. Expression of
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therefore
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Appendix B.3. Expression of
¨
C
(aa)

d1d2
(z, pk)

¨
C
(aa)

d1d2
(z, pk) =

∂2C(z, pk)

∂〈z〉d1
∂〈z〉d2

=

⎡⎣∂2CH
(

z, p1,k

)
∂〈z〉d1

∂〈z〉d2

,
∂2CH

(
z, p2,k

)
∂〈z〉d1

∂〈z〉d2

, . . . ,
∂2CH

(
z, pL,k

)
∂〈z〉d1

∂〈z〉d2

⎤⎦ (A26)

where

∂2CH
(

z, pl,k

)
∂〈z〉d1

∂〈z〉d2

=

⎡⎢⎣ ∂2a(z,ol,k)
∂〈z〉d1

∂〈z〉d2
⊗A

(
z, pl,k

)
+

∂a(z,ol,k)
∂〈z〉d1

⊗ ∂A(z,pl,k)
∂〈z〉d2

+
∂a(z,ol,k)

∂〈z〉d2
⊗ ∂A(z,pl,k)

∂〈z〉d1
+ a(z, ol,k)⊗ ∂2A(z,pl,k)

∂〈z〉d1
∂〈z〉d2

⎤⎥⎦
H

(A27)

with
∂2a(z,ol,k)

∂〈z〉d1
∂〈z〉d2

=
.

ψ
(a)
1,d1

(z, ol,k)· ∂a(z,ol,k)
∂〈z〉d2

+ a(z, ol,k)·
∂

.
ψ
(a)
1,d1

(z,ol,k)
∂〈z〉d2

=
.

ψ
(a)
1,d1

(z, ol,k)
.

ψ
(a)
1,d2

(z, ol,k)a(z, ol,k) + a(z, ol,k)
¨

ψ
(aa)

1,d1d2
(z, ol,k)

(A28)

¨
ψ
(aa)

1,d1d2
(z, ol,k) =

〈
¨
δ
(aa)

(z, ol,k)

〉
d1d2

·diag
{

j2π
d
λ

M̃
}

(A29)

and

∂2A(z,pl,k)
∂〈z〉d1

∂〈z〉d2
= A

(
z, pl,k

)
· ∂

.
ψ
(a)
2,d1

(z,pl,k)
∂〈z〉d2

+
.

ψ
(a)
2,d1

(
z, pl,k

)
· ∂A(z,pl,k)

∂〈z〉d2

= A
(

z, pl,k

) ¨
ψ
(aa)

2,d1d2

(
z, pl,k

)
+

.
ψ
(a)
2,d1

(
z, pl,k

)
A
(

z, pl,k

) .
ψ
(a)
2,d2

(
z, pl,k

) (A30)

¨
ψ
(aa)

2,d1d2

(
z, pl,k

)
=

〈
¨
μ
(aa)(

z, pl,k

)〉
d1d2

·diag
{

j2π fcÑTs

}
(A31)

Appendix B.4. Expression of
¨
C
(ab)

d1d2
(z, pk)

¨
C
(ab)

d1d2
(z, pk) =

∂2C(z,pk)
∂〈z〉d1

∂〈pk〉d2

=

[
∂2CH(z,p1,k)
∂〈z〉d1

∂〈pk〉d2
,

∂2CH(z,p2,k)
∂〈z〉d1

∂〈pk〉d2
, . . . ,

∂2CH(z,pL,k)
∂〈z〉d1

∂〈pk〉d2

] (A32)

where

∂2CH
(

z, pl,k

)
∂〈z〉d1

∂〈pk〉d2

=

⎡⎢⎣
∂2a(z,ol,k)

∂〈z〉d1
∂〈pk〉d2

⊗A
(

z, pl,k

)
+

∂a(z,ol,k)
∂〈z〉d1

⊗ ∂A(z,pl,k)
∂〈pk〉d2

+
∂a(z,ol,k)

∂〈pk〉d2
⊗ ∂A(z,pl,k)

∂〈z〉d1
+ a(z, ol,k)⊗ ∂2A(z,pl,k)

∂〈z〉d1
∂〈pk〉d2

⎤⎥⎦
H

(A33)
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with
∂2a(z,ol,k)

∂〈z〉d1
∂〈pk〉d2

=
.

ψ
(a)
1,d1

(z, ol,k)· ∂a(z,ol,k)
∂〈pk〉d2

+ a(z, ol,k)·
∂

.
ψ
(a)
1,d1

(z,ol,k)
∂〈pk〉d2

=
.

ψ
(a)
1,d1

(z, ol,k)
.

ψ
(b)
1,d2

(z, ol,k)a(z, ol,k) + a(z, ol,k)
¨

ψ
(ab)

1,d1d2
(z, ol,k)

(A34)

¨
ψ
(ab)

1,d1d2
(z, ol,k) =

〈
¨
δ
(ab)

(z, ol,k)

〉
d1d2

·diag
{

j2π
d
λ

M̃
}

(A35)

and

∂2A
(

z, pl,k

)
∂〈z〉d1

∂〈pk〉d2

= A
(

z, pl,k

)
· ¨
ψ
(ab)

2,d1d2

(
z, pl,k

)
+

.
ψ
(a)
2,d1

(
z, pl,k

)
·A
(

z, pl,k

)
· .
ψ
(b)
2,d2

(
z, pl,k

)
(A36)

¨
ψ
(ab)

2,d1d2
(z, ol,k) =

〈
¨
μ
(ab)(

z, pl,k

)〉
d1d2

·diag
{

j2π fcÑTs

}
(A37)

Therefore,
¨
C
(ab)

d1d2
(z, pk) can be written as

¨
C
(ab)

d1d2
(z, pk) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[
∂2CH(z,p1,k)
∂〈z〉d1

∂〈pk〉d2
, 0N×MN , . . . , 0N×MN

]
1 ≤ d1 ≤ 2D

1 ≤ d2 ≤ 2D[
0N×MN ,

∂2CH(z,p2,k)
∂〈z〉d1

∂〈pk〉d2
, . . . , 0N×MN

]
2D + 1 ≤ d1 ≤ 4D

2D + 1 ≤ d2 ≤ 4D
...

...[
0N×MN , . . . , 0N×MN ,

∂2CH(z,pL,k)
∂〈z〉d1

∂〈pk〉d2

]
2D(L− 1) + 1 ≤ d1 ≤ 2DL

2D(L− 1) + 1 ≤ d2 ≤ 2DL

(A38)

Appendix B.5. Expression of
¨
C
(bb)

d1d2
(z, pk)

¨
C
(bb)

d1d2
(z, pk) =

∂2C(z,pk)
∂〈pk〉d1

∂〈pk〉d2

=

[
∂2CH(z,p1,k)

∂〈pk〉d1
∂〈pk〉d2

,
∂2CH(z,p2,k)

∂〈pk〉d1
∂〈pk〉d2

, . . . ,
∂2CH(z,pL,k)

∂〈pk〉d1
∂〈pk〉d2

] (A39)

where

∂2CH
(

z, pl,k

)
∂〈pk〉d1

∂〈pk〉d2

=

⎡⎢⎣
∂2a(z,ol,k)

∂〈pk〉d1
∂〈pk〉d2

⊗A
(

z, pl,k

)
+

∂a(z,ol,k)
∂〈pk〉d1

⊗ ∂A(z,pl,k)
∂〈pk〉d2

+
∂a(z,ol,k)

∂〈pk〉d2
⊗ ∂A(z,pl,k)

∂〈pk〉d1
+ a(z, ol,k)⊗ ∂2A(z,pl,k)

∂〈pk〉d1
∂〈pk〉d2

⎤⎥⎦
H

(A40)

with
∂2a(z, ol,k)

∂〈pk〉d1
∂〈pk〉d2

=
.

ψ
(b)
1,d1

(z, ol,k)
.

ψ
(b)
1,d2

(z, ol,k)a(z, ol,k) + a(z, ol,k)
¨

ψ
(bb)

1,d1d2
(z, ol,k) (A41)

¨
ψ
(bb)

1,d1d2
(z, ol,k) =

〈
¨
δ
(bb)

(z, ol,k)

〉
d1d2

·diag
{

j2π
d
λ

M̃
}

(A42)

and

∂2A
(

z, pl,k

)
∂〈pk〉d1

∂〈pk〉d2

= A
(

z, pl,k

) .
ψ
(bb)
2,d1d2

(
z, pl,k

)
+

.
ψ
(b)
2,d1

(
z, pl,k

)
A
(

z, pl,k

) .
ψ
(b)
2,d2

(
z, pl,k

)
(A43)
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¨
ψ
(bb)

2,d1d2

(
z, pl,k

)
=

〈
¨
μ
(bb)(

z, pl,k

)〉
d1d2

·diag
{

j2π fcÑTs

}
(A44)

Therefore,
¨
C
(bb)

d1d2
(z, pk) can be written as

¨
C
(bb)

d1d2
(z, pk) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[
∂2CH(z,p1,k)

∂〈pk〉d1
∂〈pk〉d2

, 0N×MN , . . . , 0N×MN

]
1 ≤ d1 ≤ 2D

1 ≤ d2 ≤ 2D[
0N×MN ,

∂2CH(z,p2,k)
∂〈pk〉d1

∂〈pk〉d2
, . . . , 0N×MN

]
2D + 1 ≤ d1 ≤ 4D

2D + 1 ≤ d2 ≤ 4D
...

...[
0N×MN , . . . , 0N×MN ,

∂2CH(z,pL,k)
∂〈pk〉d1

∂〈pk〉d2

]
2D(L− 1) + 1 ≤ d1 ≤ 2DL

2D(L− 1) + 1 ≤ d2 ≤ 2DL

(A45)

This completes the derivation.

Appendix C. Derivation of (31) to (34)

Associated with the second formulation in (21), it follows for any vector q1 ∈ CL×1 and
q2 ∈ CN×1 that

D̃
(1)
k q1 =

D
∑

d=1
〈z̃〉d

.
C
(a)

d (z, pk)Ykq1 +
2DL
∑

d=1
〈p̃k〉d

.
C
(b)

d (z, pk)Ykq1 + C(z, pk)Nkq1

=
∂(C(z,pk)Ykq1)

∂zT z̃ +
∂(C(z,pk)Ykq1)

∂pT
k

p̃k + C(z, pk)(diag{q1} ⊗ IN)Π1ñk

= F(a)
1k (q1)z̃ + F(a)

2k (q1)p̃k + F(a)
3k (q1)ñk

(A46)

D̃
(1)H
k q2 =

D
∑

d=1
〈z̃〉dYH

k

•
C
(a)H

d (z, pk)q2 +
2DL
∑

d=1
〈p̃k〉dYH

k

•
C
(b)H

d (z, pk)q2 + NH
k C(z, pk)q2

=
∂
(

YH
k CH

(z,pk)q2

)
∂zT z̃ +

∂
(

YH
k CH

(z,pk)q2

)
∂pT

k
p̃k +

(
IL ⊗ qT

2
)
C(z, pk)Π2ñk

= F(b)
1k (q2)z̃ + F(b)

2k (q2)p̃k + F(b)
3k (q2)ñk

(A47)

Consequently, the formulation of J̃(1)cost can be shown as

J̃(1)cost =
K
∑

k=1
α
(0)H
k,L D(0)H

k

(
F(a)

1k

(
α
(0)
k,L

)
z̃ + F(a)

2k

(
α
(0)
k,L

)
p̃k + F(a)

3k

(
α
(0)
k,L

)
ñk

)
+

K
∑

k=1
α
(0)H
k,L

(
F(b)

1k

(
D(0)

k α
(0)
k,L

)
z̃ + F(b)

2k

(
D(0)

k α
(0)
k,L

)
p̃k + F(b)

3k

(
D(0)

k α
(0)
k,L

)
ñk

) (A48)

This completes the derivation.
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Appendix D. Derivation of (35)

Associated with (A46), it follows for any vector q1 and q2 that

qH
1 D̃

(1)H
k ΦD̃

(1)
k q2 = z̃TF(a)H

1k (q1)ΦF(a)
1k (q2)z̃ + p̃T

k F(a)H
2k (q1)ΦF(a)

2k (q2)p̃k+

z̃T
(

F(a)H
1k (q1)ΦF(a)

2k (q2) + F(a)T
1k (q2)Φ

TF(a)∗
2k (q1)

)
p̃k+

z̃T
(

F(a)H
1k (q1)ΦF(a)

3k (q2) + F(a)T
1k (q2)Φ

TF(a)∗
3k (q1)Π3

)
ñk+

p̃T
k

(
F(a)H

2k (q1)ΦF(a)
3k (q2) + F(a)T

2k (q2)Φ
TF(a)∗

3k (q1)Π3

)
ñk+

ñT
k F(a)H

3k (q1)ΦF(a)
3k (q2)ñk

= z̃TΣ
(a)
1k (q1, Φ, q2)z̃ + p̃T

k Σ
(a)
2k (q1, Φ, q2)p̃k+

z̃TΣ
(a)
3k (q1, Φ, q2)p̃k + z̃TΣ

(a)
4k (q1, Φ, q2)ñk+

p̃T
k Σ

(a)
5k (q1, Φ, q2)ñk + ñT

k Σ
(a)
6k (q1, Φ, q2)ñk

(A49)

Meanwhile, the similar result respect to (A47) is drawn as

qH
1 D̃

(1)
k ΦD̃

(1)H
k q2 = z̃TF(b)H

1k (q1)ΦF(b)
1k (q2)z̃ + p̃T

k F(b)H
2k (q1)ΦF(b)

2k (q2)p̃k+

z̃T
(

F(b)H
1k (q1)ΦF(b)

2k (q2) + F(b)T
1k (q2)Φ

TF(b)∗
2k (q1)

)
p̃k+

z̃T
(

F(b)H
1k (q1)ΦF(b)

3k (q2) + F(b)T
1k (q2)Φ

TF(b)∗
3k (q1)Π3

)
ñk+

p̃T
k

(
F(b)H

2k (q1)ΦF(b)
3k (q2) + F(b)T

2k (q2)Φ
TF(b)∗

3k (q1)Π3

)
ñk+

ñT
k F(b)H

3k (q1)ΦF(b)
3k (q2)ñk

= z̃TΣ
(b)
1k (q1, Φ, q2)z̃ + p̃T

k Σ
(b)
2k (q1, Φ, q2)p̃k+

z̃TΣ
(b)
3k (q1, Φ, q2)p̃k + z̃TΣ

(b)
4k (q1, Φ, q2)ñk+

p̃T
k Σ

(b)
5k (q1, Φ, q2)ñk + ñT

k Σ
(b)
6k (q1, Φ, q2)ñk

(A50)

Additionally, we can obtain the following formulations

qH
1 D̃

(1)
k ΦD̃

(1)
k q2 = z̃TF(b)H

1k (q1)ΦF(a)
1k (q2)z̃ + p̃T

k F(b)H
2k (q1)ΦF(a)

2k (q2)p̃k+

z̃T
(

F(b)H
1k (q1)ΦF(a)

2k (q2) + F(a)T
1k (q2)Φ

TF(b)∗
2k (q1)

)
p̃k+

z̃T
(

F(b)H
1k (q1)ΦF(a)

3k (q2) + F(a)T
1k (q2)Φ

TF(b)∗
3k (q1)Π3

)
ñk+

p̃T
k

(
F(b)H

2k (q1)ΦF(b)
3k (q2) + F(a)T

2k (q2)Φ
TF(b)∗

3k (q1)Π3

)
ñk+

ñT
k F(b)H

3k (q1)ΦF(a)
3k (q2)ñk

= z̃TΣ
(c)
1k (q1, Φ, q2)z̃ + p̃T

k Σ
(c)
2k (q1, Φ, q2)p̃k+

z̃TΣ
(c)
3k (q1, Φ, q2)p̃k + z̃TΣ

(c)
4k (q1, Φ, q2)ñk+

p̃T
k Σ

(c)
5k (q1, Φ, q2)ñk + ñT

k Σ
(c)
6k (q1, Φ, q2)ñk

(A51)

qH
1 D̃

(1)H
k ΦD̃

(1)H
k q2 =

(
qH

2 D̃
(1)
k ΦHD̃

(1)
k q1

)H

= z̃TΣ
(c)∗
1k

(
q2, ΦH, q1

)
z̃ + p̃T

k Σ
(c)∗
2k

(
q2, ΦH, q1

)
p̃k+

z̃TΣ
(c)∗
3k

(
q2, ΦH, q1

)
p̃k + z̃TΣ

(c)∗
4k

(
q2, ΦH, q1

)
Π3ñk+

p̃T
k Σ

(c)∗
5k

(
q2, ΦH, q1

)
Π3ñk + ñT

k Σ
(c)H
6k

(
q2, ΦH, q1

)
ñk

(A52)
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Finally, associated with the third formulation in (21), we have

qH
1 D̃

(2)
k q2 = 1

2

D
∑

d1=1

D
∑

d2=1
〈z̃〉d1

〈z̃〉d2
qH

1

..

C
(aa)

d1d2
(z, pk)Ykq2+

1
2

2DL
∑

d1=1

2DL
∑

d2=1
〈p̃k〉d1

〈p̃k〉d2
qH

1

..

C
(bb)

d1d2
(z, pk)Ykq2+

D
∑

d1=1

2DL
∑

d2=1
〈z̃〉d1

〈p̃k〉d2
qH

1

..

C
(ab)

d1d2
(z, pk)Ykq2+

D
∑

d=1
〈z̃〉dqH

1

.

C
(a)

d (z, pk)Nkq2 +
2DL
∑

d=1
〈p̃k〉dqH

1

.

C
(b)

d (z, pk)Nkq2

= z̃TΣ
(d)
1k (q1, q2)z̃ + p̃T

k Σ
(d)
2k (q1, q2)p̃k + z̃TΣ

(d)
3k (q1, q2)p̃k+

z̃TΣ
(d)
4k (q1, q2)ñk + p̃T

k Σ
(d)
5k (q1, q2)ñk

(A53)

qH
1 D̃

(2)H
k q2 =

(
qH

2 D̃
(2)
k q1

)H

= z̃TΣ
(d)∗
1k (q2, q1)z̃ + p̃T

k Σ
(d)∗
2k (q2, q1)p̃k + z̃TΣ

(d)∗
3k (q2, q1)p̃k+

z̃TΣ
(d)∗
4k (q2, q1)Π3ñk + p̃T

k Σ
(d)∗
5k (q2, q1)Π3ñk

(A54)

By using the above results, the expression of J̃(2)cos t is written as

J̃(2)cost =
K
∑

k=1
z̃Tξ1kz̃ +

K
∑

k=1
p̃T

k ξ2k p̃k +
K
∑

k=1
z̃Tξ3k p̃k+

K
∑

k=1
z̃Tξ4kñk+

K
∑

k=1
p̃T

k ξ5kñk+
K
∑

k=1
ñH

k ξ6kñk

(A55)

This ends the derivation in this part.

Appendix E. Derivation of CRB

Appendix E.1. The Partial of dl,k(η) Respect to z

Define Gl,k = bl,k
.
C
(

z, pl,k

)
(I2 ⊗ Bksk) with

.
C
(

z, pl,k

)
=

∂C(z,pl,k)
∂zT =

∂a(z,pl,k)
∂zT ⊗

A
(

z, pl,k

)
+a(z, ol,k)⊗ ∂A(z,pl,k)

∂zT . The derivation with respect to z can be expressed by

∂dl,k(η)

∂zT = Gl,k (A56)

where
∂a
(

z, pl,k

)
∂zT = diag

{
a(z, ol,k)

}·[0, j2π
d
λ

, . . . , j2π
d
λ
(M− 1)

]T
·

.
δ
(a)T

(z, ol,k) (A57)

∂A(z,pl,k)
∂zT = A

(
z, pl,k

)
·

diag
{

0, j2π fcTs
.
μ
(a)T

(
z, pl,k

)
, . . . , j2π fc(N − 1)Ts

.
μ
(a)T

(
z, pl,k

)} (A58)

Appendix E.2. The Partial of dl,k(η) Respect to b

Define Hl,k = C
(

z, pl,k

)
Bkskδl,mδk,n. Note that b is a complex vector, so we obtain

∂dl,k(η)

∂b(R)T
m,n

= Hl,k

∂dl,k(η)

∂b(I)T
m,n

= jHl,k
(A59)
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Appendix E.3. The Partial of dl,k(η) Respect to s

Define Kl,k = bl,kC
(

z, pl,k

)
Bkδk,n. Note that s is also a complex vector, so we obtain

∂dl,k(η)

∂s(R)T
n

= Kl,k

∂dl,k(η)

∂s(I)T
n

= jKl,k
(A60)

Appendix E.4. The Partial of dl,k(η) Respect to Δf

Define Ml,k = bl,kC
(

z, pl,k

) .
Bk(IK ⊗ sk) with

.
Bk = Bk·diag{j2πÑTs}δk,n. The derivation with

respect to Δf can be expressed by
∂dl,k(η)

∂ΔfT = Ml,k (A61)

By substituting (A56), (A59), (A60), (A61) into (53), the sub-blocks of Jηη is formulated as

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
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K
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L
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Re
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L
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Re
{
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l,k Hl,k

}
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K
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L
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Im

{
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Abstract: The stochastic gradient matching pursuit algorithm requires the sparsity of the signal as
prior information. However, this prior information is unknown in practical applications, which
restricts the practical applications of the algorithm to some extent. An improved method was
proposed to overcome this problem. First, a pre-evaluation strategy was used to evaluate the sparsity
of the signal and the estimated sparsity was used as the initial sparsity. Second, if the number of
columns of the candidate atomic matrix was smaller than that of the rows, the least square solution
of the signal was calculated, otherwise, the least square solution of the signal was set as zero. Finally,
if the current residual was greater than the previous residual, the estimated sparsity was adjusted
by the fixed step-size and stage index, otherwise we did not need to adjust the estimated sparsity.
The simulation results showed that the proposed method was better than other methods in terms of
the aspect of reconstruction percentage in the larger sparsity environment.

Keywords: compressed sensing; estimated sparsity; least squares solution; stochastic gradient;
reconstruction probability

1. Introduction

Compressed sensing (CS) [1–3] theory has aroused significant concern over the past few
years. It asserts that a signal can be conducted using compressive sampling, which has a much
lower frequency than that of Nyquist. The signal processing of an electrical circuit includes an
analog-to-digital converter (ADC). The ADC receives an analog input signal, samples the analog
input signal based on a sampling clock signal and converts the sampled analog input signal into a
digital output signal. The compressed sensing method can be used to sample the analog signal with a
lower sample rate than the Nyquist sampling rate. CS theory mainly includes three core issues [4]: (1)
The signal sparsity representation, which designs the sparsity basis or the over-complete dictionary
with the capability of sparse representation; (2) The compressive measurement of the sparse signal
or compressive signal for designing the sensing matrix, which satisfies the incoherence of atoms or
restricted isometry property (RIP) [5]; and (3) The reconstruction of the sparse signal is to design the
efficiency signal recovery algorithm. In terms of the aspects of signal sparse representation and sensing
matrix design, there have been several better solutions. However, extending CS theory to practical
applications requires a crucial step to implement, which is the design of a signal recovery algorithm.
Therefore, the design of a recovery algorithm is still an important topic in the field of CS research.

Currently, several mature signal recovery algorithms have been proposed. Among the existing
recovery algorithms, two major approaches are the l1-norm minimization (or convex optimization) and
l0-norm minimization (or greedy pursuit) methods. Convex optimization methods approach the signal
by changing the non-convex problem into convex ones such as the basis pursuit (BP) [6] algorithm, the
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gradient projection for sparse reconstruction (GPSR) [7] algorithm, the interior-point method Bergman
iteration (BT) [8] and total-variation (TV) [9]. While the convex optimization methods work correctly for
all sparse signals and provide theoretical performance guarantees, its high computational complexity
may prevent it from encountering practical large-scale recovery problems. The other category is
the greedy pursuit algorithm, which iteratively identifies the true support of the original signal and
constructs an approximation signal based on a set of chosen supports until the halt iteration stop
condition is satisfied. This can more efficiently solve large-scale data recovery problems. An example
of an earlier typical greedy algorithm is the matching pursuit (MP) [10] algorithm. The orthogonal
matching pursuit (OMP) [11] algorithm was developed based on the MP algorithm to optimize MP by
orthogonalizing the atoms of the support set. However, the OMP algorithm selects one of the columns
of preliminary atoms to add the candidate atoms set, which will increase the number of iterations,
thereby reducing the speed of the OMP algorithm. Subsequently, some researchers have proposed
several modified methods and as for the shortcoming where OMP places only one atom (or column)
onto the support atom set at each round of iteration, the stage-wise OMP (StOMP) [12] algorithm has
been proposed. StOMP can select multiple atoms to add to the support atom set by using the thresholds.
Regularization is introduced in OMP and can provide a powerful theoretical guarantee. This recovery
algorithm is called the regularized OMP (ROMP) [13] algorithm. The computational complexity of
these algorithms is significantly lower than that of the convex optimization methods; however, they
require more measurement of values for exact recovery and have poor reconstruction performance
in a noisy environment. To date, subspace pursuit (SP) [14] and compressive sampling matching
pursuit (CoSaMP) [15,16] algorithms have been proposed by incorporating a backtracking strategy.
These algorithms offer strong theoretical guarantees and provide robustness to noise. However, both
of these algorithms require the sparsity K as priority information, which may not be available in
most practical applications. In order to overcome this weakness, the sparsity adaptive matching
pursuit (SAMP) [17] algorithm was proposed for blind signal recovery when the sparsity is unknown.
The SAMP algorithm divides the recovery process of the algorithm into several stages with a fixed
step-size and without the prior information of the sparsity. In the SAMP algorithm, the step-size is fixed
at the initial stage of the SAMP algorithm. Additional iterations are required if the step-size is much
smaller than the signal’s sparsity. This will lead to a long reconstruction time. Furthermore, the fixed
step-size cannot estimate the real sparsity precisely because this method can only set the estimated
sparsity to a multiple integer of the step-size. Although these traditional greedy pursuit algorithms
are widely used due to their simple structure, convenient calculation and better reconstruction effect,
they still have many drawbacks. These methods do not directly solve the original optimization
problem, which will result in the quality of the signal recovery being of poorer quality than the
convex optimization method-based l1-norm. In addition, these greedy pursuit algorithms have the
disadvantage of a high computing complexity and large storage capacity for large-scale date recovery.

Since calculating the orthogonal projection requires a large number of calculations using
traditional greedy algorithms, this will result in a decline in the recovery efficiency of the greedy
algorithm. Thomas et al. first proposed a gradient pursuit (GP) [18] algorithm for the sake of
overcoming this shortcoming. This algorithm uses the update of the gradient direction to replace
the calculation of the orthogonal projection, which reduces the computational complexity of the
greedy pursuit algorithms. Their successors include the Newton pursuit (NP) [19] algorithm,
the conjugate gradient pursuit (CGP) [20] algorithm, the approximate conjugate gradient pursuit
(ACGP) [21] algorithm and the variable metric method-based gradient pursuit (VMMGP) [22]
algorithm. These methods reduce the computational complexity and storage space of the traditional
greedy algorithm in terms of the large-scale recovery problem but the reconstruction performance
still requires improvement. Therefore, based on the GP algorithm, the stage-wise weak gradient
pursuit (SwGP) [23] algorithm was proposed to improve the reconstruction efficiency and convergence
speed of the GP algorithm via the weak selection strategy. Although the SwGP algorithm makes
the fashioning of atom selection more flexible and improves the reconstruction precision, the time
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taken for atom selection is greatly increased. Recently, motivated by the stochastic gradient descent
methods, the stochastic gradient matching pursuit (StoGradMP) [24] algorithm was proposed for the
optimization problem with sparsity constraints. The StoGradMP algorithm not only improves the
reconstruction efficiency of the greedy recovery algorithm for the large-scale data recovery problem but
also reduces the computational complexity of the algorithm. However, the StoGradMP algorithm still
requires the sparsity of the signal as a priori information, which restricts the capacity of the algorithm’s
availability in practical situations. This study proposed a sparsity pre-evaluation strategy to estimate
the sparsity of the signal and utilized the estimated sparsity as the input parameter of the algorithm.
This strategy will make the algorithm eliminate the dependence on signal sparsity and decrease the
number of iterations of the algorithm. This algorithm then approaches the real sparsity of the signal by
adjusting its initial sparsity estimation, thereby realizing the expansion of the support atoms set and
the signal reconstruction.

In recent years, a variety of reconstruction algorithms have been proposed, which have further
enhanced the application prospect of CS theory in the field of signal processing such as channel
estimation and blind source separation. There is no denying that the application research of
reconstruction algorithms will even further highlight the importance of such algorithms. In the
literature [25], novel subspace-based blind schemes have been proposed and applied to the sparse
channel identification problem. Moreover, the adaptive sparse subspace tracking method was proposed
to provide efficient real-time implementations. In Reference [26], a novel unmixing method based on
the simultaneously sparse and low-rank constrained non-negative Matrix factorization (NMF) was
applied to the remote sensing image analysis.

2. Preliminaries and Problem Statement

In CS theory, for x ∈ Rn×1, here, n is the length of signal x. If the number of non-zero entries is K
in original signal, then we regard the signal x as the K-sparse signal or compressive signal (in noiseless
environments). Generally, the signal x can be expressed as follows:

x =
n

∑
i=1

βiψi = Ψβ (1)

‖ β ‖0 = K (2)

where ψi(i = 1, 2, . . . , n) are the basis vectors of the sparse basis matrix Ψn×n, that is, Ψ is the matrix
constituted by the {ψi}n

i=1. β ∈ Rn is a projection coefficient vector and K � n. ‖ . ‖0 denotes that the
number of non-zero entries in the projection coefficient vector β.

When the sparse representation of the original signal is completed, we need to construct a
measurement matrix Φ for the compression measurement of the sparse signal x to obtain the
observation values u, this process can be described as follows:

u = Φx (3)

where Φ ∈ Rm×n, u ∈ Rm×1 and m � n. According to Equation (3), the observation vector
nearly contains the whole information of the n-dimensional signal x. Furthermore, this process
is non-adaptive, which will ensure that the crucial information of the original signal is not lost when
the dimensional signal is decreased from n to m. The m is called the number of observation values in
the later description.

When the original signal x itself is not sparse, the original signal measurement process cannot
be directly utilized in Equation (3). Thus, we need the compressive measurement on the projection
coefficient vector β to obtain the measurement value. According to Equations (1) and (3), we can obtain
the follow equation:

u = ΦΨβ = Γβ (4)
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where Γ = ΦΨ ∈ Rm×n is the sensing matrix. According to Equation (4), we know that the dimensional
of the observation vector u is much lower than the dimensional of signal x, that is, m � n. Therefore,
Equation (4) is regarded as an under-determined problem and indicates that Equation (4) has an
infinite number of solutions. That is to say, it is hard to reconstruct the projection coefficient vector β

from observation vector u.
Whereas, according to the literature [27], we know that the sufficient condition for exact sparse

signal recovery is that sensing matrix Γ satisfies the RIP condition. Thus, if the sensing matrix satisfies
the RIP condition, the reconstruction on signal β is equivalent to the l0-norm optimization problem [28]:

min
β∈Rn×1

‖ β ‖0 subject to u = Γβ (5)

where ‖ . ‖0 represents the number of non-zero entries in projection coefficient β. Unfortunately,
Equation (5) is a NP-hard optimization problem. When the isometry constant δK of the sensing matrix
Γ is less than or equal to

√
2− 1, Equation (5) is equivalent to the l1-norm optimization problem:

min
β∈Rn×1

‖ β ‖1 subject tou = Γβ (6)

where ‖ . ‖1 denotes that the absolute sum of the non-zero entries in projection coefficient β. Equation
(6) is a convex optimization problem. Meanwhile, when the sparse basis is determined, in order to
ensure that the sensing matrix Γ also satisfies the RIP condition, the measurement matrix Φ must meet
certain conditions. However, in Reference [29,30], the researchers found that when the measurement
matrix Φ was a random matrix with a Gaussian distribution, the sensing matrix Γ could satisfy the
RIP condition with a large probability. This will greatly reduce the difficultly of the design of the
measurement matrix.

However, in most practical applications and conditions, the original signal ordinarily contains
noise signals. In this setting, this sensing process can be represented in the following equation:

u = Γβ + ε (7)

where ε ∈ Rn×1 is the noise signal. In this study, for simplicity, we supposed that the signal x itself
was K-sparse, thus, the original signal x and sensing matrix Γ were equal to the projection coefficient β

and measurement matrix Φ, respectively. According to Equation (7), it can be written as u = Φx + ε.
We minimized the follow equation to reconstruct the original sparse signal x:

min
x∈Rn×1

1
2m
‖ u−Φx ‖2

2 subject to‖ x ‖0 ≤ K (8)

where u−Φx is the residual of the original signal x, which is represented as rk. That is, rk = u−Φx.
‖ . ‖2 represents the square of l2-norm of the signal residual vector rk. To analyze Equation (8), we
combined Equation (1). In Equation (1), βi is the projection coefficient of the sparse signal x. This
notion is general enough to address many important sparse models such as group sparsity and low
rankness (see studies [31,32] for examples). Then, we can express Equation (9) in the form of

min
x

1
M

M

∑
i=1

fi(x)︸ ︷︷ ︸
F(x)

subject to‖ x ‖0,Ψ ≤ K (9)

where fi(x) is a smooth function, that is, it is a non-convex function. ‖ x ‖0,Ψ is defined as the norm
that captures the sparsity of signal x.

For a sparse signal recovery problem, the sparse basis Ψ consists of n basic vectors, each of size n
in the Euclidean space. This problem can be regarded as a special case of Equation (9) with fi(x) =
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(ui− < φi, x >)2 and M = m. The observation vector u is decomposed into the non-overlapping block
observation vectors ubi

with a size of b. Φbi×n denotes the block-matrix of the measurement matrix
of size b. According to Equations (8) and (9), the objective function F(x) can be represented as in the
following form:

F(x) =
1
M

M

∑
i=1

1
2b
‖ ubi

−Φbi
x ‖

2

2

=
1
M

M

∑
i=1

fi(x) (10)

where M = m/b, which is a positive integer. According to the equation, each smooth function fi(x) can
be represented as fi(x) = 1

2b‖ ubi
−Φbi

x ‖2
2. Obviously, in this case, each sub-function fi(x) accounts

for a collection (or block) of measurements of size b, rather than only one observation. Here, the
smooth function F(x) is divided into multiple smooth sub-functions fi(x) and the measurement matrix
Φ block into multiple block matrix Φbi

, which will contribute to the computation of the gradient in the
stochastic gradient matching pursuit algorithm, thereby improving the reconstruction performance of
the algorithm.

3. StoGradMP Algorithm

The CoSaMP algorithm is fast for small-scale signals with a lower dimensional but for large-scale
signals with a higher dimensional and noise signal, the reconstruction precise is not very accurate and
the robustness of the algorithm itself is poorly. Therefore, in Reference [30], the researchers generalized
the idea of the CoSaMP algorithm and proposed the GradMP algorithm for the reconstruction problem
of large-scale signals with sparsity constraints and noise signals. Regrettably, the GradMP algorithm
needs to calculate the overall gradient of the smooth function F(x), which increases the computational
complexity of the GradMP algorithm. After the GradMP algorithm, Needell et al. proposed a stochastic
version of the GradMP algorithm called the StoGradMP [24] algorithm. This algorithm only computes
the gradient of the sub-function fi(x) at each round of iterations.

According to the literature [24], the StoGradMP algorithm is described in Algorithm 1, which
consists of the following steps at each round of iterations:

Randomize: The measurement matrix Φ is randomly divided into blocks, that is, it searches the
row index of the measurement matrix constituting a block matrix Φbi

of size bi × n by the row vector
corresponding to those row indexes. Then, according to Equation (10) and the block matrix, execute
the calculation operation of sub-function fik (xk).

Proxy: Compute the gradient Gk of fik (xk), where the gradient Gk is a n× 1 column vector.
Identify: The absolute value of the gradient vector is ranked in descending order, the first

2K absolute value of the gradient coefficients are selected, the column index (atomic index) of the
measurement matrix corresponding to those coefficients is found, then form a preliminary index set Pk.

Merge: Constitute the candidate atomic index set Ck, which is consists of the preliminary index
set Pk and the support index set Sk−1 of the previous iteration.

Estimation: The transition estimation of the signal bk by the least square method.
Prune: The absolute value of the estimation vector of the signal transition is ranked in descending

order, the first K absolute value of signal estimation coefficients is determined, then conduct a search
for the atomic index of the measurement matrix corresponding to those coefficients, forming the
support atomic index set Sk.

Update: Update the final estimation of signal xk = bkS at the current iteration, which corresponds
to the support atomic index set Sk.

Check: When the l2-norm of the signal residual is less than the tolerance error of the StoGradMP
algorithm, the iteration is halted. Or, if the loop index k is greater than the maximum number of
iterations, the proposed method ends and the approximation of signal x̂ = xk is the output. Otherwise,
continue the iteration until the halting condition is met.
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4. Proposed Algorithm

The StoGradMP algorithm selects 2K atoms in each preliminary stage of iteration. Here, K is
a fixed number. Therefore, the StoGradMP algorithm requires the sparsity as a priori information,
which is not available in practical applications. We first proposed a sparsity pre-evaluation strategy to
obtain an estimation of sparsity as a way to overcome this problem. The next step was to put forward
a sparsity adjustment strategy to adjust the estimation of sparsity, approaching the real sparsity of
the signal.

4.1. Pre-Evaluation Strategy

In this section, we propose a sparsity pre-evaluation strategy to estimate the real sparsity of the
original signal. This process is described below.

Firstly, we provided an initial estimation of sparsity, which is K0 = 1. Next, we calculate the atom
correlation g, which is expressed as:

g = ΦTu (11)

where Φ, u represents the measurement matrix and observation vector, respectively.
Second, when the calculation of atom correlation is completed, we selected the K0 atoms from the

measurement matrix Φ to expand the support atom set ΦV , where the support atomic index can be
expressed as:

V = max(|g|, K0) (12)

where |g| is the absolute value of the atom correlation coefficients g. max(|g|, K0) represents finding
the atomic (or column) index of matrix Φ, corresponding to the K0 maximal value from |g|.

Finally, we checked the iterative stopping condition of the sparsity evaluation to determine
whether to continue to the next iteration and update the iterative parameters. This condition is
expressed as:

‖ ΦT
Vu ‖2 ≥

1− δK√
1 + δK

‖ u ‖2 (13)

where ΦV represents the support atomic set (or matrix) corresponding to the support atomic index set
V. ‖ . ‖2 denotes the l2-norm of a vector. The element δK is the isometry constant and δK ∈ (0, 1). If
the iteration stopping criteria is satisfied, then the output is the estimated sparsity K0 and the support
atomic index set V, otherwise, the iteration is continued and the estimated sparsity K0 = K0 + 1 is
updated to gradually approach the real sparsity of the original signal until the conditions are satisfied.
In addition, the set V will be used for the initial support atomic set estimation in the recovery algorithm.
This is S0= V, which will be used to reduce the selection time of the support atoms set in the recovery
algorithm and improve the reconstruction precision.

4.2. Adjustment Strategy

In Section 4.1, we utilized the sparsity pre-evaluation strategy to obtain the sparsity estimation
K0 and the support atomic index set V. However, the sparsity estimation level was lower than the
real sparsity of the original signal. If we used it as an input for the recovery algorithm, it would have
resulted in the lack of sparsity estimation, which would have led to a decline in the proposed method
in terms of reconstruction performance.

Therefore, we proposed an adjustment strategy for the sparsity estimation to control the
convergence conditions of the recovery algorithm and adjust the estimated sparsity K0. This strategy
is described below.

We started by checking the iterative stopping condition that is expressed as:

‖ rnew ‖2 ≤ tol ork ≥ maxIter (14)
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where tol is a threshold and k and maxIter is the number of iterations and the maximum number of
iterations, respectively. In addition, rnew is the residual at the k-th iteration. It can be expressed as:

rnew = u−Φxk (15)

xk = bkS (16)

where xk is the approximation of the signal x at the k-th iteration. Furthermore, bkS is the estimation
vector corresponding to the support atomic index set S. The set S is expressed as:

S = max(|bk|, K0) (17)

bk = Φ+
Ck

u (18)

where bk, K0 is the least solution of the signal and the estimated sparsity at the k-th iteration. In
addition, max(|bk|, K0) represents finding the atomic (or column) index of the measurement matrix
Φ corresponding to the largest K0 value from |bk| and constitutes the final (or support) atomic set S.
Furthermore, Φ+

CK
is the pseudo inverse matrix of the candidate atomic set (or matrix) ΦCk and its

definition is consistent with the definition in the StoGradMP algorithm.
Second, according to Equation (13), we can see that if the iteration stopping condition is not

satisfied, we can judge the stage switching condition to complete the goal of adjusting the estimated
sparsity. The condition can then be described as:

‖ rnew ‖2 ≥ ‖ rk−1 ‖2 (19)

then
j = j + 1 andK0 = j ∗ s (20)

where j, s are the stage index and the iterative step-size, respectively. Among these, s is a fixed number.
In this paper, we set the step-size set as s = 1, 5, 10, 15, with K0 as the estimated sparsity at the j-th
stage. If

‖ rnew ‖2 ≤ ‖ rk−1 ‖2 (21)

then continue to iterate and update the parameters:

Sk = S and rk = rnew (22)

where rk and Sk are the current residual and the support index set at the k-th iteration, respectively.

4.3. Reliability Verification Condition

Finally, according to Equation (18), before obtaining the least square solutions of the signal, we
needed to add a reliability verification condition to ensure that the proposed method was correct and
effective. This condition was that the number of rows was greater than the number of columns in the
candidate atomic matrix ΦCk , that is, ΦCk is a full column-rank matrix. This condition can then be
described as:

length(Ck) ≤ m (23)

then
bk = Φ+

Ck
u (24)

where m is the number of the rows in the measurement matrix. The definition of bk, Φ+
Ck

and u keep
pace with the definition in Equation (18). If the condition is not met, that is to say, the candidate atomic
matrix is not inverse, then we set bk = 0 and the exit loop.
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Figure 1 is a block diagram of the proposed algorithm. As can be seen from Figure 1, the algorithm
includes sparsity estimation and restoration. In the sparsity estimation part, the real sparsity estimation
is obtained by using the sparsity pre-evaluation strategy. In the recovery part, the sparsity adjustment
strategy is proposed to approach the real sparse gradually. This improves the reconstruction accuracy
and convergence of the proposed algorithm. The key innovation of the algorithm is that the signal can
be recovered without prior sparsity information K.

Tg = Φ * u V g K= max( , )

T K

K

u u
δ
δΓ

−
Φ >

+

kk kk= +

kk i kG f x= ∇ k kP G K= max( , )

k k kC P S −
Φ = Φ ∪ Φ

kk Cb u+= ΦkS b K= max( , )new kr u x= − Φ

newr tol≤

k ≥

new kr r≥

kS −

k k= +

j j= + K j s= ∗→

x̂

k newr r=

kS S=

K

V

Figure 1. Block diagram of the proposed algorithm.

The entire procedure is shown in Algorithm 1.

Algorithm 1 Proposed algorithm

Input: Measurement matrix Φm×n, Observation vector u, Block size b
Step-size s, Isometry constant δK , Initial sparsity estimation K0 = 1
Tolerance used to exit loop tol, Maximum number of iterations maxIter
Output1: K0 sparsity estimation of the original signal
V the support atomic index set
Output2: x̂ = xk K-sparse approximation of signal x
Set parameters:

x̂ = 0 {initialize signal approximation}
k = 0 {loop index used to loop 2}
kk = 0 {loop index used to loop 1}
done1 = 0 {while loop 1 flag}
done2 = 0 {while loop 2 flag}
rk = u {initialize residual}
M = floor(m/b) {number of blocks}
P0 = [] {empty preliminary index set}
C0 = [] {empty candidate index set}
V = [] {empty support index set used to loop 1}
S0 = [] {empty support index set used to loop 2}
j = 0 {stage index}
Part 1: Sparsity Estimation
While (∼ done1)
kk = kk + 1

(1) Compute the atom correlation: g = ΦT ∗ u
(2) Identify the support index set: V = max(|g|, K0)

(3) Check the iteration condition If (‖ ΦT
Γ u ‖2 > 1−δK√

1+δK
‖ u ‖2) done1 = 1 quit iteration

else K0 = K0 + 1 Sparsity approach end

end
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Part 2: Recovery part
S0 = V Update the support index set
While (∼ done2)

k = k + 1

(1) Randomize

ii = ceil(rand ∗M)→block = b ∗ (ii− 1) + 1 : b ∗ ii→ fik
(xk) =

1
2b ‖ ubik

−Φbik
x ‖ 2

2

(2) Computation of gradient: Gk = ∇ fik
(xk) = −2 ∗ΦT

bik
(ubik

−Φbik
xk−1)

(3) Identify the large K0 components: Pk = max(|Gk|, K0)

(4) Merge to update candidate index set: ΦCk = ΦPk ∪ΦSk−1
Reliability verification condition

If length(Ck) ≤ m
bk = Φ+

Ck
u Signal estimation by the least square method

else
bk = 0
break;
end

(5) Prune to obtain current support index set: S = max(|bk|, K0)

(6) Signal approximation by the support set: xk = bkS, rnew = u−Φxk

(7) Check the iteration condition

If (‖ rnew ‖2 ≤ tol or k ≥ maxIter)
done2 = 1 quit iteration
else if (‖ rnew ‖2 ≥ ‖ rk−1 ‖2) sparsity adjustment condition

j = j + 1 shift into stage
K0 = j ∗ s approach the real sparsity
else
rk = rnew update the residual
Sk = S update the support index set
end
end

5. Proof of the Proposed Algorithm

In this section, we prove the correctness of the pre-evaluation strategy. The main idea of this
strategy is to carry out the matching test of atoms to obtain the support atomic index set V. The size
of the potential of the set V is K0 and K0 is smaller than K. Here, K0, K is the estimated sparsity and
the real sparsity of the original signal, respectively. The potential of a set is represented by supp( .).
We assumed that the real support of the original signal x could be represented by F and supp(F) =K.
ΦF represents a sub-matrix formed by the atoms (or columns) of the measurement matrix Φ, whose
indices correspond to the real support index set F. Moreover, g = ΦTu, gi is the i-th element of the
atomic correlation coefficient g. In addition, the set V consists of indices corresponding to the K0

largest absolute value of gi and supp(V) =K0. Finally, the proposition can be explained as follows.

Proposition 5.1. Assume that measurement matrix Φ satisfies the restricted isometry property with parameters
K and δK. If K0 ≥ K, then we can obtain the formula in the form:

‖ ΦT
Vu ‖ 2 ≥

1− δK√
1 + δK

‖ u ‖2 (25)

Proof. Select the atomic index of matrix Φ corresponding to the K largest value from |g| and form the
real support atomic index set F. When K0 ≥ K, F ⊆ V. Then, we can obtain

‖ ΦT
Vu ‖ 2 ≥ ‖ ΦT

F u ‖ (26)
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Furthermore, we have
‖ ΦT

Vu ‖ 2 = max
|F|=K

√
∑

i∈F
|〈Φi, u〉|2

≥ ‖ ΦT
F u ‖ 2 = ‖ ΦT

F ΦFx ‖ 2

(27)

According to the definition of RIP, the range of the singular value of ΦF is
√

1− δK ≤ σ(ΦF) ≤
√

1 + δK.
Here, σ(.) represents a singular value of the matrix. If we denote λ

(
ΦT

F ΦF

)
as the eigenvalue of matrix

ΦT
F ΦF, we have 1− δK ≤ λ

(
ΦT

F ΦF

)
≤ 1 + δK. Therefore, we can obtain a formula in the form:

‖ ΦT
F ΦFx ‖ 2 ≥ (1− δK)‖ x ‖2 (28)

On the other hand, according to the definition of RIP properties, we can obtain the following
formula:

‖ x ‖2 ≥
‖ u ‖2√
1 + δK

(29)

Combining the inequalities of Equations (27)–(29), the following formula can be obtained:

‖ ΦT
Vu ‖ 2 ≥

1− δK√
1 + δK

‖ u ‖2 (30)

Therefore, the proof is completed. �

In light of the relationship between Proposition 5.1 and its converse-negative propositions, that
is to say, if Proposition 1 is true, then its converse-negative proposition is also true. Therefore, for
Proposition 1 in this paper, we have

‖ ΦT
Vu ‖ 2 <

1− δK√
1 + δK

‖ u ‖2 (31)

Then K0 < K.
According to Proposition 1, we can obtain an estimation method of true sparsity K. That is, if we

obtain an index set V satisfying the inequality (Equation (31)), then the sparsity estimation K0 can be
obtained. We can describe this as follows: first, we set the initial estimated sparsity as K0 = 1 and if
the inequality (Equation (31)) is true, then K0 = K0 + 1. Exit the loop when inequality (Equation (31)
is false. Meanwhile, we can obtain an initial index set V, which is the estimation of the true support
index set F.

6. Discussion

In this section, we used the signal with different K-sparsity as the original signal. The measurement
matrix was randomly generated with a Gaussian distribution. All performances were an average
calculated after running the simulation 100 times using a computer with a 32-core, 64-bit processor,
two processors and a 32 G memory. We also set the recovery error of all recovery methods as 1× e−6

and the tolerance error as 1× e−7. The maximum number of iterations of the recovery part of the
proposed method was 500 ∗M.

In Figure 2, we compared the reconstruction percentage of different step-sizes of the proposed
method with different sparsities in different isometry constants. We set the step size set and the range
of sparsity as s ∈ [1, 5, 10, 15] and K ∈ [10 100], respectively. The isometry constant parameter set was
δK ∈ [0.1, 0.2, 0.3, 0.4, 0.5, 0.6]. From Figure 2, we can see that the reconstruction percentage was very
close, with almost no difference for all isometry constants δK. This means that the selection of the
isometry constants had almost no effect on the reconstruction percentage of the signal.
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Figure 2. Reconstruction percentage of different step-sizes with different sparsities in different
isometry constant conditions (n = 400, s ∈ [1, 5, 10, 15], δK ∈ [0.1, 0.2, 0.3, 0.4, 0.5, 0.6] and m = 170,
Gaussian signal).

In Figure 3, we compared the reconstruction percentage of different isometry constants δK with
different sparsities in different step-size conditions. In order to better analyze the effects of different
step-sizes on the reconstruction percentage, the setting of parameters in Figure 3 was consistent with
the parameters in Figure 2. From Figure 3, we can see that when the step-size s was 1, the reconstruction
performance was the best for different isometry constants. When the step size continued to increase,
the reconstruction percentage of the proposed method gradually declined. In particular, when the
step-size s was 15, the reconstruction performance was the worst. This shows that a smaller step-size
benefits the reconstruction of the signal.

Figure 3. Reconstruction percentage of different isometry constants with different sparsities in different
step-size conditions (n = 400, s ∈ [1, 5, 10, 15], δK ∈ [0.1, 0.2, 0.3, 0.4, 0.5, 0.6] and m = 170, Gaussian
signal).

In Figure 4, we compared the average estimate of the sparsity of different isometry constants
δK of the proposed method with different real sparsity K. We set the range of the real sparsity and
isometry constant set as K ∈ [10 60] and δK ∈ [0.1, 0.2, 0.3, 0.4, 0.5, 0.6], respectively. From Figure 4, we
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can see that when the isometry constant was equal to 0.1, the estimated sparsity K0 was closer to the
real sparsity of the original, rather than the other isometry constant. When the isometry constant was
equal to 0.6, the estimated sparsity was much lower than the real sparsity of the signal. Therefore,
we can say that a smaller isometry constant may be useful for estimating sparsity. Furthermore, this
indicates that a smaller isometry constant can reduce the runtime of sparsity adjustments, making the
recovery algorithm able to more quickly approach the real sparsity of the signal, thereby decreasing
the overall recovery runtime of the proposed method.

Figure 4. The average estimated sparsity of different isometry constants with different sparsities
(n = 400, δK ∈ [0.1, 0.2, 0.3, 0.4, 0.5, 0.6] and m = 170, Gaussian signal).

In Figure 5, we compared the reconstruction percentage of different algorithms with different
sparsities in different real sparsity conditions. We set the range of the real sparsity of the original
signal and the assumed sparsity as K ∈ [20, 30, 40, 50] and L ∈ [10 100], respectively. From Figure 4,
we can see that when the isometry constant was equal to 0.1, the estimated level of sparsity was higher
than the other isometry constants. Therefore, we set the isometry constant as 0.1 in the simulation in
Figure 5. In Figure 5a,b, we can see that the proposed method had a higher reconstruction percentage
than other algorithms when the real sparsity was equal to 20 and 30, almost all of them reached
100%. In Figure 5a, for real sparsity K = 20, we can see that when the assumed sparsity L < 20, the
reconstruction percentage of the StoIHT, GradMP and StoGradMP algorithms was 0%, that is to say,
these algorithms could not complete the signal recovery. When 20 ≤ L ≤ 28, all recovery methods
almost achieved a higher reconstruction percentage. When 28 ≤ L ≤ 34, the reconstruction percentage
of the StoIHT algorithm began to decline from approximately 100% to 0%, while the other algorithms
still had a higher reconstruction percentage. When 34 ≤ L, the reconstruction percentage of the StoIHT
algorithm was 0%. For 63 ≤ L ≤ 72, the reconstruction percentage of the GradMP and StoGradMP
algorithms began to decline from approximately 100% to 0%. Moreover, the reconstruction percentage
of the GradMP algorithm was higher than the StoGradMP algorithm in the variation range of this
sparsity. In Figure 5b, we can see that the reconstruction percentage of the StoIHT algorithm was
still 0% for all assumed sparsity. When L < 30, the reconstruction percentage of the GradMP and
StoGradMP algorithms was equal to 0%, while the proposed method had a higher reconstruction
percentage and was approximately 100%. For 30 ≤ L ≤ 61, the reconstruction percentage of all
recovery methods was approximately equal to 100%. When 61 ≤ L ≤ 65, the reconstruction percentage
of the StoGradMP algorithm began to decline from approximately 99% to 1%, while the GradMP
algorithm still had a higher reconstruction percentage. In Figure 5c,d, we can see that the reconstruction
percentage of the proposed method with s = 15 decreased from approximately 99% to 84% and 69%,
respectively. Furthermore, from all of the sub-figures in Figure 5, we can see that when the assumed
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sparsity was close to the real sparsity, the reconstruction percentage of the GradMP and StoGradMP
algorithms were very close, with almost no difference. In addition, when the real sparsity of the
original signal gradually increased, the range of sparsity that maintained a higher reconstruction
percentage became smaller. This means that the GradMP and StoGradMP algorithms were more
sensitive to larger real sparsity.

Figure 5. Reconstruction percentage of different algorithms with different sparsities in different real
sparsity K conditions (n = 400, s ∈ [1, 5, 10, 15], δK = 0.1, and m = 170,L ∈ [10 100], Gaussian signal).

In Figure 6, we compared the reconstruction percentage of different algorithms with different
measurements in different real sparsity conditions. We set the range of real sparsity as K ∈
[20, 30, 40, 50] in the simulation of Figure 6 to keep it consistent with Figure 5. The range of the
measurement was m = 2 ∗ K : 5 : 300. From Figure 6, we can see that when the real sparsity ranged
from 20 to 50, the proposed method was gradually higher than the other algorithms. In Figure 6a, we
can see that when 50 ≤ m ≤ 65, the reconstruction percentage of the proposed method with s = 1 was
higher than other methods. For 65 ≤ m ≤ 115, the reconstruction percentage of the proposed method
was lower than the StoGradMP and GradMP algorithms, except for the StoIHT algorithm. When
65 ≤ m ≤ 145, the reconstruction percentage that the StoIHT algorithm was superior to the proposed
method was s = 15. When 150 ≤ m, all of the recovery methods almost achieved higher reconstruction
probabilities. In Figure 6b, we can see that when 65 ≤ m ≤ 92, the reconstruction percentage of the
proposed method with s = 1 and s = 5 was higher than the StoGradMP and StoIHT algorithms.
When 92 ≤ m ≤ 165, the recovery percentage of the proposed method with s = 5, 10, 15 was higher
than the StoIHT algorithm, except for the StoGradMP and GradMP algorithms. For 95 ≤ m ≤ 145, the
reconstruction percentage of the proposed method with s = 5 was higher than the proposed method
with s = 10 and s = 15, while the StoIHT algorithm still could not complete a recovery of the signal.
When 145 ≤ m ≤ 165, the reconstruction percentage of the SoIHT algorithm began to dramatically
increase from approximately 0% to 100%, while the other algorithms still had a higher recovery
percentage. When 165 ≤ m, all of the methods almost achieved higher reconstruction probabilities. In
Figure 6c, we can see that when 90 ≤ m ≤ 127, the reconstruction percentage of the proposed method
with s = 1 and s = 5 was superior to the StoGradMP and StoIHT algorithms. For 130 ≤ m ≤ 185,
the recovery percentage of the proposed method with s = 5 was higher than the proposed method
with s = 10 and s = 15 and the StoIHT algorithm, except for the StoGradMP algorithm. In Figure 6d,
we can see that the reconstruction percentage of the proposed method with s = 1 still had a higher
recovery percentage than the other methods. When 105 ≤ m ≤ 153, the reconstruction percentage of
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the proposed method with a random step-size was higher than the StoGradMP and StoIHT algorithms.
For 110 ≤ m ≤ 150, the reconstruction percentage of the proposed method with s = 1 and s = 5 was
higher than the other methods. When 155 ≤ m ≤ 215, the reconstruction percentage of the proposed
method with s = 5 and s = 10 was superior to the StoIHT algorithm. When 245 ≤ m ≤ 270, the
reconstruction percentage of the StoIHT algorithm ranged from approximately 0% to 100%. When
m ≥ 270, all of the methods could achieve complete recovery. Overall, based on all of the sub-figures
in Figure 6, we can see that the reconstruction performance of the proposed method with s = 1 was the
best and the proposed method was more suitable for signal recovery under larger sparsity conditions.

Figure 6. Reconstruction percentage of different algorithms with different measurements in different
real sparsity K conditions (n = 400, s ∈ [1, 5, 10, 15], δK = 0.1 and m = 2 ∗ K : 5 : 300, Gaussian signal).

Based on the above analysis, in a noise-free signal interference environment, the proposed method
with s = 1 and δK = 0.1 has a better recovery performance for different sparsity and measurements in
comparison to other methods. Furthermore, the proposed method is more sensitive to larger sparsity
signals. In other words, signals are more easily recovered in large sparsity environments.

In Figure 7, we compared the average runtime of different algorithms with different sparsities.
From Figure 5a, we can see that the reconstruction percentage was 100% for the StoIHT algorithm with
sparsity L ∈ [20 28] and the real sparsity of K = 20 and for the GradMP, StoGradMP and the proposed
method with s = 1, 5, 10 with L ∈ [20 60]. Therefore, we set the range of the assumed sparsity as
L ∈ [20 28] and L ∈ [20 60] in Figure 7a, respectively. From Figure 7a, we can see that the average
runtime of the proposed algorithm with s = 5, 10 was less than the StoGradMP algorithm, except for
the proposed method s = 1.

From Figure 5b, we can see that the reconstruction percentage of all algorithms was 100% when
the range of the assumed sparsity was L ∈ [30 60] and the real sparsity was K = 30, except for the
StoIHT and the proposed method with s = 1, 5. Therefore, the range of the assumed sparsity was set
as L ∈ [30 60] in the simulation of Figure 7b. From Figure 7b, we can see that the average runtime of
the proposed method with s = 5, 10 was still lower than the StoGradMP algorithm.
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Figure 7. The average runtime of different algorithms with different sparsities in different sparsity
conditions. (n = 400, s ∈ [1, 5, 10, 15], δK = 0.1 and m = 170, Gaussian signal).

From Figure 5c,d, we can see that the reconstruction percentage of all reconstruction methods
was 100% when the assumed sparsity level was L =∈ [40 58] and L =∈ [50 56], respectively, except
for the StoIHT and the proposed method with s = 10 and s = 15. Therefore, we set the range of
the assumed sparsity as L ∈ [40 58] and L =∈ [50 56] in the simulation of Figure 7c,d, respectively.
From Figure 7c,d, we can see that the proposed algorithm with s = 5 had a shorter runtime than
the StoGradMP algorithm. Although the proposed method with s = 1 had a longer runtime than
the other method, it required less measurements to achieve the same reconstruction percentage as
the others shown in Figure 6. Furthermore, from all sub-figures in Figure 7, we discovered that the
average runtime of all algorithms increased when the assumed sparsity was gradually greater than
the real sparsity, except for in the proposed method. This means that the inaccuracy of the sparsity
estimation will increase the computational complexity of these algorithms. Meanwhile, it is indicated
that the proposed method removes the dependence of the state-of-the-art algorithms on real sparsity
and enhances the practical application capacity of the proposed algorithm.

In Figure 8, we compared the average runtime of different algorithms with different measurements
in different real sparsity conditions. From Figure 6, for the different sparsity levels, we can see that
all algorithms could achieve 100% reconstruction when the number of measurements was greater
than 180, 200, 220 and 240, respectively, except for the StoIHT algorithm. Therefore, we set the range
of measurements as m ∈ [180 300], m ∈ [200 300],m ∈ [220 300], and m ∈ [240 300] in Figure 8a–d,
respectively. In particular, in Figure 6c,d, we can see that the reconstruction percentage was 100%
when the number of measurements of the StoIHT algorithm was greater than 230 and 270, respectively.
Therefore, we set the range of measurements as m ∈ [230 300] and m ∈ [270 300] in the simulation of
Figure 8c,d, respectively.

From Figure 8, we can see that the GradMP algorithm had the lowest runtime, the next lowest
were the StoIHT algorithm, the proposed algorithm with s = 5, 10, 15 and the StoGradMP algorithm.
This means that the proposed method with s = 5, 10, 15 had a lower computational complexity than
the StoGradMP algorithm, except for the GradMP and StoIHT algorithms. Meanwhile, in terms of the
proposed algorithm, we can see that when the size of the step-size was s = 15, the average runtime was
the shortest, the next shortest were the proposed method with s = 10, the proposed method with s = 5
and the proposed method with s = 1, respectively. This shows that a larger step-size will be beneficial
to approach the real sparsity K of the original signal, thereby reducing the computational complexity
of the proposed method. Furthermore, from Figures 6 and 8, although the proposed method with
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s = 1 had the highest runtime, it could achieve reconstruction with fewer measurements than the
other algorithms.

Figure 8. The average runtime of different algorithm with different measurements in different sparsity
conditions (n = 400, s ∈ [15, 10, 15], δK = 0.1 and m = 2 ∗ K : 5 : 300, Gaussian signal).

Based on the above analysis, in a noise-free signal interference environment, the proposed
algorithm had a lower computational complexity with a larger step-size than a smaller step-size.
Although, the proposed method had a higher computational complexity than some existing algorithms
in some conditions, it is more suitable for applications without knowing the sparsity information.

In Figure 9, we compared the average mean square error of different algorithms with different
SNR levels in different real sparsity conditions to better analyze the reconstruction performance of
the different algorithms when the original sparse signal was corrupted with different levels of noise.
We set the range of the noise signal level as SNR = 10 : 5 : 50 in simulation of Figure 9. Furthermore,
to better analyze the reconstruction performance of all reconstruction algorithms in different real
sparsity levels conditions, we set the real sparsity level K as 20, 30, 40 and 50, respectively. Here, the
noise signal was a Gaussian white noise signal. In particular, all of the experimental parameters were
consistent with Figure 5. In Figure 5a,b, the reconstruction percentage of the proposed method was
100% with a step-size of s = 1, 5, 10. Therefore, we set the size of s as 1, 5 and 10 in the simulation of
Figure 9a,b, respectively. In Figure 5c,d, the reconstruction percentage of the proposed method was
100% with a step-size of s = 1, 5. Thus, we set the size of the step-size of the proposed method as 1 and
5 in Figure 9c,d, respectively.

From Figure 9, we can see that the proposed methods with different step-sizes had a higher error
than other algorithms for different SNR levels. This is because the proposed methods supposed that
the sparsity prior information of the source signal was unknown, while the other methods used the
real sparsity as prior information. The estimated sparsity by our proposed method was still different to
the real sparsity. This made the proposed method have a higher error than the others. In particular, the
error was very small for all algorithms with a larger SNR, which had little effect on the reconstruction
signal. Although the proposed method was inferior to other algorithms in terms of reconstruction
performance when the original sparse signal was corrupted by different levels of noise, it provides
a reconstruction scheme that is more suitable for practical applications. In this paper, we mainly
focused on the no noise environments. Recently, in Reference [33–36], the researchers focused on
the reconstruction solutions for the original signal in the presence of noise corruption and several
algorithms were proposed. In the future, we can use their ideas to improve our proposed method in
anti-noise interference performance.
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Figure 9. The average mean square error of different algorithms with different SNR levels in different
real sparsity conditions (n = 400, s ∈ [1, 5, 10], δK = 0.1 and m = 170, SNR = 10 : 5 : 50,
Gaussian signal).

In Figure 10, we test the application efficiency of our proposed method in remote sensing image
compressing and reconstructing. The Figure 10a–d show the original remote sensing image, its sparse
coefficient, compressed image(observation signal) and reconstructed image by our proposed method.
By comparing the Figure 11a with Figure 10d, we can see that our proposed method reconstructs the
compressed remote sensing image successfully.

Figure 10. Application in remote sensing image compressing and reconstructing with our proposed method.

In Figure 11, we test the efficiency of our proposed method in application of power quality signal
compressing and reconstruction. The Figure 11a–c show the inter-harmonic signal, compressed signal
(observation signal) and reconstructed inter-harmonic signal by our proposed method respectively.
It can be seen from Figure 11a,c that the waveforms of two figures are basically the same. This proves
that our proposed method is efficiency for inter-harmonic reconstruction.
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Figure 11. Application in power quality signal compressing and reconstructing with our proposed method.

We also used the National Instruments PXI (peripheral component interconnect extensions for
instrumentation) system to test the efficiency of our proposed method in application. The hardware of
the PXI system includes an arbitrary waveform and signal generator and oscilloscopes. The hardware
architecture of arbitrary waveform and signal generator is shown in Figure 12. The hardware
architecture of oscilloscopes is shown in Figure 13. Figure 14 shows the PXI chassis and controller,
which are used to control the arbitrary waveform and signal generator and oscilloscopes. We insert the
arbitrary waveform and signal generator and oscilloscopes into PXI chassis to construct the complete
measurement device. As is shown in Figure 15. Mixed programming of Labview and MATLAB were
used to realize the compressed and reconstructed algorithm. From the experimental results, it can be
seen that the proposed method successfully reconstructed the source signal from the compressed signal.

    

Figure 12. Hardware architecture of arbitrary waveform and signal generator.

    

Figure 13. Hardware architecture of oscilloscopes.
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Figure 14. Peripheral component interconnect extensions for instrumentation chassis and controller.

Figure 15. Measurement device for real applications.

7. Conclusions

This paper proposed a new recovery method. This method first utilized the sparsity pre-evaluation
strategy to estimate the real sparsity of the original signal and used the estimated sparsity as the length
of the support set in the initial stage, which allows the proposed method to eliminate the dependency
of sparsity, thereby reducing the computational complexity of the proposed method. The proposed
algorithm then adopts the adjustment strategy of sparsity estimation to control the convergence of
the proposed method and adjust the estimated sparsity, which makes the proposed method more
accurately approach the real sparsity of the original signal. Furthermore, a reliability verification
condition was added to ensure the correctness and effectiveness of the proposed method. The proposed
method not only solved the problem of the sparsity estimation of the original signal but also improved
the recovery performance of the practical applications of the proposed method. The simulation results
proved that the proposed method performed better than other stochastic greedy pursuit methods in
larger sparsity environments and smaller step-sizes.
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Abstract: Frequency standard comparison measurement has important practical significance for the
rational use of frequency standard in engineering. This paper was devoted to the study of frequency
standard comparison measurement based on classical dual mixing time difference method. However,
in the actual system design and implementation, the commonly used counter was discarded and the
phase difference was measured by a digital signal processing method based on Field Programmable
Gate Array (FPGA). A miniaturized 10 MHz frequency standard comparator with good noise
floor was successfully developed. The size of the prototype circuit board is only about 292.1 cm2.
The experimental results showed that the noise floor of the frequency standard comparator was
typically better than 7.50 × 10−12/s, and its relative error of phase difference measurement was less
than 1.70 × 10−5.

Keywords: frequency standard comparator; dual Mixing Time difference; phase difference; correlation
function; chebyshev polynomial

1. Introduction

A frequency standard is a device that can provide sinusoidal signal with high accuracy and
stability, and its frequency value is usually 10 MHz, although in some cases it can be 5 MHz or
1 MHz [1–4]. It is undeniable that any specific device that generates standard values is not absolutely
stable, and the frequency standard is no exception. Under the influences of internal and external factors,
the frequency standard output will change slowly and eventually lead to the failure of its standard
reference function [5–10]. In this case, it will need to be calibrated. The calibration of frequency
standards is performed by high precision frequency standard comparison measurement. A frequency
standard comparison measurement is conducted to measure and evaluate the accuracy and stability
of frequency standard, which has important practical significance for the rational use of frequency
standard in engineering [11–17].

Nowadays, commonly used frequency standard comparison methods include oscilloscope
method, time interval counting method, beat frequency method, etc. Among these methods,
the oscilloscope method is the simplest one. The oscilloscope can graphically display the frequency
difference relationship between two sinusoidal signals. When the frequencies of the two standard
frequencies in the comparison are strictly equal, a fixed Lissajous-Figure will be displayed on the
screen of the oscilloscope. If there is a difference between the two frequencies, the Lissajous-Figure
will move relatively on the oscilloscope display screen. The length of time consumed by the period of
Lissajous-Figure’s movement will reflect the frequency difference between two frequency standard
signals. A stopwatch is usually used to measure the accuracy and stability of the frequency standard
indirectly in this measurement method. In order to reduce the human-controlled error of stopwatch,
the measuring time can be prolonged appropriately. Many Lissajous-Figure movement cycles can be
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included in one measurement. Consequently, the human-controlled error can be weakened relatively,
and the ultimate measurement error can be reduced. Usually, it takes a long time to realize high
precision frequency standard comparison measurement, thus, this method is not suitable for short-term
stability measurement of frequency standard. The basic principle of the time interval counting method
is that the frequency to be measured and the reference frequency are both shaped into square waves
by a voltage comparator, and then, the time difference between them is measured by the time interval
counter. The measurement accuracy of this method is determined by the measurement ability of
the time interval counter. The internal time scale error and trigger error of the counter itself will
directly reflect the measurement error of this method. The beat frequency method is a classical method
that can obtain a high measurement resolution by using a common counter. Its core technology is
down-conversion, that is to say, mixing the frequency to be measured and the reference frequency to
obtain the frequency difference signal (also known as the beat signal) of the frequency to be measured
relative to the reference frequency. Because the frequency of the beat signal after mixing is relatively
low, the cycle of the beat signal can be counted and measured by common counter. Because the
frequency value of the beat signal is much less than the nominal value of the frequency to be measured,
compared with the direct measurement of the frequency to be measured, this method can greatly
improve the measurement resolution. To be exact, this method can improve the resolution of frequency
measurement system by a multiple of beat factor. However, the beat frequency measurement method
also has its drawbacks. For example, this method requires that the reference frequency stability be
higher than the frequency to be measured. In addition, the internal time scale error and trigger
error of the counter used for measurement can also directly reflect the measurement error of this
measurement method.

Another frequency standard comparison method that has to be mentioned is the DMTD
(Dual Mixing Time Difference) method [18,19]. This method combines the advantages of the time
interval counting method and the beat frequency method. It down-converts the frequency to be
measured and the reference frequency to two low frequency beat signals at the same time. Then,
the time difference of the two low frequency beat signals is measured by a time interval counter.
The frequency to be measured and the reference frequency in the system have the same nominal value,
and there is a frequency deviation between the common oscillator and the frequency to be measured.
The measurement resolution of the DMTD system is usually determined by the resolution of the time
interval counter and the size of the beat factor. The DMTD method is one of the most accurate methods
to realize the comparison measurement between two frequency standards. The implementation of this
method requires that the parameters of dual-channel devices should be as similar as possible, so that
the common errors of the system can be well offset. Additionally, this method does not require a high
stability of the common oscillator, because the error effect of the common oscillator will be mostly
offset in the double balanced measurement.

Due to its higher measurement resolution, the DMTD method is adopted by many excellent
commercial frequency standard comparison products on sale, such as Timetech’s Phase-comp,
Symmetricom’s MMS (Multi-channel Measurement System) and so on. These instruments or systems
based on the classical DMTD method have achieved high measurement accuracy. However, they are
generally large in size and lack of portability. Even some instruments or systems must use computers
with pre-installed high-precision data acquisition cards. High prices are also a common feature of them.
Meanwhile, the counter is still used in some DMTD measurement system. The counter itself has some
measurement errors, which can directly affect the measurement errors of this method, for example,
the ±1 counting error.

This paper focused on the study of frequency standard comparison measurement method based
on DMTD, tried to displace the counter and introduce digital signal processing into the classical DMTD
method and developed a high precision and miniaturized frequency standard comparator.

308



Electronics 2019, 8, 123

2. Frequency Standard Comparator Using Modified DMTD

The structural principle of a frequency standard comparator based on traditional DMTD method
is shown in Figure 1. It mixes the frequency to be measured and the reference frequency with the
common oscillator respectively at the same time. Then the beat signals were filtered, amplified and
reshaped to form two square wave signals. Finally, the time interval counter was used to measure the
last phase difference.

Figure 1. Block diagram of frequency standard comparator using traditional Dual Mixing Time
Difference (DMTD).

However, the result of the phase difference measurement by a counter is not very accurate.
For example, the ±1 counting error is inevitable in the process of phase difference counting
measurement. The reason for the ±1 counting error is the uncertainty of the relative displacement
between the counting pulse signal and the gate signal of the counter. As shown in the Figure 2,
there are two gate signals with the same length of time tm, A and B. The counting with gate switching
B can get a count of two, and the counting with gate switching A can get a count of only one.

Figure 2. Counter’s ±1 counting error.

In this paper, a modified method of the frequency standard comparison measurement based on
classical DMTD method was proposed, and a 10 MHz frequency standard comparator was developed.
The comparator mainly consisted of a 9.9999 MHz common oscillator, a frequency down-beater that
output 100 Hz sinusoidal signals, a dual-channel data simultaneous acquisition module and a digital signal
processing module. Unlike the traditional DMTD measurement system, the last unit of the comparator
abandoned the counter and replaced it with a digital signal processing module. Two sinusoidal beat
signals were sampled at the same time, and then, the phase difference between the frequency to be
measured and the reference frequency was calculated by digital signal processing. After down-conversion
of the frequency beater, the resolution of phase difference measurement was increased by a multiple of
the beat factor. The frequency to be measured and the reference frequency were mixed with the same
9.9999 MHz common oscillator. The symmetrical circuit structure determined that the two sinusoidal
beat signals were disturbed by roughly the same noise. The effect of noise from electronic components in
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two channels on measurement results can be largely offset by subsequent digital correlation processing,
thus, it is expected to achieve a good measurement performance.

Figure 3. Structural block diagram of frequency standard comparator using modified DMTD.

Just as shown in Figure 3, the digital signal processing module of the frequency standard
comparator was designed based on Field Programmable Gate Array (FPGA). With the development
of microprocessors and large scale integrated circuits, digital measurement methods show more
advantages, such as higher accuracy, smaller volume, lower cost, better flexibility, etc. [20–25].
The realization of signal processing algorithms in digital measurement mostly depends on the platform
of computer, MCU (Microcontroller Unit), DSP (Digital Signal Processor) or FPGA (Field Programmable
Gate Array). At present, the computer platforms with multi-core processors usually do not have
the problem of insufficient computing speed when implementing large data volume algorithms,
however, it is difficult to meet the needs of portability and miniaturization of measurement
system. The comparatively smaller measurement systems usually use MCU or DSP to implement
data processing, where algorithm instructions are usually executed sequentially within their CPU
(Central Processing Unit), and the consequent speed bottleneck is inevitable. The application of
modern high-speed and large-capacity FPGA is expected to overcome the shortcomings of the above
technical solutions. In our design, besides the task of digital signal processing, the FPGA also took into
account the functions of controlling data acquisition and output measurement results [26–30].

2.1. Common Oscillator

The photograph of the common oscillator is shown in Figure 4. The core device was an oven
controlled crystal oscillator MV200, of which the nominal frequency was 10 MHz. The operating
voltage of the common oscillator module is +12 V. Three resistors and one precision potentiometer
VR (the blue block devices on the right side of circuit board in Figure 4b) provided an accurate bias
for MV200. By adjusting the potentiometer, the output of the common oscillator SMA-0 (SMA-1 as a
backup output, which can be used as a test point) could be stable at 9.999999 MHz. Figure 4a is the PCB
(Printed Circuit Board) photograph of the common oscillator designed in this paper, and Figure 4b is its
physical photograph.

Figure 4. Photograph of the common oscillator. (a) PCB photograph; (b) Physical photograph.
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2.2. Frequency Down-Beater

The frequency down-beater mainly consisted of one frequency distribution amplifier and two
mixers. Its function was to down-convert the nominal 10 MHz frequencies to 100 Hz low frequency
sinusoidal waves. In this paper, two OPA (Operational Amplifier) chips LMH6609 were selected to
build an active frequency distribution amplifier with "one in two out", which realized the function of
dividing one 9.9999 MHz signal into two without loss and sending them to the mixers, respectively.
Additionally, the four quadrant multiplier AD835 was used in the mixers design. Figure 5a is
the PCB photograph of the frequency down-beater designed in this paper, and Figure 5b is its
physical photograph.

Figure 5. Photograph of the frequency down-beater. (a) PCB photograph; (b) Physical photograph.

When the output of the common oscillator is 9.9999 MHz and 2.88 Vpp, and the signals to be
measured and the reference signal are10 MHz and 3.20 Vpp, the actual outputs of the frequency
down-beater were as shown in Figure 6. The frequency of the two sinusoidal beat signals was 100 Hz,
and the peak to peak voltage was about 2.30 Vpp.

Figure 6. Oscilloscope measurement of sinusoidal beat signal (by Tektronix TBS1102, Beaverton,
Oregon, USA).

2.3. Circuit Module of Signal Sampling, Processing and Transmission

The dual-channel signal sampling circuit proposed in this paper was implemented based on
ADS8364 (Texas Instruments Incorporated, Dallas, USA). The non-simultaneous sampling error of
ADS8364 was mainly determined by the aperture jitter of the device itself. Aperture jitter was the
sampling signal phase error caused by the delay uncertainty of sampling and holding switch in AD
converter. Referring to the official data sheet, the typical value of the aperture jitter of ADS8364
was 50 ps. That is to say, the phase error caused by the aperture jitter of ADS8364 was about
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1.8 × 10−6 degrees, which can be neglected in the digital measurement of the phase difference between
100 Hz DMTD beat signals.

In our design, the digital signal processing module was based on the Hurricane Series FPGA
(EP1C12Q240, Altera Company, San Jose, CA, USA). Additionally, the frequency standard comparator
used asynchronous serial communication to output the measurement results. The integrated layout of
dual-channel data simultaneous sampling circuit, FPGA circuit and serial communication circuit is
shown in Figure 7a, and the corresponding circuit is shown in Figure 7b.

Figure 7. Photograph of the circuit module of data acquisition, processing and transmission. (a) PCB
photograph; (b) Physical photograph.

3. Phase Difference Measurement by Correlation Method Based on FPGA

The phase difference measurement method based on correlation operation was a digital phase
difference measurement method, which is widely used in telecommunication, geological exploration,
power distribution, aerospace and many other fields. Suppose there are two sinusoidal signals:

x(t) = A sin 2π f t + Nx(t) (1)

y(t) = B sin(2π f t + Δϕ) + Ny(t) (2)

where A and B represent the amplitudes of the two sinusoidal signals x(t) and y(t), respectively, Nx(t)
and Ny(t) are the noise signals superimposed on x(t) and y(t), respectively, and �ϕ is the phase
difference between two sinusoidal signals.

In the time T (integer multiple of the signal period), the correlation operation on x(t) and y(t) is:

Rxy(τ) =
1
T
∫ T

0 x(t)y(t + τ)dt

= 1
T
∫ T

0 [A sin 2π f t + Nx(t)]×
[
B sin(2π f (t + τ) + Δϕ) + Ny(t + τ)

]
dt

(3)

Equation (3) shows that the delay amount τ affects the cross-correlation function value of the
signals x(t) and y(t). When τ = 0, the phase difference �ϕ between x(t) and y(t) is related to the
value of the cross-correlation function Rxy(0). Since there is usually no correlation between noise and
noise, and there is usually no correlation between signal and noise too, if τ = 0, Equation (3) can be
simplified as:

Rxy(0) =
1
T

∫ T

0
[A sin 2π f t× B sin(2π f t + Δϕ)]dt =

A · B · cos Δϕ

2
(4)

Then, the phase difference between x(t) and y(t):

Δϕ = 2kπ + arccos
(

2Rxy(0)
A · B

)
(5)
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where, k = 0, 1, 2 . . . If two sinusoidal signals have the same nominal frequency value, then k = 0.
Moreover, because the relationships between the two sinusoidal autocorrelation functions and their

phases are A =
√

2Rxx(0) and B =
√

2Ryy(0), then:

Δφ = arccos

⎛⎝ 2Rxy(0)√
2Rxx(0) ·

√
2Ryy(0)

⎞⎠ = arccos

⎛⎝ Rxy(0)√
Rxx(0) ·

√
Ryy(0)

⎞⎠ (6)

It can be seen from Equation (6) that the phase difference between two sinusoidal signals can
be solved by calculating their autocorrelation values and cross-correlation values from the sampled
values of them.

In recent years, many scholars have done research on the theory of phase difference measurement
based on digital correlation method, and proposed various improved algorithms. In this paper,
the phase difference measurement method based on correlation operation was also improved to
make it suitable for FPGA implementation. Although FPGA has the advantages of high-speed
parallel processing compared with MCU and DSP, it is undeniable that it is less flexible in numerical
calculations, especially for arithmetic processing with signed numbers. In order to make our
calculation method universally applicable, that is to say, the algorithm could be easily programmed and
implemented in both high and low versions of Verilog language, in the system design, the sampling
data of the two sinusoidal signals to be measured were simultaneously shifted up by half a
peak-to-peak value a, thereby changing the operation of measuring the phase difference of the entire
correlation method into an unsigned operation. Therefore, the two sinusoidal signals to be measured
(corresponding to the two 100 Hz signals output by the sinusoidal frequency beater) become:

x(t) = A sin 2π f t + Nx(t) + a (7)

y(t) = B sin(2π f t + Δϕ) + Ny(t) + a (8)

The autocorrelation coefficients of the above two signals can be calculated as:

Rxx(0) =
A2

2
+ a2 (9)

Ryy(0) =
B2

2
+ a2 (10)

Correspondingly, the relationship between the amplitudes of the two new sinusoidal beat signals
and their autocorrelation coefficients are:

A =
√

2Rxx(0)− a2, B =
√

2Ryy(0)− a2 (11)

The correlation coefficients between two signals can be derived:

Rxy(0) =
A · B · cos Δϕ

2
+ a2 (12)

Then, the phase difference between x(t) and y(t) is:

Δϕ = arccos

⎛⎝ Rxy(0)− a2√
Rxx(0)− a2 ·

√
Ryy(0)− a2

⎞⎠ (13)

Because:

tan ϕ =

√
1− cos2 ϕ

cos ϕ
(14)
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Substituting the Equation (14) into (13), the second expression of the phase difference formula can
be obtained, just as shown as:

Δϕ = arctan

⎛⎝
√
(Rxx(0)− a2)(Ryy(0)− a2)− (Rxy(0)− a2)2

Rxy(0)− a2

⎞⎠ (15)

It can be known from Equations (13) and (15) that the core task of measuring phase difference
based on the FPGA correlation method is to implement inverse trigonometric function converter
based on Verilog hardware description language. In this paper, Chebyshev polynomial was used to
approximate the arctangent function shown in Equation (15), and the calculation of the function was
reduced to the form of accumulating polynomial with coefficients, which is implemented in FPGA by
iterative algorithm.

Chebyshev polynomial {Tn(x) = cos(narccosx) = cos nθ}∞
n=0 is an orthogonal polynomial group

with a weight function on [-1,1], which can be expressed as:(
Tn, Tm) =

∫ 1
−1

1√
1−x2 Tn(x)Tm(x)dx x=cos θ

= cos(nθ) cos(mθ)dθ

=

⎧⎪⎨⎪⎩
0, m �= n
π/2, m = n �= 0
π, m = n = 0

(16)

The recursive formula of Chebyshev is:⎧⎪⎪⎪⎨⎪⎪⎪⎩
T0(x) = 1
T1(x) = x
...
Tk + 1(x) = 2xTk(x)− Tk− 1(x), k = 1, 2, ...x ∈ [−1, 1]

(17)

The expression that approximates the function to be implemented using the Chebyshev
polynomial is:

f (x) ≈
[

N−1

∑
n=0

cnTn(x)

]
− c0

2
(18)

where the Chebyshev coefficient is:

cn =
2
N

N−1

∑
n=0

f
[

cos
(

π(k + 1/2)
N

)]
cos

(
πn(k + 1/2)

N

)
(19)

Then:

f (x) = arctanx =

[
N−1

∑
n=0

cnTn(x)

]
− c0

2
(20)

Since the domain of the Chebyshev function is [-1, 1], the calculation formula outside this range is
calculated as:

arctanx = π/2− arctan(1/x), x < 1orx > 1 (21)

It can be seen from Chebyshev’s recursive Equation (17) that as the number of iterations increases,
it will cause too many multiplications and addition, which leads to the algorithm being too complicated.
According to the Chebyshev recursion Equation (17), the function can be implemented in a recursive
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manner, thereby avoiding the problem that the hardware is difficult to implement as the approximation
precision increases. The specific operation process can be described as:⎧⎪⎨⎪⎩

dm + 1 = dm = 0
di = 2xdi + 1− di + 2 + ci
f (x) = d0 = xd1− d2 + c0/2

(22)

where i = m− 1, m− 2, ..., 1 is the number of Chebyshev estimation coefficients, di is the iterative
estimation process value, and f(x) is the estimation result.

The circuit structure of Chebyshev-based arctangent algorithm generated by Quartus II
compilation is shown in Figure 8. Where ‘clk’ is the clock signal of Chebyshev-based arctangent
algorithm. ‘x_in [16..0]’ corresponds to the x in Equation (22) and ‘fout [16..0]’ is the radians
accumulator, corresponding to the f(x) in Equation (22).

Figure 8. Chebyshev-based arctangent converter structure diagram. In this figure, ‘clk’ is the clock
signal of Chebyshev-based arctangent algorithm. ‘x_in [16..0]’ corresponds to the x in Equation (22)
and ‘fout [16..0]’ is the radians accumulator, corresponding to the f(x) in Equation (22).

It can be seen from the recurrence process described in Equation (22) that the number of estimation
coefficient M is the main factor affecting the accuracy of phase difference estimation. Additionally, in
order to evaluate the accuracy of Chebyshev estimation mentioned above, we designed the following
experiment. Two 100 Hz sinusoidal signals (with a presupposed phase difference, e.g. 5) were
generated by the function signal generator SDG5162. After data acquisition and processing by the
circuit board shown in Figure 7, the accuracy of phase difference calculation by Chebyshev estimation
method can be observed with the on-line debugging tool SignalTap II. Figure 9 shows the effect of the
number of estimation coefficients M on the phase difference estimation accuracy. As can be seen from
Figure 9, with the increase of the number of estimation coefficient, the accuracy of phase difference
estimation gradually improved, and the relative error of phase difference estimation was close to 0.005
when M = 5. However, this improvement becomes insignificant when the coefficient is greater than
6. In our design, the number of estimation coefficient was set to 6 on a trade-off between estimation
accuracy and logical resource consumption of system.
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Figure 9. Effect of M on the Chebyshev estimation accuracy.

4. Experimental Evaluation

After single board debugging and hardware joint debugging of the common oscillator, sinusoidal
frequency beater, dual-channel data simultaneous sampling circuit, FPGA digital signal processing
circuit and serial communication circuit, it was necessary to test the whole machine of the frequency
standard comparator to determine its indicators, such as relative channel delay, noise floor, etc. In order
to obtain more credible experimental results, all of the experimental instruments and equipment were
preheated six hours before each measurement.

4.1. Relative Channel Delay

In order to measure the delay difference between the two channels of the comparator, an experimental
platform was built as shown in Figure 10. First of all, the 10 MHz sine wave signal output by the Agilent
58503 GPS (Santa Rosa, CA, USA) time-frequency reference receiver was divided into two identical
signals by a frequency distribution amplifier Agilent 5087A (Santa Rosa, CA, USA). Subsequently, they
were sent to the comparator’s input channel (CH A) and reference frequency channel (CH B).

Figure 10. Experimental platform for testing the characteristics of the comparator. (a) Block diagram of
the experimental platform; (b) photograph of the experimental platform.
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In Figure 10a, the phase differences of the two 10 MHz sinusoidal signals output by the frequency
distribution amplifier Agilent 5087A relative to the 10 MHz output signal of the Agilent 58503 were
defined as Tin1 and Tin2, respectively. Moreover, the time delays caused by the CHA and CHB channels
of the frequency standard comparator to the two 10 MHz signals output by the Agilent 5087A were
defined as TCHA and TCHB. The relative channel delay between CHA and CHB measured by the
comparator at this time can be expressed as:

ΔT1 = (Tin1 + TCHA)− (Tin2 + TCHB) (23)

Disconnect the comparator from the coaxial cable X and Y, and the other devices remain the
same. Next, the coaxial cable X was connected to the CHB of the comparator, and correspondingly,
Y was connected to the CHA. The relative channel delay between CHA and CHB measured by the
comparator at this time can be expressed as:

ΔT2 = (Tin2 + TCHA)− (Tin1 + TCHB) (24)

The channel delay of the frequency standard comparator can be obtained by
Equations (23) and (24), which can be expressed as:

TCHA − TCHB =
ΔT1 + ΔT2

2
(25)

According to the above method, the relative channel delay of the comparator developed in
this paper was 199.60 ps, which is an averaged value of 10 measurements. In order to ensure the
authenticity of the measurement results, this delay difference of the channels should be deducted when
the FPGA solves the phase difference of the frequency to be measured and the reference frequency.

4.2. Noise Floor

The noise floor is usually used to represent the measurement capability of the frequency
standard comparator, which is typically characterized by ADEV (Allan Deviation). The experimental
platform used to test the noise floor performance of the comparator is also shown in Figure 10.
The Allan deviation stability of the comparator noise floor that we achieved was less than
7.50 × 10−12/s, which was obtained by statistics of more than 10000 phase difference measurements
(i.e., a measurement result was obtained every second for three consecutive hours), as shown in
Figure 11.

Figure 11. Noise floor performance of the frequency standard comparator.
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4.3. Measurement Accuracy

In order to test the phase difference measurement accuracy of the comparator developed in this
paper, an experimental platform was built; the structure is shown in Figure 12. Two sets of experiments
were designed.

Figure 12. Experimental platform for testing the measurement accuracy.

Experiment 1: The 10 MHz output of Agilent 58503 GPS time-frequency reference receiver was
divided into two identical signals by the Agilent 5087A frequency distribution amplifier. Subsequently,
they were sent to a phase noise and Allan Deviation test set TSC5110A’s input channel and its reference
frequency channel via coaxial cable M and N. Subsequently, a phase difference measurement was
carried out, and the measurement result was recorded as �ϕ1. In order to add a small amount of
phase delay to one of the signals, the coaxial cable H was continued at the rear end of the coaxial
cable N. At this time, the two signals of the Agilent 5087A output were input to the TSC5110A by the
coaxial cable M and the coaxial cable N+H to perform phase difference measurement, and the result
was recorded as�ϕ2. Record the amount of phase delay introduced by coaxial cable H as�ϕC-5110A.
Then, there is:

ΔϕC−5110A = Δϕ2 − Δϕ1 (26)

The measurement results of this experiment were �ϕ1 = 6.876548 × 10−10 s and
�ϕ2 = 1.261997 × 10−9 s. Substituting �ϕ1 and �ϕ2 into Equation (26), the phase delay of the
coaxial cable H for a 10 MHz signal can be calculated, i.e.�ϕC-5110A = 5.743422 × 10−10 s.
Experiment 2: The above experiment was repeated, however, the phase difference measuring
instrument TSC5110(Symmetricom, San Jose, CA, USA) was replaced with the frequency standard
comparator proposed in this paper. The two phase difference measurements were defined as�ϕ′1 and
�ϕ′2, respectively. Moreover the amount of phase delay introduced by coaxial cable H was recorded
as�ϕC-FPGA. Then, there was:

ΔϕC−FPGA = Δϕ′2 − Δϕ′1 (27)

The measurement results of this experiment were �ϕ′1 = 7.394913 × 10−10 s and
�ϕ′2 = 1.313824 × 10−9 s. Substituting �ϕ′1 and �ϕ′2 into Equation (27), the phase delay of the
coaxial cable H for a 10 MHz signal can be calculated, i.e. �ϕC-FPGA = 5.743327 × 10−10 s.

In view of the excellent measurement accuracy of the TSC5110A, it can be approximated that the
�ϕC-5110A measured by the TSC5110A is the true value of the phase delay of the coaxial cable H for the
10 MHz signal. Then, the relative error of the phase difference measurement of the frequency standard
comparator developed in this paper can be considered to be about 1.654066 × 10−5, which was an
averaged value of 10 measurements.

5. Conclusions

This paper designed and produced a 9.9999 MHz common oscillator, 100 Hz frequency
down-beater, dual-channel data simultaneous sampling circuit, FPGA circuit and serial communication
circuit, and performed functional tests on each of the above circuit modules. Finally, these circuit
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modules were connected together to form a frequency standard comparator. The characteristic work
of this paper can be summarized as follows:

(1) An improvement was made to the traditional DMTD method, the counter was discarded,
and the phase difference was measured by a digital signal processing method.

(2) The classical phase difference measurement method based on correlation operation was
improved to make it suitable for FPGA implementation. Furthermore, the logic operation unit such as
inverse trigonometric function converter, digital correlator, multiplier and divider was designed on
the FPGA using hardware description language.

(3) A miniaturized 10 MHz frequency standard comparator with good noise floor was successfully
developed. The size of the prototype circuit board of the system was only about 292.1 cm2. The noise
floor of the comparator was typically better than 7.50 × 10−12/s, and its relative error of phase
difference measurement was less than 1.70 × 10−5.

The related methods and technical schemes proposed in this paper are expected to provide
references for miniaturized frequency standard comparator engineering. However, it should
be admitted that there is still a gap between the phase difference measurement resolution of
our comparator and some excellent frequency standard comparison instruments on the market.
For example, the noise floor of the TSC5110 was only 2.50 × 10−14/s. Therefore, our future work will
continue to pursue miniaturization design, while at the same time strive to reduce the noise floor of the
frequency standard comparator. Several preliminary research plans can be described briefly as follows:

(1) Seeking or designing better anti-tangent solution than Chebyshev algorithm.
(2) Developing a floating-point unit in FPGA implementation in order to achieve higher phase

difference measurement accuracy.
(3) Developing a sinusoidal beater with a higher beat factor. Our next goal is to make the frequency

down-beater output a 10 Hz sinusoidal wave with a corresponding beat factor of 10−6, which can
theoretically improve the current measurement resolution by an order of magnitude.

(4) Improving circuit manufacture and packaging skill. Miniaturization of the frequency standard
comparator is still our unremitting pursuit.
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Abstract: In this paper, we propose a fully integrated switched-capacitor DC–DC converter with low
ripple and fast transient response for portable low-power electronic devices. The proposed converter
reduces the output ripple by filtering the control ripple via combining a low-dropout regulator
with a main switched-capacitor DC–DC converter with a four-bit digital capacitance modulation
control. In addition, the four-phase interleaved technique applied to the main converter reduces
the switching ripple. The proposed converter provides an output voltage ranging from 1.2 to 1.5 V
from a 3.3 V supply. Its peak efficiency reaches 73% with ripple voltages below 55 mV over the
entire output power range. The transient response time for a load current variation from 100 μA to
50 mA is measured to be 800 ns. Importantly, the converter chip, which is fabricated using 0.13 μm
complementary metal–oxide–semiconductor (CMOS) technology, has a size of 2.04 mm2. We believe
that our approach can contribute to advancements in power sources for applications such as wearable
electronics and the Internet of Things.

Keywords: DC–DC converter; switched capacitor; power management integrated circuit;
CMOS technology

1. Introduction

Rapid advances in the Internet of Things and wearable electronic devices have led to an increasing
demand for various types of sensors [1]. For portability, such devices/applications are usually powered
by small batteries, which limit the operating time of sensor-based devices. Therefore, in order to
increase the battery efficiency to provide longer operating times, power management units such
as power management integrated circuits (ICs) are used to control power consumption [2,3]. The
power management IC can be mounted on the same printed circuit board as the sensor IC, as shown
in Figure 1a. Meanwhile, certain off-chip passive components such as inductors and capacitors
are additionally required for external support of the power management IC because they cannot
be integrated into the chip. In this regard, although multichip configurations are convenient for
a sensor module design, the cost and size of the resulting modules increase. Thus, integration of
the power management unit and passive components into a single sensor chip (Figure 1b) is being
actively pursued to reduce the module size and to increase market competitiveness [4–9]. The power
management unit normally comprises a high-efficiency switching DC–DC converter and a linear
low-dropout regulator. The switching DC–DC converter adjusts the battery voltage that drops over
time to a fixed supply voltage, and its output drives the low dropout regulator to provide a voltage
with low ripple and low noise to supply-sensitive analog components on the sensors [10,11].
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(a) (b) 

Figure 1. Types of sensor modules: (a) Sensor module with multichip architecture and (b) fully
integrated sensor module (PMIC, power management IC; PMU, power management unit; and LDO,
linear low dropout regulator).

Figure 2 shows the two types of currently available switching DC–DC converters according to
the choice of passive components utilized for energy storage. The first type is the inductor-based
converter, which employs inductor LS and a push–pull stage as shown in Figure 2a. The output
voltage is regulated by controlling the switches (Φ1 and Φ2) with either a pulse–width modulator
or a pulse–frequency modulator [12,13]. The second type is the capacitor-based converter, which
employs a flying capacitor CF and four switches (Φ1 and Φ2). The output voltage is regulated by
controlling the switches with a pulse–width modulator, pulse–frequency modulator, or digital capacitor
modulator (DCpM) [14–17]. The converting power depends on the storage capacity of the passive
components as per the relation PL = L·I2/2 for the inductor-based converter and PC = C·V2/2 for the
capacitor-based converter. Here, we note that inductor-based converters can deliver more power than
capacitor-based converters via increasing the current at a fixed battery voltage, VBAT. Moreover, high
power efficiency can be achieved by use of an off-chip inductor with high inductance and high Q
values while maintaining a low ripple voltage. Thus, the traditional inductor-based buck converter
has been widely adopted for moderate- to high-power applications.

 
(a) (b) 

Figure 2. Configuration of the step-down switching DC–DC converters: (a) Inductor-based converter
and (b) capacitor-based converter.

On the other hand, integrated inductors based on complementary metal–oxide–semiconductor
(CMOS) technology present many limitations. First, the feasible inductance LS on a chip is limited
from a few to some tens of nanohenries due to the planar layout structure and fabrication cost. Thus,
integrated inductor-based converters should increase the modulation frequency to maintain ripple
levels; however, this also increases the switching loss. Second, series resistance RS is very high,
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which leads to an increased inductor loss over the switching loss, regardless of the use of expensive
additional manufacturing processes involving thick metals or integrated magnetic materials. Finally,
the integrated inductor exhibits power loss due to the large parasitic capacitance in relation to the
substrate. In contrast, integrated capacitors afford either high parallel resistance RF or high Q factor
via the metal–insulator–metal (MIM) structure. Therefore, when passive components are realized
with CMOS technology, capacitors afford better energy density per chip area relative to inductors, as
explained in References [18–20]. Consequently, capacitor-based converters exhibit better power and
cost efficiency than inductor-based converters in low-power applications, such as sensors and Internet
of Things devices.

Figure 3 shows the block diagram of a commonly used switched-capacitor (SC) DC–DC converter
utilizing one-boundary hysteresis feedback for output voltage regulation and its output ripple voltage.
The controller provides switching control signals to the converter in phase with the input clock CLK.
The one-boundary hysteresis configuration employs only one comparator for the feedback control to
compare the output voltage with the reference voltage VREF [21]. In the steady state, this feedback
causes a low-frequency control ripple. In addition, the SC DC–DC converter “dumps” the charge
from the input to the flying capacitor and from the capacitor to the output at discrete time intervals
according to the clock frequency. This discrete charge transfer causes an unavoidable switching ripple.
The switching ripple is usually lower than the control ripple because the switching frequency is higher
than the control frequency.

 
Figure 3. Block diagram of the switched-capacitor (SC) DC–DC converter using one-boundary hysteresis
feedback and its output ripple voltage.

Fully integrated SC DC–DC converters require additional techniques to suppress the ripple due
to the size limitations of the load and flying capacitors. Figure 4 shows three representative ripple
mitigation techniques applied to the SC DC–DC converters. The capacitance modulation technique
regulates the capacity of the flying capacitor, which transfers the charge to the load, to suppress
the ripple. Flying capacitors are divided into several capacitors controlled by digital codes [15].
The capacitance modulation operates as a low-capacity flying capacitor in the light-load state and is
controlled to operate as a high-capacity flying capacitor in the heavy-load state. Further, pulse–width
modulation controls the time for which the flying capacitor is connected to the load. This method
reduces the ripple by regulating the amount of charge delivered to the load per clock cycle [22].
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Figure 4. Ripple mitigation techniques.

The multiphase interleaving technique divides a converter into multiple units and drives each
unit in a different clock phase [19]. Because each converter operates in different phases, it appears
that the ripple waveform is operating at a frequency that is equal to the number of interleaved phases.
The ripple is reduced by the number of interleaved phases.

Against this backdrop, here, we propose a low-ripple fast-transient SC DC–DC converter operating
over the output current range, which integrates all the active and passive components on a single chip.
The converter employs a two-boundary hysteresis control with interleaving through a four-bit DCpM
to reduce the switching ripple and a parallel low-dropout regulator (LDR) to considerably mitigate
the ripple.

2. Principles of SC DC–DC Converters

2.1. Operation of the 2:1 Step-Down SC DC–DC Converter

The 2:1 step-down SC DC–DC converter operates in the two phases, as shown in Figure 5. The
output voltage is half the input voltage under ideal operation. Hence, maximum efficiency can only
be achieved if each phase operates at 50% duty cycle. During phase 1 (Φ1), the flying capacitor is
connected between the input node VBAT and output node VL, as shown in Figure 5b. In this phase, the
flying capacitor is charged up to the voltage difference between VBAT and VL. During phase 2 (Φ2), the
flying capacitor is connected to VL and the ground, as shown in Figure 5c. The charge acquired by the
flying capacitor during phase 1 is supplied to the output node. The repeated charging and discharging
during these phases produce output voltage ripple ΔVL, as illustrated in Figure 5d.
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(a) (b) 

  
(c) (d) 

Figure 5. Operation of a step-down SC DC–DC converter. (a) Block diagram of a 2:1 step-down SC
DC–DC converter; (b) operation during phase 1; (c) operation during phase 2; and (d) the output
voltage ripple.

Figure 6 shows a simplified model of the 2:1 step-down SC DC–DC converter. The parallel resistor
RP represents the shunt loss due to parasitic capacitances in the switches and flying capacitors. We
note here that RP is independent of the output current. The output impedance RO is connected in
series with the load resistor RL. RO changes the load voltage, and its power loss, called series loss, is
the sum of the switch conductance loss and the intrinsic SC loss. The switch conductance loss is caused
by the resistance in the on state of the switch. Increasing the size of the switch reduces the conductance
loss but increases the shunt loss via the parasitic capacitance of the switch [23]. The intrinsic SC loss is
caused by voltage ripple ΔVF due to the charge and discharge of the capacitor, as shown in Figure 5d.
The intrinsic SC loss of a 2:1 step-down SC DC–DC converter can be expressed as [24,25]

PCF = IL · ΔVF

2
=

IL
2

4 ·CF · fSW
(1)

where f SW denotes the switching frequency related to the two-phase operation. A fully-integrated
SC DC–DC converter provides a relatively large load current with a small flying capacitance due to
chip size limitations. Therefore, the intrinsic SC loss is larger than the switch conductance loss. In
this paper, assuming an ideal switch, only the intrinsic SC loss is expressed as the series loss. Upon
applying Equation (1) to this simplified model, the load current can be approximated as

IL ≈ (VBAT/2−VL)

RO
= 4 ·CF · fSW · (VBAT/2−VL) (2)

The SC DC–DC converters regulate the output voltage via changing the value of Ro, which is
adjusted through either frequency or pulse–width modulation of the switching clock.

327



Electronics 2019, 8, 98

 
Figure 6. Simplified model of a 2:1 step-down switched-capacitor (SC) DC–DC converter.

2.2. Multiphase Interleaved SC DC–DC Converter for Low Switching Ripple

As the SC DC–DC converter performs repeated charging and discharging, the output voltage
exhibits an inherent switching ripple. Multiphase interleaving aims to mitigate this ripple via dividing
the converter into multiple units and driving each unit with different clock phases. Figure 7 illustrates
a four-phase interleaved converter, with each unit utilizing a quarter of the total capacitance and
operating at a 45◦ phase shift relative to the clocks of the neighboring nodes. The flying capacitances
of all units are equal, and hence, the output charge per cycle is also identical. The output current of
each unit is the same as that of the converter without interleaving. Thus, the charge flowing through
each unit of the flying capacitor in multiphase interleaving is the same as that in the case of the
original converter.

 
Figure 7. Block diagram of s four-phase interleaved SC DC–DC converter.

Figure 8 shows the operation of a four-phase interleaved SC DC–DC converter including the
output voltage ripple with and without phase interleaving. In Figure 8a, each SC DC–DC converter
without phase interleaving operates at the same clock phase (Φ1 and Φ2), producing output ripple ΔVL.
In Figure 8b, each converter of the interleaving configuration operates with 45◦ phase-shifted clocks
(ΦA_1, ΦB_1, ΦC_1, and ΦD_1). Therefore, the effective switching frequency f ripple in the converter
increases by a factor of four relative to the case with no interleaving, thereby reducing the output
ripple to 25% of the original ΔVL. Multiphase interleaving reduces the voltage ripple by increasing the
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effective switching frequency but maintains switching losses. To mitigate the output voltage ripple, a
load capacitor is generally used. Multiphase interleaving also decreases this load capacitor value by a
factor of four due to the increased ripple frequency.

  
(a) (b) 

Figure 8. Operation of an interleaved switched-capacitor (SC) DC–DC converter: (a) Without
interleaving and (b) upon applying interleaving.

2.3. Output Voltage Regulation

The output voltage of the SC DC–DC converter can be modulated by the three methods depicted
in Figure 9. First, frequency modulation enables the adjustment of the operating frequency of switching
according to the load impedance, with the duty cycle usually set to 50%. This method changes the
output impedance of the converter by varying the charge transferred from the flying capacitor to the
load. However, it requires an additional voltage-controlled oscillator for frequency modulation. Second,
time modulation enables the adjustment of the pulse width of the switching signal, which allows for
control of the output current for the flying capacitors to charge or discharge. This method modulates
the output current by varying the connection time to the output node. However, efficiency is low due
to switching losses under light loads, given the low output current of the converter; nevertheless, the
switching loss is maintained constant under this condition. Third, capacitance modulation of the charge
transfer can be achieved by dividing the SC DC–DC converter into multiple converter cells in parallel
and utilizing some cells to provide the required current to the load, thereby establishing “digital”
operation. In this method, only the flying capacitors and switches of the converter cells involved in the
output current circuit operate, thus improving the efficiency with respect to switching loss. However,
the main limitation of this method is the required division of the SC DC–DC converter into cells for
accurate output current control. This division increases the complexity of both the chip layout and the
state machine to select the appropriate number of cells, thus imposing a tradeoff between efficiency
and complexity.
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(a) (b) (c) 

C C C

Figure 9. Methods for output voltage regulation: (a) Pulse–frequency modulation; (b) pulse–width
modulation; and (c) capacitance modulation.

2.4. DCpM Control

The DCpM approach allows control of the amount of flying capacitance associated with the charge
transfer in the converter, thereby enabling load current regulation given that the amount of charge
transferred in one clock cycle is proportional to this capacitance. With this method, the total switch
size involved in the output current of the SC DC–DC converter can be adjusted according to the size
of the flying capacitance. Thus, the shunt loss originating from parasitic capacitances of the flying
capacitors and switches and the conduction loss due to the switch resistance are reduced when the
load current is low, thereby maintaining high efficiency under light load.

In the implementation of the SC DC–DC converter with DCpM control, the flying capacitor is
divided into a binary-weight bank. Figure 10 shows the structure of the SC DC–DC converter with a
four-bit DCpM control. The flying capacitance is divided into four different banks of size x1, x2, x4,
and x8. These four converter cells form a single matrix, and the charge transfer operation is enabled by
control code C[3:0]. Figure 11 shows a model of the proposed SC DC–DC converter based on a four-bit
DCpM. The 2:1 transformer represents the required voltage step-down process. The output impedance
RO and the shunt impedance RP are binary-weighted according to the DCpM control signal. The
output impedance is determined as 1/(4·CF·f SW), where f SW and CF denote the switching frequency
and the unit flying capacitance, respectively. The load current IL of the converter can be expressed as

IL = 4 · (0.5 ·VBAT −VL) · fSW ·
3∑

n=0

C[n] · 2n ·CF (3)

where VI and VL represent the input and output voltages, respectively, and DCpM code C[n] determines
the output current.
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Figure 10. Binary-weighted switched-capacitor (SC) DC–DC converter cells for DCpM.
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Figure 11. Model of the proposed switched-capacitor (SC) DC–DC converter using a four-bit DCpM.

3. Proposed Low-Ripple SC DC–DC Converter

Figure 12 shows the block diagram of the proposed SC DC–DC converter, which is composed of a
main converter, an auxiliary LDR, and a DCpM controller. The main converter provides most of the
current to the load, whereas the LDR assists the main converter to provide an accurate output current.
The LDR is powered by a small four-phase interleaved SC converter to improve efficiency. To reduce
the switching ripple, four interleaved phases (0◦, 45◦, 90◦, and 135◦) are adopted for the SC DC–DC
converter cells. The current of the main converter is controlled by the DCpM, which compares the
output voltage with two reference voltages using two clocked comparators. If output voltage VO >

VREF + ΔV or <VREF − ΔV, the binary code decreases or increases, respectively. If VL lies between
VREF + ΔV and VREF − ΔV, the binary code remains unchanged.
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Figure 12. Block diagram of the proposed switched-capacitor (SC) DC–DC converter.

Figure 13a shows one of the four-phase interleaved SC DC–DC converter matrices used in the
main converter, which is composed of four converter cells. Each cell employs a 2:1 step-down topology
and operates in a bi-phase mode (Φ1 and Φ2) with 50% duty cycle. The magnitudes of the flying
capacitors CF and switches are four-bit binary-weighted. Binary code C[3:0] of the DCpM controller
either enables or disables the operation of each converter cell to adjust the output current. As shown in
Figure 13b, the auxiliary LDR powered by the small four-phase SC converter employs a p–channel
metal–oxide–semiconductor (PMOS) pass transistor and a two-stage operational amplifier. Figure 14
shows the block diagram of the proposed LDR-assisted SC DC–DC converter with a low output ripple.
The proposed converter exhibits only a switching ripple, and the main converter is controlled by the
DCpM via two-boundary hysteresis feedback, which also produces a low-frequency control ripple.
Nevertheless, the two-boundary controller can limit the control ripple between VREF − ΔV and VREF +

ΔV. Therefore, the LDR with a low output current capability can compensate for the output current
fluctuation due to the feedback control ripple by providing an opposite-phase accurate current to the
load. This approach ensures that the DCpM control bits performing coarse tuning are fixed at every
output current range, and hence, the output voltage ripple of the proposed converter presents no
control ripple due to hysteresis feedback but only switching ripple.

Figure 15a shows a simplified model of the proposed SC DC–DC converter, where the 2:1
transformer represents the 2:1 voltage step-down process. The main converter is described using a
binary-weighed unit-resistance RO, which equals 1/(4·CFLY·f SW), where f SW and CFLY represent the
switching frequency and unit flying capacitance, respectively. Current IMAIN of the main SC DC–DC
converter can be expressed as

IMAIN = 4 · ki · (0.5 ·VBAT −VL) · fSW ·
3∑

n=0

C[n] · 2n ·CF (4)
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where VI, VO, and ki denote the input voltage, output voltage, and number of interleaved phases,
respectively. The auxiliary LDR is modeled as a fixed resistance RSUB for each SC DC–DC converter
cell and a variable resistance RLDR for the LDR. Consequently, output current ILDR of the auxiliary
LDR can be expressed as

ILDR = 4 · ki · (0.5 ·VBAT −VL −VDO) · fSW · 2 ·CF (5)

where VDO represents the dropout voltage of the pass transistor in the LDR. Hence, the auxiliary LDR
can finely adjust the output current. From Figure 15b, we note that the main converter provides a
discrete coarse current that is determined by the DCpM code, whereas the auxiliary converter “fills” the
discrete steps using the linear LDR. Thus, the proposed SC DC–DC converter can provide any output
current in its operating range without requiring a complex pulse–width modulated or pulse–frequency
modulated controller.

(a) (b) 

Figure 13. Schematic of (a) the main switched-capacitor (SC) DC–DC converter and (b) the auxiliary
SC DC–DC converter.

 
Figure 14. Block diagram of the proposed LDR-assisted SC DC–DC converter and its output
ripple voltage.
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Figure 15. (a) The simplified model of the proposed switched-capacitor (SC) DC–DC converter and (b)
output current versus dropout voltage of the LDR pass transistor.

4. Results and Discussion

The proposed SC DC–DC converter was implemented using a 0.13 μm CMOS process (Dongbu
HiTek, Seoul, Korea), which provides triple-well CMOS devices and MIM capacitors with eight metal
layers and one poly layer. Figure 16 shows the microphotograph of the fabricated SC DC–DC converter.
The core chip has an area of 2.04 mm2. Several pads are allocated to the input and output ports to reduce
interconnection loss during measurement. The area of the capacitors is the major contributor to the
size of the main SC DC–DC converter, converter cells, and load capacitor. Stacked capacitors utilizing
the MIM and metal–oxide–semiconductor (MOS) capacitors are used to increase the capacitance per
unit area, which are 1 fF/μm2 and 2.5 fF/μm2 for the MIM and MOS capacitors, respectively. Figure 17
shows the measured output voltage and current. The proposed converter has an output voltage range
of 1.2 to 1.5 V from a 3.3 V supply. The output voltage waveforms were measured with the use of an
MSO7104B oscilloscope (Keysight Technologies, Santa Rosa, CA, USA). The output voltage and LDR
control signal are shown for the LDR in the on and off states in Figure 17a. The output voltage and
current were set to 1.2 V and 100 μA, respectively. When the LDR was deactivated, a high ripple of
approximately 380 mV was obtained. This is because the DCpM control code does not converge to one
value at light loads, and the variation in the control code generates a large control ripple. However,
the ripple drops below 10 mV upon activation of the LDR, which fine-tunes the output current and
limits the DCpM control code to one value in the main SC DC–DC converter. Thus, the control ripple
disappears due to the bounded DCpM control code, and only the switching ripple appears in the
output voltage waveform. Figure 17b shows the load transient performance when the current suddenly
changes from 120 μA to 50 mA. The output current and output voltage are restored to their regulated
values in less than 800 ns.

Figure 18a shows the measured efficiency according to the output current at the input voltage of
3.3 V. The efficiency depends on the output voltage, with the output voltage of 1.5 V corresponding
to the highest efficiency and lowest output current. This is because the voltage ratio of the input to
output is the closest to the transformer ratio of the 2:1 step-down topology in this case. The peak
efficiency is 73, 70, and 65% at output voltages of 1.5, 1.35, and 1.2 V, respectively. Figure 18b shows the
measured output voltage ripple according to the output current. The maximum ripple values remain
below 26, 36, and 55 mV at output voltages of 1.5, 1.35, and 1.2 V, respectively. Figure 19 shows the
loss contributions and their ratio according to the output current. At the very low output current, the
DCpM loss and the LDR quiescent loss decrease the power efficiency, but as the current increases, the
switching loss and conduction loss dominates. Figure 19a shows an efficiency reduction of 2.3% due to
the LDR loss at the output current of 5 mA but only a 0.23% reduction at the output current of 53 mA.
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Figure 16. Microphotograph of the proposed switched-capacitor (SC) converter.

  
(a) (b) 

Figure 17. Measured output voltage and current waveforms: (a) the ripple voltage at a low output
current with and without the low dropout regulator (LDR) in operation and (b) the load transient
responses to a sudden current variation.

 
(a) (b) 

Figure 18. (a) Measured efficiency and (b) voltage ripple according to output current.
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(a) (b) 

Figure 19. Loss contributions from DCpM, LDR, switching, and conduction losses versus output
current for VL = 1.2 V: (a) the loss contributions and (b) the ratio of loss contribution.

Table 1 compares the performance of the proposed SC DC–DC converter with similar low-ripple
converters. As the ripple depends on the output current, load capacitance, and switching frequency,
we used the following figure of merit for a fair ripple comparison [26,27]:

FoMripple = IL/
(
CL · fSW ·Vripple

)
(6)

As can be observed from the table, our approach affords the highest figure of merit.

Table 1. Comparison of results of previously reported studies and current study.

Characteristic [15] [22] [26] [28] This Work

Technology (nm) 45 130 130 130 130
Input voltage (V) 1.8 1.8 1–1.2 1.2 3.3

Output voltage (V) 0.8–1 0.3–0.55 1.8–2.1 0.2–1.1 1.2–1.5
Maximum load current (mA) 10 55 2.61 2.53 53
Power density (mW/mm2) 50 24.5 0.67 7.56 31.2

Flying capacitance (pF) 534 - 400 840 2176
Load capacitance (pF) 700 5000 400 764 1000

Ripple (mV) <50 <50 <10 30
@IL = 30 μA 8–55

Peak efficiency (%) 69 70 82 80.6 73
Switching frequency (MHz) 30 100 20 5 40
Figure of merit, Equation (6) 9.5 2.2 14 3.25 24.1

Active area (mm2) 0.16 0.97 2.25 0.291 2.04

5. Conclusions

We proposed a fully-integrated SC DC–DC converter with low ripple and high efficiency. The
proposed converter employs a four-bit DCpM control and includes an auxiliary LDR in parallel.
The DCpM efficiently optimizes the gate switching losses according to the output current, and a
two-boundary hysteresis method supports the ripple control. In the proposed structure, the feedback
ripple is removed by means of an auxiliary LDR connected in parallel. Moreover, four-phase interleaving
is employed to reduce the switching ripple in the main converter. The proposed SC DC–DC converter
affords an output voltage range of 1.2–1.5 V from a 3.3 V supply and achieves a peak efficiency of 73%
and ripple below 55 mV over the entire output current range. We believe that our approach will find
utility in power sources for sensor-based devices of the future.
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Abstract: A novel voltage mode first order active only tuneable all pass filter (AOTAPF) circuit
configuration is presented. The AOTAPF has been designed using ±0.7 V, 16 nm carbon nanotube
field effect transistor (CNFET) Technology. The circuit uses CNFET based varactor and unity gain
inverting amplifier (UGIA). The presented AOTAPF is realized with three N-type CNFETs and
without any external passive components. It is to be noted that the realized circuit uses only
two CNFETs between its supply-rails and thus, suitable for low-voltage operation. The electronic
tunability is achieved by varying the voltage controlled capacitance of the employed CNFET varactor.
By altering the varactor tuning voltage, a wide tunable range of pole frequency between 34.2 GHz to
56.9 GHz is achieved. The proposed circuit does not need any matching constraint and is suitable
for multi-GHz frequency applications. The presented AOTAPF performance is substantiated with
HSPICE simulation program for 16 nm technology-node, using the well-known Stanford CNFET
model. AOTAPF simulation results verify the theory for a wide frequency-range.

Keywords: APF; CNFET; pole-frequency; chirality; phase angle; tuning

1. Introduction

First order active all pass filter (APF) is an important analog signal processing (ASP) module. It is
used for design of multiphase oscillators, phase-equalizers and high-quality-factor frequency-selective
circuits. Several first order voltage mode (VM) single-ended (SE) APF circuit realizations have been
reported in technical literature [1–8]. These APF circuits use a variety of efficient active-building-blocks
(ABBs). However, these realized APFs are based on passive elements and large number of transistors
count, which result in larger chip-area, lower slew rate, higher power dissipation and limitations to
higher frequency operations. Few such APF configurations with low active and passive component
counts are also available in the technical literature [9–18]. Some of these APF circuits also employ one
or more ideal DC current-sources for biasing, which further increase the transistor count [15,17,18].

From the integrated circuit point of view, the active only filters (AOFs) provide several attractive
advantages like capability of operating at much higher frequencies, lesser chip area, low power
dissipations and electronic tunabilty. As a result, few first order AOTAPFs are reported in the technical
literature [19–21]. These AOTAPFs use the MOSFETs transconductance and intrinsic gate to source
parasitic capacitance as filter design components; still, the frequency of operations falls with in MHz
range. Moreover, these reported AOTAPF circuits also contain a large number of transistors.

The APF circuits proposed in the technical literature [1–21] are based on bulk-semiconductor-
technology. This technology faces serious challenges due to the persistent focus on transistor-scaling in
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nano meter regime for further continuation of Moore’s law. These obstacles contain scattering-effect,
decreased gate control, parasitic-capacitance, drain to source tunneling, channel mobility, threshold-
voltage-variability [22,23]. It has been proven experimentally that below 65 nm-node, high-frequency
analog circuit performance of silicon based semiconductor CMOS-technology is seriously degraded [24,25].
These emerging difficulties led the integrated-circuits industry to explore alternative materials and devices
for below 65 nm-node that work equally well for future high-frequency ASP applications and more than
Moore’s technologies devised by ITRS recently [26]. These include double gate FETs, FinFETs and carbon
nanotube field effect transistors (CNFETs) etc. [22].

Among these new devices, CNFETs are self-evident frontrunners for future continuation of
downscaling the feature length to further extend the saturated Moore’s law in nanometer-regime in the
case of CMOS-technology [23,25,27]. CNFET has potential to minimize the serious emerging problems
of current CMOS-based technology due to its near ballistic-charge-conduction, smaller feature size,
fast switching-speed, lower power-dissipation, higher cutoff frequency, lower parasitic capacitances
and larger drive-current [26,27]. These outstanding features make the CNFET a potential candidate
for future high-frequency analog circuit applications. Since CNFET introduction as an alternative to
MOSFET, limited studies on CNFET-based analog filter design have been carried out [28–36].

In this paper, a new VM SE CNFET-only APF is proposed. The realized APF has a very compact
circuit structure and it is free from external passive capacitors and resistors. The proposed AOTAPF
employs only three N-type CNFETs instead of massive ABBs. Moreover, the proposed topology is
tuneable over a wide frequency range. In addition, the proposed circuit is free from any matching
constraint and it is a potential candidate for low power, low voltage and high-frequency applications.
The AOTAPF circuit is substantiated with HSPICE-simulation using the Stanford-CNFET-model.

The rest of this paper is organized as follows. Section 2 describes a brief overview of CNFET.
The unity gain inverting amplifier (UGIA) with its equivalent parasitic model is discussed in Section 3.
Section 4, illustrates the proposed CNFET-based VM AOTAPF. The performance and simulation results
of the proposed AOTAPF are given in Section 5. Comparison of the proposed circuit with other
compact topologies of APFs in the technical literature is presented in Section 6. Finally, Section 7
concludes the work.

2. Carbon Nano-Tube Field Effect Transistor

Carbon nanotubes (CNTs) are graphite-cylindrical-sheets (GCSs), which are considered as the
most promising material for future nano-electronic devices and applications, due to their exceptional
electronic, mechanical, chemical and thermal properties. CNTs are classified as single-wall CNTs and
multi-wall CNTs. Single-wall CNT is based on single GCS while multi-wall CNT consists of more than
one GCS. The properties of single-wall CNT are dependent on the chirality-vector (Ch) [28,29]. The Ch
is defined by vector indices n1 and n2, which are positive-integers. The arrangement-angle of carbon
atoms along the CNT is determined by Ch. The single-wall CNT can be of metallic or semiconducting
behavior depending on the vector indices n1 and n2. If | n1 − n2 | is an integer-multiple of three or
n1 = n2, the single-wall CNT behaves as metallic, otherwise it behaves as semiconductor. The Ch,
diameter (DT) and threshold-voltage (Vth) of a CNT are related by the following equations.

Ch = a
√

n2
1 + n2

2 + n1n2 (1)

DT = Ch/π (2)

Vth = aVπ/
√

3eDT (3)

where, e is the unit-electron-charge and a is the graphene-lattice-constant with a value of 2.49A◦. Vπ

is the π to π bond-energy in tight-bonding-model with a value of 3.033 eV [30]. CNFET is one of
the most attractive applications of CNT, which is obtained by replacing the MOSFET channel with
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one or more single-wall semiconducting CNTs as a channel material, as shown in Figure 1. Like
conventional-MOSFET, CNFET is also a voltage-controlled-device and the current through the CNT
based channel is controlled via gate voltage. CNFET gate is coupled capacitively with the beneath
channel that consists of one or more narrow CNT. A single-CNT provides a limited amount of current.
To enhance the channel current significantly, multiple parallel CNTs are incorporated in the channel.
As compared to CMOS, where the design is dependent on the aspect ratio of transistors, a CNFET is
usually optimized in terms of DT , number of CNTs (NT) and inter-CNT pitch (ST). The ST is basically
the distance between the centers of two adjacent CNTs under the same gate. The width of the CNFET
gate (Wg) is determined by the following equation [35]:

Wg = min(Wmin, (NT − 1)ST + DT) (4)

where, Wmin is the minimum gate width. The CNFET gate capacitance (Cg), is one of the key device
features and it significantly affects the performance, especially at high-frequencies. The Cg is composed
of three different capacitive components; coupling capacitance among the gate and adjacent contacts
(Cgtg−t), gate outer-fringe capacitance (Cf r−t) and gate to channel capacitance (Cgc−t). The Cgc−t is
further composed of two capacitances Cgc−m and Cgc−e, which are capacitances of single-wall CNTs
located in the middle and edge of CNFET respectively. The Cgc−t components are shown in Figure 2.
The CNFET gate capacitance parameters are:

Cgtg−t = WgCgtg (5)

Cf r−t = LsCf r (6)

Cgc−t = LgCgc (7)

where, Wg and Lg are the CNFET channel-width and channel-length respectively. Ls is the length of
doped source-side extension region. Cgtg is the gate-coupling capacitance per unit gate-width, Cgc is
the gate to channel capacitance per unit channel-length and Cf r is the gate outer-fringe capacitance per
unit CNT length. Comparatively to Cgc and Cgtg, the Cf r capacitance magnitude is quite smaller and
thus its effect can be ignored [35]. The Cg thus can be approximated as:

Cg ≈ (Cgtg ∗Wg) + (Cgc ∗ Lg) (8)

The drain/source capacitance (Cd/s) can be determined by following relation.

Cd/s ≈ (Csub/Cox + 1) + (Cgd/gs) (9)

where, Csub is the capacitance between the CNFET channel and substrate, Cox is the capacitance
between the CNFET gate and channel and Cgd/gs is the capacitance of the CNFET gate to the
drain/source contact. The ratio Csub/Cox is only important when CNFET substrate drive (switches) the
gate. To assess the potential performance of CNFET, an accurate and efficient device-model is required,
which incorporates typical non-idealities of CNFET device. Most available models of CNFETs in
recent literature bear the drawback of ideal modeling, resulting in ignoring numerous important
effects [36,37]. The Stanford CNFET model overcomes shortcomings of previous models by including
several non-idealities like drain to source series resistance, interconnect wiring capacitance, finite
scattering mean free path, inter CNT charge-screening-effect, effect of drain-source extension region
and many more [38]. The Stanford CNFET model has been experimentally validated and it efficiently
predicts the dynamic and transient performance with more than 90% accuracy [34].
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Figure 1. Carbon nanotube field effect transistor (CNFET) (a) Schematic; (b) Top-View.

Figure 2. CNFET gate to channel capacitance.

Some important Stanford CNFET-model parameters are shown in Table 1.

Table 1. The Stanford CNFET model parameters.

Parameter Description Value

V Power-supply 0.7 V
Lg Physical-channel-length 16 nm
ST CNTs-pitch 10 nm

(n1, n2) CNTs-chirality (19, 0)
Lceff Mean free-path in intrinsic-CNT 200 nm
Vf bn N-type CNFET flatband-voltage 0

High-Kox Dielectric material of top-gate H f O2 (16)
Ls Source-side length of doped-CNT 16 nm
Ld Drain-side length of doped-CNT 16 nm
Tox Oxide-thickness 4 nm
Ksub Dielectric constant SiO2 (4)
Leff Mean free-path in doped-CNT 15 nm
Ef o Fermi-level of n+ doped drain/source CNT-region 0.6 eV
NT Total number of CNT used per CNFET ∼

∼: Variable parameter.

3. CNFET Based UGIA

The UGIA is one of the simplest types of ABB, which employs two N-type CNFETs as shown in
Figure 3a [16] and its symbol is shown in Figure 3b. Its transfer gain can be expressed as follows.
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Vo

Vi
= − gm2

gm1
(10)

where, gm1 and gm2 are the transconductance gains of the CNFETs T1 and T2 respectively. With
symmetrical T1 and T2 on the same die, the gm1 = gm2, the Equation (10) reduces to

Vo

Vi
= −1 (11)

Thus, the circuit of Figure 3a, realizes an unity gain inverting amplifier (UGIA). The UGIA
equivalent parasitic-model is shown in Figure 3c. Its input and output port resistances can be
expressed as

ri = rg (12)

ro = rds1||rds2 (13)

where, rg represents the gate-resistance of transistor T2 and rds1, rds2 are the channel-resistances of
transistors T1 and T2 respectively. The UGIA input port has very high-resistance. The UGIA output
port, being the voltage source, exhibits small resistance.

The impact of increasing CNTs (NT) of both the CNFETs of the UGIA on its performance is
studied using HSPICE simulation tool. In the simulations, the Stanford CNFET model is used for the
CNFETs with transistor parameters of Table 1. Figure 4 demonstrates the impact of NT on ro, Ci, Co,
power dissipation and −3 dB bandwidth of the UGIA. A single CNT carries approximately a constant
current of 20 μA [28]. The increase of NT of transistors increase the overall current drive capability and
hence the transconductance [29]. The impact of increasing NT on UGIA ro is shown in Figure 4a. It is
seen that by increasing NT , the output resistance ro decreases. Since an increase in NT is equivalent
to an increase in channel width of the CNFETs, ro decreases with the increase of NT . The effects of
increasing NT on input and output parasitic capacitances Ci and Co of the UGIA, are shown in Figure 4b.
It is observed that by increasing NT , both the parasitic capacitances Ci and Co increase. Figure 4c
demonstrates the effect of increasing NT on the UGIA power dissipation. The power dissipation of
UGIA increases as NT increases. The current drive capability of employed CNFETs increases with an
increase of NT , which leads to an increase in power dissipation. Figure 4d demonstrates the effect of
increasing NT , on UGIA −3 dB bandwidth. It is observed that by increasing NT , the −3 dB bandwidth
of UGIA increases.

Figure 3. CNFET based UGIA: (a) Transistor-level realization; (b) Symbol; (c) Parasitic model.
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Figure 4. Effect of variation of NT on unity gain inverting amplifier (UGIA): (a) ro; (b) Ci and Co;
(c) Power dissipation; (d) −3 dB bandwidth.

The transient and AC-analysis were performed with CNFET parameters of Table 1, with NT = 2.
Figure 5a shows the transient-response of UGIA input and output voltage at 50 GHz. Figure 5b displays
the UGIA AC simulation results of voltage-gain (Vo/Vi). It is seen that the obtained voltage-gain
magnitude is unity over a wide range of frequency. The −3 dB frequency of employed UGIA
voltage-gain is 2.1172 THz. This massive value of −3 dB cutoff frequency makes the UGIA a potential
candidate for the design of high frequency ASP modules.

The UGIA parasitic capacitance Ci and resistance ri are found as 3.54 aF and 1 TΩ respectively.
Figure 5c displays the frequency response of UGIA output port resistance (ro), which is constant at
ro = 7.9921 kΩ over wide frequency-range. The −3 dB cutoff frequency of the UGIA output-impedance
is obtained as 1.9017 THz. The UGIA output parasitic-capacitance, Co is found as 10.472 aF, which is
nearly insignificant for frequency-range up to several GHz. The total-harmonic-distortion (THD) of
UGIA is determined by applying a 50 GHz sinusoidal-signal to input with different voltage amplitudes.
Simulation results are presented in Figure 6a. It can be seen that THD is less than 1% for sinsoidal signal
with amplitude of 200 mV. Monte Carlo simulation results of the UGIA were performed for 30-trials
with transient and AC-sweep environment to see the influence of process-variations. Figure 6b,c
illustrate the results of Monte Carlo analysis for UGIA transient and AC-sweep respectively.
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Figure 5. The UGIA: (a) Transient-response; (b) Frequency-response of Voltage-gain (Vo/Vi);
(c) Frequency-response of Output-impedance.
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Figure 6. The UGIA: (a) THD Vs input voltage at 50 GHz; (b) Monte Carlo simulations for Vo in time
domain; (c) Monte Carlo simulations for voltage gain in frequency domain.
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4. AOTAPF Circuit Description

The basic scheme for first order APF section is given in Figure 7a. Its transfer function can be
expressed as follows.

Vo

Vi
=

s− a
s + a

(14)

Its equivalent RC circuit along with a unity gain inverting amplifier is shown in Figure 7b, where
pole frequency ωo = a = 1/RC. The CNFET version of Figure 7b is given in Figure 7c, where the
unity gain inverting amplifier is replaced with UGIA of Figure 3a and the capacitor C is replaced
with a CNFET based varactor capacitance Cvar between input and output. The N-Type CNFET based
varactor used in Figure 7c is given in Figure 8a. Its equivalent symbol is shown in Figure 8b. The
varactor CNFET source and drain are tied together and connected to the tuning control voltage (Vtune)
to form one capacitor terminal (x), while the gate form the other terminal (y). The varactor capacitance
(Cvar) can be controlled by varying Vtune. The output resistance ro of UGIA is utilized to the benefit,
to replace resistor R of Figure 7b. The circuit of Figure 7c results in an active only tunable all pass
filter (AOTAPF).

Figure 7. First order APF: (a) Basic scheme; (b) Equivalent circuit; (c) CNFET based implementation.

Figure 8. CNFET based varactor: (a) Transistor-level realization; (b) Symbol.

Ignoring the effect of extremely low valued output capacitance Co of UGIA, the proposed VM SE
AOTAPF circuit shown in Figure 7c results in the following voltage transfer function (VTF).

Vo

Vi
=

(s− 1
roCvar

)

(s + 1
roCvar

)
(15)

From Equation (15), the pole-frequency (ωo = ωz = ωp) and the phase-angle (φ), can be expressed
respectively as:

ωo =
1

roCvar
(16)

φ = π − 2tan−1(ωroCvar) (17)
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The Proposed AOTAPF pole-frequency incremental sensitivity with respect to the components
Cvar and ro can be expressed as:

Sωo
Cvar

= Sωo
ro = −1 (18)

From Equation (18), it is observed that the incremental sensitivities of the pole-frequency (ωo)
with respect to Cvar and ro are within unity in magnitude. By considering the UGIA non-ideal
voltage-gain (α) and parasitic resistance (rs) of tuning control voltage (Vtune) into consideration, the
VTF of Equation (15) can be expressed as follows.

Vo

Vi
=

(s(1− rs
ro
)− α

roCvar
)

(s(1 + rs
ro
) + 1

roCvar
)

(19)

From Equation (19) it is seen that the AOTAPF gain and pole-frequency (ωp) is insensitive to
α. However, the zero-frequency (ωz) is affected slightly due to α. Moreover, the impact of source
resistance (rs) on the performance of APF is negligible due to the presence of high valued output
resistance (ro) of the UGIA (ro � rs). Thus, the effect of rs can be ignored. By considering α into
account, the non-ideal phase-angle for the realized filter can be expressed as follows.

φ = π − tan−1(
ωroCvar

α
)− tan−1(ωroCvar) (20)

Thus, it is seen from Equation (20) that the phase-angle is slightly affected by α. To examine
the high-frequency performance of the realized AOTAPF, the UGIA parasitic impedances must be
evaluated. By considering the α and non-ideal parasitic impedances of UGIA, the ideal VTF of the
realized AOTAPF as illustrated by Equation (15) turns out to be

Vo

Vi
=

Cvar

Cvar + Co
∗ (s− α

roCvar
)

(s + 1
ro(Cvar+Co)

)
(21)

From Equation (21), the ωz and ωp can be written as

ωz =
α

roCvar
(22)

ωp =
1

ro(Cvar + Co)
(23)

It is evident from Equation (22) that the non-ideal factor α sightly affects the zero-frequency.
In addition, it can be noticed from Equation (23) that UGIA parasitic capacitance Co affects the
pole-frequency. The influence of the Co on the performance of the AOTAPF can be minimized by
making Cvar � Co.

5. Design and Verification

To verify the proposed AOTAPF circuit, it is designed and simulated using HSPICE simulation
tool with the Stanford CNFET model parameters of Table 1. Based on Equation (21), the value of the
varactor capacitance (Cvar) is to be set sufficiently higher than the parasitic capacitance (Co), to evade
the mismatch between zero and pole frequencies as well as non-unity gain for higher frequencies
design. Figure 9 shows the capacitance tuning characteristics (C-V curves) of the realized CNFET
varactor of Figure 8a, with different values of NT . It has been observed that by increasing NT , the
capacitance spread (Cmax − Cmin), increases, which ultimately determines the frequency tuning range
of AOTAPF. The C-V relationship approximated by polynomial curve fitting is given in Appendix A.
For instance, with NT = 100 and by setting Vtune = −0.32 V for CNFET T3, the observed Cvar is
0.40423 fF. Thus, with ro = 7.9921 kΩ, Equation (16) yields the pole frequency fo = 49.26 GHz.
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Figure 9. CV characteristics of varactor with different NT .

The designed circuit was simulated with a sinusoidal input signal of 10 mV peak. The results
thus obtained are given in Figures 10–12. The transient response at the designed frequency of fo =
49.26 GHz is shown in Figure 10, where a phase shift of 90◦ is evident. Figure 11a,b show the ideal and
simulated magnitude and phase responses respectively. The proposed AOTAPF power dissipation
is found to be 33.76 μW. It is noticed that the realized APF dissipates very small power, even at very
high frequency of operation. Figure 12 shows the equivalent input and output noises against the
frequency. It is noticed that the equivalent input noise and output noise for the realized AOTAPF
at a designed pole-frequency of 49.26 GHz are found as 6.822 nv/Hz and 6.761 nv/Hz respectively,
which are satisfactorily low values. Monte Carlo simulation results of AOTAPF were performed
for 30-trials with transient and AC-sweep environment to see the influence of process-variations.
Figure 13a–c illustrate the results of the AOTAPF Monte Carlo analysis for transient, voltage gain
and phase responses respectively. Here, it is observed from Figure 13 that there are no considerable
variations of the filter performance characteristics.

Figure 10. Transient-response of AOTAPF at pole- fo = 49.26 GHz and Vtune = −0.32 V.
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Figure 11. Ideal and simulated frequency-response of AOTAPF at Vtune = −0.32 V: (a) Voltage gain;
(b) Phase.

Figure 12. Frequency-response of input and output noise of AOTAPF at Vtune = −0.32 V.
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Figure 13. Monte Carlo simulations of AOTAPF for: (a) Time domain; (b) Voltage-gain (Vo/Vi);
(c) Phase.
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Next, to demonstrate the proposed circuit tunabilty feature, different tuning voltages (Vtune) are
applied to the varactor. By varying the Vtune from −0.5 V to −0.3 V the varactor capacitance (Cvar)
varies in the range of 0.574 fF to 0.346 fF respectively. Figure 14a,b demonstrate the magnitude and
phase responses respectively of the realized AOTAPF, at different values of Vtune. It is noticed from
Figure 14b that by varying the Vtune from −0.5 V to −0.3 V, the pole frequency of the proposed filter
varies in the range of 34.2 GHz to 56.9 GHz. This wide range of pole frequency by adjusting Vtune

makes the proposed circuit as a potential candidate for multi GHz applications. The transient responses
of the proposed filter for different tune voltages are shown in Figure 15. A phase shift of 90◦ is noticed
for each pole frequency. The THD variations are found as 3.81%, 2.6% and 1.72% for Vtune equal to
−0.30 V, −0.33 V and −0.50 V respectively. Thus, all the simulation results on the proposed AOTAPF
support the theory.

Figure 14. Frequency-response of AOTAPF at different values of Vtune: (a) Voltage gain; (b) Phase.
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Figure 15. Transient-response of AOTAPF at different values of Vtune: (a) −0.30 V; (b) −0.33 V;
(c) −0.50 V.
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6. Performance Comparison of the Proposed APF

A brief comparison of the proposed AOTAPF with other available VM SE tunable APF circuit
configurations is given in the Table 2. For comparison, only APFs realized with not more than
10 transistors are chosen. The APFs of [12–18] employ one or more external passive components, which
result in occupying larger chip area and also suffer from slew rate limitations as well as wide tolerance.
However, the proposed AOTAPF is free from any external passive component. The APFs presented
in [15,17–21] utilize one or more DC current sources for tunability of pole frequency via altering biasing
current. However, additional transistors need to be employed for realization of these DC current
supplies and thus the transistor count will further increase. It is to be noted like previously presented
APFs of [14,15], that the proposed AOTAPF is also suitable for low voltage operation as it employs
only two active devices between its supply rails. The proposed AOTAPF circuit configuration is based
on only three transistors, while the realized AOTAPF circuits of [19–21] use several transistors as they
utilize ideal current sources. Although, the previously presented APF circuits of [14,18] are also based
on three transistors like the proposed AOTAPF, but they use one or more external passive components.
In addition, the reported APF of [18] uses an ideal DC current source which will ultimately increase
the transistor count. Table 2 shows that the CMOS-based APF circuit configurations are limited to
MHz range while the proposed circuit operates in several GHz ranges.

Table 2. Comparison of AOTAPF with other reported APFs.

Ref
Ideal Current Number of Number of

Technology (nm)
Supply Tuning Power

Source Used Transistors External R/C Voltage Range (Hz) Dissipation (mW)

[12] No 4 2/1 180 ±0.9 544.8 K to 2.9 M 20.4
[13] No 9 2/1 350 ±1.5 10 K to 56 K -
[14] No 3 2/1 90 ±0.45 103 K to 18.3 M 0.418
[15] Yes 5 0/1 350 ±1.5 - -
[16] No 5 0/1 180 ±0.9 3.48 M to 26.1 M -
[17] Yes 6 0/1 180 ±0.9 1.07 M to 9.44 M 10.5
[18] Yes 3 0/1 130 ±0.75 - 20.6
[19] Yes 4 0/0 350 ±1.65 105 M to 205 M -
[20] Yes 8 0/0 350 - - -
[21] Yes 4 0/0 350 ±1.5 - -

Proposed No 3 0/0 16 ±0.7 34.2 G to 56.9 G 0.0337

-: Not Available.

7. Conclusions

In this paper, a new single ended voltage mode first order all pass filter using CNFET based unity
gain inverting amplifier and a varactor is presented. The proposed circuit is constructed with only
three N-type CNFETs and thus it consumes very little area on chip. Since there are only two CNFETs
stacked between the power-supply rails, it is able to work equally well at low voltages. The realized all
pass filter circuit is free from external passive components and thus it is suitable for integrated circuit
implementation. The proposed AOTAPF circuit non-ideal performance is also evaluated. The filter
circuit is designed and verified with HSPICE, using the well-known Stanford CNFET model.

Initially, the CNFET-based unity gain inverting amplifier is studied for different numbers of
CNTs. It was observed that with only two CNTs, the unity gain inverting amplifier yields optimal
performance. Afterward, the CNFET-based varactor is simulated for different CNTs and variable DC
voltages. This study enables the designer to choose the number of CNTs for the desired frequency range
of operation. Then the realized AOTAPF circuit is studied in detail including gain, phase, and transient
performance. The Monte Carlo analysis for process variations as well as THD simulation studies
were also performed. The simulation results show a very good gain and phase characteristics at high
frequencies with tunable pole-frequency range from 34.2 GHz to 56.9 GHz. This makes the proposed
topology a potential contestant for high frequency applications. It will be interesting to substantiate
the all pass filter simulation results experimentally; however, due to the current non-availability of

354



Electronics 2019, 8, 95

needed resources, experimental authentication is not performed. Physical realization of the presented
AOTAPF may be a vital-direction for future extension of the proposed work.
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Abbreviations

The following abbreviations are used in this manuscript:

APF All pass filter
AOTAPF Active only tuneable all pass filter
ASP Analog signal processing
CNFET Carbon Nanotube Field Effect Transistor
GCSs Graphite-cylindrical-sheets
SE Single-ended
THD Total-harmonic-distortion
UGIA Unity gain inverting amplifier
VTF Voltage transfer function
ωo Pole-frequency
ωz Zero-frequency
Cvar varactor capacitance

Appendix A

The capacitance tuning characteristics (C-V curves) of the realized CNFET varactor of Figure 8a,
are obtained by sweeping the Vtune from −0.7 V to +0.7 V for different NTs using HSPICE simualtion
tool. The analytical relationship between the capacitance Cvar and the control voltage Vtune can be
obtained by polynomial curve fitting for fixed NT . For NT = 100, the C-V relationship is approximated
by following 2nd order polynomial expression:

Cvar = (−6.0601V2
tune − 5.9693Vtune − 0.8934) f F (A1)
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15. Toker, A.; Özoǧuz, S. Tunable allpass filter for low voltage operation. Electron. Lett. 2003, 39, 175–176.
[CrossRef]

16. Minaei, S.; Yuce, E. High input impedance NMOS-based phase shifter with minimum number of passive
elements. Circuits Syst. Signal Process. 2012, 31, 51–60. [CrossRef]

17. Herencsar, N.; Minaei, S.; Koton, J.; Yuce, E.; Vrba, K. New resistorless and electronically tunable realization
of dual-output VM all-pass filter using VDIBA. Analog Integr. Circuits Signal Process. 2013, 74, 141–154.
[CrossRef]

18. Yucel, F.; Yuce, E. A new electronically tunable first-order all-pass filter using only three NMOS transistors
and a capacitor. Turk. J. Electr. Eng. Comput. Sci. 2016, 24, 3286–3292. [CrossRef]

19. Yildiz, H.A.; Ozoguz, S.; Toker, A.; Cicekoglu, O. On the realization of MOS-only allpass filters. Circuits Syst.
Signal Process. 2013, 32, 1455–1465. [CrossRef]

20. Yıldız, H.A.; Toker, A.; Elwakil, A.S.; Ozoguz, S. MOS-only allpass filters with extended operating frequency
range. Analog Integr. Circuits Signal Process. 2014, 81, 17–22. [CrossRef]

21. Metin, B.; Arslan, E.; Herencsar, N.; Cicekoglu, O. Voltage-mode MOS-only all-pass filter. In Proceedings
of the 2011 34th International Conference on Telecommunications and Signal Processing (TSP), Budapest,
Hungary, 18–20 August 2011; pp. 317–318.

22. Kuhn, K.J. Considerations for ultimate CMOS scaling. IEEE Trans. Electron Devices 2012, 59, 1813–1828.
[CrossRef]

23. Frank, D.J.; Dennard, R.H.; Nowak, E.; Solomon, P.M.; Taur, Y.; Wong, H.-S.P. Device scaling limits of Si
MOSFETs and their application dependencies. Proc. IEEE 2001, 89, 259–288. [CrossRef]

24. Voinigescu, S.P.; Tomkins, A.; Dacquay, E.; Chevalier, P.; Hasch, J.; Chantre, A.; Sautreuil, B. A study of SiGe
HBT signal sources in the 220–330-GHz range. IEEE J. Solid-State Circuits 2013, 48, 2011–2021. [CrossRef]

25. Schröter, M.; Claus, M.; Hermann, S.; Tittman-Otto, J.; Haferlach, M.; Mothes, S.; Schulz, S. In CNTFET-based
RF electronics—State-of-the-art and future prospects. In Proceedings of the 2016 IEEE 16th Topical Meeting
on Silicon Monolithic Integrated Circuits in RF Systems (SiRF), Austin, TX, USA, 24–27 January 2016;
pp. 97–100.

26. Hayat, K.; Cheema, H.; Shamim, A. Potential of carbon nanotube field effect transistors for analogue circuits.
J. Eng. 2013, 2013, 70–76. [CrossRef]

27. Prakash, P.; Sundaram, K.M.; Bennet, M.A. A review on carbon nanotube field effect transistors (CNTFETs)
for ultra-low power applications. Renew. Sustain. Energy Rev. 2018, 89, 194–203. [CrossRef]

28. Nizamuddin, M.; Loan, S.A.; Alamoud, A.R.; Abbassi, S.A. Design, simulation and comparative analysis of
CNT based cascode operational transconductance amplifiers. Nanotechnology 2015, 26, 395201. [CrossRef]
[PubMed]

29. Loan, S.A.; Nizamuddin, M.; Alamoud, A.R.; Abbasi, S.A. Design and comparative analysis of high
performance carbon nanotube-based operational transconductance amplifiers. NANO 2015, 10, 1550039.
[CrossRef]

30. Masud, M.; A’ain, A.K.B.; Khan, I.A. In Reconfigurable CNTFET based fully differential first order
multifunctional filter, Multimedia. In Proceedings of the 2017 International Conference on Signal Processing
and Communication Technologies (IMPACT), Aligarh, India, 24–26 November 2017; pp. 55–59.

356



Electronics 2019, 8, 95

31. Tripathi, S.; Ansari, M. S.; Joshi, A. M. In Low-Noise Tunable Band-Pass Filter for ISM 2.4 GHz Bluetooth
Transceiver in ±0.7 V 32 nm CNFET Technology. In Proceedings of the International Conference on Data
Engineering and Communication Technology, Maharashtra, India, 15–16 December 2017; pp. 435–443.

32. Sharma, J.; Ansari, M.S.; Sharma, J. In Current-Mode Electronically Tunable Resistor-less Universal Filter
in ±0.5 V 32 Nm CNFET, Devices. In Proceedings of the 2014 International Conference on Circuits and
Communications (ICDCCom), Ranchi, India, 12–13 September 2014; pp. 1–6.

33. Masud, M.; A’ain, A.K.B.; Khan, I.A. In CNFET Based Reconfigurable First Order Filter. In Proceedings of
the 2017 9th IEEE-GCC Conference and Exhibition (GCCCE), Manama, Bahrain, 8–11 May 2017; pp. 1–9.

34. Sharma, J.; Ansari, M.S.; Sharma, J. In Electronically Tunable Resistor-less Universal Filter in ±0.5 V 32 nm
CNFET. In Proceedings of the 2014 Fifth International Symposium on Electronic System Design (ISED),
Surathkal, Mangalore, India, 15–17 December 2014; pp. 206–207.

35. Moaiyeri, M.H.; Jahaniana, A.; Navia, K. Comparative performance evaluation of large FPGAs with CNFET
and CMOS-based switches in nanoscale. Nano-Micro Lett. 2011, 3, 178–188. [CrossRef]

36. Guo, J.; Lundstrom, M.; Datta, S. Performance projections for ballistic carbon nanotube field-effect transistors.
Appl. Phys. Lett. 2002, 80, 3192–3194. [CrossRef]

37. Natori, K.; Kimura, Y.; Shimizu, T. Characteristics of a carbon nanotube field-effect transistor analyzed as
a ballistic nanowire field-effect transistor. J. Appl. Phys. 2005, 97, 034306. [CrossRef]

38. Deng, J.; Wong, H.-S.P. A compact SPICE model for carbon-nanotube field-effect transistors including
nonidealities and its application—Part II: Full device model and circuit performance benchmarking.
IEEE Trans. Electron Devices 2007, 54, 3195–3205. [CrossRef]

c© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

357





electronics

Article

Shannon Entropy Index and a Fuzzy Logic System for
the Assessment of Stator Winding Short-Circuit
Faults in Induction Motors

Arturo Mejia-Barron 1, J. Jesus de Santiago-Perez 1 , David Granados-Lieberman 2 ,

Juan P. Amezquita-Sanchez 1 and Martin Valtierra-Rodriguez 1,*
1 ENAP-Research Group, CA-Sistemas Dinámicos, Facultad de Ingeniería, Universidad Autónoma de

Querétaro (UAQ), Campus San Juan del Río, Río Moctezuma 249, Col. San Cayetano, San Juan del Río, Qro.,
C. P. 76807, Mexico; arturo.mejia@enap-rg.org (A.M.-B.); jjdesantiago@hspdigital.org (J.J.d.S.-P.);
juan.amezquita@enap-rg.org (J.P.A.-S.)

2 ENAP-Research Group, CA-Fuentes Alternas y Calidad de la Energía Eléctrica, Departamento de Ingeniería
Electromecánica, Instituto Tecnológico Superior de Irapuato (ITESI), Carr. Irapuato-Silao km 12.5, Colonia El
Copal, Irapuato, Guanajuato C. P. 36821, Mexico; david.granados@enap-rg.org

* Correspondence: martin.valtierra@enap-rg.org

Received: 28 November 2018; Accepted: 9 January 2019; Published: 15 January 2019

Abstract: The induction motor (IM) is one of the most important elements in industry. Although IMs
are robust machines, they are susceptible to faults, where the stator winding short-circuit fault is one
of the most common ones. In this work, the Shannon entropy (SE) index and a fuzzy logic (FL) system
are proposed to diagnose short-circuit faults, considering both different severity levels and different
load conditions. In the proposed methodology, a filtering stage based on brick-wall band-pass filters
is firstly carried out. After this stage, the SE index is computed to quantify the fault severity and a FL
system is applied to diagnose the IM condition in an automatic way. Unlike other works that propose
some types of space transformations, the proposal is only based on a filtering stage and a time domain
index, requiring low computational resources. The obtained results demonstrate the effectiveness of
the proposal, i.e., the SE index quantifies the fault severity, regardless of the mechanical load, and the
proposed FL system achieves a positive classification rate of 98%.

Keywords: brick-wall filter; fuzzy logic; induction motor; Shannon entropy; short-circuit fault

1. Introduction

In recent years, the development of monitoring systems to assess the physical condition of rotatory
machinery has been vital to guaranteeing the reliability of industrial processes [1–3]. Among the
rotatory machinery, the three-phase induction motor (IM), representing ~85% of the consumed power
in the industry, is a default implementation in industrial processes [4] because it offers great benefits,
such as low maintenance, low cost, high robustness to aggressive environments and easy control
under different load conditions [5,6]. Despite these great benefits, IMs are susceptible to present
electrical and mechanical faults during their service-life, which are produced mainly by power quality
problems, prolonged activity times and harsh operating conditions, among other factors [1–3,5,6].
Regarding electrical faults, stator winding faults (SWFs) are one of the most dangerous and common
faults in IMs [7], representing about a 36–38% of faults that can take place [8,9]. This fault, even in its
incipient/early state, can produce alterations and increments in current consumption, temperature and
vibrations, putting at risk the personnel, the production, the machine itself and other machines in the
same line of production.

During the last 15 years, an important number of techniques and methodologies for SWF detection
using the analysis of acoustic, current and vibration signals have been proposed [10–14]. Motor current
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signature analysis (MCSA) is one of the most used methods because of its advantages, such as possessing
a non-invasive capacity, possible remote sensing, easy implementation and low implementation
costs [2,9]. MCSA is mainly used to identify faults in the IM according to the analysis of frequency
components found in the measured signal. Particularly, MCSA for SWF detection is employed to
identify frequencies around the fundamental frequency or harmonic components [15]. In the literature,
diverse signal processing algorithms for stator winding short-circuit (SWSC) fault detection using
MCSA have been introduced; for instance, fast Fourier transform (FFT) [14,16,17], wavelet transform
(WT) [18–20], empirical mode decomposition-based methods (EMD) [21,22], Wigner-Ville distribution
(WVD) [22], Hilbert transform (HT) [23], statistical time series model (STSM) [24], and statistical
analysis (SA) [25]. Despite obtaining promising results, diverse limitations still remain. For instance,
the FFT is a proficient tool to analyze time signals with stationary properties; yet, current applications
in industry require continuous changes of the load applied to IMs, which can generate fluctuations in
the voltage and current signals, producing non-stationary properties, therefore making the FFT method
unsuitable [26]. WT is a suitable tool for analyzing signals of non-stationary nature; regrettably, it
requires a fine election of the decomposition level and the wavelet mother in order to estimate adequate
features that allow for correct evaluation of the IM’s condition [27]. In this sense, EMD-based algorithms
are used to analyze or decompose time signals of non-stationary nature according to their frequency
components; yet, they are susceptible to present a phenomenon called mode mixing, which produces
waves with different frequency components that are assigned to the same frequency band, complicating
the identification of frequencies associated to the SWSC fault. Furthermore, the computational resources
can increase depending on the EMD-method used, e.g., when the ensemble-EMD method is used [28].
HT is employed for obtaining the instantaneous frequency and the instantaneous amplitude of a time
signal; but its results can be affected by the noise and the number of frequency components found in the
analyzed signal [29]. WVD is a method capable of providing a time-frequency representation of time
signals; yet, its results can be contaminated with spurious frequencies, frequency components that do
not exist in the measured signal due to a problem called cross-term [30], compromising the ability for
adequate location of the frequencies associated to the SWSC fault. STSMs are employed for modelling
signals with a linear or time-invariant behavior; but, they can present problems for modelling nonlinear
behaviors [31], which are greatly produced in an IM because of the dynamic loading. Further, their
results are susceptible to errors due to the quantity of noise contained in the measured signal. The
SA methods are employed for calculating statistical parameters of the time-domain signals, such as
median, variance, standard deviation and among others, but their results can fail due to the noise and
nonlinearities found in the time signal [32].

Although diverse methods for SWSC fault detection have been introduced in the literature,
most of them are negatively affected by the non-stationary properties of the measured signal. These
properties are generated by different factors, e.g., the variations in current consumption associated
to changes in the mechanical load. In this regard, the proposal and development of efficient and
reliable methodologies in terms of processing and performance are still required, mainly if they are not
susceptible to the motor load, e.g., they have to be independent of the motor mechanical load in order
to provide a consistent diagnosis for a large variety of industrial processes where the mechanical load
can be different and time-variant.

In this paper, a new methodology to diagnose and quantify the severity of SWSC faults, where
an independent fault indicator of the mechanical load is presented. The proposed methodology is
based on MCSA, using the monitored current during the IM steady-state as input. It is based on
three steps. Firstly, a filtering stage based on brick-wall band-pass filters is carried out. This type of
filter is used as it presents great advantages, such as a rectangular frequency response and an abrupt
transition between the pass and stop bands. Secondly, the Shannon entropy (SE) index is applied to
the filtered signal in order to identify the short-circuit faults, considering both different severity levels
and different load conditions. Other indices, such as the signal energy and the root mean square (RMS)
value are tested and compared with the results obtained by the SE index. Finally, a fuzzy logic (FL)
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system is developed in order to classify the IM condition in an automatic way. The usefulness and
effectiveness of the proposal is validated through experimentation, where a healthy (HLT) IM and an
IM with short-circuited turns using four different levels of load are considered. The obtained results
show that the proposal is an effective and consistent tool for diagnosing SWSC faults independently of
load conditions, making it a promising solution for a large variety of industrial applications.

2. Theoretical Background

2.1. Motor Current Signal Analysis (MCSA)

MCSA is a widely used method for online condition monitoring in IMs, where the current spectra
is used to obtain information associated to the motor fault. This fault information is obtained through
abnormal harmonics in the stator current produced by the magnetomotive force distribution and the
permeance-wave representation of the air gap [15,33].

Regarding the SWSC fault, signature patterns in different frequency components have been
associated to the following equation [9,15,33]:

fst = f1

{
n
p
(1− s) ± k

}
k = 1, 3, 5, . . . n = 1, 2, 3, . . . (1)

where the values for fst are the frequency components due to the SWSC fault, f 1 is the supply frequency,
p is the pole-pairs and s is the slip. Different values for k and n can be tested in order to obtain the
frequencies of interest, where promising results have been obtained for k = 1 with n = 3 and n = 5 [15].

2.2. Brick-Wall Filters

Brick-wall filters or sinc filters are idealized digital FIR (finite impulse response) filters with a
rectangular frequency response, which provides an ideally flat amplitude response in the passband
and an abrupt transition in the cutoff frequency [34]. Besides, a FIR filter is featured by its stability and
linear phase. Then, an ideal brick-wall low-pass filter with bandwidth ωp and zero phase provides the
impulse response, as per Reference [35]:

g(t) =
ωp

2
sinωpt
ωpt

(2)

As the filter impulse response has an infinite length, making the structure implementation
impossible [35], a window function w(t) of length τ is applied to g(t) to obtain a practical filter, which
can be expressed as per Reference [35]:

h(t) = w(t)
ωp

2
sinωpt
ωpt

(3)

By using two brick-wall low-pass filters, a brick-wall band-pass filter is obtained as follows:

h(t)BP = h(t)u − h(t)l (4)

where h(t)u and h(t)l are the upper and lower band edges, respectively.

2.3. Fault Indices

In the literature, several indices have been presented for fault diagnosis. In this work, the SE,
energy and RMS indices, which have proven to be efficient in other electric applications related to the
diagnosis of faults in induction motors and transformers [36–39], are analyzed as potential indicators
to diagnose SWSC faults.
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In the information theory, SE is used to describe the uncertainty of information content provided
by an event or a signal [36]; as the SWSC fault generates different frequency components, the amount
of information can change, making the SE index a promising fault indicator to quantify this change.
It is given by:

SE(X) = −
n∑

i=1

p(xi) log2[p(xi)] (5)

where x1, x2, x3, . . . , xn are the possible outcomes of an event or signal given by X, where p(xi) is the
corresponding probability vector.

On the other hand, the energy and RMS indices are obtained by means of the following
equations [37]:

Energy =
N∑

i=1

[x(i)]

2

(6)

RMS =

√√√
1
N

N∑
i=1

[x(i)]2 (7)

where x(i) is the signal value at the sample i and N is the total number of samples. As can be noticed,
these indices somehow increase their value according to the increments in the signal amplitude x(i);
therefore, they can be sensitive to SWSC faults, considering that the presence of fault and its severity
increase the signal amplitude from the increment of different frequency components.

2.4. Fuzzy Logic Systems

In general, FL systems can be used as control strategies based exclusively on FL or in
combination with other methods, such as neural networks (neuro-fuzzy systems) [40–44] or classification
algorithms [5,26], where features such as simplicity and flexibility of design, handling of imprecise
data and the capability to model nonlinear systems, among others, can be exploited. In particular,
a classification task can be carried out if the information behavior is described using ‘if-then’ classification
rules for when information about the input data is known. These rules describe the class of an object
according to its features; for instance, if an object is high then its class is big.

FL systems consist of four stages: Fuzzification, rules, inference mechanism and defuzzification [5,44],
as shown in Figure 1. In the fuzzification, the inputs are mapped into linguistic variables and quantified
through membership functions. These functions can have Gaussian, triangular, trapezoidal or other
shapes. As mentioned previously, the ‘if-then’ rules describe linguistically how an object has to be
assigned to a specific class according to its features. These rules are set by an expert that knows
the features and classes. In the inference mechanism, the decision-making process is carried out,
giving a conclusion for a specific set of inputs. Finally, the conclusion is converted to understandable
information for the user using the defuzzification stage. In this stage, there are several defuzzification
methods, where the center-of-gravity method is one of the most popular.
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Figure 1. General diagram of a fuzzy logic (FL) system.

3. Proposed Methodology

The proposed methodology to detect SWSC faults in IMs is shown in Figure 2. In general,
the methodology is divided into two stages: Design and implementation. In the design stage, the
current signals of an IM, ranging from steady state to different fault severities, along with different
load conditions are firstly acquired. Then, from the frequency domain analysis, and by following
Equation (1), information related to the SWSC condition can be found in f L (k = 1 and n = 3) and f R

(k = 1 and n = 5). In particular, an IM with two pairs of poles (p = 2) operating in an electric system
where f = 60 Hz at no load condition (slip of s ≈ 0) presents information related to the SWSC fault,
where f L = 150 and f R = 210. In this regard, two brick-wall band-pass filters (using Equation (4))
are constructed to extract that information. Figure 3 shows their design. In Figure 3a, the region of
interest in the frequency domain (f L and f R) can be observed. As s in the IM can shift the f L and
f R components, the brick-wall band-pass filters consider the bandwidths denoted by (f L_1,f L_2) and
(f R_1,f R_2), respectively. By considering a wide range for s according to the nominal motor speed, the
values of f L_1 = 160, f L_2 = 170, f R_1 = 200, and f R_2 = 210 are used. Figure 3b shows that the band-pass
filter, Ff L, is designed using the difference of two brick-wall low-pass filters with f L_1 and f L_2 as cutoff
frequencies. In a similar way, the band-pass filter, Ff R, is designed using f R_1 and f R_2. The order of
the filters is set to 1024 in order to achieve a high attenuation in the stop band. Figure 3c shows the
frequency responses for the two brick-wall band-pass filters. Ff L is the filter that is constructed to
extract the f L component and Ff R is the filter that is constructed to extract the f R component. Once the
filters are designed, the analysis of fault indices is carried out (see Figure 2); in order to do so, the SE,
energy and RMS indices (using Equations (5)–(7) are applied to the filtered signals to determine which
index presents the most discriminant information in terms of the fault severity and its susceptibility to
the mechanical load. When the most appropriate index to diagnose the SWSC has been obtained, a FL
system is designed to automatically determine the IM condition from the information provided by the
selected index. The designed FL system consists of the stages presented in Figure 1, i.e., fuzzification,
rules, inference mechanism and defuzzification. As the elements that compound each stage depend on
the experimental results, they are described in detail in Section 4.3.

In the implementation stage, the designed filters, Ff L and Ff R, are applied to the input current
signal (see Figure 2). Then, the selected index is computed for each frequency component, namely
SEL for f L and SER for f R. Finally, on the one hand, the indices are averaged to provide an indicator
that quantifies the fault severity, and on the other hand, the indices are analyzed by the FL system to
determine the IM condition in an automatic way.
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Figure 2. Proposed methodology.

 

Figure 3. Filter design: (a) Frequencies of interest, (b) brick-wall low-pass filters and (c) brick-wall
band-pass filters.
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4. Experimentation and Results

4.1. Experimental Setup

In Figure 4, the experimental setup used to test and validate the proposal is depicted. In general,
it consists of: A personal computer (PC) to implement the analysis using MATLAB software, an IM
in which the stator-winding has been modified with several taps, a motor starter, a data acquisition
system (DAS) to acquire the current signals and a dynamometer to generate the mechanical load in
a controlled way. The model of the used 3-phase IM was WEG 218ET3EM145TW, featuring 2 poles,
2 hp, 220 VAC and 60 Hz. The SWSC conditions were artificially produced with the insertion of taps in
phase A. The analyzed taps correspond to 10, 20, 30 and 40 short-circuited turns (SCTs). The current
signal was acquired using a model i200 current clamp from Fluke, a 16-bit analog-to-digital converter
model which was incorporated in the NI-USB 6211 board from National Instruments, and a sampling
frequency of 6000 samples/s during a time window of 1 s. For the analysis, twenty tests for each motor
condition (0, 10, 20, 30 and 40 SCTs) were carried out; therefore, 100 tests were analyzed. Regarding
the mechanical load, it was provided by a four-quadrant model 8540 dynamometer from Lab-Volt,
where 0.00, 2.04, 4.09 and 6.13 Nm were used as the load torques. These values ranged from no-load to
nominal load.

 

Figure 4. Experimental setup.

Figure 5 shows an example of the acquired current signals, where it was observed that the
magnitude of the current signal increased with both the mechanical load and the fault severity. This
is very important, as the proposed methodology has to be capable of detecting the SCTs regardless
of the mechanical load. For instance, a methodology based on the magnitude of the current signal is
inappropriate as the fault can be confused with an increment in the load.

 

Figure 5. Current signals for (a) 0 SCTs, (b) 10 SCTs, (c) 20 SCTs, (d) 30 SCTs and (e) 40 SCTs at different
loads (0.00, 2.04, 4.09 and 6.13 Nm).
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4.2. Results for Real Signals

Following the proposed methodology, the current signals in steady state were filtered using Ff L

and Ff R. After the filtering stage, the SE, RMS and energy indices were computed for the output signals
given by f L and f R (see Figure 2). In order to have a common reference to quantify the fault severity,
the results of the indices were normalized using the numerical value as a normalization factor for the
healthy condition (0 SCTs); thus, these indices will have a value of 1 for 0 SCTs, indicating a healthy
condition. Figure 6 depicts the obtained results for the analyzed indices. At the left side of this figure,
the results for f L under both different fault severities and different load conditions are shown, whereas
the results for f R are shown at the right side.

 

Figure 6. Results for the Shannon entropy (SE), root mean square (RMS), and energy indices at
(a) 0.00 Nm, (b) 2.04 Nm, (c) 4.09 Nm and (d) 6.13 Nm (left side for f L and right side for f R).

The results presented in Figure 6 show that the values of the indices increased with the fault
severity, which was useful for quantification purposes; however, the change rate in some indices was
different for different load conditions, which can compromise the diagnosis. For instance, the energy
in f L for 30 SCTs under a load of 2.04 Nm was approximately 3, which can be confused with the energy
in f L for 40 SCTs under a load of 6.13 Nm, since it was also approximately 3. In the RMS index, a
similar behavior was observed; for instance, the RMS in f R for 20 SCTs under a load of 0.00 Nm was
approximately 2, which can be confused with the RMS in f R for 30 SCTs under a load of 4.09 Nm, since
it was also approximately 2. From these observations and by analyzing the SE behavior, it was found
that the SE index provides the most uniform rate of change regardless of the load conditions, making
it the most appropriate index to diagnose and quantify the severity of the SWSC fault. For clarity
purposes, Figure 7 shows a three-dimensional bar chart of the SE values (SEL value for f L and SER
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value for f R), where a behavior almost constant for different loads levels and a constant increment
according to the fault severity are both observed. This behavior demonstrates that the SE index can
diagnose the fault severity in a proper way, regardless of the mechanical load. In order to provide
a single fault index, SEL and SER were averaged, where the result, SEA, was used as indicator for
quantifying the fault severity (see Figure 7c).

 

Figure 7. SE values for (a) f L, (b) f R, and (c) SEA at both different loads and different fault severities.

Table 1 presents the mean (μ) and the standard deviation (σ) for the SE values of the twenty tests
of each IM condition (0, 10, 20, 30 and 40 SCTs). Figure 8 shows the results of Table 1 as Gaussian
distribution functions, where μ and σ are considered. From this figure, it is evident that, in all the cases,
the higher the fault severity, the higher the index value, which applies to both SEL and SER. Although
the SE index allows for quantification of the fault severity, the classification of the IM condition (0,
10, 20, 30 and 40 SCTs) cannot be directly achieved, since there are small overlaps between some
conditions; for instance, there is an overlap between the 0 SCTs condition (dark blue) and the 10 SCTs
condition (light blue) in Figure 8a at the different loads. In this regard, a FL system with SEL and SER

as inputs was used to provide the automatic classification. It is important to mention that a FL system
was used as classifier in this work, since the information presented in Figure 8 (Gaussian distribution
functions) can be seized to generate the Gaussian membership functions.

Table 1. μ and σ for SE values.

f L

Number of Short-Circuited Turns (μ and σ for SE Values)

Load 0 10 20 30 40

0.00 1, 0.1229 1.1326, 0.1578 1.3051, 0.1720 1.3297, 0.1160 1.5324, 0.0699
2.04 1, 0.1097 1.0916, 0.0890 1.3673, 0.0483 1.4781, 0.0413 1.6144, 0.0533
4.09 1, 0.0516 1.0358, 0.0530 1.3025, 0.0395 1.5279, 0.0335 1.6354, 0.0359
6.13 1, 0.0558 1.0559, 0.0771 1.2410, 0.0613 1.4507, 0.0477 1.5444, 0.0591

f R

Number of Short-Circuited Turns (μ and σ for SE Values)

Load 0 10 20 30 40

0.00 1, 0.1082 1.1082, 0.1121 1.5639, 0.0951 1.8904, 0.0696 2.0860, 0.0830
2.04 1, 0.1614 1.2044, 0.1315 1.6318, 0.1035 1.9104, 0.0647 2.1743, 0.0580
4.09 1, 0.1204 1.0683, 0.1135 1.5052, 0.1166 1.7788, 0.0960 1.9281, 0.0727
6.13 0.073833 1.0878, 0.0720 1.3794, 0.0838 1.6181, 0.0786 1.7425, 0.0932
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Figure 8. Gaussian distribution functions for (a) SEL and (b) SER at both different loads and different
fault severities.

4.3. Fuzzy Logic System Results

The proposed FL system is a Mamdani-type fuzzy inference system with two inputs, one output
and 25 rules. As mentioned previously, the inputs were SEL and SER, while the output was the IM
condition. For the fuzzification stage, both inputs were portioned into five Gaussian membership
functions, as shown in Figure 9a. These functions were labeled as follows: Very small value (VSV),
small value (SV), normal value (NV), high value (HV) and very high value (VHV). The crisp output of
the proposed FL system assumes values between 0.5 and 5.5, as shown in Figure 9b; in this figure,
0 SCTs are 1, 10 SCTs are 2, 20 SCTs are 3, 30 SCTs are 4 and 40 SCTs are 5. On the other hand, the
25 functions are presented in Table 2, where one rule can be read as follows: If SEL is VSV and SER is
VSV, then the IM condition is 0 SCTs. The minimum composition was used for quantifying the output
of the rules and the center-of-gravity method was used for defuzzification [44]. Table 3 shows the
classification results for the performed tests. As can be observed, most cases present an effectiveness of
100%; however, two cases present an effectiveness of 95%, implying a general effectiveness of 98%.
These cases correspond to 0 SCTs and 10 SCTs. This result can be somehow expected, since the existing
overlaps in the Gaussian distribution functions shown in Figure 8 indicate that, in probabilistic terms,
there is not a complete separation between cases.
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Figure 9. Membership functions for (a) SEL and (b) SER and (c) FL outputs.

Table 2. Rules for the proposed FL system.

Inputs SER

SEL VSV SV NV HV VHV

VSV 0 SCTs 0 SCTs 10 SCTs 20 SCTs 20 SCTs
SV 0 SCTs 10 SCTs 20 SCTs 20 SCTs 20 SCTs
NV 10 SCTs 20 SCTs 20 SCTs 20 SCTs 30 SCTs
HV 20 SCTs 20 SCTs 20 SCTs 30 SCTs 40 SCTs

VHV 20 SCTs 20 SCTs 30 SCTs 40 SCTs 40 SCTs

Table 3. Classification results (confusion matrix).

IM Condition 0 SCTs 10 SCTs 20 SCTs 30 SCTs 40 SCTs EP (%)

0 SCTs 19 1 0 0 0 95
10 SCTs 1 19 0 0 0 95
20 SCTs 0 0 20 0 0 100
30 SCTs 0 0 0 20 0 100
40 SCTs 0 0 0 0 20 100

Effectiveness 98%

EP: Effectiveness percentage.

4.4. Discussion

Table 4 summarizes a comparison between the proposal and other recent methodologies presented
in the literature, where the methods or algorithms applied to diagnose the SWSC fault in the IM and
the features or operating conditions that are considered in the experimentation are shown.

From Table 4, it can be observed that the proposed methodology presents an effectiveness
percentage of 98% for detecting the SWSC fault, considering both different severity levels (10, 20, 30
and 40 short-circuited turns) and different mechanical load levels (0%, 33%, 66% and 100%), unlike
other works reviewed in the literature [12,19,24], which present mainly the analysis of either a level
of damage and different operating conditions or different levels of damage and a constant load
operating condition.

In the proposal, the obtained effectiveness (98%) is mainly due to the SE index, which allows for
both quantifying the severity of damage regardless of the torque load applied to the IM and classifying
the SWSC fault using the proposed FL system for an automatic diagnosis. In qualitative terms, it is
important to mention that a low computational burden is achieved by the proposal, since a space
transformation of the measured signal is not required, allowing for a low complexity implementation,
unlike the other introduced proposals, where a signal transformation and several nonlinear indices is
required, along with an expert to interpret the obtained results [12,19,23]. It should be pointed out that
the expert role is to interpret the results obtained by the analysis of several characteristics, such as:
The location of peaks, the spectrum, among other characteristics; in this regard, the aforementioned
analyses are performed qualitatively. Yet, the automatic detection of the motor condition can drastically
reduce time taken and allow for continuous and online monitoring. In Reference [8], similar features
and operating conditions with the proposal can be observed; however, results about the fault indictor
as an independent parameter of the mechanical load are not presented. On the contrary, the proposed
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SE index demonstrates to be an efficient and insensitive fault indicator to the mechanical load, allowing
for consistent diagnosis in different industry applications.

Table 4. Comparison summary between the proposed methodology and works reporting stator winding
short-circuit (SWSC) fault diagnosis.

Work Applied Methods Domain Accuracy
Variable

Load
Different Fault

Severities

[8]

1. Compute the mutual information among
current signals.

2. Normalize data.
3. Pattern recognition by means of artificial

neural networks (ANN).

Time >93% Yes Yes

[12]

1. Estimate Zero crossing time (ZCT).
2. Compute frequency spectrum of ZCT signal by

means of discrete Fourier transform.
3. Locate peaks related to inter-turn fault.

Frequency NR Yes No

[19]

1. Decompose current signal using stationary
Wavelet transform (SWT).

2. Obtain fault residues using
reconstructed currents.

3. Obtain coefficients by decomposing the
residues with discrete Wavelet transform
(DWT).

4. Estimate the fault index and compare with an
adaptive threshold.

Time-Frequency NR No Yes

[23]

1. Obtain an analytical signal by means of
extended Park’s vector approach and Hilbert
transform (P-H).

2. Estimate frequency domain of the analytical
signal via fast Fourier transform (FFT).

3. Calculate the amplitudes and frequencies
corresponding to harmonics associated with
the fault.

4. Compute the partial relative indexes (PRI) for
fault detection.

Frequency NR Yes Yes

[24]

1. Map into the α-β stator-fixed reference frame
the stator currents.

2. Compute the instantaneous space phasor
(ISP) module.

3. Evaluate the final prediction criterion (FPE) for
the proposed ISP autoregressive model by the
different operation condition.

Time 95% No Yes

This work

1. Brick-wall band-pass FIR filters for extraction
of frequency components.

2. Compute the SE index as fault indicator.
3. FL system for automatic classification

Time 98% Yes Yes

5. Conclusions

Winding faults are one of the most common faults in IM. In this work, a new method based on
filters, fault indices and a FL system for the assessment of SWSC faults in IMs was presented. The SE,
RMS and energy indices were tested. These indices evaluated the information that was extracted by
the brick-wall band-pass filters from the steady-state current signal. Our results indicated that the SE
was the most suitable index for the assessment of SWSC faults. For the analyzed cases, i.e., 10, 20, 30
and 40 SCTs under different load torque conditions (0, 2.04, 4.09 and 6.13 Nm), this index has been
demonstrated to be sensitive to fault severity and insensitive to mechanical load, i.e., the SE index can
properly assess the fault severity regardless of the mechanical load, which is very important, as the
mechanical load can change or be different for different industrial applications. On the other hand, the
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proposed FL system uses the SE values to classify the IM condition in an automatic way. The obtained
results indicate that the proposed FL system provides a general effectiveness of 98%.

In a future work, the proposal will be tested under an unbalanced power supply voltage condition
(a common electrical condition in industry) in order to increase its robustness and applicability.
Furthermore, as the proposal is based on low complexity algorithms (filters and indices based on
time-domain formulas), it may be implemented into an embedded system in order to provide an
online condition monitoring system. On the other hand, it is important to mention that at this stage of
research, the proposal is focused on the diagnosis of SWSC faults in steady state conditions; however,
adaptive filters and time-frequency techniques will be also explored in order to provide a solution for
transient operating conditions.
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Abstract: In this paper we present an oscillating conditioning circuit, operating a capacitance-to-time
conversion, which is suitable for the readout of differential capacitive sensors. The simple architecture,
based on a multiple-feedbacks structure that avoids ground noise disturbs and system calibrations,
employs only three Operational Amplifiers (OAs) and a mixer implementing a square wave oscillator
that provides an AC sensor excitation voltage. It performs a Period Modulation (PM) and a Pulse Width
Modulation (PWM) of the output signal proportionally to the sensor differential capacitance values.
The sensor variation range and the detection sensitivity can be easily set through the additional resistors.
Preliminary PSpice simulation results have shown a good agreement with theoretical calculations
as well as a linear response with a high detection sensitivity of differential capacitive sensors having
a baseline in the range [2.2 ÷ 180 pF]. Moreover, different experimental measurements have been
also performed by implementing the circuit on a laboratory breadboard using commercial discrete
components so validating the idea and providing the circuit performances with different kind of
differential capacitive sensors achieving detection resolutions of about 0.1 fF in an overall differential
capacitive variation range that is equal to±15.8 pF. The achieved results demonstrate that the proposed
interface solution is suitable for on-chip integration with different kinds of differential capacitive
sensing devices, such as Micro-Electro-Mechanical-System (MEMS), force/position, and humidity
sensors in biomedical and robotics applications.

Keywords: PM/PWM; capacitance-to-time conversion; differential capacitive sensor

1. Introduction

Recent developments on integration techniques and circuit miniaturizations, together with advances
on capacitive sensing technologies, have led to the design of high-sensitivity and small-size devices,
like Micro-Electro-Mechanical-System (MEMS), gyroscopes, accelerometers, position/displacement,
pressure/force, flow, and humidity sensors having very high detection capabilities that are widely
used in robotics/biomedical sensor applications as well as in bioengineering microsystems [1–3].
Basically, their behavior can be simply described as a planar capacitor (i.e., C = ε·A/d, being ε the
relative dielectric constant, A the active surface, and d the distance between capacitor metal plates) whose
mechanical features (i.e., A and/or d) are temporarily changed by the physical phenomena to be detected.
Furthermore, in several sensory systems, differential capacitive sensing configurations also provide
a suitable reduction of the common-mode noise and the parasitic component effects [4–15].

In the literature, capacitive sensor interfaces mainly concern Capacitance-to-Voltage (C-V) and
Capacitance-to-Time (C-T) analogue conversion techniques [15–24]. In particular, the first topology
commonly employs voltage/transimpedance amplifiers, charge/chopper amplifiers, and switched
capacitors showing limited/reduced detection ranges, sensitivities, and resolutions mainly due to
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noise issues. On the contrary, the latter approach is typically based on square wave relaxation
oscillators in which the sensing operation is performed by the readout of the output signal period
(i.e., a Period Modulation, PM) and/or its duty-cycle (i.e., a Pulse Width Modulation, PWM) as
a function of the single/differential sensor capacitance. PM-based interfaces are asynchronous
and have a measurement time and a resolution generally dependent from the sensor capacitance.
On the other hand, PWM-based solutions are synchronous circuit needing a clock line to synchronize
the interfacing operation, while their measurement time and resolution are typically independent
from the sensor capacitance. These kinds of interface solutions, typically showing straightforward
architectures with a high tolerance to common-mode noise/disturbs and to parasitic components
as well as to supply voltage drifts, allows for covering wide capacitive variation ranges and can also
be combined with a digital system to easily measure the time intervals (e.g., through counters) [25–34].
Recently, also mixed-signal and digital sensor systems are becoming prevalent, so that new topologies
of sensor conditioning circuits have been also introduced. By performing a Capacitance-to-Digital
(C-D) conversion (sometimes also combined with C-V or C-T conversions), these architectures can be
directly interfaced with a microcontroller even if, sometimes, requiring high frequency clock signals to
achieve suitable sensitivities and resolutions [35–42].

However, most of the developed solutions are mainly suitable to only single element capacitive
sensors. On the contrary, often direct differential measurements with high acquisition rate, accuracy,
precision, sensitivity, and resolution are required, since two single-element measurements could
provide errors if not performed simultaneously due to the time variations of the capacitances owed to
the occurring dynamic physical phenomenon.

In this regard, here we propose a new low-cost portable solution of analogue electronic interface
circuit performing a C-T conversion that is suitable for differential capacitive sensors with high
detection sensitivity and resolution. The developed architecture is based on a relaxation oscillator
whose generated square wave signal period and duty-cycle are linearly dependent from the differential
capacitance variations combining both the PM and the PWM modulations. Through the setting of few
resistor values, it is possible to regulate dynamic range, sensitivity, and resolution of the differential
capacitance variation detection. Moreover, it shows a very low sensitivity to common-mode noise
and disturbances, as well as to the effects due to the presence of parasitic elements at the circuit
sensing nodes. The interface circuit has been designed and preliminary simulated in the OrCAD PSpice
environment. Afterwards, after its implementation on a laboratory breadboard employing commercial
discrete components, the proposed solution has been tested through experimental measurements
confirming the theoretical calculations. In particular, sample components and commercial capacitive
sensors have been employed, as well as an ad-hoc liquid level detection system has been fabricated
and characterized validating the developed solution and its performances. The block diagram of the
conducted research is depicted in Figure 1.

 

Figure 1. Block diagram of the conducted research.
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2. Materials and Methods

The proposed schematic circuit for differential capacitive sensors interfacing is reported in Figure 2,
while Figure 3 shows an example of the time response of the circuit reporting the voltage signals at
its main output nodes. This solution, designed with a reduced number of active (three Operational
Amplifiers, OAs, and one Mixer) and passive (seven resistors) components, is based on a relaxation
oscillator performing a C-T conversion through a closed multiple-feedback loop architecture combining
both the PM and the PWM modulations. This avoids any calibration procedure and it reduces ground
noise/disturbs (i.e., a very low sensitivity to common-mode noise/disturbs and to parasitic elements),
while it allows for an auto-excitation of the differential capacitive sensor through the output AC
square waveform. The designed architecture, in fact, intrinsically provides a square wave output
(i.e., a “digitalized” output signal), which is independent from the supply voltage, so offering further
benefits, such as immunity to voltage offsets and easiness in digital multiplexing and signal processing
(e.g., its period and duty-cycle can be easily read by means of digital counters).

 

Figure 2. Schematic circuit of the proposed electronic interface for differential capacitive sensors.

 

Figure 3. Example of the time response of the proposed interface evaluating the voltage signals at its
main nodes.

More in detail, the circuit is composed of a voltage integrator where the differential capacitive
sensor is connected, two hysteresis voltage comparators that allow for regulating the dynamic range
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and the detection sensitivity and resolution through the use of seven resistors and a mixer that combine
all the information providing an output pulsed signal whose period and duty-cycle depend on the
two capacitances C1 and C2 of the differential capacitive sensor. In particular, the mixer also allows
for reducing the measurement time, since the period of the output pulsed signal VMIX is equal to
a semi-period (i.e., a double frequency) of the internal square wave signal VCOMP2 generated by the
closed loop oscillator composed by the integrator and the two comparators. The mixer, in fact, receives
at its input terminals the two square wave signals, VCOMP1 and VCOMP2, generating a further square
waveform VMIX whose period T1 (that is half period of VCOMP1 and VCOMP2) and pulse width T2 (that is
the overlapping time between VCOMP1 and VCOMP2, when they have both positive or negative values)
have to be measured so as to estimate and calculate the capacitance values C1 and C2. Moreover, it is
possible to easily set the interface working range (i.e., the sensor variation range) through the employed
resistors, which also allow for fixing the desired detection sensitivity of the overall conditioning circuit.

Through a straightforward circuit node analysis, when considering ideal components, the time
period T1 and the pulse width T2 of the generated output square waveform VMIX can be expressed,
as follows:

T1 = 2R7
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from which (i.e., by inverting them) it is possible to achieve the following relationships to
estimate/calculate the two components (i.e., C1 and C2) of the differential capacitive sensor as a function
of the other circuit parameters and the time values T1 and T2:
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It is worth noting that, since the circuit converts a differential capacitance into a pulsed signal, the
initial values of C1 and C2 impose the starting oscillating period T1 and duty-cycle T2 of the output
signal. Nevertheless, through the seven resistors it is possible to change these initial values, even if it
acts also on the circuit detection range, sensitivity, and resolution. On the other hand, according to
Equations (1) and (2), T1 and T2 are mostly/directly conditioned by resistor R7, which mainly regulates
the charge/discharge of C1 and C2. Therefore, when dealing with small sensor capacitances (in the
range of few pF), R7 is required to be high in order to set T1 and T2 in a range (e.g., in the order of
μs or ms), which is more suitable for subsequent signal conditioning/processing stages as well as
to optimize/maximize the circuit response/performance (i.e., the detectable capacitive variation
range and the detection sensitivity/resolution of the interface circuit). For moderate detection of
sensitivities/resolutions and/or high capacitive ranges (in the range of hundreds pF), the value of
R7 can be reduced. Finally, if C1 = C2, the relationship between T1 and T2 can be simply expressed,
as follows:

T2 = T1
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Moreover, we highlight that the output PWM signal can also be easily converted into a DC voltage
signal through a low-pass filtering operation. In this way, the information on the duty-cycle of the
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output square waveform, also evaluated as the ratio T2/T1 taking into account the effects due to the
variation of both the sensor capacitive elements C1 and C2 (i.e., the differential variation) is evaluated
by extracting the DC level of the output pulsed signal VMIX (i.e., its mean value that is proportional to
the differential capacitive sensor variation (C1 − C2)/(C1 + C2)) whose value can be ideally calculated,
as follows: ∫

VMIXdt = (VSAT+ −VSAT−)
T2

T1
+ VSAT− (6)

being VSAT+ and VSAT− the output saturation levels of the mixer reached by VMIX signal.
In this last case, the overall circuit can be consequently classified as a C-V converter.

3. Results

3.1. Simulations

OrCAD PSpice simulations have been preliminary conducted employing low-noise JFET-input
TL071 by Texas Instruments as OAs and AD633 by Analog Devices as analog multiplier (i.e., mixer) all
being supplied at ±15 V. Different values of the baseline of the differential capacitive sensor have
been considered (i.e., C1 = C2 = C0 = 2.2 pF, 10 pF, 100 pF, and 180 pF), so to demonstrate the
circuit suitability with different kind of commercial and ad-hoc integrated sensors (with responses
linear, hyperbolic, etc.). In Figure 4, the simulation results are reported and compared with the
related theoretical values (from Equations (1) and (2)) of the period T1 and the pulse width T2 of
output square waveform VMIX as a function of the relative variation the differential capacitive sensor
(i.e., 100 × (C1 − C2)/(C1 + C2)) showing high linearity (i.e., R2 = 0.9997) and high sensitivity S
(i.e., ST1 = 0.145 ms/pF; ST2 = 0.071 ms/pF). In particular, Figure 4a shows an example of the time
response of the circuit when considering the voltage signals at its main nodes for C1 = 5 pF and C2 = 15 pF
(i.e., considering C0 = 10 pF and a differential capacitance variation equal to −50%). In addition,
Figure 4b reports the T1 and T2 time values that were achieved when considering a sensor baseline
C1 = C2 = C0 = 10 pF (i.e., the central/initial value) and its relative variation of ±50%, so that the
differential capacitance (i.e., C1 − C2) is changed from −10 pF to +10 pF. In particular, C1 changes
from 5 pF to 15 pF, while C2 varies from 15 pF to 5 pF with a differential capacitance variation step
equal to 2 pF (i.e., each single capacitive element varies in opposite way with a step of 1 pF). Moreover,
the reported results have been achieved by setting the circuit resistors, as follows: R1 = 1 kΩ, R2 = 3 kΩ,
R3 = 20 kΩ, R4 = 1 kΩ, R5 = 15 kΩ, R6 = 1 kΩ and R7 = 10 MΩ.
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Figure 4. (a) Example of the time response of the circuit; and, (b) simulation results together with the
corresponding theoretical data of the period T1 and the pulse width T2 of output square waveform
VMIX as a function of the relative variation the differential capacitive sensor for C1 = C2 = C0 = 10 pF.
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Moreover, further simulations have been conducted in order to evaluate the effects on the circuit
of operating temperature variations. More in detail, we have considered/referred to commercial and
industrial applications, so simulating the circuit from −20 ◦C up to 85 ◦C. In particular, referring to
the circuit set-up considered for the capacitive variation range of 5–15 pF for C1 and C2, the resulting
maximum relative variations of T1 and T2 at −20 ◦C is lower than 0.6%, while at +85 ◦C it is lower
than 9%. These values correspond to maximum relative errors that are lower than 10% at −20 ◦C and
lower than 7% at +85 ◦C in the estimation of C1 and C2 values.

3.2. Preliminary Experimental Measurements

Basic experimental measurements have been performed implementing the circuit on a laboratory
breadboard employing commercial discrete components as well as capacitive sensors. In this case,
the differential capacitance (i.e., C1 − C2) is varied from −15.8 pF to +15.8 pF using commercial
high-precision high-accuracy discrete capacitors, calibrated/measured by using an ISO-TECH LCR821
high-precision high-accuracy LCR-meter (accuracy better than 0.5%) verifying the maximum deviation
from the capacitance nominal value lower than 1%. In particular, C1 has been changed from 2.2 pF
to 18 pF (i.e., 2.2 pF, 4.7 pF, 8.2 pF, 10 pF, 12 pF, 15 pF, 18 pF) and C2 from 18 pF to 2.2 pF (i.e., 18 pF,
15 pF, 12 pF, 10 pF, 8.2 pF, 4.7 pF, 2.2 pF), while keeping constant the total capacitance value C1 + C2 at
about 20 pF (C0 = 10 pF). In order to get oscillating periods of few milliseconds and to achieve better
results, the following resistance values have been chosen: R1 = 1 kΩ, R2 = 1.2 kΩ, R3 = 15 kΩ, R4 = 1 kΩ,
R5 = 47 kΩ, R6 = 1 kΩ, R7 = 10 MΩ. The parasitic capacitance of the resistors was measured, giving values
below 0.5 pF. The resulting measurements of the period T1 and the pulse width T2 have been performed
while employing a GPIB-based experimental setup and a National Instruments LABVIEW-based automatic
acquisition system, including conventional instrumentations, such as a frequency-meter Agilent 34970A
(accuracy better than 0.01%), a Data Acquisition/Switch Unit, and digital multimeter Agilent 34401A
(accuracy better than 0.01%), as well as an oscilloscope Tektronix TPS2024R.

More in detail, firstly we proved the period and pulse width modulations as a function of
the variation of the differential capacitance confirming their proportional linearly dependence.
The oscillograms are reported in Figure 5a–c that demonstrate the proper functionality of the proposed
interface circuit showing its main signals (in particular, the generated output square waveform VMIX)
and the corresponding measured values of T1 (i.e., CH1 Period in the right part of each picture) and
T2 (i.e., CH1 Pos Width in the right part of each picture) for three different sets of C1 and C2 values:
Figure 5a, C1 = 2.2 pF and C2 = 18 pF; Figure 5b, C1 = C2 = 10 pF; Figure 5c, C1 = 18 pF and C2 = 2.2 pF.
The overall measurement results are reported in Figure 5d showing the oscillation period T1 and the
pulse width T2 as function of the differential capacitance variation (i.e., 100 × (C1 − C2)/(C1 + C2)),
which are in a good agreement with the theoretical calculations according Equations (1) and (2)
and with the related simulation results achieved with the same operating conditions. In this case,
the achieved sensitivities with respect to T1 and T2 are ST1 = 0.982 ms/pF and ST2 = 0.491 ms/pF,
respectively (linearity correlation coefficient R2 of about 0.999). On the other hand, taking into account
the measured values of T1 and T2, Figure 5e reports on the estimated values of C1 and C2 capacitances
calculated through the Equations (3) and (4). The corresponding relative error, evaluated between
the measured/estimated capacitance values and its nominal/real values, is lower than 3%. Finally,
the maximum averaged RMS jitter level, measured on the rising/falling edges of the output square
wave signal VMIX, results to be always lower than 50 ns, so that the resulting estimated minimum
detectable differential capacitance variation (i.e., the best theoretical detection resolution of the circuit)
is about 0.1 fF. The average power consumption of the overall electronic interface circuit is about
68 mW.
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Figure 5. Measured main output signals of the circuit for (a) C1 = 2.2 pF and C2 = 18 pF,
(b) C1 = C2 = 10 pF, and (c) C1 = 18 pF and C2 = 2.2 pF; (d) measured, simulated and theoretical
oscillation periods T1 and pulse widths T2 as a function of the relative differential capacitance variation;
(e) calculated/estimated capacitance values.

3.3. Relative Humidity (RH) Sensor

In order to evaluate the potentiality of the proposed circuit as electronic interface in real
capacitive sensing applications, we arranged an experimental set-up for the measurement of the
Relative Humidity (RH) making use of the commercial capacitive sensor HS1101LF by Sensor
Solutions—Measurement Specialties and a climatic chamber Challenge CH600 by ACS—Angelantoni
Industries. The employed capacitive sensor provides a nominal capacitance value of about 180 pF @
55% RH and it can be biased/excited in the operating range [5 kHz–300 kHz] with AC voltage signals
up to 10 V.

In this regard, for preliminary setting/testing and optimization of the circuit, we made use
of commercial high-precision high-accuracy discrete capacitors, calibrated/measured by using the
ISO-TECH LCR821 LCR-meter showing a maximum deviation of lower than 1%. In particular,
the capacitor C1 has been fixed to a value equal to 180 pF (i.e., C0 = 180 pF), while performing a sweep
of the C2 capacitance in the variation range [160 pF–197 pF] by means of a fixed 150 pF capacitor in
parallel with others having smaller different values (i.e., C2 = 150 pF + [10 pF; 12 pF; 15 pF; 18 pF;
22 pF; 27 pF; 30 pF; 33 pF; 39 pF; 47 pF]). In this case, the following resistance values have been set so
to optimize the interface circuit response: R1 = 470 Ω, R2 = 560 Ω, R3 = 2.2 kΩ, R4 = 470 Ω, R5 = 4.7 kΩ,
R6 = 470 Ω, R7 = 47 kΩ. The employed experimental set-up and measurement instrumentations are
those ones already previously reported and described in Section 3.1.

The overall obtained results are shown in Figure 6. In particular, Figure 6a–c report the oscillograms
showing the circuit main output square waveform VMIX, including the corresponding measured values
of the period T1 (i.e., CH1 Period in the right part of each picture) and the pulse width T2 (i.e., CH1 Pos
Width in the right part of each picture). They demonstrate the proper performances of the circuit for an
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operating configuration with a fixed value of C1 = 180 pF and three different values of C2: Figure 6a,
C2 = 160 pF; Figure 6b, C2 = 180 pF; Figure 6c, C2 = 197 pF.

Figure 6. Oscillograms showing the output voltage signal VMIX that demonstrates the proper
performances of the circuit for a configuration employing a fixed C1 = 180 pF and (a) C2 = 160 pF,
(b) C2 = 180 pF, and (c) C2 = 197 pF; (d) measured, simulated, and theoretical oscillation periods T1 and
pulse widths T2 as a function of the relative differential capacitance variation; (e) calculated/estimated
capacitance values.

Furthermore, Figure 6d shows the overall measurement results reporting the oscillation period T1

and the pulse width T2 as function of the relative capacitance variation (i.e., 100 × (C1 − C2)/(C1 + C2))
achieved by changing C2 in the range [160 pF–197 pF]. The collected data confirm the correct
functionalities of the interface circuit agreeing with the theoretical calculations, from Equations
(1) and (2), and also with the corresponding simulations performed when considering the same
circuit parameters. From these results, the two detection sensitivities ST1 = 0.001 ms/pF and
ST2 = 0.0006 ms/pF with respect to T1 and T2, respectively, have been calculated (linearity correlation
coefficient R2 of about 0.999) so as to evaluate/estimate the performances of the circuit, especially
in terms of the minimum detection resolution of differential capacitance variations that, in this case,
is about 83 fF (considering a maximum averaged RMS jitter level, measured on the rising/falling edges
of VMIX, lower than 50 ns). Finally, starting from these results and by employing Equations (3) and (4),
the values of C1 and C2 capacitances have been estimated/calculated, as reported in Figure 6d showing
a relative error, evaluated between the measured/estimated capacitance values and its nominal/real
values, lower than 0.5 %.

Successively, the C2 capacitor has been replaced by the commercial HS1101LF RH capacitive sensor,
so performing through the controlled climatic chamber a sweep in the RH from 35% to 75%, with steps
of 5% and room temperature set to 25 ◦C. The achieved results are reported in Figure 7 comparing the
calculated/estimated RH% with the fixed nominal values as well as with the values that were achieved
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from direct measurement of the sensor by using the ISO-TECH LCR821 high-precision high-accuracy
LCR-meter and extracting the data from sensor datasheet. The reported data have been extracted starting
from the measurement of the time period T1 and the pulse width T2 as a function of the RH% variation with
detection sensitivities of about ST1 = 0.0004 ms/RH% and ST2 = 0.0002 ms/RH% with respect to T1 and T2,
respectively. Subsequently, the values of the capacitances C1 and C2 have been estimated/calculated by
employing Equations (3) and (4). Finally, from the information reported in the datasheet of the used
commercial capacitive sensor, the RH% values have been extracted employing the reverse polynomial
response equation reported in the same device datasheet. In this case, the relative error, evaluated between
the measured/estimated values and nominal/real values, is lower than 3% and the minimum estimated
detection resolution in terms of the RH% variation is about 0.25% (considering a maximum averaged RMS
jitter level, measured on the rising/falling edges of VMIX, lower than 50 ns).
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Figure 7. Experimental results concerning the measurement of RH% performed by employing
a commercial capacitive sensor.

3.4. Liquid Level

Lastly, we developed a liquid level meter, with the aim of evaluating the performance of the
proposed electronic interface in real differential capacitance measurement applications. The considered
experimental apparatus is depicted in Figure 8. A plexiglas-based cube with a volume lower than
1 � is provided with three Cu-based conductive plates. Two of them are fixed at the top and bottom
faces, while the other floats onto the top liquid surface keeping the horizontality through the use of
a polystyrene plate fixed under the Cu plate (i.e., the combined plates work like a float). In this way,
two complementary (differential) capacitors having a common element (i.e., common plate) are formed:
one with liquid (i.e., distilled water) as the dielectric forming the capacitor C1 and the other with the
air providing the capacitor C2.

This apparatus has been employed as differential capacitive sensor measured through the developed
interface circuit. More in detail, the distilled water level has been changed from 1 cm to 7 cm, with steps
of 1 cm, so moving the common central floating plate that provides a simultaneous variation of C1

and C2 capacitance values. Moreover, in order to optimize the interface circuit response, the following
resistance values have been considered: R1 = 1 kΩ, R2 = 1.2 kΩ, R3 = 15 kΩ, R4 = 1 kΩ, R5 = 47 kΩ,
R6 = 1 kΩ, R7 = 10 MΩ. The overall experimental measurement results are reported in Figure 8,
when considering that the two capacitors C1 and C2 have been connected to the circuit both, as depicted
in Figure 8 (see results of Figure 9a) and by interchanging their positions/connections (i.e., C1 used
as C2, and vice versa; see results of Figure 9b). In particular, by measuring the time period T1 and
the pulse width T2 values of the circuit main output signal VMIX as a function of the liquid level,
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the C1 and C2 capacitance values have been calculated/estimated through the Equations (3) and (4)
and compared with the capacitive values of the same elements achieved from direct measurements
through the ISO-TECH LCR821 high-precision high-accuracy LCR-meter. In this last case, the resulting
relative error, as calculated among the obtained experimental data, is always lower than 5%, both for the
capacitor with higher values and for the capacitor with lower values. The minimum estimated detection
resolution in terms of the liquid level variation is about 0.01 mm (considering a maximum averaged
RMS jitter level, measured on the rising/falling edges of VMIX, lower than 50 ns). Additional simulation
analyses have been also performed, so demonstrating a low sensitivity to common-mode noise and
disturbances as well as, in particular, an excellent immunity to additional parasitic capacitances at the
main circuit sensing nodes. More in detail, at each terminal node of the differential capacitive sensor
connected to the circuit (i.e., the three main input nodes of the interface), a 10 pF grounded capacitor has
been considered and added as an external parasitic component (i.e., as a parasitic capacitance provided
by a differential capacitive sensor, as those ones related to the plates of C1 and C2 of the box shown in
Figure 8). In this sense, referring to the circuit set-up considered for the simulation results reported in
Section 3.1, and thus considering the capacitive variation range of 5–15 pF for C1 and C2, the resulting
maximum relative variation of T1 and T2 is lower than 0.25% that, on the other hand, corresponds to
a maximum relative error lower than 8% in the estimation of C1 and C2 values.

 

Figure 8. Developed liquid level meter employed as differential capacitive sensor.
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capacitive sensor reported in Figure 8, (b) after interchanging C1 and C2.

384



Electronics 2019, 8, 80

4. Discussion

As a final remark, Table 1 summarizes the main performances and the experimental characteristics
of the proposed circuit compared with other similar solutions presented in the literature having linear
responses and based on C-T conversion architectures. As it can be seen, the presented circuit is an analogue
solution that manages differential capacitive sensors combining PM and PWM techniques and, even if only
implemented on breadboard with discrete commercial components, shows very satisfactory characteristics,
especially in terms of high detection sensitivity, good detection range, and minimum detection resolution.

Table 1. Main performance parameters of the proposed circuit as compared to other similar solutions
based on C-T conversion.

Ref.
Sensor

Topology
Circuit

Typology
Circuit

Realization
Output
Format

Detection Range Sensitivity Resolution

[25] Single
element

A/D
mixed
signal

On chip
integration PWM 0.8–1.2 pF 47 μs/pF @ 20 kHz

15 μs/pF @ 50 kHz 0.9 fF

[26] Single
element

A/D
mixed
signal

On chip
integration PM 1.8–6.8 pF 1.12 ms/pF 0.2 fF

[27] Single
element

A/D
mixed
signal

On chip
integration PM 0–8 pF n.a. 1.4 fF

[28] Single
element Analogue On chip

integration PWM 16–256 fF 32 μs/pF 0.8 fF

[29] Single
element Analogue On chip

integration PWM 0.013 fF–9 pF 1.82 μs/pF 0.013 fF

[30] Single
element Analogue On chip

integration PWM 2.5–2.8255 pF 3.88 μs/pF 2.8 fF

[31] Single
element Analogue On chip

integration PWM 1–22 pF 3.62 μs/pF 0.011 fF

[32] Differential
element Analogue Discrete

components PM
0–19.8 pF (single)
−19.8 ÷ +19.8 pF

(differential)

0.49 μs/pF
(differential) 2 fF (differential)

[33] Differential
element

A/D
mixed
signal

On chip
integration PWM

40–60 fF (single)
−20 ÷ +20 fF
(differential)

127 μs/pF
(differential)

0.16 fF
(differential)

[35] Differential
element

A/D
mixed
signal

Discrete
components PM 400 pF (±50%) n.a. 10 pF

This
work

Single or
Differential

element
Analogue Discrete

components
PWM
PM

2.2–197 pF (single)
[−15.8 ÷ +15.8 pF]

(differential)

1 μs/pF (single)
982 μs/pF

(differential)

83 fF (single)
0.1 fF (differential)

5. Conclusions

A simple interface circuit, operating a capacitance-to-time conversion by means of an oscillator-based
topology, suitable for the readout of differential capacitive sensors has been presented. The multiple-feedback
circuit architecture, employing only four active components (three OAs and one mixer) and seven resistors,
provides an AC sensor excitation voltage, reduces ground noise disturbs, and avoids system calibrations.
By performing a PM and a PWM modulations, the provided output square wave signal results in being
linearly proportional to the sensor differential capacitance values. The sensor variation range and the
detection sensitivity can be easily set through the employed resistors. PSpice simulations, together with
all the experimental measurements, performed by implementing the circuit on a laboratory breadboard
and using commercial discrete components, have validated the proposed idea showing a good agreement
with theoretical calculations within an overall capacitive variation range that is equal to [2.2 pF–197 pF] and
achieving a minimum capacitance detection resolutions as low as 0.1 fF for a differential capacitive variation
range equal to ±15.8 pF. Moreover, the simple schematic of the proposed circuit makes it suitable to be
designed at the transistor level in a Si-based standard CMOS integrated technology for integrated portable

385



Electronics 2019, 8, 80

sensor applications, also employing different kinds of differential capacitive sensing devices, such as MEMS,
force/position, and humidity sensors.
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Abstract: In order to effectively extract the frequency characteristics of an underwater acoustic signal
under sensor measurement, a fusion frequency feature extraction method for an underwater acoustic
signal is presented based on variational mode decomposition (VMD), duffing chaotic oscillator (DCO)
and a kind of permutation entropy (PE). Firstly, VMD decomposes the complex multi-component
underwater acoustic signal into a set of intrinsic mode functions (IMFs), so as to extract the estimated
center frequency of each IMF. Secondly, the frequency of the line spectrum can be obtained by using
DCO and a kind of PE (KPE). DCO is used to detect the actual frequency of the line spectrum for
each IMF and KPE can determine the accurate frequency when the phase space track is in the great
periodic state. Finally, the frequency characteristic parameters acted as the input of the support vector
machine (SVM) to distinguish different types of underwater acoustic signals. By comparing with
the other three traditional methods for simulation signal and different kinds of underwater acoustic
signals, the results show that the proposed method can accurately extract the frequency characteristics
and effectively realize the classification and recognition for the underwater acoustic signal.

Keywords: variational mode decomposition (VMD); duffing chaotic oscillator (DCO);
permutation entropy (PE); feature extraction; frequency characteristic; underwater acoustic signal;
ship-radiated noise

1. Introduction

Underwater acoustic signal processing is one of the hot topics in the field of marine science.
The denoising, feature extraction and classification of underwater acoustic signals are of great
significance to the research of underwater acoustic signals, which can provide convenience and
basis for the detection and tracking of underwater acoustic signals [1–4]. Feature extraction methods
for underwater acoustic signals mainly include frequency feature extraction, energy feature extraction
and complexity feature extraction [5]. The frequency feature extraction method usually consists of
three steps: (1) signal processing, (2) feature extraction and (3) classification, among which the first
two steps have a great impact on feature extraction. Therefore, we face two challenges: how to select
the right signal processing method and how to extract features accurately [6,7].
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Traditional time-frequency analysis methods include short-time Fourier transform (STFT),
Wigner-Ville distribution (WVD), wavelet transform (WT) and empirical mode decomposition
(EMD) [8,9]. However, these methods have certain limitations. For example, the WT need to select
wavelet basis functions and wavelet decomposition levels, and EMD has the problem of mode
mixing [10]. In recent years, several improved EMD methods have been proposed to suppress
mode mixing, which are ensemble EMD (EEMD) [11–14] and complete EEMD with adaptive noise
(CEEMDAN) [15–17]. However, EMD and improved EMD methods are all empirical decomposition
algorithms, which lack the strict mathematical theory for support [18,19].

Variational mode decomposition (VMD) is a time-frequency analysis method after EMD and
improved EMD methods [20]. Compared with EMD and improved EMD methods, VMD decomposes
a complex signal into a set of intrinsic mode functions (IMFs) based on a foundation of mature
mathematical theories and methods, which are wiener filtering, Hilbert transform, analytic signal and
heterodyne demodulation. The sensitivity of VMD to noise is lower than that of EMD and improved
EMD methods [21]. VMD has been used in many fields, such as fault diagnosis, clinical medicine
and underwater acoustics. In Reference [22], a hybrid fault feature extraction method using VMD
combined with multipoint kurtosis was proposed. In Reference [23], focusing on high voltage circuit
breakers, a fault diagnosis method using VMD and multi-layer classifier was proposed to improve
the accuracy of fault diagnosis. In Reference [24], a new detection method for atrial fibrillation using
electrocardiogram signal was proposed, sample entropy and center frequency were extracted from
IMFs by VMD, which can effectively distinguish the normal sinus rhythm and atrial fibrillation.

Because the chaotic system is sensitive to a weak signal and immune to noise, it has a wide range
of applications in weak signal detection. Duffing system is a kind of common nonlinear system which
produces chaotic phenomena. Therefore, duffing chaotic oscillator (DCO) can detect weak signals of
low-frequency components. We can detect weak signals in strong background noise by changing the
phase space tracks of DCO [25]. Detection of weak signals using DCO has been implemented [26].
In Reference [27], a new weak signal detection method was proposed based on the scale transformation
of DCO, which can detect any harmonic signal using a set of determined parameters. In Reference [28],
an effective weak signal detection method for underwater acoustic signal was put forward based on
DCO and Hilbert transform, which can improve the signal-to-noise ratio greater than the traditional
DCO method. The above methods have proved the validity of DCO for weak signal detection.

Permutation entropy (PE) is a method to measure the complexity of time series, which is used
in many fields [29,30]. A kind of PE (KPE) was proposed by Bandt in April 2017. KPE, as a novel PE,
has better performance than PE in terms of the stability of time series with different lengths [31,32].
Many studies have shown that KPE is superior to PE in medical diagnosis and underwater acoustics.

There are many methods for feature extraction of underwater acoustic signals [33]. Among
these methods, the feature extraction methods based on mode decomposition is one of the hot issues
of research for underwater acoustic signals. In terms of energy feature extraction of underwater
acoustic signals, two methods were put forward using EMD combined with energy entropy and energy
spectrum [34,35]. In terms of the complexity of feature extraction of underwater acoustic signals,
PE and multi-scale PE (MPE) of IMFs were extracted as new features, where IMFs were obtained by
EMD and VMD respectively. Focusing on the frequency feature extraction of underwater acoustic
signals, center frequency feature extraction methods were presented using EEMD and VMD. However,
these frequency characteristics were not accurate enough.

In the paper, we proposed a new frequency feature extraction method for underwater acoustic
signals to effectively extract the frequency characteristics. The proposed method is based on VMD,
DCO and KPE. We use VMD to decompose underwater acoustic signals into IMFs. According to the
estimated frequency, DCO can detect the frequency of each IMF. When the phase space track is in the
great periodic state, we can use KPE to determine the accurate frequency. DCO and KPE are first used
to the frequency of IMF for underwater acoustic signals.
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The next section is the theory of VMD, DCO and KPE; the novel frequency feature extraction
method for underwater acoustic signals is presented in Section 3; the proposed frequency feature
extraction method is used to simulate signals and underwater acoustic signals in Sections 4 and 5;
and, finally, the concluding remarks are made in the last section.

2. Theory

2.1. VMD

The VMD theory consists of two parts: the constrained variational problem and specific steps to
solve. VMD defines the amplitude-modulated-frequency-modulated signal as IMF, which is shown in
Equation (1).

uk(t) = Ak(t) cos(φk(t)) (1)

where uk(t) is the k-th IMF by VMD, Ak(t) and φk(t) are the envelope and phase of the k-th IMF. Each
IMF has estimated frequency and limited bandwidth. The constrained variational problem is shown in
Equation (2). ⎧⎪⎪⎨⎪⎪⎩

min
{uk},{wk}

{
K
∑

k=1

∥∥∥∂t[(δ(t) + j
πt ) ∗ uk(t)]e−jwkt

∥∥∥2

2

}
s.t.

K
∑

k=1
uk =x(t)

(2)

where x(t) represents the un-decomposed complex signal, K and wk represent the number of uk(t)
and estimated frequency for the k-th IMF. The solved non-constrained variational problem is shown in
Equation (3).

L({uk}, {wk}, λ) = α
K
∑

k=1

∥∥∥∂t[(δ(t) + j
πt ) ∗ uk(t)]e−jwkt

∥∥∥2

2
+

∥∥∥∥x(t)− K
∑

k=1
uk(t)

∥∥∥∥2

2
+

〈
λ(t), x(t)− K

∑
k=1

uk(t)
〉

(3)

where L is the augmented Lagrangian method, α and λ are the penalty factor and Lagrange multiplier.
We use the alternating direction multiplier method to get saddle points and update ûn+1

k , wn+1
k and

λ̂n+1. These updated formulas are shown in Equation (4).⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

ûn+1
k (w) =

x̂(w)− ∑
i<k

ûin(w)− ∑
i>k

ûin(w)+ λ̂n(w)
2

1+2α(w−wn
k )

2

wn+1
k =

∫ ∞
0 w|ûn+1

k |2dw∫ ∞
0 |ûn+1

k |2dw

λ̂n+1(w) = λ̂n(w) + τ

(
x̂(w)−∑

k
ûn+1

n (w)

) (4)

where w represents the frequency domain. The flow diagram of VMD is given in Figure 1.
More detailed explanations about VMD can be found [20,21].
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Figure 1. The flow diagram of VMD.

2.2. DCO

The normal form of a duffing chaotic oscillator (DCO) equation is shown in Equation (5).

d2x
dt2 + k

dx
dt
− x(t) + x3(t) = F(t) (5)

where k is the damping ratio, −x(t) + x3(t) and F(t) represent the nonlinear resilience item and the
driving force. When F(t) equals γ cos(ωt), DCO equation can be expressed in Equation (6).

d2x
dt2 + k

dx
dt
− x(t) + x3(t) = γ cos(ωt) (6)

γ and ω represent the angular frequency and amplitude of the driving force. Due to the existence of
the nonlinear resilience item, the DCO equation is rich in nonlinear dynamic characteristics. We make
γ increase from 0 while fixing k, the system state changes from homoclinic orbits state to bifurcation
state, and then when the threshold γd is exceeded, the system state changes from chaos state to the
great periodic motion. The steps of periodic signal detection by DCO are as follows:

(1) Put periodic signal s(t) and noise signal n(t) into the system, DCO equation can be expressed in
Equation (7).

d2x
dt2 + k

dx
dt
− x(t) + x3(t) = γd cos(ωt) + s(t) + n(t) (7)

(2) Set k, x(0) and x′(0) to 0.5, 0 and 0. The Runge-Kutta of the fourth order is used for a solution of
DCO equation.

(3) We can determine whether the angular frequency of the periodic signal s(t) is close to ω according
to the system state. When the system state is the great periodic state, this means that the angular
frequency of the periodic signal s(t) is approximated as ω, and vice versa. More detailed
explanations about DCO can be found elsewhere [27,28].

2.3. KPE

In order to better understand KPE, we learn KPE by comparing with PE. Both PE and KPE can
represent the complexity of time series. However, they have the following differences:
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(1) KPE, as an improved PE, is defined as the distance between the time series and white Gaussian
noise. Therefore, KPE and PE have a totally opposite trend. For example, when the time series is
white Gaussian noise, PE and KPE are close to 1 and 0 respectively.

(2) The equations of KPE and PE are different. KPE and PE can be expressed as⎧⎪⎪⎪⎨⎪⎪⎪⎩
HPE = − K

∑
j=1

Pj ln Pj/ln(m!)

HKPE ==
K
∑

j=1
P2

j − 1
m!

(8)

where HKPE and HPE represent KPE and PE, K and m are the number of reconstructed vectors
and the embedded dimension, Pj represents j-th probability of symbol sequence.

(3) Compared with PE, KPE has better robustness for time series of different lengths.

More details of PE and KPE can be found elsewhere [29–32].

3. Frequency Feature Extraction Method for Underwater Acoustic Signal

This paper presents a fusion frequency feature extraction method for underwater acoustic signal
based on VMD, DCO and KPE. The flow chart of the feature extraction method is shown in Figure 2.
The experimental steps of this frequency feature extraction method are as follows:

Step 1: Signal decomposition.

(1) Collect underwater acoustic signals by sensors;
(2) Decompose underwater acoustic signals by EMD, M IMFs can be obtained;
(3) Set the decomposition layers of VMD to M;
(4) Decompose underwater acoustic signals by VMD.

Step 2: Feature extraction.

(1) Select the low-frequency IMF for the research, such as the last IMF;
(2) Obtain estimated frequency of selected IMF by VMD;
(3) Detect periodic signal of selected IMF using DCO;
(4) When the phase track of selected IMF is in great periodic, and the KPE of DCO system

output reaches the maximum, we can determine the accurate frequency of selected IMF.

Step 3: Classification recognition.

(1) Input frequency characteristics of different kinds of underwater acoustic signals
into SVM;

(2) Obtain classification results of different kinds of underwater acoustic signals.
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Figure 2. The flow chart of a fusion frequency feature extraction method.

4. Frequency Feature Extraction for Simulation Signal

To prove the reliability of this fusion frequency feature extraction method, we extract the frequency
feature for the simulation signal. First, the simulation signal is decomposed by VMD. Secondly, the
periodic signal of IMFs can be detected by DCO, frequency characteristics of IMFs can be obtained by
KPE. Finally, we compared with three frequency feature extraction methods presented recently.

4.1. VMD of Simulation Signal

Line spectrums of ship-radiated noise can reflect an important frequency feature, and the line
spectrum corresponds to the periodic signal in the time domain. Therefore, the clear signal S consists
of three cosine signals with different amplitudes and frequencies, and the noisy signal Y consists of
both the clear signal and the standard Gaussian white noise N. The specific simulation signals are as
follows: ⎧⎪⎨⎪⎩

S = 0.4 cos(20πt) + 0.5 cos(100πt) + 0.3 cos(200πt)
N = randn(t)
Y = S + N

(9)

The frequencies of three cosine signals are 10 Hz, 50 Hz and 100 Hz, respectively. The sampling
frequency is 1 kHz. The time-domain waveforms of both clear and noisy signal are shown in Figure 3.
According to the EMD result for noisy signals, we set the decomposition layers of VMD to 9, the VMD
result for noisy signals is shown in Figure 4. As seen in Figure 3, the clear signal is submerged in noise.
As seen in Figure 4, the order of IMFs by VMD is from high frequency to low frequency. Each IMF has
an estimated frequency, the frequency distribution of IMFs by VMD is listed in Table 1. As can be seen
in Table 1, IMF9, IMF8 and IMF7 correspond to the cosine signal with the frequency of 10 Hz, 50 Hz
and 100 Hz, respectively.
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Figure 3. The time-domain waveforms of both the clear and noisy signals.

Figure 4. The VMD result for the noisy signal.

Table 1. The frequency distribution of IMFs by VMD.

IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8 IMF9

442.23 Hz 392.59 Hz 321.89 Hz 264.65 Hz 227.73 Hz 168.37 Hz 99.47 Hz 50.12 Hz 10.14 Hz

4.2. Frequency Feature Extraction of IMF Using DCO and KPE

According to the estimated frequency of IMFs, the three periodic signals are in the last three
IMFs, and the other IMFs are noise IMFs without periodic signals. Therefore, we extract the frequency
features of the last three IMFs using DCO and KPE, respectively.

4.2.1. Frequency Feature Extraction of IMF9

The estimated frequency of IMF9 is 10.14 Hz. A DCO column is used to sweep through the
true frequency, and the driving force frequency is close to 10.14 Hz. A DCO column consists of
10 DCOs, frequency interval of each DCO is 0.01 KHz. The phase space tracks of different driving
force frequencies are shown in Figure 5. As seen in Figure 5, when the driving force frequencies are
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9.74 Hz and 10.24 Hz, the phase space tracks are in chaos state; when the driving force frequencies are
9.94 Hz and 10.04 Hz, the phase space tracks are in the great periodic state.

 
(a) 9.74 Hz (b) 9.94 Hz 

 
(c) 10.04 Hz (d) 10.24 Hz 

Figure 5. The phase space tracks of different driving force frequencies for IMF9.

When the phase space track is in the great periodic state, we calculated the KPE of the DCO
system output under different driving force frequencies. The KPE distribution of IMF9 under different
driving force frequencies is listed in Table 2. As can be seen in Table 2, when the driving force frequency
is 9.98 Hz, the KPE reaches the maximum. Therefore, the frequency feature of IMF9 is 9.98 Hz using
the proposed frequency feature extraction method.

Table 2. The KPE distribution of IMF9 under different driving force frequencies.

9.95 Hz 9.96 Hz 9.97 Hz 9.98 Hz 9.99 Hz 10.00 Hz 10.01 Hz

0.313618 0.313618 0.313622 0.313630 0.313622 0.313618 0.313616

4.2.2. Frequency Feature Extraction of IMF8 and IMF7

The estimated frequencies of IMF8 and IMF7 are 50.12 Hz and 99.47 Hz. Two DCO columns
were used to sweep through the true frequency of IMF8 and IMF7 according to the estimated
frequencies. The phase space tracks of different driving force frequencies for IMF8 and IMF7 are
shown in Figures 6 and 7. As seen in Figure 6, when the driving force frequencies are 49.82 Hz and
50.22 Hz, the phase space tracks are in the chaos state, and when the driving force frequencies are
49.92 Hz and 50.12 Hz, the phase space tracks are in the great periodic state. As seen in Figure 7, when
the driving force frequencies are 99.47 Hz and 100.17 Hz, the phase space tracks are in the chaos state,
and when the driving force frequencies are 99.97 Hz and 100.07 Hz, the phase space tracks are in the
great periodic state.
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(a) 49.82 Hz (b) 49.92 Hz 

 
(c) 50.12 Hz (d) 50.22 Hz 

Figure 6. The phase space tracks of different driving force frequencies for IMF8.

 
(a) 99.47 Hz (b) 99.97 Hz 

(c) 100.07 Hz (d) 100.17 Hz 

Figure 7. The phase space tracks of different driving force frequencies for IMF7.
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When the phase space tracks of IMF8 and IMF7 were in the great periodic state, we calculated the
KPE of the DCO system output under different driving force frequencies. The KPE distributions of
IMF8 and IMF7 under different driving force frequencies are listed in Tables 3 and 4. As can be seen
in Tables 3 and 4, when the driving force frequency of IMF8 and IMF7 are 49.99 Hz and 100.03 Hz,
the KPEs reach the maximum. Therefore, the frequency features of IMF8 and IMF7 are 49.99 Hz and
100.03 Hz.

Table 3. The KPE distribution of IMF8 under different driving force frequencies.

49.96 Hz 49.97 Hz 49.98 Hz 49.99 Hz 50.00 Hz 50.01 Hz 50.02 Hz

0.240762 0.240779 0.240813 0.240961 0.240884 0.240761 0.240753

Table 4. The KPE distribution of IMF7 under different driving force frequencies.

100.00 Hz 100.01 Hz 100.02 Hz 100.03 Hz 100.04 Hz 100.05 Hz 100.06 Hz

0.163238 0.163396 0.164079 0.164159 0.164076 0.164027 0.163390

4.3. Comparison of Different Frequency Feature Extraction Methods

In order to further prove the reliability of this fusion frequency feature extraction method,
we compare the results of four different frequency feature extraction methods. The frequency
feature extraction methods using different mode decomposition and center frequency are named
as EMD-CF, EEMD-CF and VMD-CF, and the proposed frequency feature extraction method is called
VMD-DCO-KPE. Frequency features are statistical center frequencies in EMD-CF, EEMD-CF and
VMD-CF, and frequency feature is line spectrum frequencies in VMD-DCO-KPE. The EMD and EEMD
results for noisy signals are shown in Figure 8. As seen in Figure 8, the number of IMFs are different
between EMD and EEMD. The frequency distributions of IMFs by EMD and EEMD are listed in
Tables 5 and 6. As can be seen in Tables 5 and 6, IMF6, IMF4 and IMF3 correspond to cosine signal
with the frequency of 10 Hz, 50 Hz and 100 Hz, respectively. Frequency features by different frequency
feature extraction methods are listed in Table 7. As can be seen in Table 7, the proposed VMD-DCO-KPE
method is the closest to the true frequency.

(a) EMD (b) EEMD 

Figure 8. The EMD and EEMD results for noisy signal.

Table 5. The frequency distribution of IMFs by EMD.

IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8 IMF9

319.2 Hz 147.13 Hz 68.94 Hz 43.66 Hz 19.54 Hz 9.68 Hz 6.32 Hz 3.02 Hz 1.97 Hz
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Table 6. The frequency distribution of IMFs by EEMD.

IMF1 IMF2 IMF3 IMF4 IMF5 IMF6 IMF7 IMF8

338.07 Hz 149.78 Hz 73.74 Hz 44.07 Hz 16.26 Hz 9.72 Hz 4.41 Hz 2.37 Hz

Table 7. Frequency features by different frequency feature extraction methods.

Methods 10 Hz 50 Hz 100 Hz

EMD-CF 9.68 Hz 43.66 Hz 68.94 Hz
EEMD-CF 9.72 Hz 44.07 Hz 73.74 Hz
VMD-CF 10.14 Hz 50.12 Hz 99.47 Hz

VMD-DCO-KPE 9.98 Hz 49.99 Hz 100.03 Hz

5. Application in Underwater Acoustic Signals

Firstly, three kinds of underwater acoustic signals were decomposed by VMD; then, the frequency
features were extracted using the VMD-DCO-KPE method; finally, the frequency feature and
classification results of the different methods were compared.

5.1. VMD of Ship-Radiated Noise Signal

Ship-radiated noise is an important part of underwater acoustic signals. In this paper, three kinds
of ship-radiated noise samples were selected for frequency feature extraction, namely ship 1, ship 2 and
ship 3. Their sampling frequency and sampling points were 44.1 kHz and 2000. Figure 9 depicts a 3D
underwater acoustic signal measurement. The depth of the measurement area was about 4 km, and the
topography of the seabed was fairly flat. In order to degrade the influence of ocean environmental
noise, we measured data at the level 1 sea state by using omnidirectional hydrophones. The research
ship carried hydrophones with a depth of 30 m and was not in service during the whole measurement
process. The distance between the research ship and the target ship (Ship 1, Ship 2 and Ship 3) was
about 2.5 km. When one of the target ships was running, the other ships remained out of work.

 

Figure 9. 3D underwater acoustic signal measurement.

The normalized time-domain waveform for three kinds of ship-radiated noise samples is shown
in Figure 10. The VMD results of ship-radiated noise samples are shown in Figure 11. As seen in
Figure 11, the IMFs of three kinds of ship-radiated noise samples were recorded in descending order
of frequency, and the IMF of the lowest frequency is IMF8.
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(a) Ship 1 (b) Ship 2 

(c) Ship 3 

Figure 10. The normalized time-domain waveform for three kinds of ship-radiated noise samples.

(a) Ship 1 (b) Ship 2 

Figure 11. Cont.
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(c) Ship 3 

Figure 11. The VMD results of ship-radiated noise samples.

5.2. Frequency Feature Extraction of Line Spectrum

The line spectrums of ship-radiated noise can reflect the important physical characteristics of
ships, and line spectrums usually exist in the low frequency of ships. In this paper, we selected the line
spectrum of IMF8 as the frequency feature of ship-radiated noise. The frequency distribution of IMF8
by VMD for three kinds of ship-radiated noise samples are listed in Table 8. According to the estimated
frequency by VMD, a DCO column is used to sweep through the true frequency. The great periodic
states of IMF8 for three kinds of ship-radiated noise samples are shown in Figure 12. When the phase
space track is in the great periodic state, we calculated the KPE and obtained the true frequency by
using the maximum value of KPE. The frequency distribution of IMF8 by VMD-DCO-KPE for three
kinds of ship-radiated noise samples is listed in Table 9.

Table 8. The frequency distribution of IMF8 by VMD for three kinds of ship-radiated noise samples.

Ship 1 Ship 2 Ship 3

15.59 Hz 66.18 Hz 26.11 Hz

 
(a) Ship 1 (b) Ship 2 

Figure 12. Cont.
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(c) Ship 3 

Figure 12. The great periodic states of IMF8 for three kinds of ship-radiated noise samples.

Table 9. The frequency distribution of IMF8 by VMD-DCO-KPE for three kinds of ship-radiated
noise samples.

Ship 1 Ship 2 Ship 3

11.82 Hz 44.29 Hz 29.85 Hz

5.3. Comparison of Different Frequency Feature Extraction Methods

We extracted the frequency features of 20 samples for each kind of ship. The frequency
distributions of VMD-DCO-KPE and VMD-CF are shown in Figure 13. In order to prove the
effectiveness of VMD-DCO-KPE, SVM with polynomial kernel function was used for the classification
of three kinds of ships. The number of training samples and test samples were 20 and 30, and the
classification results of different frequency feature extraction methods are listed in Table 10. As shown
in Table 10, the classification result of VMD-DCO-KPE was 100%, which is better than EMD-CF,
EEMD-CF and VMD-CF.

 
(a) VMD-DCO-KPE (b) VMD-CF 

Figure 13. The frequency distributions of VMD-DCO-KPE and VMD-CF.

Table 10. The classification results of different frequency feature extraction methods.

EMD-CF EEMD-CF VMD-CF VMD-DCO-KPE

67.33% 74.67% 80.67% 100%
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6. Conclusions

A novel frequency feature extraction method for underwater acoustic signal is proposed in this
paper based on VMD, DCO and KPE. The main contributions of this work are as follows:

(1) DCO is first used to detect the frequency of IMF by VMD for underwater acoustic signals in
this paper.

(2) KPE is first used to determine the frequency of IMF combined with DCO for underwater acoustic
signals in this paper.

(3) VMD-DCO-PE is successfully applied to extract the frequency feature of a simulation signal.
Compared with EMD-CF, EEMD-CF and VMD-CF, VMD-DCO-KPE can be more accurate and
efficient to extract the frequency feature of a simulation signal.

(4) VMD-DCO-KPE is also applied to extract the frequency feature extraction of line spectrum for
underwater acoustic signal. VMD-DCO-KPE has better classification performance than EMD-CF,
EEMD-CF and VMD-CF.
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analyzed the experiments.
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Abstract: This work describes a miniaturized sensor network based on low-power, light-weight and
small footprint microelectromechanical (MEMS) sensor nodes capable to simultaneously measure
tri-axial accelerations and tri-axial angular velocities. A real-time data fusion algorithm based on
complementary filters is applied to extract tilt angles. The resulting device is designed to show
competitive performance over the whole frequency range of the inertial units. Besides the capability
to provide accurate measurements both in static and dynamic conditions, an optimization process has
been designed to efficiently make the fusion procedure running on-sensor. An experimental campaign
conducted on a pinned-pinned steel beam equipped with a network comprising several sensor nodes
was used to evaluate the reliability of the developed architecture. Performance metrics revealed
a satisfactory agreement to the physical model, thus making the network suitable for real-time tilt
monitoring scenarios.

Keywords: tilt sensor; sensor data fusion; complementary filters; overlap-add processing; spectral
analysis

1. Introduction

The deployment of vibration-based Structural Health Monitoring (SHM) systems involves
a plurality of requirements to be satisfied. Technology non-invasiveness, real-time analysis capability,
and compatibility with long-term installation can be listed among them [1–3]. The ability to
continuously provide up-to-date information about current structural health conditions requires
dedicated hardware and software resources. In time, these can be combined to obtain wide-area sensor
networks embedding local data processing functionality.

The goal of providing early anomaly detection and damage localization is pivotal in SHM [4–9].
Compactness and reduced power consumption make microelectromechanical (MEMS) sensors suitable
for structural monitoring; also, they can be directly deployed on-structure, all the while allowing for
low-cost frameworks and extending electronics life cycle. Accelerometers are particularly suited to
capture linear accelerations: despite this, damage metrics applied to data acquired in the proximity of
unfavorable locations fail in properly detecting anomalies, primarily due to a reduced Signal to Noise
Ratio (SNR) [10].

Recent trends in electronics highlighted the possibility to combine MEMS technology with
multi-degree-of-freedom measurement units. As such, monitoring schemes are moving towards
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redundant but more accurate and reliable configurations, capable to gather both static and dynamic
features. Tailoring this necessity to civil and industrial applications, the concurrent usage of
accelerometers and gyroscopes provides a set of complementary quantities which can compensate
for each other. Experimental validations of this integrated strategy have been conducted for high-rise
buildings [11], showing that the joined exploitation of acceleration and tilt sensors yields a more
precise understanding of the structural deformation at higher frequencies. Similarly, coupled linear
and rotational measurements have shown to have superior performance in monitoring wind induced
vibrations in tall infrastructures [12–15]. Furthermore, diagnosis systems for bridge monitoring
purposes have been implemented through sensor networks comprising gyroscopes and PCB
accelerometers [10,16] showing superior performance in damage localization.

At the same time, current monitoring solutions embrace the idea to provide devices with
embedded data fusion algorithms, that is, each sensor node combines multiple sensor signals
to reduce the uncertainty of single-source sensing architectures. Among the possible techniques,
which may include Kalman [17–20] or particle filtering [21,22], Complementary Filters (CF) based
on the simultaneous adoption of low-pass and high-pass filtering demonstrated to be extremely
effective. In fact, being the CF overall transfer function constant over the whole spectrum [23–26],
their design combines well with wide-band sensing strategies. Similar studies are usually based on
processing procedures computed off the sensor node, however, to provide real-time embedded signal
processing capabilities, especially while chasing rapid phenomena, fully tunable filter chains which do
not strongly impinge on the computational effort should be considered.

Consistently with the aforementioned scenarios, the presented work describes a monitoring
system based on small footprint, low-power and light-weight MEMS sensors which can be
interchangeably used as accelerometers, gyroscopes, or tilt nodes thanks to an embedded data fusion
algorithm. Specific attention was given to the software implementation of the CF technique, essential
to extract tilt information directly on the node by means of a low-complexity algorithmic scheme.
As a result, the sensor-near electronic design strategy could be adopted. The deriving versatility,
scalability and computational efficiency allow to optimally shape the network in relation to each
specific monitoring application.

The paper is organized as follows. Section 2 is firstly dedicated to the architectural description
of the monitoring system, in which the sensor nodes represent the hardware core blocks dedicated
to acquisition tasks. The sensor node schematic diagram and the relative prototype are detailed,
highlighting the properties of the digital gyroscope, whose exploitation represents the core of the
work. The data fusion algorithm is then introduced, including the calibration steps chosen to set
the parameters of the digital filters. Section 3 shows that an Overlap-Add (OLA) processing method
provides highly accurate measurements in static conditions. Moreover, in the same Section, a test-bench
is introduced to evaluate the validity of the proposed system for modal analysis purposes, comparing
the extracted frequencies of vibration to the theoretical predictions. Finally, conclusions will be drawn
in Section 4.

2. Materials and Methods

2.1. Sensor Node

The developed sensor node characteristics are: (a) 30 mm× 23 mm stamp-size, (b) 3.5 g
light-weight and (c) reduced power consumption, which allow to gradually distribute processing
power, hence striving to realize a decentralized monitoring platform. This device represents an
improved version of a previous and already validated circuitry customized to acquire acceleration data
only [27]. Devices are connected by a Sensor Area Network (SAN) bus exploiting data-over-power
(DoP) communication, whereas meaningful information is pre-processed by means of a lossless
encoding technique; finally, data is transmitted to a connected PC via a purposely designed companion
gateway device. When SAN is powered at 5.0 V, 44.8 mW are drained.
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From an architectural point of view, all the building blocks sketched in Figure 1a are controlled by
a Micro-Controller Unit (MCU) equipped with Digital Signal Processing (DSP) instructions, Floating
Point Unit (FPU) and limited FLASH memory. A serial RAM is integrated for temporary storage,
while network connectivity to the bus is accomplished through a low-power transceiver (XCVR). Serial
Peripheral Interface (SPI) and I2C serial protocol guarantee internal and external communication
between components and connected peripherals.

Angular velocities and acceleration signals are collected using an LSM6DSL iNEMO Inertial
Measurement Unit (IMU), an ST Microelectronics system-in-package [28] featuring a 3D digital
accelerometer and a 3D digital gyroscope, accessed by means of a dedicated SPI interface. It exhibits
full-scale acceleration ranges of ±2 g, ±4 g, ±8 g and ±16 g and angular rate ranges of ±125 dps,
±250 dps, ±500 dps, ±1000 dps and ±2000 dps. In shutdown mode, 3 μA are absorbed from
the 3.3 V power supply fixed by a Low-Drop-Out regulator (LDO). It consumes 0.65 mA in the
most-demanding configuration, thus enabling always-on low power measurements. Power-down,
low-power, normal-mode, and high-performance mode are the four different operating modes available
for the sensing elements, whose Output Data Rate spans from 12.5 Hz up to 6.664 kHz and is real-time
programmable by means of a digital low-pass filter.

The integrated tri-axial gyroscope belongs to a category of devices producing a positive digital
output for counterclockwise rotation around a predefined axis. Its sensitivity of 4.375 mg/LSB (Least
Significant Bit) for the chosen output range of ±125 dps is subjected to minimal drifts over time,
also withstanding a thermal excursion between−40 ◦C and 85 ◦C. Furthermore, this inertial component
features an ultra-low noise density of about 4 mdps/

√
Hz in high-performance mode, exhibiting

a competitive resolution within its class. In order to reinforce the placement, facilitate the installation
step and protect circuitry against electromagnetic coupling or atmospheric-driven failures, common in
harsh environments, each node is lodged in a dedicated case weighing less than 6 g on the whole.

(a) (b)

Figure 1. Hardware instrumentation: (a) Schematic diagram of the sensor node and (b) its relative
prototype inside an ad-hoc case.

The resulting sensor node, depicted in Figure 1b, can be permanently installed on the structures
to be monitored as its physical and electrical properties do not interfere with their behavior.
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2.2. Sensor Data Fusion

Data-level fusion algorithms are encouraged by the widely shared opinion that reliability,
resolution, availability, and accuracy are primary issues in every SHM process [29,30]. Compensation
and auto-calibration obtained by a complementary and integrated approach strengthen the
inspection phase in seizing multiple aspects of the same phenomena [31]. In structural applications,
the synchronized measurement of angular and linear displacements enables to estimate inclination
with finer precision.

On one hand, accelerometers perform well at low frequencies: in fact, even if dynamic features
suffer from crosstalk, this undesired effect is filtered out by the acceleration transfer function. On the
other hand, gyroscopes work optimally in the superior spectral band; they, however, suffer from the
integration procedure mandatory to transform angular velocities into tilt values. Among the variety of
methods theorized for tilt estimation, the strategy here proposed and embedded in the sensor node
is based on high-pass filtered angular velocities and low-pass filtered accelerations. The sensor data
fusion mechanism, which is consistent with FIR Complementary Filters suggested in [25], is chosen to
minimize phase and magnitude distortion around the cutoff frequency.

2.3. Algorithm Definition

The time-dependent acceleration-based and angular-based tilt values, addressed in the following
as θa and θg, characterize the modal behavior of structures undergoing vibrations. For the sake of clarity,
in case of devices installed on the top surface of a structure, Figure 2 schematically depicts the problem
from a geometric point of view. In detail, the sensor node laying on the xy-plane is programmed to
estimate inclinations of the vertical plane, consequently, the tilt is intended as a positive value around
the z axis.

Figure 2. Geometric relation between tilt angles and acceleration referred to z-direction for a device
installed on the top of a structure.

The acceleration vector constitutes of three components ax, ay, az recorded along the three
directions, whereas angular rates wx, wy, wz correspond to rotational spins projected on the same axes.

Radial acceleration ar = az and tangential acceleration at =
√

a2
x + a2

y are fused together to extract the

tilt values θ̂a defined as

tan θ̂a =
at

ar
=

√
a2

x + a2
y + ξc + ξa

az + ξc + ξa
(1)

Crosstalk noise ξc and accelerometer intrinsic noise ξa usually affects the collected data,
their contribute becoming evident at higher frequencies. Such disturbances must be filtered out
by an appropriate low-pass transfer function, thus providing an accurate estimation only for
pseudo-static behavior.

408



Electronics 2019, 8, 45

Angles described by rotation around predefined directions can be numerically computed by
integrating the absolute angular velocity components

ω̂g =
√

ω2
x + ω2

y + ω2
z + ξb + ξg (2)

in which drift errors caused by inherently biased and noisy measurements, respectively indicated as ξb
and ξg, typically impact on pseudo-static measurements. The robustness of integration with respect to
high-pass filtering leads to precise gyroscope-driven tilt estimations only in the dynamic regime.

According to the aforementioned CF technique, by taking the Fourier Transform (FT) of
Equations (1) and (2), the estimated θ̂a( f ) and ωg( f ) enter the fundamental fusion step to obtain
a unique fused value θ̂( f ) defined as

θ̂( f ) = HL( f ) θ̂a( f )− j
HH( f )

2π f
ω̂g( f ) (3)

This is accomplished by applying in parallel two second order filters: HL( f )θ̂a( f ) is the low-pass
filtered version of data coming from accelerometer, whereas angular rate signals undergo an high-pass
filtering elaboration. The two quantities HL( f ) and HH( f ) designate the following low-pass and
high-pass filtering envelopes

HL( f ) =
1

1 +
(

f
fβ

)2n HH( f ) =
1

1 +
( fβ

f

)2n HL( f ) + HH( f ) = 1 (4)

where fβ indicates the cut-off frequency of the filters. Fused inclination values at every instant in
time are finally computed by applying the Inverse Fourier Transform (IFT) of the output provided by
expression (3).

2.4. Embedded Processing

The processing flow implemented on the sensor node is schematically depicted in Figure 3.
The sampling frequency Fs is chosen on the basis of the spectral content, following the Nyquist
theory. The number of samples Ntot is related to the maximum available storage capability of each
sensor. The CF data fusion was performed in the Fourier domain by adopting the Overlap-Add (OLA)
method [32].

Figure 3. Schematic representation of signal processing method programmed onboard.
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According to the OLA paradigm, data must undergo a windowing phase. Window size in the
time-domain Ns is at least one order of magnitude smaller than the entire time-series Ntot. The window
adopted in this study is displayed in Figure 4a, and can be mathematically described as:

w(t) =

⎧⎪⎪⎨⎪⎪⎩
sin2

(
π
2

t
Tov

)
0 ≤ t < Tov

1 Tov ≤ t < Thop

cos2
(

π
2

t−Thop
Tov

)
Thop ≤ t < Tf rame

(5)

where Tf rame is Ns
Fs

, Tov is the time interval in which consecutive windows are overlapped, and Thop =

Tf rame − Tov is hop size. Windowed data are then Fourier transformed and filtered, so that the finally
derived tilt values can be concatenated.

(a) (b)

Figure 4. Window function implemented to diminish the computational burden of the data fusion
algorithm working on sensor: (a) Time-domain working principle of the OLA mechanism and
(b) window spectral properties for overlapping fraction spanning in the interval [0.1; 0.5].

The optimal selection of the cutoff frequency of the complementary filters is highly dependent on
the sensor technology, as well as on the specific application case. In the experiments related to static
tilt conditions, such parameter has been selected on the basis of a calibration step which led to the
minimization of the mean square error, as shown in Figure 5a.

(a)

(b)

Figure 5. (a) Optimal cutoff frequency estimation and (b) effect of the cutoff frequency selection on
OLA sensor data fusion (actual tilt value: 30◦).
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For the global accuracy, the selection of the window length Ns is also very relevant, since this
parameter directly affects the quality of the filter approximation based on the discrete FT. This implies
that the ratio between the frequency resolution of the windowed and non-windowed processing
(Δ f t =

Fs
Ntot and Δ f w = Fs

Ns
, respectively) should be lower bounded:

Δ f t

Δ f w
=

Ns

Ntot
≥ α → Ns ≥ α Ntot (6)

where α is a predefined accuracy threshold.
It is worth noting that, since the rising and falling edge respectively obey to a sin2(t) and a cos2(t)

trend, the mask of this window is shaped to satisfy the Constant-Overlap-Add (COLA) constraint
stated in Equation (7):

Nw−1

∑
k=0

w(t− k Thop) = 1, ∀t (7)

being Nw = Ttot
Thop

the total number of iterations. This necessary and sufficient condition allows to
correctly reconstruct signals split into successive windowed frames. The COLA constraint implies that
the spectral values of the window functions must be zero at all harmonics of the hop rate Fhop = 1

Thop
,

consequently, it must ensure that

W(k Fhop) = 0, ∀k = 1, . . . , Nw − 1 (8)

Taking the Fourier Transform of the window described in (5) and introducing the overlap fraction
o = Tov

Tf rame
, it follows that

W( f ) = − (2 f o Tf rame)
2

1− (2 f o Tf rame)2 Thop cos(π f o Tf rame)sinc( f Thop)e
−jπ f Tf rame (9)

clearly showing zero values for f = k Fhop and then compliant to (8), independently either from the
duration of the window and the number of samples to be overlapped.

A narrow amplitude of the first lobe of the window spectrum, together with a highly attenuated
second lobe, would be desirable. However, the spectrum obtained by processing windows with
increasing values of Tov (see Figure 4b) clearly demonstrates that a wider first lobe corresponds to
a deeper attenuation of secondary lobes. As a result, the final choice must be properly balanced among
these two opposite behaviors, in order to reach the best performance.

Besides accuracy, also the computational cost to perform the OLA processing is strongly affected
by the selection of Tov and Ns. As well known, the FFT has O(Ns log2 Ns) complexity, implying
a logarithmic decrease when Ns is reduced. Therefore, the computational effort C paid to process
a generic sequence of Ntot elements divided into Nw frames results in

C = NwNs log2(Ns) (10)

Specifically, the contribution associated with the number of overlapped samples is upper
bounded to 2Ntot whenever the maximum allowable Tov is chosen. On the contrary, the logarithmic
relation connected to the dimension of the window leads to a consistent reduction of C as Ns

downsizes. Consequently, following what was anticipated in (6), there is a clear trade-off between the
computational cost and the filter approximation accuracy.

To fully exploit the versatility of the circuitry, all the parameters necessary to perform the
processing were stored in registers programmable at run-time: the gyroscope full-scale, the sampling
frequency, the total number of samples to be acquired, the overlap fraction, and the output data rate.
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3. System test and Discussion

To evaluate the reliability of the developed hardware and software architecture, after a validation
phase in which window parameters have been quantified, the accuracy of tilt estimation has been
examined experimentally in almost static conditions, and successively in dynamic regimes.

3.1. System Validation in Static Condition

A Newport IG Breadboard anti-vibration table shown in Figure 6 was used to filter out unwanted
surrounding vibrations, while a sensor was statically tilted to a fixed angle during an initial trial
necessary to extract the proper complementary filters cutoff frequency.

The sampling frequency was set to 1250 Hz. Since the maximum available temporary storage
capability is 30 kBytes and each sensor concurrently acquires two data bytes for each one of the
six inertial degrees of freedom, the available number of samples on each channel cannot exceed
2500. Obeying to internal DSP functionalities, which impose window length to be a power of two,
and assuming a resolution ratio α = 0.02, 64 samples shifted with an overlapping ratio equal to 0.25
were selected, ensuring an optimal trade-off among the spectral design of the corresponding window
frame and the computational complexity.

Experimental data were processed with fβ values varying from 80 Hz to 180 Hz with an increasing
step of 1.5 Hz. The optimal cutoff frequency was obtained by minimizing the square error

SE = (θTUV − θ̄S)
2 (11)

between the constant θTUV reference angle provided by a TUV GS level included in the same setup
and the mean value θ̄S extracted from collected samples. The global minimum displayed in Figure 5a
corresponding to a cutoff frequency of 153.5 Hz was finally set as the optimal cutoff frequency. Figure 5b
shows that the selection of the most appropriate cutoff frequency effectively captures the actual tilt
value, while a wrong selection may cause periodic artifacts, the periodicity of them being related to
the window dimension.

In the following, first and second order statistics have been used to establish the accuracy of the
measured inclinations in stationary conditions, with a sensor node fixed at three different inclinations:
30◦, 45◦, 60◦. Table 1 points out the distribution of mean value and standard deviation for each
configuration: relative error Er lower than 0.7% and σ always less than two-tenths of a degree prove
that results are highly precise.

It is worth pointing out how variance slightly arises for increasing inclination values, showing an
almost linear trend. This evidence paves the way to an auto-calibration procedure transferable onto
the node itself: once a finer-scale training would be executed, biased measurements could be internally
corrected after inferring the proper compensation curve.

Table 1. Statistics obtained from measurements in different pseudo-static configurations: mean value,
relative error and standard deviation.

Reference Tilt Measured Tilt Er σ
[◦] [◦] [%] [◦]

30 30.1832 0.611 0.1399
45 45.0024 0.005 0.1523
60 60.3116 0.519 0.1985
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Figure 6. Experimental setup in pseudo-static conditions: anti-vibration table equipped with TUV level.

3.2. Vibration Analysis

The study of the dynamic properties of the system in the frequency domain is typically carried
out estimating the most energetic natural frequencies, firstly for the extraction of the instantaneous
rate of vibration and subsequently to assess the integrity.

As displayed in Figure 7, a network comprising seven sensor nodes and one interface connected
in a daisy-chain fashion was mounted on a pinned-pinned L = 2140 mm steel beam with cross-section
base b = 60 mm and height h = 10 mm, thus corresponding to a moment of inertia I = bh3/12.
The material density is ρ = 7880 kg/m3 and the Young’s modulus E = 195 GPa can be used to predict
the first natural frequencies through the closed formula

fn =
(πn)2

2πL

√
EI
ρbh

(12)

Sensors were placed at a step of 220 mm starting from the first node, whose distance from the
fixed left edge of the beam is 135 mm.

Figure 7. Experimental setup in vibrating condition.

An explicit relationship exists between acceleration and inclination observed with respect to
a common direction. Resorting to trigonometric relationships for the scheme introduced in Figure 2,
the time-spatial dependent angle θ, described by rotations of the sensor, can be geometrically
interpreted as the derivative of vertical position displacements along the longitudinal direction.
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Mathematically speaking, the governing equation of a thin rod undergoing transverse motion is
defined as [33]

z(x, t) =
∞

∑
n=1

(An cos(ωnt) + Bn sin(ωnt)) sin(βnx) (13)

where appearing quantities An, Bn are constants deriving from boundary conditions and ωn = 2π fn

correspond to the nth-cyclic pulsation. Algebraic manipulation of (13) yields to the more compact form

z(x, t) =
∞

∑
n=1

Rn sin(ωnt + αn) sin(βnx), Rn =
√

A2
n + B2

n; αn = arctan
An

Bn
(14)

on which a derivative operation can be performed providing the final result stated in (15).

θ(x, t) =
∂z(x, t)

∂x
=

∞

∑
n=1

βnRn sin(ωnt + αn) cos(βnx) (15)

Comparing (13) to (15), it can be inferred that the spectral content of z(x, t) and θ(x, t) is localized
at the same angular frequencies ωn. As a consequence, frequency analysis accomplished on tilt
angles or acceleration signals allow identifying the same modes of vibration, predictable through
Equation (12). For this reason, in this experiment, we have evaluated how similar is the frequency
spectrum computed on the acceleration data with respect to the one computed on the result of the CF
data fusion procedure.

It is important to highlight that, besides data and power communication, the bus connecting the
sensor nodes also natively allows for time base synchronization in the acquisition. As a consequence,
an output-only estimation of vibrating components can be put in place. Gathering data at a sampling
frequency Fs = 1250 Hz ensures a Nyquists’ bandwidth compliant with the theoretical estimation up
to a satisfying accuracy. The beam was excited at the two-thirds of the span by means of an impact
hammer, thus allowing it to oscillate in a condition of free vibrations. Since the dynamic operating
conditions substantially differ from static measurements, a new calibration phase is necessary to
be executed.

The most appropriate cutoff frequency was selected according to the spectral range of interest.
More explicitly, supposing that the energy of a structure is mainly distributed among the lower
spectral components, the analysis here conducted included the characterization of the first and second
harmonic, corresponding to f1 = 6.195 Hz and f2 = 24.778 Hz for the setup under test. Thereafter,
a value of fβ = 27 Hz was adopted to properly balance accelerometers and gyroscopes performance.
Window size equal to 128 samples was chosen in order to provide high-resolution data, and an overlap
factor o = 0.4 enabled to smooth the envelope of the window transition bands.

The joint hardware-software optimization of the circuitry allowed us to compute Power Spectral
Densities (PSD) of tilt signals, processed exploiting FFT and Welch estimation method. In order to
assess the reliability of the proposed multi-type sensor framework, results obtained for windowed and
non-windowed processing were compared to the performance obtained applying the aforementioned
techniques to the same radial acceleration dataset used for tilt angles estimation.

Improvements in the quality of the vibration analysis can be inferred from Figure 8. Basing on
data extracted from a single sensor node installed on the top surface of the beam, the introduction
of the right cutoff frequency intensely attenuates spurious peaks. Furthermore, the spectral trend
estimated through the windowing strategy is almost perfectly superimposed to the one extracted
processing the whole dataset at one time and it is also coherent to numerical predictions.
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Figure 8. Comparison of spectra resulting from the windowed and non-windowed approach with
respect to the spectral content of radial acceleration.

An important observation comes from the analysis of Figure 9: a deep correlation is present
between the experimental and theoretical modes of vibration, being the relative error always below
1% under all the investigated methods. Moreover, the FFT estimator not only accomplishes the
highest level of accuracy but also implies a lower computational cost if executed by local on-sensor
processing units.

Another significant evidence comes from the analysis of Figure 10, were the seven spectra obtained
from the sensors placed in the positions described by Figure 7 are superimposed; not only the peaks
corresponding to the different vibrating harmonics are distinctly resolved over the whole band and are
characterized by a satisfactory peak-to-noise ratio of about 15 dB, but also a high degree of coherence
between them is evident.

Finally, it can be observed that the obtained spectra allow detecting both the pinned-pinned
frequencies (triangular marked peaks) and the free-free flexural behavior of the beam (red circles),
which may arise because the hinging supports do not perfectly anchor the structure. As a result,
improved real-time algorithms embedded into electronic equipment permit to capture detailed
snapshots of the rotational properties characterizing vibrating structures.
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Figure 9. Spectral analysis on tilt values extracted by sensor node S2: comparison of the error
distribution in vibrating modes extraction from acceleration and tilt signals via FFT and Welch strategy.

Figure 10. Comparison of spectral density characteristics of tilt signals estimated via FFT elaboration
by nodes located at different positions.

4. Conclusions

This work describes a tilt sensor node, along with all the implemented procedures adopted to
acquire and process high-quality signals in real-time. Inclination values are extracted with a simple
but robust sensor data fusion algorithm supported by an optimized onboard signal processing scheme,
accomplishing high accuracy both in pseudo-static and dynamic conditions. Reduced computational
complexity, combined with scalability, versatility, and non-invasiveness, perfectly cope with long-term
monitoring instances. The suitability of the designed framework to vibration-based SHM instances
makes it possible to integrate such a network for modal analysis purposes, comprehending the
development of new modal shapes reconstruction strategies which represent a big concern in modal
analysis scenarios.
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Abstract: The registration of point clouds in urban environments faces problems such as dynamic
vehicles and pedestrians, changeable road environments, and GPS inaccuracies. The state-of-the-art
methodologies have usually combined the dynamic object tracking and/or static feature extraction
data into a point cloud towards the solution of these problems. However, there is the occurrence of
minor initial position errors due to these methodologies. In this paper, the authors propose a fast
and robust registration method that exhibits no need for the detection of any dynamic and/or static
objects. This proposed methodology may be able to adapt to higher initial errors. The initial steps
of this methodology involved the optimization of the object segmentation under the application of
a series of constraints. Based on this algorithm, a novel multi-layer nested RANSAC algorithmic
framework is proposed to iteratively update the registration results. The robustness and efficiency of
this algorithm is demonstrated on several high dynamic scenes of both short and long time intervals
with varying initial offsets. A LiDAR odometry experiment was performed on the KITTI data set
and our extracted urban data-set with a high dynamic urban road, and the average of the horizontal
position errors was compared to the distance traveled that resulted in 0.45% and 0.55% respectively.

Keywords: intelligent vehicles; LiDAR odometry; range sensing; simultaneous localization and
mapping (SLAM)

1. Introduction

Pose estimation is one of the key technologies for autonomous driving in the urban environment.
Considering the fact that the GPS is unable to keep high accuracy in urban environments, a very
common solution to this problem has emerged in recent years. Currently, the most common solution is
based on the pose provided by GPS/INS, where real time data acquired from LiDAR or camera are
registered with a priori map to achieve accurate localization [1,2]. In fact, in an environment that does
not have a map, pose transform can be estimated by registration between the front and back frames in
which the vehicle’s global pose is calculated by the accumulation of the previous transforms, that is
odometry or the front-end of SLAM (simultaneous localization and mapping) [3,4].
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Electronics 2019, 8, 43

The key challenges of point cloud registration in the urban environment involve two aspects:
In the first instance, there are large numbers of moving objects, such as vehicles and pedestrians, and
various static surroundings (e.g., the number and position of vehicles parking on the roadside vary
at different times, and trees or green belts will vary greatly in different seasons) whose changes and
shadows greatly increase the difficulty of registration. The second instance involves tall buildings,
overpasses, and trees that may lead to multipathing and shadowing. These attributes characterize the
most important factors of GPS error, whereby should the precision of INS be not high enough, will
lead to the easy generation of large pose error in order to make registration hard.

ICP and its improved algorithms have very high registration accuracy, but they can easily fall into a
local optimum with large noise and high initial error. Therefore, it is necessary to use coarse registration
to eliminate the outliers and provide a better initial pose for accurate registration. A common coarse
registration method is the RANSAC [5], which is mainly used to solve model estimation problems of
large amounts of outliers in data sets. There have been many contributions towards its improvement
from feature extraction and the RANSAC algorithm itself [5–7].

In this paper, the authors propose a robust solution with the generation of more efficient sample
sets and employing a novel framework of the RANSAC. In Section 2 of this paper, we discuss related
work and how our work is unique compared to the state of the art. In Section 3, our segmentation
strategy and its merits are introduced and the principle of our registration method is analyzed and a
novel framework of the RANSAC is proposed. Experimental results are shown in Section 4, and the
conclusion and future work are discussed in Section 5.

2. Related Work

Up to today, there has been tremendous contribution towards the further development of pose
registration based on LiDAR registration. A state-of-the-art methodology of the LiDAR odometry
and SLAM has emerged as the ‘LiDAR odometry and mapping in real-time’ (LOAM) method [3].
This method is capable of achieving fast and accurate 3D motion estimation and works well in static
and low dynamic urban scenes, but exhibits some difficulty in obtaining good results in highly
dynamic scenes. In order to overcome the interference of dynamic objects, the registration is combined
with detection and tracking of moving object (DATMO). Moosmann and Stiller [8] used an object
tracking framework, while Yang et al. [9] used a registration framework (multiple-model RANSAC) as
contribution towards this methodology. Although their methods are different, both of them integrated
dynamic and static objects into one framework, and obtained good results in sequential frames.
However, as time intervals between frames increase, the match of the corresponding objects becomes
more difficult [10]. Furthermore, satellite positioning results are usually used as the initial pose of
point cloud registration. However, satellite positioning will drift and fluctuate due to the occlusion of
GPS signals from buildings and trees in cities, resulting in larger initial position and attitude errors [11].
This will make it more difficult to search and register the corresponding points in the point cloud.
All of these factors will make the frame registration and object tracking worse. Particularly, this method
cannot be employed in localization using priori maps.

In aspects of map-based localization, Levinson et al. [1] used the LiDAR intensity information on
the road to construct high precision map in order to realize the vehicle’s localization. This method
can effectively overcome dynamic interference, but it is hard to adapt to rainy or snowy weather.
Wolcott et al. [2] proposed a multiresolution Gaussian mixture map based on z-height information to
realize the accurate localization in different weather conditions. The method may also be used in low
dynamic scenes but the a priori map is required to be static. Therefore, the feature extraction of static
objects is usually needed during the process of map construction and real-time registration. There are
two main methods that may be considered; one method involves the application of machine learning
methods for the recognition of moving and static objects [12], whilst the other involves the static object
detection by extracting features such as the vertical corner features of buildings [13], and line features
of curbs [14] and road lanes [15], respectively. However, in urban areas where moving objects are
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crowded and without a prior map, large amounts of occlusions between objects and more sparse point
clouds (e.g., using LiDAR with fewer beams or detecting objects at longer distances) will make both
recognition and feature detection difficult. Although deep learning can achieve good results, it needs a
lot of labeled data to train and consumes a lot of computing resources at runtime.

The above research contributions have mainly focused on the problem of dynamic interference.
However, in order to achieve robust pose estimation of autonomous driving, both odometry and
map-based localization may be required, and the interference of both dynamic objects and high initial
pose error may be considered.

Although 4PCS [16,17] and its improved methods can overcome larger initial error, in the
environment where large numbers of dynamic objects exist, it is difficult to find four pairs of
corresponding static objects from two frame point clouds by random sampling, because of the fact that
occlusion makes static and dynamic objects hard to distinguish, and the fact that the point clouds are
sparse and have large density differences.

One method to overcome high initial pose error is usually dealt with in most localization systems
by keeping the vehicle immobile (no movement) and running a particle filter to launch several potential
solutions around the initial one. The algorithm is run until there is convergence. Since it uses hundreds
or thousands of particles, it usually converges to a very accurate result even if the initial error is high.
Upon localization convergence, the vehicle can start to move.

However, two problems exist in particle filtering. First, when the initial error is high, the
convergence time to the right pose is long. In practical applications, it becomes impossible to tolerate
long waiting times. Second, in changing dynamic scenes, the surroundings change all the time, and
are different from the historical map data. When the particle filter is applied, there arises the risk of
converging to the wrong pose. This phenomenon in urban roads is particularly prominent, such as
matching to the opposite lane.

In this paper, both the dynamic interference and high initial pose error are considered. We improve
the traditional methods from the object segmentation and registration. In object segmentation, three
constraint conditions are adopted to optimize region growing method to get more stable object
centroid. In registration, all objects are processed in a same framework irrespective as to whether
they are dynamic or not. A novel framework with “RANSAC-iteration-RANSAC” three nested
layers is proposed as an improvement of the RANSAC algorithm. The proposed registration method
can provide higher quality solutions to any localization system, even in cases of high initial errors.
Thus, particle filter-based localization methods will greatly benefit from this method both in terms of
localization accuracy and computation time (i.e., less particles will be needed and convergence time
will consequently decrease).

3. Proposed Method

Currently, the point cloud scanned by a LiDAR on a self-driving car is usually a sparse point cloud
with large scale, and point density of each beam decreases with the increase of distance to the sensor.
In addition, the distribution and density of point clouds in the same region will be different due to the
change of observation pose, which further increases the difficulty of registration. Compared with local
features of each scanning point, registration based on object features may be more robust. Because the
number of objects is far less than the number of scanning points, the amount of calculation will be
much smaller. Therefore, first of all, a complete frame of point cloud data needs to be divided into
independent object point clouds.

In order to overcome the moving objects, occlusions and large initial pose errors, we improve the
point cloud segmentation method to obtain more stable observation centroid of the object. A more
robust coarse registration based on these centroids is achieved by improving the RANSAC algorithm.
Through rough registration, the outliers can be eliminated and the pose error can be reduced greatly. On
this basis, we use ICP to accurately register the point cloud data corresponding to the interior centroids.
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3.1. Object Segmentation

A point cloud scanned by a multi-beam LiDAR usually contains ground and obstacle data. In this
paper, the method expressed in [18] is firstly used to remove the ground. Then, the obstacle point
cloud is clustered and segmented. A simple, yet effective method is region growing. Its basic idea is to
merge similar areas together, likely to DBSCAN, which can cluster point clouds of arbitrary shape.
However, compared with DBSCAN, the advantage of region growing is that it uses neighborhood
search does not need to build a search tree, and it does not need to search for the nearest point, so it is
efficient, and is less affected by the change of point cloud density. The simplest region growing is to
vote three-dimensional point clouds into two-dimensional grids containing only x and y information,
and cluster them according to whether there are obstacle point clouds in the grids. The result is shown
in Figure 1b, where different objects are distinguished with different colors. Obviously, when two
objects close to each other, they are likely to be clustered into one object.

In this paper, we still use two-dimensional grids. The height of point cloud is regarded as an
attribute of two-dimensional grid [19], and the region growing algorithm is optimized in two aspects
based on this attribute:

• Unstable objects, such as low curbs and branches of trees, are eliminated directly by the threshold
of both grid height and object height. The gird height is calculated by maximum height and
minimum height difference of points in one grid, and the object height is calculated by maximum
height and minimum height difference of grids in one object.

• Objects such as the trees, street lamps, and road signs in the environment are stable,
feature-obvious, and not easily shadowed. They are important features in the registration.
The height of such objects is usually very different from that of the surrounding objects, so they
can be separated from other objects according to the height difference between adjacent grids.

There may be a lot of feature information about the object, but we hope to be able to complete the
matching through as simple information as possible. Therefore, in this paper we use the observation
centroid of the object.

The observation centroid of ith object (xi, yi) in a frame is computed by Equation (1), where ni
represents the number of points contained in the object.

xi =
1
ni

ni

∑
j=1

xj and yi =
1
ni

ni

∑
j=1

yj, (1)

Because the point cloud obtained by LiDAR through one scan is only a part of the surface of the
object, to be exact, the part facing the sensor, which has an inconsistent spatial relation to the actual
centroid of the object. This will lead to some new problems, for example, the observation centroid of an
object may change because of the occlusion of other objects or different observation positions. In this
paper, the large objects in the environment are compulsively split into multiple small objects, such as
buildings, road barriers, green belts, etc. Here are three advantages: (1) The centroid of a large object is
more prone to fluctuate because of occlusion generated by dynamic object, and with the movement
of observation position, its centroid may also change greatly, whilst the centroid of the small object
is more stable, and has less sensitivity to occlusion. (2) When a large object is divided into several
small objects, it could correspond to more centroid. This will increase its proportion in the sample set.
Thus, large objects will have greater weight in the registration. (3) In scenes where obvious features are
deficient, such as expressways and highways, this will increase the static object ratio, which is helpful
to improve the success rate and the reliability of the registration.

The improved segmentation results are shown in Figure 1c. After object segmentation and
centroid extraction, the data quantity of the point cloud is significantly decreased. In most urban
scenes, the quantity of the centroid in a frame segmented by our method is usually less than 200.
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(a) Raw data 

(b) Obstacle segmentation using regional growth 

 
(c) Improved segmentation 

Figure 1. Object segmentation. (a) Raw data. (b) Obstacle segmentation using regional growth.
(c) Improved segmentation.

In summary, in order to obtain more stable observation centroids, we optimize the traditional
two-dimensional region growing algorithm in three aspects:

• height information is introduced to denoise the point cloud according to the object height
• more reasonable point cloud segmentation using height difference between grids
• compulsive segmentation of large objects

3.2. Registration

In the process of registration-based localization and odometry, the vehicle’s two-dimensional
horizon position and heading angle are the most important, yet the most varying elements amongst the
six degrees of freedom pose information. In this paper, the coarse registration of these three elements
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in the horizontal plane is first carried out, and then, accurate registration based on ICP is employed in
inliers of 3D point clouds [20].

3.2.1. Overview

A 2D transform needs a minimum of two pairs of corresponding points. This implies that we
should find two centroid points of static objects p1, p2 in the frame, A, and their corresponding points q1,
q2 in the frame, B, respectively. However, it is difficult to distinguish between which objects are moving
and which objects are static when the sequence of frames is weak and the initial pose is unreliable.

We use RANSAC to solve this problem, as shown in Figure 2. At first, we regarded all objects as
moving. Under the consideration that both their moving speed and direction are different, the objects
may be divided into several categories. (1) For static objects, the consensus of their moving status
makes them classified into the same category. (2) The moving objects with different velocities and
directions may be classified into different categories. Therefore, the main hypothesis of this manuscript
is that even if the total number of moving objects is greater than the total number of static objects
(in most situations the number of objects in the static category is still greater than the number of objects
in the other categories), the transformation matrix that has the largest number of inliers found by
RANSAC is the transformation matrix of the static class.

 

Figure 2. Schematic diagram of RANSAC registration in dynamic environment.

In this scenario, there are three static and seven dynamic objects, and the different colors represent
different moving status. Although the total number of moving objects is more than that of static objects,
the maximum inliers of the transformation with a set of moving objects which have the same moving
status is still less than that with static objects.

3.2.2. Data Association

According to [16], the distance between two points in the same frame should be neither too close
nor too far away. If the distance is too close, the error of the transformation matrix will probably
increase. If the distance is too far, the corresponding points in the two frames with smaller overlapping
may not be found. So, first of all, we choose the moderate two points p1, p2 in the frame A. In this paper,
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the distance between p1 and p2 is limited between 10 m and 40 m. Then, the K nearest neighbor points
of p1 in frame B are searched, forming a candidate corresponding points set Q1 of p1. Points satisfied
with Equation (2) are searched to form candidate corresponding points set Q2 of p2.

Q2 = {q2||‖q1 − q2‖ − ‖p1 − p2‖| < ε,
q1 ∈ Q1 ⊂ B, q2 ∈ B, p1 ∈ A, p2 ∈ A} (2)

For each candidate pair, the transformation matrix is solved by the least squares method, and B is
rotated and translated according to that. Then, the distance between each point in the transformed
frame B and its nearest point in frame A is calculated, and the number of inliers whose distance is less
than the threshold is counted. The candidate pair which has the greatest number of inliers is chosen as
the corresponding pair.

3.2.3. Multi-Layer RANSAC

Assuming that pA is the ratio of points that meet the transformation of frame A and B in frame A,
then, a set of points (n points) is randomly selected in A, and the probability that the transformation
between these points and their corresponding points is the real transformation is expressed as

p = pA
n (3)

After m times of the above sampling process, the probability of obtaining at least one correct
result is

Pm = 1− (1− p)m = 1− (1− pA
n)m (4)

To make this probability greater than p0, namely

1− (1− p)m > p0 (5)

The number of sampling times required is

m > log(1− p0)/ log(1− pn
A) (6)

From Equation (6), it can be seen that the more the number of points needed to extract in a single
random sample, the smaller the probability of getting the correct registration relationship, and the
more the number of samples required. Therefore, on the premise that the model can be solved, the
number of sampling points should be reduced as much as possible.

When initial pose error is small, using method in Part B is easy to get the true corresponding point,
and the traditional RANSAC algorithm can register well. However, when the initial error—especially
rotation error—increases, the ratio of the static points is constant; but the probability that the
corresponding points exist in the set of K nearest neighbor points will significantly reduce, so the
success rate of the registration using the traditional RANSAC will decrease. In order to obtain reliable
registration results in the presence of high initial errors, a multi-layer nested framework of RANSAC
is proposed. The framework consists of three nested layers, as shown in Algorithm 1.

The inner layer is the traditional RANSAC algorithm, where M is the sampling time in frame B.
The middle layer of the algorithm is an iterative layer. The best result is selected to update the position
of B, and then the RANSAC process is repeated in a new pose. It should be noticed that the aim of N
iterations is to reduce the pose error rather than to filter the outliers, and instead of using the inliers,
the sample process in each iteration is performed on the whole point set of B. Therefore, the iteration
only changes the pose of B. This is to avoid unsuitable filter eliminating useful points. The outer layer
is a RANSAC process that nests the above two layers. It is repeated L times until the result satisfies the
termination condition.
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This framework involves two significant parameters, one is the termination condition ξ and the
other parameter is the search range K. ξ is the threshold of the inliers proportion which is used to
determine the registration. If ξ is too large, the algorithm becomes time-consuming, while with too
small ξ the algorithm may not obtain good results. In this paper, we use the registration error and the
algorithm running time to construct loss function, and take large numbers of the urban high dynamic
scenes and low dynamic scenes as samples to train this parameter. The quasi Newton method is used
to minimize the sample mean of the loss function, and the optimal solution ξ = 0.3 is obtained.

Algorithm 1 Multi-layer RANSAC

Step Description of the implementation of the Multi-layer RANSAC algorithm
1 Start:
2 K: KNN search parameter
3 Ncp: Number of correspondences in set A and Bj
4 δ: Threshold of inliers ratio
5 For i = 0 to L do

6 K = K(i)
7 For j = 0 to N do

8 M = M(j)
9 For k = 0 to M do

10 RANSAC(A, Bj)
11 End for

12 Calculating Tj with the largest number of inliers
13 T = T·Tj
14 Rj = max(nk)/Ncp

15 If Rj > δ then
16 Return T
17 Else

18 Bj+1 = Tj (Bj)
19 End if

20 End for

21 End for

22 RANSAC(A, Bj):
23 Random sample pi in A
24 Search correspondences of pi in Bj by KNN
25 Pick the points that satisfy conditions
26 Calculate matrix of each corresponding pairs
27 Transform Bj and count the number of inliers
28 End.

K is related to the initial pose error of the registration and should be increased as the initial error
increases. However, it is difficult to estimate the range of the initial error in practical applications
just as the value of K. If K is too big, both the time consumption of the algorithm and the risk of the
registration failure will increase. If K is too small, the correct registration results cannot be obtained
when the initial error is high. In order to solve this problem, we dynamically adjust K by increasing it
in the outer layer and decreasing it in the middle layer, respectively. The initial value of the middle
layer is provided by the outer layer. Using this strategy, our algorithm can automatically adapt to
various scenes and various initial errors in less time than the method of changing K artificially.

The variables in the algorithm are defined as follows.
SA is the set of the static objects in set A; SB is the set of the static objects in set B; ai is any point in

set A; bi is any point in set B; Bk represents the set B after k-th iterations; b(k)i is any point in Bk; in set B,

qi is the actual corresponding point of pi in set A; q(k)i is the candidate corresponding point in set Bk, Q
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is the set of candidates corresponding points; q̃(k)i is the optimum corresponding point that computed
by Equations (7) and (8),

n(k)
j =

⎧⎨⎩1, ‖aj − b(k)j ‖ < ε

0, else
(7)

q̃(k)i = argmax
q(k)i

⎧⎨⎩ ∑
aj∈A

n(k)
j

⎫⎬⎭ (8)

where e(0) is the initial pose error and e(k) is the registration error after kth iteration of the middle layer.
Compared with the traditional RANSAC algorithm, with the same number of samples, the

probability of the improved algorithm to achieve the correct registration results is significantly
improved, and the proof process is as follows:

According to Bayes formula,

P(q̃(k)i = qi|e(k))
=

P(qi∈Q|e(k))·P(q̃(k)i =qi |qi∈Q,e(k))

P(qi∈Q|q̃(k)i =qi ,e(k))

(9)

Because all the points in set Q will be iterated through to search the optimum corresponding point,

P(q̃(k)i = qi|qi ∈ Q, e(k))
= P(qi ∈ Q|q̃(k)i = qi, e(k)) = 1

(10)

When the error e(k) increases, especially when the rotation error is higher, the probability of the
existence of the corresponding points qi in the KNN set Q will greatly decrease, so will the value of
P(q̃(k)i = qi|e(k)). Therefore, e(k) should be reduced as much as possible to increase the likelihood of
finding a corresponding point, which can be achieved through iteration.

In the traditional RANSAC algorithm, the correct registration results can be obtained only when pi

is the static point and the optimal corresponding point q̃(k)i is real corresponding point qi. Its probability
is represented by P0. However, in the iterative process of this method, we just need the transformation
matrix calculated by pi and q̃(k)i to reduce the initial error, i.e., e(k) < e(0). In the first iteration,

P1 = P(e(1) < e(0)|e(0)) ≥ P(q̃(k)i = qi|e(0))
> P(q̃(k)i = qi|e(0))·P(pi ∈ SA|A) = P0

(11)

From Equation (11), we can see that P1 is bigger than P0, especially in the environment with more
moving objects. The advantage of this method is obvious because the value of P(pi ∈ SA|A) is small.

According to Equation (6), the sampling times mk in the kth iteration should be satisfied with
Equation (12).

P(e(k) < e(0)|mk) = 1− (1− Pk)
mk > P(pi ∈ SA|A) (12)

And in the next iteration,

Pk = P(e(k) < e(k−1)|e(k−1))

> P(e(k) < e(k−1), e(k−1) < e(0)|e(k−1))

= P(e(k) < e(k−1)|e(k−1), e(k−1) < e(0))·P(e(k−1) < e(0)|mk−1)

≥ P(q̃(k)i = qi|e(k−1), e(k−1) < e(0))·P(e(k−1) < e(0)|mk−1)

> P(q̃(k)i = qi|e(0))·P(e(k−1) < e(0)|mk−1)

> P(q̃(k)i = qi|e(0))·P(pi ∈ SA|A) = P0

(13)
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Therefore, after kth iterations, the probability of registering success is

Ps = 1−
k

∏
i=1

(1− Pi)
mi > 1− (1− P0)

k
∑

i=1
mi

(14)

From the above deduction, it may be observed that within a certain range, the more moving
objects, the greater the initial error; and the more iterations, the more obvious the advantages of this
method than traditional methods.

The outer layer of our algorithm is a RANSAC process regarded as the middle layer as a unit.
This layer can effectively improve the registration success rate when the initial error is high by
dynamically adjusting the parameters. Although many iterations may be required during this process,
the algorithm is still efficient in most cases due to the small amount of points used for registration.

3.2.4. Accurate Registration

The set B is transformed according to the coarse registration matrix T, and the data in the centroid
set A and B are divided into inliers and outliers according to the threshold distance of the corresponding
points. Then, the segmented point cloud in both PA and PB corresponding to the inliers of the centroid
set is extracted to consist of P′A and P′B, respectively. Finally, weighted ICP is implemented for accurate
3D registration of point cloud in P′A and P′B with the initial transformation T. Different from the coarse
registration, the small and high objects, which are always pole objects such as trees, street lamps, and
road signs, are greatly weighted in accurate registrations. Because they are less changeable and the
distribution of their point clouds is more concentrated, weighted ICP is more accurate than standard
ICP, especially in the registration between the current frame and the historical frame for localization.

4. Experiments

The experiment includes two parts. Part A is the registration on typical urban dynamic scenes
with various initial pose errors. It includes registration between sequence frames which is the basis of
LiDAR odometry, and the registration between the current frame and the historical frame which is
the basis of localization with an a priori map. Part B is the LiDAR odometry experiment in the public
dataset provided by KITTI [21] and a data set of urban highly dynamic environments collected by
ourselves. For more experimental result, please see the Supplementary video.

Our LiDAR data is collected by velodyne HDL-64E. During the experiments, the algorithms
processing the LiDAR data run on a computer with 2.4 GHz quad cores and 8 G memory, on top of the
ubuntu14.04 in Linux. The algorithm consumes only one thread.

4.1. Registration

This experiment consists of two groups: registration between sequence frames (short time interval,
0.5 s) and registration between current frame and historical frame (long time interval, three months,
winter and spring). Experiments were carried out in large numbers of urban scenes. For each scene,
the actual distance between two frames is about 5 m.

The position and heading of the vehicle provided by the RTK-GPS are regarded as the real
coordinates, expressed in the form (x, y, θ). An offset (Δx, Δy, Δθ) is added to the coordinates of one
frame as the initial pose of registration. By adjusting the offset distance |Δd| (

√
Δx2 + Δy2, units:

meter) and offset angles |Δθ| (units: degree), we set four sets of initial errors: The ranges of distance
offset are [0, 4], [6, 10], [14, 18], [24, 28]; and the ranges of the angle offsets are [0, 5], [5, 10], [0, 15],
[15, 20]. They are denoted as (4 m, 5◦), (10 m, 10◦), (18 m, 15◦), and (28 m, 20◦), respectively.

To demonstrate the effectiveness of our work, both segmentation and registration algorithms
are compared before and after our improvement. The segmentation is represented as seg0 and seg1,
and the registration is represented as RANSAC0 and RANSAC1. They can form four methods, i.e.,
seg0 + RANSAC0, seg0 + RANSAC1, seg1 + RANSAC0, seg1 + RANSAC1 (proposed). For each scene
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and each set of initial error, each method is implemented 100 experiments. The initial offset in each
experiment is randomly generated within the range of initial error. All the experiments in this paper
use the same parameters.

Here, we selected four typical highly urban dynamic scenes in each group for the analysis.
Figures 3–10 show the scene registration results at the initial error (28 m, 20◦) using the proposed
method. In Figures 3–10, (a) is the top view of two obstacle point clouds with an initial offset (they are
respectively shown as red and green); (b) is the top view after segmentation and registration (points
belong to inliers are shown as blue and most of them are points of overlapping static objects, with
moving objects and non-overlapping static objects eliminated effectively); (c) is a local enlarged 3D
view of (b), which shows that the static objects, such as buildings, trees and parked vehicles, are
registered well.

The four scenes for registration between sequence frames are denoted as scene A1, A2, A3, and
A4. A1 is a crossroad with the experimental car turning right; A2 is a crossroad with the experimental
car turning left; A3 is a straight narrow road with numbers of static objects occluded by a bus; and A4
is a traffic congestion road with the experimental car changing lane.

The four scenes for registration between current frame and historical frame are denoted as scene
B1, B2, B3, and B4. B1 is a straight urban road, with many parked cars whose position has changed
greatly; B2 is a crossroad, and our experimental car collected data of these two frames in opposite lanes
and directions; B3 is a ramp entrance, in which there are amounts of vegetation changing greatly from
winter to spring, and fences existing in winter but not in spring; and B4 is an elevated road lacking
geometric features.

Both groups of scenes have numbers of moving objects, such as vehicles and pedestrians.
The registration effectiveness is determined by the deviation between the registration pose and

its true pose. However, in practical applications, the true pose of a frame is unknown. In this paper,
the ratio of the inliers obtained by the RANSAC is used as an evaluating indicator for the success of
the registration. When the ratio of the inliers is greater than the threshold ξ, the coarse registration is
considered to be successful.

(a) Initial pose (b) Registration result (c) Local 3D display  

Figure 3. Scene A1.
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(a) Initial pose (b) Registration result (c) Local 3D display  

Figure 4. Scene A2.

 
(a) Initial pose (b) Registration result (c) Local 3D display  

Figure 5. Scene A3.

(a) Initial pose (b) Registration result (c) Local 3D display  

Figure 6. Scene A4.
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(a) Initial pose (b) Registration result (c) Local 3D display  

Figure 7. Scene B1.

(a) Initial pose (b) Registration result (c) Local 3D display  

Figure 8. Scene B2.

 
(a) Initial pose (b) Registration result (c) Local 3D display  

Figure 9. Scene B3.
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(a) Initial pose (b) Registration result (c) Local 3D display  

Figure 10. Scene B4.

In order to verify the rationale of the evaluation method, the 12,800 experimental results of both
groups are statistically analyzed, and their error distributions are demonstrated in Figure 11. The x-axis
is the distance error between the registration result and the real position, whereas the y-axis is the
heading error. In order to represent the distribution of the small error data more clearly, a logarithmic
coordinate system is applied. Even scenes, initial offsets and registration algorithms are all different,
the error of the registrations recognized as success are obviously smaller than the errors of registrations
recognized as failure. Table 1 indicates the relationship between the error and the classification of
the registration result in all tests. It may be observed that the majority of the registrations judged as
success have errors less than (0.2 m, 0.2 m, 0.5◦), and the majority of registrations judged as failures
have errors more than (0.2 m, 0.2 m, 0.5◦), respectively. There are only a few results that are misjudged.
This includes results whose registration error is high whilst the algorithm considers it as a successful
registration. In fact, most of these misjudgments occur in the experiments of the high initial error of
the scene B4. This is because the static features in this scene are single, and the number of features is
very few, which results in the algorithm considering the wrong matching as the correct result, which
leads to the big error of our pose estimation. This is also a shortcoming of our method.

 
Figure 11. Error distribution and classification of registration results.

Table 1. Statistics of experiment times with result in different error and classification.

Test A (Short-Term Registration) Test B (Long-Term Registration)

Success Fail Success Fail

Error less than (0.2 m, 0.2 m, 0.5◦) 4126 40 3561 17
Error more than (0.2 m, 0.2 m, 0.5◦) 29 2205 451 2371
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Therefore, we make a statistical comparison of the success rate of the algorithm before and after
improvement, as shown in Figure 12. The improved algorithm has a very high success rate in different
scenes and different initial errors, which is greatly better than the traditional method. Even in the case
of initial offset (28 m, 20◦), the success rate of our method in the two sets of experiments can achieve
94% and 98%.

(a) Test A (short-term registration) (b) Test B (long-term registration) 

Figure 12. Comparison of algorithm registration success rates in different scenes.

In addition, the registration errors of each method are also analyzed. Figure 13 shows the
proportion of the experiments whose registration errors (lateral, longitudinal, yaw) are less than (0.1 m,
0.1 m, 0.25◦) and (0.2 m, 0.2 m, 0.5◦) in the two set of experiments with different initial offsets. It can be
seen that the proportion of the precise results obtained by the proposed method is higher than that of
the traditional methods. In both groups A and B, the proportion of the number of registration errors
within (0.2 m, 0.2 m, 0.5◦) is kept above 95% by using the proposed method. In the A group, the ratio
of the resulting error within (0.1 m, 0.1 m, 0.25◦) remained at about 90%. In the B group, due to some
changes in the static scene, the proportion of registration errors within (0.1 m, 0.1 m, 0.25◦) is much
lower, but still more than 70%.

(a) Test A (short-term registration) (b) Test B (long-term registration) 

 
Figure 13. The proportion of high-precision registration results.
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According to both Figures 12 and 13, comparing method 1(seg0 + ransac0) and method 2(seg1 +
ransac0), it may be observed that the new segmentation method can effectively improve the registration
quality of the complex dynamic scene with small initial error. However, as initial error increases,
the registration effects of the two methods decline greatly. The comparison between method 1 (seg0
+ ransac0) and method 3 (seg0 + ransac1) shows that the improved RANSAC method can work
well with greater initial error. As initial error increases, the registration effect of method 3 has only
decreased slightly while method 1 decreased greatly. Therefore, using both the improved segmentation
and the improved RANSAC, the robustness of the registration is greatly improved in high dynamic
environments with high initial error, which can be seen from the contrast between method 1 (seg0 +
ransac0) and method 4 (seg1 + ransac1).

Two sets of experiments show that the algorithm can achieve accurate and stable registration
results, whether it is short interval registration or long interval registration. The RMSE of the successful
registration in different scenes are shown in Table 2. It may be seen that the location accuracy of our
algorithm has reached the centimeter level, and the RMSE of the heading angle is within 0.3◦. In the
scenes with rich features such as crossroads, the angular error of the algorithm is smaller, and it can
almost be controlled within 0.1◦.

Figure 14 shows the comparison of time consumption of coarse registration between the proposed
method and the traditional RANSAC method with different initial offsets. When the offset is small,
the average time consumption of our method can be kept at about 80 ms, which is obviously
superior to the traditional RANSAC method. With the increase of the initial offset, the average
time-consumption of the proposed method increases, but it is still less than 150 ms. In the experiment
of the traditional RANSAC method, with more sampling process becoming unavailable due to the
failure of corresponding search points, more registration steps are skipped, which results in the
decrease of time-consuming as the initial offset increasing.

Table 2. Registration error of our method in different scenes

Scene
RMSE

Lateral (m) Longitudinal (m) Yaw(◦)

A1 turning right 0.0148 0.0354 0.0954
A2 turning left 0.0298 0.0348 0.1113
A3 bus occlusion 0.0193 0.0753 0.2322
A4 traffic jam 0.0291 0.0249 0.0419
B1 straight road 0.076 0.1561 0.2751
B2 cross road 0.0342 0.044 0.0409
B3 entrance ramp 0.0546 0.0642 0.2328
B4 elevated road 0.0221 0.0373 0.047

Figure 14. Time consumption of coarse registration.
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4.2. LiDAR Odometry

LiDAR odometry based on point cloud registration is one of the key technologies of autonomous
driving. It is used to further demonstrate the accuracy and stability of our method.

In this experiment, the starting point is given by GPS, and then the following poses are all
calculated by point cloud registration, without any assistance from other sensors and algorithm of
smoothing and optimization. To achieve good ego-motion results, each frame for registration is
extracted from every five frames on both KITTI dataset and our own dataset. Because the acquisition
frequency of LiDAR is 10 Hz, the data acquisition time of the two frames for the registration is 500 ms,
which is much larger than the time consumption of the registration calculation, so that the real-time
performance of the algorithm can be ensured.

KITTI provides urban public data sets and error evaluation methods that are used specifically
for LiDAR odometry testing. The advantages of this method are mainly in the complex urban roads
that exist in large numbers of moving objects, but unfortunately, the urban scene for the odometry test
in this dataset is mainly static, with only a few moving cars in it. However, to verify the adaptability
of the algorithm to different environments, we still do experiments in this data set. Figure 15 is the
experimental result of the data set numbered 00, with a total length 3.7 km. Figure 15a shows the
location error of the odometer based on the registration method, and the Figure 15b shows the error of
the heading angle. Some large fluctuations in Figure 15b are caused by the critical value of the angle
just at 360 and 0 degrees.

(a) Localization result. 

(b) Yaw result. 

Figure 15. LiDAR odometry result in KITTI dataset.
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In addition, experiments were conducted on our urban dataset with large numbers of moving
objects in Tianjin. It is shown in Figure 16a, with the full length of 1.6 km. We captured several
typical pictures taken by vehicle mounted cameras, including a crossroad, a S curved road, a road
with numbers of buses (the bus runs in the opposite lane, causing almost all the static data on this
side to be occluded) and a very urgent U-turn road. There are a large number of vehicles and
pedestrians in the whole course of the experiment. In this experiment, our method is compared with
the MM-RANSAC [9], and the experimental results are shown in Figure 16b,c. Because the frame
sequence is weak, the MM-RANSAC algorithm has high errors at many positions. Especially at
turning points, such as the S turn and U turn in our experimental dataset, great changes of the heading
angle in a short time result in registration failures. Thus, the error of the heading angle calculated by
MM-RANSAC based registration is high, causing serious errors in the odometry. However, because
the proposed method does not rely on the sequence between the frames and can work well in the
case of high initial error, the odometry using our registration method remained stable and accurate,
whether on straight road or turning road.

According to the evaluation method provided by KITTI, the average horizontal position error of
the LiDAR odometry based on our registration method is 0.45% on the KITTI training dataset sequence
00 with low dynamic scene and 0.55% on our high dynamic scene dataset. We have submitted our
horizontal results to KITTI for test.

At present, high precision map has been rapidly developed and has become a necessary module
for automatic driving, but it is still difficult to ensure real-time updating. In some sections with no map
or map updates, we can use the LiDAR odometry based on the proposed method to achieve reliable
localization, even if there are lots of dynamic obstacles in the scene.

It should be mentioned that although our experimental data are all from the LiDAR with 64 beams,
our algorithm is not only limited to this LiDAR, but also applies to the LiDAR with 16 beams, 32 beams,
and so on.

The experiment shows that our method has strong robustness and can be applied to many complex
urban road scenes. The LiDAR odometry based on our method can help to get rid of the dependence on
high precision inertial navigation system to reduce cost. In addition, as we can register real-time data
with the historical data long before, the requirement for the real-time performance of high precision
maps can be reduced.

However, in some cases, the LiDAR localization based on this method is still likely to fail.
For example, in a tunnel with single surrounding features, the LiDAR localization is easy to produce a
high longitudinal error. Because our method can work in the case of high error, when a vehicle travels
from a feature deficient scene to a feature of rich scene, although the pose error may accumulate due to
localization failure, the proposed method can still quickly converge to the correct location.

More results can be found in the Supplementary video attached to this paper in the web-site of
journal of Electronics.
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. 
(a) Overview of test road 

 
(b) Localization result 

 
(c) Yaw result 

Figure 16. LiDAR odometry result in highly dynamic environment.

5. Conclusions

Aiming at point cloud registration in urban complex dynamic environment for autonomous
driving, this paper proposed a more robust registration method by optimizing the segmentation and
improving the RANSAC algorithm with a novel framework, named ‘multi-layer RANSAC’.
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Experimental results demonstrate the robustness of our algorithm. It can achieve fast and accurate
registrations in high dynamic scenes with large numbers of moving objects, serious occlusions and
static environmental changes; even in case of high initial pose error. The key contributions of our
paper are:

(1) The algorithm can solve the urban scene registration with numbers of moving objects without
the aid of any other techniques such as object tracking and detection. Therefore, it is fit for both long
and short time interval registrations. It can be used not only for LiDAR odometry, but also for precise
localization with a priori map.

(2) The algorithm can adapt to higher initial pose error, so it can solve some difficult problems in
localization, such as the poor initial localization accuracy caused by poor GPS signal at the vehicle
start position and the high accumulated error due to long distance ego-motion estimation.

Our method still has a small amount of over-segmentation and under-segmentation, and our
registration is more likely to be wrong due to misjudgment in scenes with sparse features. Next, we will
try to extract semantic features from scenes for better segmentation, and set various object weights for
better registration. In addition, in view of the fact that our method can provide the initial segmentation
of dynamic and static objects, we will try to apply our method to the static map construction in
dynamic environments and dynamic object detection and tracking

Supplementary Materials: The research results presented in this paper can be found in the supplementary video
at http://www.mdpi.com/2079-9292/8/1/43/s1, Video S1: results.
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Abstract: Impedance spectrometry (IS) is a characterization technique in which a voltage or current
signal is applied to a sample under test to measure its electrical behavior over a determined frequency
range, obtaining its complex characteristic impedance. Frequency Response Analyzer (FRA) is an
IS technique based on Phase Sensitive Detection (PSD) to extract the real and imaginary response
of the sample at each input signal, which presents advantages compared to FFT-based (Fast Fourier
Transform) algorithms in terms of complexity and speed. Parallelization of this technique has
proven pivotal in multi-sample characterization, reducing the instrumentation size and speeding
up analysis processes in, e.g., biotechnological or chemical applications. This work presents a
multichannel FRA-based IS system developed on a low-cost multicore microcontroller platform
which both generates the required excitation signals and acquires and processes the output sensor
data with a minimum number of external passive components, providing accurate impedance
measurements. With a suitable configuration, the use of this multicore solution allows characterizing
several impedance samples in parallel, reducing the measurement time. In addition, the proposed
architecture is easily scalable.

Keywords: electrochemical impedance spectroscopy; FRA; multichannel acquisition; impedance
spectrometry; microcontroller

1. Introduction

Electrochemical impedance spectroscopy (EIS), in which a sinusoidal signal is applied to a sample
under test to evaluate in a determined frequency range its complex impedance—typically modeled
as a Randles cell [1]—is a powerful sensing technique that has experienced significant development
over the last years due to its broad range of applications. These span from the biotechnological field
(rapid detection of foodborne pathogenic bacteria, detection and enumeration of E. coli bacteria in
milk samples, real-time detection of milk adulteration, food control, antibiotic susceptibility testing
of E. coli and characterization of cellular dielectric properties for cell health evaluation [2–7]), to the
characterization of materials (microstructures, dielectric materials, corrosion evaluation, [8–11]), as well
as electrical circuit testing and characterization of electrical systems, batteries, and photovoltaic
cells [8,12,13]. Unlike other electrochemical techniques, such as potentiometric and amperometric
sensing (based on DC voltage and current excitation, respectively [14]), the characterization of a
sample by its impedance changes over frequency requires a small stimulus signal, reducing the risk of
sample damaging, which is a key point in biological measurement and characterization applications.
Information can be then recovered using different readout techniques, being the Fast Fourier Transform
(FFT) and the Frequency Response Analyzer (FRA) the two most commonly used. The latter one is
based on synchronous demodulation, that is, it relies on phase sensitive detection (PSD) or quadrature
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modulators to extract the real and imaginary response of the sensor at each input signal fin while noise
signals at other frequencies are rejected (Figure 1), presenting advantages compared to FFT algorithms
in terms of complexity and speed [15,16]. Thus, the FRA-EIS is a more suitable choice to accomplish
an autonomous low-cost real-time multichannel impedance spectroscopy analyzer.

Figure 1. Single channel (Frequency Response Analyzer) FRA-based impedance spectroscopy (IS)
system block diagram.

In this attempt, while electrochemical transducers take advantage of Complementary
Metal-Oxide-Semiconductor (CMOS) processes to implement the required Micro-Electro-Mechanical
Systems (MEMS [17]), the rest of components that conform the data acquisition chain (signal
stimuli generators, conditioning, pre-processing and digitization electronics) are still bulky benchtop
instruments, making EIS almost exclusively a measurement technique for biochemical, biological, or
quality control laboratories, but hindering its use closer to the sampling sources, as milk farms, in food
production chains or portable laboratories for on-site tests.

Recent publications in the scientific and technical literature are reporting EIS systems partially
implemented using CMOS technologies by addressing specific low-power low-size design techniques
to take advantage of the features that miniaturization can provide to the system in terms of portability
and high parallelism in the measurement processes [18–20]. These cases succeed in the integration of
competitive read-out channels, but the generated real/imaginary analog data must be finally digitized
to be processed by a digital processing unit (a microcontroller, a digital signal processor or an external
computer), while the generation of the required excitation and control signals are usually assigned
either to external resources (commercial waveform generators that provide flexibility in exchange of
large size and high power consumption, not being compatible with portability), or small size custom
integrated oscillators [21], with exhibit frequency tuning and linearity limitations, especially at high
frequencies. Hence, although being fundamental components, both the generation and digitization
blocks are not usually considered in the power consumption estimation of the EIS system, thus giving
partial information of the real energy required by a complete measurement unit.

In order to reduce electronics complexity, alternative EIS approaches are based on the direct
transform of impedance to digital values using impedance-to-digital or dual-slope multiplying ADC
(DS-MADC) techniques, achieving accuracies below 10 bits [22,23]. With the goal of further reduce
electronics complexity, in order to attain a self-contained low-cost measurement system that renders
a true portability while preserving high recovery performance, this paper proposes the complete
digitalization of the EIS system through a microcontroller-based FRA implementation, applied to
impedance spectroscopy for frequencies in the range of cellular characterization, from 1.1 mHz
to 10 kHz. The proposed system uses the internal resources of a Propeller processor core from
Parallax [24], to both generate the excitation and control signals required in the process, and to map
the read-out and recovery algorithms for the sensed analog signals, so that with minimum additional
passive components, it can recover an impedance value with 12-bit accuracy. In addition, the use
of this low-cost multicore processor allows for parallelization of the actuation and signal recovery,
implementing a multi-channel compact IS instrument on a single microcontroller, able to perform up
to 7 real-time in-situ parallel impedance measurements if driven by the same signal generator, or up 4
completely independent parallel impedance measurements; these values can be further extended by
accordingly extending the number of cores to allow further parallelization.
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This paper is structured as follows: Section 2 describes the proposed FRA-based impedance
analyzer, detailing the implementation and the experimental characterization of both the actuation
and the signal acquisition blocks. Section 3 validates the recovery performance of the proposed IES
system applied to an impedance modeling a bilayer lipid membrane. Finally, Section 4 discusses the
proposed approach.

2. Proposed EIS System

The proposed EIS system relies on the use of a single Parallax Propeller microcontroller,
characterized by working at up to 80 MHz clock frequency. It presents 8 independent cores plus
an additional hub, in charge of controlling the access of each core to the common microcontroller
resources (32 kB Main RAM or 32 kB Main ROM), applying a Round Robin schedule. Each core
features a video generator, a local 2 kB RAM, and two Counter Modules with Phase-Locked Loops
(PLLs) and 32 operation modes (Figure 2). From a software point of view, the microcontroller can
be programmed in C, in its own high-level programming language SPIN, or in low-level Propeller
Assembly Language (PASM). In order to achieve a suitable implementation of a FRA-based EIS system,
optimizing the hardware resources and their access at the rate needed to generate and recover signals
of a reasonable frequency, an integral programming in PASM has been adopted.

Figure 2. Propeller microcontroller block diagram.

2.1. Signal Generation: Hardware Implementation and Control

Figure 3 shows the block diagram of the signal generator hardware implementation. It is based
on the D modulation technique to achieve an accurate full range (0 V to 3.3 V) quadrature signal
generation needing the minimum number of external passive elements. The first quarter cycle of the
two signals to be generated (sine and cosine, from 0 degree to 89.98 degrees) is stored in the shared
main RAM memory of the processor. Signal points are stored using a 16-bit representation, with a
maximum resolution of 4096 points per quarter. Because the main RAM memory in the processor is
composed of 32-bits length registers, each memory position stores the corresponding sine (16 most
significant bits—MSB of the memory position) and cosine (16 less significant bits—LSB) values, saving
with this choice access time to the global memory and therefore speeding the quadrature signal
generation task.

Each core sequentially accesses these data in the main memory at the microcontroller HUB by
a Round Robin process schedule, which respectively feeds its two independent hardware Counter
Modules, consisting of configurable state machines [25] working up to the maximum 80 MHz clock
frequency. Each counter has an adder and an accumulator, which will be employed to implement the
D modulator based on pulse density modulation (PDM) using the carry bit of the adder as modulated
output. By properly configuring the operation of both counters in the core, the two sinusoidal signals
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with 90◦ phase shift required for an EIS channel can be generated with a single core. An external
passive integrator converts the resultant modulated pulses into a sinusoidal signal.

Figure 3. Signal generator hardware implementation based on D modulation.

More in detail (Figure 3), the PDM sine signal generation is performed by a core in the following
manner: First, the 32-bit values representing the value of the two quadrature signals at each moment
are read consecutively from the main RAM and transferred to the local memory in the selected kernel.
Then, the 16 MSB bits (representing the sine value) are extracted and stored in the access register,
which is in the adder, and then are added to the accumulator. When the adder overflows, the carry
bit changes to 1. The density of 1’s in this output depends on the values that are being added: the
higher the values accumulated, the faster the carry overflows. Thus, the density increases in the range
of the maximum values of the sine function, while it decreases in the minimum values. Finally, the
resulting modulated pulse train is converted into an analog signal by means of a passive second order
low-pass filter (LPF) (Figure 3) consisting of two cascaded RC circuits (R = 2.2 kW, C = 330 pF) with
the same constant time and a factor of 10 in the consecutive R’s and C’s values to reduce the loading
effect. The integration time is selected to keep distortion bounded below 0.75% as design specification,
as will be shown next.

This process is iterated until all the values in the table are traversed. Next, the process is repeated
using the LSB values. These data represent the cosine values in the first quarter of the cycle and,
therefore, the sine values in the second, giving therefore signal continuity. To conclude a complete
sinusoidal cycle, this process is repeated but changing the sign of the data in RAM to represent the
negative half cycle. The cosine generation is performed in a similar manner.

The frequency of the sine/cosine output signal is determined by two different working frequencies:
(i) The frequency of the modulated signal, which corresponds to the frequency of the square signal
whose density varies. In this work, this signal matches the microcontroller clock frequency, which is
set to its maximum value, 80 MHz; (ii) The data generation sampling frequency, that is, the frequency
at which the system picks a sine/cosine value from the Main RAM to be sent to the Adder to provide
a new output signal value. This frequency, in turn, mainly depends on the microcontroller clock
frequency and the number of clock cycles required to load a value into the Adder register from the
RAM, being thus more restrictive. An additional control of the output signal frequency can be achieved
by selecting not all the samples, but one of every n values at the RAM memory, thus reducing the
number of signal points for the generation and therefore reducing the time to generate a signal period.

Taking into account all the aforementioned, the frequency of the sine/cosine output signals fout

can be expressed as

fout = fclk
(A + 1)

214(S + D)
= fsampling

(A + 1)
214 (1)
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being the maximum number of samples per signal period equal to 214 (212 samples/quarter × 4), A is
the number of samples not read between two consecutive readings from the memory, S is the number
of clock cycles required to load a sample to the Adder register, and D is an additional delay that can be
added in each reading memory cycle and that serves to achieve a fine tuning in the value of the output
signal frequency.

2.2. Signal Generation: Experimental Characterization

By using the degrees of freedom shown in Equation (1), with fclk = 80 MHz, S = 65, Arranging
from 1 to 2000 and D ranging from 0 to 232, the frequency can be adjusted to range from 1.1 mHz to
150 kHz in 75 Hz coarse steps (given by parameter A), and fine steps given by D.

Figure 4 shows the PDM signal (carry bit adder pin) provided by the system, when configured
to generate fout = 5 kHz and fout = 150 kHz sinusoidal output, measured by using a Tektronix®

DPO4104 oscilloscope. Figure 5 shows the frequency spectrum for the 150 kHz PDM signal
(S = 65, D = 0). The detail box shows the performance closer to the signal of interest, being the
1.080 MHz peak, corresponding to the ( fsampling − fout) frequency, (fsampling = fclk/(S+D) = 1.23 MHz,
Equation (1)), the most relevant interference source. For signals generated at frequencies below 150
kHz, this

(
fsampling − fout

)
interference peak is kept far away enough to be irrelevant. Therefore,

by properly selecting the cutoff frequency of the output LPF (Figure 3), the following sinusoidal signal
is set to comply with a maximum distortion (THD and SFDR) below 0.75% over all the frequency
range (Figure 6).

Figure 7 shows the generated sine signals within the operating frequency range, for 1 mHz
(Figure 7a) and 5 kHz (Figure 7b). Figure 8 shows their corresponding spectra.

Figure 9 shows the two quadrature signals (sine—yellow and cosine—magenta) after the LPF for
the upper and lower limit frequencies of the proposed generator (150 kHz, Figure 9a and 100 mHz,
Figure 9b). Note that since the counters provide both the carry signal and its negated value, a single
core will give two pairs of quadrature signals, that can be used to characterize in parallel two different
impedance systems, at the same frequency (signals blue and green in Figure 9a). Figure 10 shows the
frequency spectrum for the 150 kHz sine; in this case THD = −42.8 dB, SFDR = 44.6 dB, constituting
the worst case distortion.
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(a) 

(b) 

Figure 4. Pulse density modulation (PDM) signal (voltage versus time) corresponding to (a) a 5 kHz and
(b) 150 kHz sinusoidal outputs. The 80 MHz pulse density is maximum for the rising and falling slopes
of the sinusoidal signal and it is minimum for the maximum and minimum sinusoidal signal amplitude.
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Figure 5. Spectrum (signal power in dB versus frequency) of the PDM signal at the carry bit output
(Figure 3), before the low-pass filter (LPF) (output frequency signal of 150 kHz). Peak (a) corresponds to

the frequency of the sine signal; peak (b) is the
(

fsampling − fout

)
frequency. Spectrum peaks between

(a) and (b) corresponds to the 3rd and 5th harmonics of the signal. The rest of the spectrum peaks are
due to the intermodal distortion.
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(a) 

(b) 

Figure 6. (a) THD and (b) SFDR experimental values for the quadrature sinusoidal signals. THD is

defined as

√
7
∑

i=2
H2

i /H1, where H1 is the contribution of the fundamental frequency of the sinusoidal

signal, and Hi are the successive harmonic contributions. SFDR is defined as H1/M, where M is the
tone with the highest contribution which differs from H1. Both estimators are represented in decibels.
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Figure 7. Sine signals (voltage versus time) generated after the corresponding PDM is low-pass filtered
for the frequencies in the range of interest: (a) 1 mHz and (b) 5 kHz.
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Figure 8. Spectrum (signal power in dB versus frequency) of the sine signals shown in Figure 7:
(a) 1 mHz and (b) 5 kHz.
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(a) 

(b) 

Figure 9. Quadrature sinusoidal signals (voltage versus time) provided by the proposed Δ modulation
Digital-to-Analog Converter (DAC) using the same LPF, for (a) 150 kHz, and (b) 100 mHz. Because the
adder provides both the carry and its negated value, a core can provide two quadrature signal pairs
in parallel.
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Frequency (250 kHz/division)

Figure 10. Spectrum (signal power in dB versus frequency) of the generated sine signal at 150
kHz frequency.

2.3. Signal Acquisition: Hardware Implementation and Control

The purpose of the signal acquisition stage is to recover the sensor signal to next perform the
synchronous mixer operation rendering the corresponding quadrature outputs. The average of these
values corresponds to the real and imaginary components or, equivalently, the magnitude and phase of
the impedance under test. Note that since the average value of a signal is independent of its frequency,
in all this process the signal sampling rate can be relaxed without loss of information. That is why a
sigma–delta analog to digital conversion (ΣΔ-ADC) algorithm has been selected in spite of its low
conversion rate to accomplish a more accurate conversion. In addition, the ΣΔ-ADC main building
blocks can be implemented using the internal resources of a single core, requiring minimum additional
external components.

2.3.1. Digitization

Figure 9 shows the block diagram of the ΣΔ-ADC. It consists on a ΣΔ modulator (composed by
the integrator, the quantizer and 1-bit Digital-to-Analog Converter DAC blocks) plus a counter module
working as a digital decimation filter [26]. Both the quantizer and the decimation filter have been
implemented using the registers of the two counters available in a core. The qualitative operation
of this system is as follows [27]: the analog input (Figure 11, sensor output signal), through an RC
circuit formed by resistor R1 and capacitor C, provides a voltage value which drives the input of a
D flip-flop. While the voltage level in the capacitor is higher than the bi-stable threshold (assuming
the threshold voltage in the bi-stable is half the digital bias voltage, VDD/2), its output Q remains
′1′ (and Q = ′1′). This Output Q enables the accumulator operation, increasing the value in this
register for each new clock cycle. On the other hand, the output Q conforms a negative feedback
loop to the input capacitor through resistor R f that reduces the voltage at the integrating capacitor.
Once the voltage at input D gets under the threshold value, outputs Q and Q flip their values at the
next clock cycle. The accumulator stops increasing its value, providing a binary value related to the
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number of cycles that the voltage value at the analog input remains greater than the threshold value.
The resolution in which the analog value is represented by the Serial Digital Out depends on the
selected integration time.

In fact, the application of the circuit shown in Figure 11 to time-dependent signals presents some
constrains related to the cutoff frequency of the input low-pass filter, the frequency of the input signal
and the conversion frequency to guarantee a suitable estimation of the input sample. For the sake of
simplicity, let us suppose the sigma-delta modulator works in linear mode (that is, the clock frequency
is much higher than input signal frequency, therefore considering its operation mode as continuous).
Then, the block diagram of the ΣΔ modulator in the S domain is given by the scheme in Figure 12 [26].

Figure 11. ΣΔ-ADC hardware implementation.

Figure 12. ΣΔ-ADC representation in the S domain.

Where vin(s) is the input voltage and vout(s) is the output Q in Figure 11, while N(s) represents
the effect of quantization in the transfer function, which is negligible if linear operation is assumed.
The ΣΔ modulator transfer function is

vout(s)
vin(s)

=
1

1 + s
(2)

and accordingly, the output voltage can be expressed as

vout =
R f

R1

1
1 + 2sR1C

vin + K (3)

where K is proportional to the D flip-flop threshold voltage, VDD/2. Therefore, the output voltage
depends on the fR1C passive filter cutoff frequency and the input signal frequency fin. Thus, an input
signal with a frequency higher than fR1C may result in a loss of accuracy. Besides, the conversion
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frequency fconv must be fast enough to avoid that the capacitor discharge process affects the digitized
value, which would reduce the resolution in bits of the ADC. That is, on the overall it must be satisfied

fin ≤ fR1C ≤ fconv ≈ fclk
2N (4)

being necessary to appropriately select the passive components in the modulator stage as well as the
conversion rate in order to perform a suitable signal digitization in N bits.

To manage the hardware resources to reliably perform the required operations while minimizing
the execution time, a specific code using the microcontroller assembler has been developed. Figure 13
shows the simplified control flowchart describing the signal digitization and data acquisition.
After configuring the corresponding input and output pins and the counter register, first a calibration
process is carried out. This task, which is performed at the system start up, allows determine both the
offset at 0 V in the accumulator and the integration time required to properly acquire the maximum
allowable input voltage, therefore maximizing the dynamic range. For completing the calibration step,
the Analog Input (Figure 11) is connected to 0 V. After the integration time, the value stored in the
accumulator, which ideally should be equal to zero, is the excess offset reading that must be subtracted
from the system readings in normal operation mode. The integration time is adjusted by applying
the maximum voltage to be digitized in the Analog Input. After the integration time, the accumulator
should be filled to the maximum value (2N), keeping the overflow flag equal to zero. Otherwise,
the integration time must be increased/decreased up to reach this condition for a given number N
of bits.

 

 ΣΔ

ΣΔ 

Figure 13. ΣΔ-ADC control flowchart.

Once calibrated, the system temporally saves the value stored in the counter accumulator in a
variable, waits the integration time and reads again the value in the register. The difference between
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both data represents the value of the sensor output signal at this time, which is stored in a memory
address so that data from consecutive instants of time use consecutive memory positions.

2.3.2. Mixing and Averaging

In a Propeller microcontroller, the hardware resources allow digitizing up to two different signals
in parallel per core. To accurately synchronize the mixers operation, the system makes use of a
dedicated core for each impedance measurement according to the following process: one of the
counters is dedicated to digitize the signal arriving from the impedance under study, while the other
counter synchronously digitizes the original sinusoidal excitation signal. The product of these two data
corresponds to the real mixer output. The real component of the impedance under test is then calculated
by averaging the products provided by this branch over a minimum n = 5 periods of the excitation
signal to obtain reliable results over all the operating frequency range. In a single-channel measurement
approach, the quadrature signal, which does not excite the impedance under study (cosine) is
directly read from the hub memory, feeding the corresponding mixer (Imaginary) before its averaging,
thus making unnecessary its digitization, which saves both hardware as computing resources.

2.4. Signal Acquisition: Experimental Characterization

The structure shown in Figure 11 has been implemented for a 12-bit approach. First, the linearity of
the analog-to-digital conversion is verified by applying an incremental DC voltage in the biasing range
of the microcontroller (from 0 to 3.3 V) to the Analog Input of the ΣΔ-ADC (Figure 11), and recovering
the output digital values. Figure 14 shows the results, where y axis corresponds to the analog values
represented by the digital words obtained in the conversion, assuming a full scale digitization (that is,
000h represents 0 V and FFFh represents 3.3 V in hexadecimal). It can be seen in this figure that the
ADC conversion presents high linearity, resulting in a gain or slope of 0.65, an offset below 18 mV, and
with a coefficient of determination R2

= 1.0000. The conversion slope can be modified by the feedback

loop through
R f
R1

(Equation (3)), to adjust its value according to the conversion requirements. In this
case, to allow a full sweep in the supply voltage range avoiding saturation in the digitization module
(Figure 11), we kept the output gain < 1 by selecting R f = 100 kΩ and R1 = 155 kΩ. This choice
results in a conservative 0.65 gain, exactly as obtained from the linear fit.

Figure 14. ΣΔ-ADC output linearity.
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Figure 15 shows the gain versus frequency characteristic of the proposed ADC configuration,
for 10-bit (red dots) and 12-bit (green dots) output resolution, which presents the typical sinc digital
filter shape, matching with the previous DC characterization. According to this figure, a 12-bit ADC is
selected, to enhance resolution and preserving the frequency of operation up to the 10 kHz range.

Figure 15. ΣΔ-ADC gain response.

Finally, Figure 16 presents the voltage values acquired using the ADC (red dots) from a 5 kHz
sine signal, and the corresponding cosine values (recovered from the RAM memory using the instant
sine values acquired). Both show a good matching when represented over their corresponding original
full signals. These values are the inputs for the mixing operation.

Figure 16. Signal acquisition using the proposed ADC for a sine voltage (red dots). Cosine signal is
digitally recovered from the Main Memory using the sine values.
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3. Results

The EIS system schematic, considering a two-channel measurement approach, is shown in
Figure 17, and the prototype photograph is shown in Figure 18. In Figure 17, Block (a) corresponds to
the signal generation module, including the digital Counter Module in the corresponding core and
the R-C low-pass filter (RΔ = 2.2 kΩ; CΔ = 330 pF). It is followed by an impedance adapter element
(a simple voltage follower), which allows transferring the generated signal to the cell under test.
For real biological applications, this module can be replaced by voltage or current reduction modules
suited for the target application. The Randles cell representing the impedance sample corresponds
to Block (b). Note that each Randles cell is followed by a transimpedance amplifier (TIA) consisting
on an Operational Amplifier with a feedback resistor Rf2, that converts the current IZ provided by
the biocell into a voltage value VZ = −Rf2IZ for its digitization. Block (c) represents the implemented
ΣΔ-ADC -based system that conforms the synchronously digitized impedance extraction; the passive
components values are (R f 1 = 100 kΩ; RΣΔ = 150 kΩ; RC = 4.7 kΩ; CΣΔ = 250 pF), where RC + RSD

corresponds to R1 in Figure 11. This configuration allows calibrate the operation of the ADC (Figure 17)
by setting the voltage value in (A) at the required values through the ΣΔ calibration pin without the
need of deactivating the operation of the cell, thus with minimum waste of time.

Application to Impedance Spectroscopy

The system operation as a frequency response analyzer applied to impedance spectroscopy
has been tested using the characteristic impedance of a biological model based on the bilayer lipid
membrane presented in [28,29] (Figure 19). The associated Randles cell is modeled using three
impedances whose values are: Rm = 434 kW, Cm = 580 nF and Cdl = 340 nF (Figure 17). The resistor Rs

represents the impedance associated to the sensing electrodes, which can vary from negligible values
up to a few MW. In this work, an intermediate value of 500 kW has been selected. The TIA active block
in Figure 17, Block (c) is a MAX4231, and resistor Rf2 = 500 kW to accommodate a full analog voltage
input range of 0 to VDD.

For a normalized amplitude excitation signal with operating frequency fin, the corresponding
output biosensor signal VZ is given by

VZ = −R f2

|Z| sin(ωint + θ) (5)

where Z represents the cell impedance.
The digitized values of the biosensor signal are multiplied in the corresponding microcontroller

core by the respective digital sine and cosine values, and the results are averaged over an integer
number n of signal periods (with n minimum = 5 as pointed in Section 2.3.2), so that:

Re = − R f2

2|Z|cosθ ˆ Im = − R f2

2|Z| sinθ (6)

Note that since each digitization at the ΣΔ-ADC requires a minimum of 212 clock cycles (for a
12-bit resolution), the two mixing and accumulation cycles are performed in real time by computational
resources in the same core. Thus, impedance magnitude and phase shift can be recovered as

|Z| = − R f2

2
√

Re2 + Im2
ˆθ = tan−1

(
Im
Re

)
(7)

The impedance characterization has been performed for 18 frequency values in the 100 mHz to
10 kHz range at 12-bit resolution. Since for each of these measurements an acquisition time of at least 5
signal cycles has been guaranteed, a total time of 100 s is required for the complete characterization
over frequency. Figure 20a shows the impedance magnitude recovery performance compared to the
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ideal values, while Figure 20b presents the phase evolution. Figure 21 shows the impedance magnitude
and phase relative error achieved estimating both values.

Figure 17. Block diagram for a two-channel Frequency Response Analyzer (FRA) using a single core as
signal generator.

 

Figure 18. Two-channel prototype photograph.
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Figure 19. Application example of the proposed FRA system. The bilayer lipid membrane is
characterized by applying a frequency-variable signal and measuring its response, using the proposed
microcontroller device.

(a) 

(b) 

Figure 20. (a) Impedance magnitude recovery for 18 different frequencies in the 100 mHz to 10 kHz
range. Red dots represent the experimental values recovered, dashed line is the ideal impedance value.
(b) Recovered (red dots) phase values and ideal behavior.
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Figure 21. Relative error for estimation of impedance magnitude (black line) and phase (blue line).

4. Discussion

This paper has presented a compact multi-channel FRA-IS instrument that fully relies on a low cost
Propeller multicore microcontroller, accomplishing a complete actuation-detection solution needing
minimum additional external components. The excitation signal for impedance characterization is
generated by a PDM-based generator running on a single core. This module generates up to two pairs
of quadrature signals at a single frequency, so that the number of cells to be characterized at the same
time can be highly extended by using adaptation modules (voltage followers in Figure 14) connected
to the different signal generation ports. In this way, the (bio)impedance characterization processes
can be highly parallelized, as it is demanded by current array-based applications. Signal recovery for
impedance characterization is performed using the rest of available cores in the microcontroller, being
possible to simultaneously acquire up to 7 impedance measurements, one per core. This number can
be proportionally widened by extending the number of microcontrollers where the ΣΔ algorithm is
implemented in the reading process, provided they receive the excitation and sensor output signals.

On the other hand, the proposed architecture allows impedance characterization using different
excitation frequencies for several Randles cells in parallel, just assigning a different generation core
per frequency. In fact, a more general solution could consist on assigning the cores of a Propeller
microcontroller to generate the different frequencies (implementing the corresponding PDM and LPF
per core), while using additional Propeller microcontrollers dedicated to the acquisition and impedance
measurement tasks, implementing the ΣΔ-ADC in each of the processor cores.

Therefore, the proposed EIS system constitutes a fully operative flexible and modular solution,
suitable for multi-channel acquisition while complying the features of portability, and with an
enhanced trade-off between low cost and measurement performance compared to similar devices
in the literature. Reviewing the state-of-art, a direct approach relies on the use of the component
AD5933 or the newer ADuCM350, which shown satisfactory results in different applications [4,11],
but performing one measurement process at a time, and at the cost of the high computing power
required to implement the Discrete Fourier Transform (DFT) compared to the FRA technique. Similarly,
comparable alternative low-cost microcontroller-based EIS architectures [30,31] need more complex
external hardware, providing typically worst resolution while covering a similar frequency range and
for a single channel impedance measurement. Finally, Table 1 compares the implemented analyzer
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performances with those of previous multichannel implementations operating at a similar frequency
range. It can be seen that our proposal achieves better resolution over a wider frequency range.

Table 1. Comparative analysis. EIS: Electrochemical impedance spectroscopy.

Characteristic [28] [23] This Work

Technology 0.5 mm 0.13 mm COTS
Supply voltage 3.0 V 1.2 V 3.3 V

Signal Bandwidth 10 mHz to 100 Hz 100 mHz to 10 kHz 1.1 μHz to 10 kHz
Channels 100 16 7/microcontroller

Waveform Generation External R-2R DAC 2nd Order Δ-DAC by PDM

Generator Resolution N/A 8-bit tuning 14-bit coarse tuning +
32-bit fine tuning

Readout Structure Lock-in IDC DS-MADC 1st order ΣΔADC
Conversion rate 10 kHz 10 kHz 20 kHz

Effective number of bits
(ENOB) 8 bits 9.3 bits 12 bits

THD worst case N/A −44 dB −48.5 dB
EIS max. relative error N/A 8.4% 10%

Therefore, the proposed approach succeeds in reducing instrument dimensions to allow automatic
and in-situ multichannel impedance measurements, while improving the measurement performance
using low-cost commercial components off the shelf (COTS).
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Abstract: Analog CMOS time-delay cells realized by passive components, e.g., lumped LC delay lines,
are inefficient in terms of area for multi-GHz frequencies. All-pass filters considered as active circuits
can, therefore, be the best candidates to approximate time delays. This paper proposes a broadband
first-order voltage-mode all-pass filter as a true-time-delay cell. The proposed true-time-delay cell
is capable of tuning delay, demonstrating its potential capability to be used in different systems,
e.g., RF beam-formers. The proposed filter achieves a flat group delay of over 60 ps with a pole/zero
pair located at 5 GHz. This proposed circuit consumes only 10 mW power from a 1.8-V supply.
To demonstrate the performance of the proposed all-pass filter, simulation results are conducted by
using Virtuoso Cadence in a standard TSMC 180-nm CMOS process.

Keywords: all-pass filter; CMOS; time delay; broadband; true-time-delay

1. Introduction

All-pass filters as delay cells have a variety of applications in signal processing and communication
systems, like equalizers and analog/RF beam-formers [1–6]. In these circuits, the amplitude of the
input signal is constant over the desired frequency band, while creating a frequency-dependent delay.
There are several reported approaches to approximately realize delay, such as transmission lines and
lumped LC delay lines [7,8], which are passive components and, thus, are area inefficient, and also
phase shifters for narrow-band frequencies [9–14]. Apart from these circuits, an active RF all-pass filter
can be the best option to approximate delay due to its size and delay to area ratio [15,16].

There are many voltage-mode all-pass filters reported over the last one decade, which operate
in broadband frequencies and have different applications [15–21]. In some applications,
e.g., RF beam-forming, delay stages as delay cells are normally realized by cascading first-order
all-pass filters in order to achieve a desired delay [15–17]. However, there are just a few first-order
voltage-mode all-pass filters for wide frequency ranges in the literature [15–17,22]. This is because these
analog circuits should possess important specifications like wide bandwidth, efficient area, low cost,
and power consumption, and high delay amount to be considered as practical and efficient systems.
Furthermore, recent circuits have been taking advantage of tunability, since it is one of the key features
of signal processing and communication systems [15,16,18,23].

A broadband first-order voltage-mode all-pass filter as a true-time-delay cell is introduced in this
paper. The proposed all-pass filter is comprised of two transistors, two resistors, and one grounded
inductor. This circuit demonstrates a large amount of delay in a single delay cell through a wide
frequency band. The amount of delay can be controlled within the frequency range of interest.
Moreover, circuit optimization is carried out to increase the operating frequency and improve the
performance of the filter, in particular, in high frequencies.
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The structure of this paper is as follows: Section 2 describes the structure of proposed all-pass
filter and provides theoretical analyses. In Section 3, circuit optimization technique and tunability are
presented, and also the parasitic effects of the proposed filter are evaluated. Section 4 provides results
and ultimately a discussion is provided in Section 5.

2. Proposed First-Order All-Pass Filter

Figure 1 shows the block level of the first-order voltage-mode all-pass filter. As shown, a first-order
all-pass filter can be approximated by the combination of two sections: a low-pass section with a DC
gain of 2 and a unity gain section [24]. Therefore, its ideal transfer function is given as:

H(s) = e−sτ ≈ −2
1 + s(τ/2)

+ 1 = −1− s(τ/2)
1 + s(τ/2)

, (1)

where τ is the time delay. Ideally, the gain of the transfer function is 1 and its phase is linear versus
the frequency.

Figure 1. Block diagram of the first-order all-pass filter.

Figure 2 illustrates the block diagram and schematic of the proposed broadband first-order
voltage-mode all-pass filter. In this filter, transistor M1, inductor L, and resistor RL form the low-pass
part, while transistor M2 and resistor RL comprise the unity-gain part. In other words, M1 and M2 are,
respectively, common-source (CS) and common-gate (CG) configurations to convert the input voltage
signal into current. At the output node, the drain currents of M1 and M2 are subtracted to realize
an all-pass function. Then, the output signal will be converted back to voltage by the load resistor RL.

        
Figure 2. (a) Block diagram and (b) schematic of the proposed first-order all-pass filter.

466



Electronics 2019, 8, 16

Ignoring the parasitics of the transistors (the parasitic effects will be assessed in Section 3) for
simplicity, the transfer function of the proposed first-order all-pass filter can be determined by:

Vout

Vin
(s) = − gm1RL

1 + sLgm1
+ gm2RL = −RL(gm1 − gm2)·

1− sL gm1gm2
gm1−gm2

1 + sLgm1
, (2)

where gm1 and gm2 are the transconductances of M1 and M2, respectively. If gm1 = 2gm2 and gm2RL = 1,
an all-pass structure will be realized with the same frequency of the left-plane pole and right-plane
zero, resulting in twice the phase and group delay responses of an all-pass circuit. As a consequence,
the transfer function in (2) can be simplified as:

Vout

Vin
(s) = −1− sLgm1

1 + sLgm1
. (3)

The pole/zero frequency and phase response of the first-order all-pass filter can be given as:

∣∣ωp,z
∣∣ = 1

Lgm1
, (4)

φ(ω) = −2tan−1(ωLgm1), (5)

respectively, and, thus, group delay response is expressed by:

D(ω) = −∂φ(ω)

∂ω
= 2Lgm1· 1

1 + (ωLgm1)
2 , (6)

where ω is the angular frequency related to the frequency f through ω = 2π f . The group delay is
approximately equal to 2Lgm1 at low frequencies. However, this group delay is practically affected by
parasitic inductances stemmed from, e.g., bonding wire and PCB and, thus, its value will be increased.
The input impedance of the proposed all-pass filter can be simply approximated by considering the
Miller effect on the parasitic capacitances of the transistor M1 plus Cgs2 given as:

Cin ≈
(

Cgs1 + Cgd1

)
(3 + sLgm1)

1 + sLgm1
+ Cgs2, (7)

which its value affects the next delay stage for cascading purposes.

3. Circuit Optimization and Tunability

In order to contribute to the linearity and increase the operating frequency of the proposed
all-pass filter, a variable resistor (Rd) is added to the unity-gain path as shown in Figure 3. In this case,
a discrete tuning of delay can be carried out by changing the value of Rd and the bias voltage of M2

as well, which adjusts gm2. The Rd can be implemented by a switched resistors bank which can be
implemented by CMOS transistors, with great ease.

The transfer function of the CG transistor of M2 (the part inside the dotted box) is, therefore,
given as:

HCG(s) =
gm2RL

1 + sCgd2(RL + Rd)
. (8)

Its value for low and high frequencies is HCG,LF ≈ gm2RL and HCG,HF ≈ gm2RL/Cgd2(RL + Rd),
respectively. Hence, the Rd will affect the frequency response of the proposed filter at higher
frequencies. Note that gm2RL (i.e., the unity gain section) is no longer equal to 1 at high frequencies,
but via varying the bias voltage of M2, gm2 changes and, therefore, the two conditions gm1 = 2gm2 and
gm2RL = 1 will be satisfied.
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Figure 3. The optimization and tunability technique.

Non-Ideality Analysis

To analyze accurately the performance of the proposed all-pass filter in Figure 3 at high frequencies,
the finite output impedances (gds) and parasitic capacitances (Cgs and Cgd) of the transistors M1 and
M2 should be considered. Therefore, the transfer function in (2) can be rewritten as:

Vout

Vin
(s)

≈ −
RL(gm1 − gds1)− s

(
Lgm1gds1RL + Cgd1RL

)
sL(gm1 + gds1)

[
1 + gds1RL + RL

(
gds1 + sCgd1

)]
+ 1 + RL

(
gds1 + sCgd1

)
+

RL(gm2 + gds2)

sCgd2(RL + Rd) + 1 + gds2(RL + Rd)
.

(9)

If gm1,2 � gds1,2, gds1,2RL � 1, and gds2Rd � 1, the transfer function in Equation (9) can be
simplified as:

Vout

Vin
(s) = −

gm1RL

(
1− s

Lgm1gds1+Cgd1
gm1

)
(

1 + sCgd1RL

)
(1 + sLgm1)

+
gm2RL

1 + sCgd2(RL + Rd)
, (10)

which includes additional parasitic poles and zero. These parasitic high-frequency poles stemmed
from Cgd1 and Cgd2, which are located at 1/Cgd1RL and 1/Cgd2(RL + Rd) respectively, are far beyond
the dominant pole in Equation (4) since the values of RL and Rd are small. Moreover, the additional
right-plane zero (gm1/Lgm1gds1 + Cgd1) is located at considerably higher frequencies, as well.

Additionally, small-signal analysis conducted on the proposed all-pass circuit indicates that the
third parasitic pole stemmed from Cgs1 will be located at:

ωp3 = −

[
gm1

(
1 +

√
1− 4Cgs1

Lg2
m1

)]
2Cgs1

≈ − gm1

Cgs1
, (11)

which is far beyond the dominant pole in Equation (4). It can be noted that the order of the
proposed circuit will increase and convert to the second one if the absolute value of Cgs1, which is
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process-dependent, is large enough. Consequently, choosing an appropriate CMOS process can reduce
the effect of the Cgs1 on the frequency response of the circuit.

4. Results

The proposed first-order all-pass filter is designed in a standard 180-nm TSMC CMOS process
and results are obtained using Virtuoso Cadence. The proposed all-pass filter is simulated without and
with the Rd. The power consumption of the proposed broadband true-time-delay cell is only 10 mW
from a 1.8-V supply voltage.

Figure 4 shows the gain and phase responses of the proposed filter under different values of
the Rd. As it can be observed, the gain of the proposed filter without the Rd (i.e., Rd = 0 Ω) is almost
−0.5 dB due to the existence of the parasitic capacitors and finite output impedances of the transistors.
Furthermore, the proposed filter does not achieve desired (flat) gain responses at higher frequencies,
whereas by varying the value of the Rd, better gain responses are proved at these frequencies. As seen,
the pole/zero frequency of the proposed circuit with Rd = 120 Ω is 5 GHz (i.e., the point where
phase is 90◦), indicating a 14% bandwidth improvement compared to once Rd = 0 Ω (i.e., 4.4 GHz).

 
Figure 4. Simulated results for (a) gain response and (b) phase response of the proposed first-order
all-pass filter under different values of the Rd.

The group delay responses of the proposed all-pass filter for different values of the Rd are shown
in Figure 5. As it can be seen, the delay can be controlled by varying the Rd. The group delay is
equal to about 59 ps, when Rd = 120 Ω. This group delay value is very close to the theoretical one in
Equation (6), with an error of around 11%.

Figure 5. Simulated group delay responses of the proposed first-order all-pass filter under different
values of the Rd.
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In Figure 6, the input-referred noise response of the all-pass filter is shown when Rd = 120 Ω.
The input-referred noise value is approximately 2.36 nV/sqrt (Hz) by the frequency of 1 GHz. Figure 7
shows the noise figure of the proposed all-pass filter with Rd = 120 Ω, which is <15 dB over the
frequency band. The input-referred 1-dB compression point (P1dB) and input-referred third-order
intercept point (IIP3) responses of the first-order all-pass filter with Rd = 120 Ω are shown in Figure 8.
The input-referred P1dB and IIP3 are −1.9 dBm and 16.6 dBm at 2.5 GHz, respectively.

Figure 6. Simulated input-referred noise response of the proposed first-order all-pass filter.

Figure 7. Simulated noise figure response of the proposed first-order all-pass filter.

Figure 8. Simulated input-referred P1dB and input-referred IIP3 responses of the proposed first-order
all-pass filter.

Since the amount of group delay is affected by the mismatch and is basically process, voltage,
and temperature (PVT) dependent, we should therefore consider the effect of these variations on
the proposed true-time-delay cell. Figure 9 illustrates Monte Carlo simulation results, which are
performed with a Gaussian distribution and 100 iterations, when Rd = 120 Ω. As it can be seen,
the difference between group delay responses due to the mismatch is very small. Although the gain,
P1dB, and IIP3 will be affected by the mismatch, these variations can be minimized by changing the
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bias voltage of M2. The group delay responses of the proposed filter with Rd = 120 Ω for different
supply voltages and temperatures are shown in Figure 10. The delay degrades by 15% because of the
temperature variations.

Figure 9. Monte Carlo simulation results for (a) gain response and (b) group delay response of the
proposed first-order all-pass filter.

 

Figure 10. Simulated group delay responses of the proposed first-order all-pass filter for (a) different
supply voltages and (b) different temperatures.

A comparison between recently reported voltage/current all-pass filters and the proposed
true-time-delay cell is presented in Table 1. Comparing the results of the first-order voltage-mode
all-pass filters, the proposed filter has improved the frequency range compared to the filter in [15].
Moreover, the power consumption and delay tuning can be highlighted and compared with the filter
in [22], in which the delay could not be tuned.
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Table 1. Performance summary and comparison between broadband all-pass filters.

Reference Technology Mode Order
Frequency

(GHz)
Max. Delay

(ps)
P1dB

(dBm)
IIP3

(dBm)
Power

(mW/V)

[15] 140-nm CMOS Voltage 1st 1–2.5 61 1 N/A N/A 10 2/1.5
[19] SiGe2RF HBT Voltage 2nd 3–10 75 −1 N/A 38.8/2.5
[20] 130-nm CMOS Voltage 2nd 6 55 −5.5 2 18.5/1.5
[22] 130-nm CMOS Voltage 1st 9 49 3 −2 8.5 20.4/1.5
[25] 130-nm CMOS Current 1st 0.3–5.1 82 N/A N/A 6.15/1.5
[26] 180-nm CMOS Voltage 2nd 3–12 8.5 14.6 22.6 12/1.8

This work 180-nm CMOS Voltage 1st 5 59 4 −1.9 16.6 10/1.8
1 A maximum delay of 550 ps was achieved by three fine and six coarse delays. 2 A maximum power of 90 mW was
consumed by three fine and six coarse delays. 3 Pre-layout group delay of 33 ps expected for the filter. 4 Simulated
group delay value can be increased by varying the value of variable resistor in the proposed filter.

5. Discussion

Compared to the bulky LC delay lines, active filters can be good alternatives to approximate
delays as these filters occupy smaller area. This paper presents a broadband first-order voltage-mode
all-pass filter as an active circuit. Via an optimization technique, 14% bandwidth extension is achieved.
The proposed first-order all-pass filter demonstrates a flat group delay of approximately 60ps through
a bandwidth of 5 GHz, while consuming merely 10 mW power. Unlike the active all-pass filter in [22],
the proposed filter has a DC-gain of 1 in its voltage transfer function and consequently there is no
need for the gain adjustment via additional circuits or components. Furthermore, the proposed circuit
proves a frequency range wider than that of the reported active filter in [15] (pre-layout pole frequency
of 2.63 GHz), however at a larger area. The proposed all-pass filter is almost linear and achieves the
input-referred P1dB of −1.9 dBm and the input-referred IIP3 of 16.6 dBm. We will employ the proposed
all-pass filter-based true-time-delay cell in analog RF beam-forming antennas for communication
applications in our future work (see Figure 11). In timed-array receivers, tunable true-time-delay cells
are exploited to align broadband signals received from a particular direction (θ).

Figure 11. Block diagram of an N-element timed-array receiver.
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Abstract: This paper demonstrates a high-speed, low-noise dynamic comparator, employing
self-calibration. The proposed dual-sided, fully-dynamic offset calibration is able to reduce the
input-referred offset voltage by a factor of ten compared to the uncalibrated value without any speed
or noise penalty and with less than 5% power overhead. Moreover, the implemented multi-stage
topology significantly advances the state-of-the-art comparator performance, achieving the highest
reported operating frequency, as well as the lowest delay slope and sensitivity to supply and common
mode variations compared to existing works, with similar energy/comparison. This makes the
proposed self-calibrating comparator an ideal candidate for high resolution (>10 b) multi-GHz
Analog-to-Digital Converters (ADCs). The 28 nm bulk CMOS prototype measures an input-referred
noise and calibrated offset of 0.82 mV and 0.99 mV, respectively clocked at 11 GHz, consuming only
0.89 mW from a 1 V supply, for an area of 0.00054 mm2, including calibration.

Keywords: CMOS; dynamic comparator; offset calibration; high speed; low noise; low power; ADC

1. Introduction

Comparators are omnipresent building blocks in mixed-signal systems. Applications such as
memories [1–3], data receivers [4–6], and Analog-to-Digital Converters (ADCs) [7–9] necessitate
high speed, low noise/offset, yet power- and area-efficient designs. Their role in ADCs (Successive
Approximation Register (SAR), flash, pipeline) (Figure 1) is of special importance, since they need to
accurately translate small analog signals into digital information. Therefore, their noise, offset, and
speed dictate the overall ADC performance.

Dynamic latch-type comparators [10–14] have become very attractive due to their fast regeneration
time, enabled by strong positive feedback, and their zero static current consumption. Owing to their
highly digital nature, these comparators are able to scale excellently into deep-submicron nodes.
To maximize speed for minimal power, small transistor sizes with minimum parasitic loading on the
critical nodes are preferred, but they come at the cost of a significantly increased offset [15,16].

One straightforward approach is to add amplification stages prior to the latch to suppress the offset
voltage referred at the input [17]. This comes at the expense of increased power consumption due to
the high gain and wide bandwidth requirements of these amplifiers. Alternatively, offset compensation
schemes have been presented, in the form of adding digitally-controllable capacitors at the comparator
outputs [18–20]. Further, several charge-pump implementations with extra logic and biasing
voltages [21–23] have been proposed. However, all these approaches degrade the comparator and its
calibration loop speed, increase design complexity and area, and limit robustness.

Electronics 2019, 8, 13; doi:10.3390/electronics8010013 www.mdpi.com/journal/electronics475
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SAR Logic

DACT&H

IN

IN

Vos

DOUT

Figure 1. Top-level SAR ADC block diagram with its Track-and-Hold (T&H), DAC, comparator and
SAR logic. A low-offset (VOS), low-noise, and high-speed comparator determines the total performance
and the accuracy on the output data (DOUT).

In this work, a dynamic self-calibration loop is proposed, able to reduce the comparator
input-referred offset by a factor of ten. Its accuracy is limited only by the comparator noise,
while its short critical path ensures no speed degradation. Finally, its compact size barely loads
the comparator output. The loop’s dual-sided implementation greatly enhances the calibration range,
while its highly digital nature makes it readily scalable into deep-submicron nodes. Combined with
a multi-stage, high-speed, low-noise dynamic comparator, >10 GHz operation is demonstrated
with <1 mV input-referred noise (10 b accuracy), rendering it a perfect candidate for multi-GHz,
high-resolution ADCs.

This paper is organized as follows. Section 2 describes the concept of the proposed dynamic
comparator calibration. Section 3 discusses the circuit level implementation of the calibration and the
comparator topology, supported by simulation data. Section 4 summarizes the measurement results
along with a state-of-the-art comparison. Finally, Section 5 draws the conclusions of this work.

2. Dynamic Offset Calibration

The top-level architecture of the proposed offset calibration principle and its timing diagram are
illustrated in Figure 2. The loop comprises a clocked comparator, two switched-capacitor calibration
units (one for each side), and two offset compensating devices MSP-MSN. The calibration is performed
simultaneously on both sides of the comparator (dual-sided), which maximizes the calibration range.

During calibration mode (CAL_EN is high), the common-mode voltage VCM is applied to both
comparator inputs. For a positive offset voltage VOS, the differential comparator output will be positive.
The output sign is sensed by the two calibration units, which start subtracting charge from CCALN and
adding charge to CCALP, forcing nodes CALP/CALN to move in opposite directions to cancel this
offset. When their difference reaches a certain value aVOS, with a >1 depending on the size ratio of
MSP/MSN and the input transistors (see Section 3.2), the comparator differential output changes sign
alternately. This means that the offset has been compensated, and the comparator now sees an input
difference dictated only by noise. During conversion mode (CAL_EN is low), CCALP/CCALN store the
offset value, allowing the comparator to operate with canceled offset and decide correctly down to the
noise level.

The comparator with the proposed calibration circuit can be easily incorporated in an ADC,
where the already available periodic sampling clock can be used as CAL_EN, avoiding extra circuitry
to generate that signal. Upon starting up the ADC, the calibration gradually corrects the comparator
offset in multiple sampling cycles, by moving small packets of charge in each cycle until the required
CALP/CALN difference is reached. This allows the offset calibration to run continuously in the

476



Electronics 2019, 8, 13

background, tracking supply noise, which can affect the input-referred offset, offering a true dynamic
cancellation, while not interfering with the ADC operation.
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Figure 2. Top-level illustration of the proposed calibration (top) with its conceptual timing
sequence (bottom).

3. Circuit Realization

3.1. Dynamic Self-Calibrating Loop

The single-ended version transistor-level implementation of the fully-differential self-calibration
unit is shown in Figure 3. The unit consists of only eight switches plus one inverter. To eliminate the
loading at the comparator output, all devices are minimum sized, while the fully-dynamic structure
minimizes power overhead. Further, the delay between the comparator output and CALP/CALN
is kept to a minimum of two transistors, such that the calibration loop does not impose a limitation
on the total comparator speed. Unlike [21–23], there is no need for extra biasing circuitry to set the
common-mode voltage on CALP/CALN. Here, it is gradually approaching the value set by proper
sizing of the switches’ on-resistance.
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Figure 3. Transistor-level implementation of the self-calibration unit (single-ended shown
for simplicity).
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Charge is re-distributed between one of the internal capacitors CINT and CCALP and the amount of
charge moved (calibration step) is controlled by the ratio of these capacitors and the time the calibration
loop has available in each cycle, resulting in a wide compensation range. To reduce leakage on CCALP,
this capacitor has been constructed strictly as a Metal-Oxide-Metal (MOM) capacitor. Furthermore,
ultrahigh VTH transistors are employed at the expense of more cycles required to compensate a
certain offset value. In this way, the calibration step in each cycle is traded-off with the number of
cycles. This is never a problem when testing an ADC, since there is always an allocated start-up time,
after which useful data are collected and processed. The ultimate accuracy limitation of the proposed
calibration technique is the comparator sensitivity to various conditions (VDD and/or VCM). Therefore,
a high-speed, low-noise, and low-input sensitivity comparator is needed to yield optimal results.

3.2. Comparator Core

The schematic of the comparator circuit where the proposed calibration is employed is shown
in Figure 4. The comparator core incorporates a first amplification stage followed by a second
amplifier/half latch and the final latch, in a fully-dynamic structure for low power operation [24].
The multi-stage configuration allows for a more orthogonal optimization of each stage for various
trade-offs, which allows the comparator to simultaneously achieve both high speed and low noise.
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Figure 4. Comparator core with the extra offset compensating pair.

The required offset calibration pair MSP/MSN is connected in parallel to the main input pair
M1P-M1N. The differential gate voltage of the extra pair is varied in the opposite direction to that of the
main pair, in order to reverse the offset. This additional input pair leaks the charge from XP/XN without
integration, which deteriorates the comparator noise performance. Therefore, the dimensioning of the
offset canceling pair is an important trade-off in terms of noise and calibration range. Larger transistors
result in a larger calibration range, but also larger charge leakage/noise. In this design, the sizes
of MSP/MSN are chosen to be eight-times smaller than the main input pair M1P/M1N, to minimize
the charge leakage, thus the noise degradation. This translates to a maximum of 125 mV offset
compensation range (aVOS = 1 V in Section 2) for a common-mode voltage of 0.5 V, which is large
enough to allow a low-power and high-speed comparator design.

The implemented self-calibrating comparator performance in terms of delay and noise has been
characterized with extracted simulations and compared to the comparators from [10,11,25,26], scaled to
28 nm (Figure 5). For the comparator delay, the Overdrive Recovery Test (ORT) [27,28] has been used,
while the noise has been characterized with both pss + pnoise and transient simulations. The operating
conditions were VDD = 1.0 V and VCM = 0.5 V. The proposed design achieved more than 20% faster
regeneration time for small inputs due to the increased gain in the signal path and showed a lower
input dependency for a wide range of voltages compared to [10,11,25,26] (Figure 5a). To achieve
similar regeneration times, the tail, as well as the latching transistors of the works in [10,11,25,26] had
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to be upscaled, whose combined contribution increased the total input-referred noise by more than
15% with respect to this design, as shown in Figure 5b.
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Figure 5. Simulated delay versusΔVIN for the same offset/noise (a) and cumulative noise distribution
for similar delay (b) for [10,11,25,26] and the proposed design.

The offset for the three circuits with similar regeneration times has also been characterized
through Monte Carlo simulations on 100 samples (Figure 6). A servo-loop has been used, which senses
the comparator output and feeds back to the input the opposite offset value until the comparator
goes into a metastable state. For the designed VCM of 0.5 V, the 1-σ raw value for both [10,11,25,26]
was larger than 11 mV, while it was 9.8 mV for the proposed design (Figure 6a). After enabling the
proposed calibration, the offset was improved to 0.69 mV, set by the designed CINT/CCAL ratio and
noise, without compromising the rest of the specifications.

To show the effectiveness of the calibration for different common mode conditions, the comparator
VCM was varied between 0.4 V (Figure 6b) and 0.6 V (Figure 6c). It is seen that the accuracy of the
calibration loop remained functional for a wide range of common mode voltages, dictated only by the
comparator noise.
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Figure 6. Simulated offset distribution for a VCM of 0.5 V (a), 0.4 V (b), and 0.6 V (c); for [10,11,25,26]
and the proposed design.

4. Experimental Results

4.1. Measurement Setup

The measurement setup used to evaluate the comparator performance is shown in Figure 7. A low
phase noise signal source (Agilent E8257D) was used to generate the up to 11 GHz sinusoidal clock
signal. This signal was converted into to a square pulse through on-chip CML + CMOS circuitry.
An identical signal source was employed to generate the comparator input signal. Both input and clock
signals were converted into differential signals by two identical wideband hybrids and AC-coupled to
the chip through custom-designed bias-tees and phase-matched cables. A dual-channel source-meter
was used to bias the differential comparator input, for easier noise and offset extraction.

The signal generators were locked together and with a 63 GHz bandwidth scope (DSOZ634A),
serving as a data analyzer, which captured the differential output at full speed. The captured data were
then processed on a PC in MATLAB. First, the comparator noise was characterized by observing the
data, while the raw offset was subtracted from the comparator by applying different DC voltages from
the source-meter. After noise characterization, the calibration loop was enabled and the calibrated
comparator offset, as well as speed were evaluated.

The required supply and bias voltages for the different chip domains were generated with
dedicated low-noise Low-Dropout Regulators (LDOs) on a custom bias board and provided to the
chip after sufficient low-pass filtering.
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Figure 7. Measurement setup of the proposed self-calibrating comparator. LDO, Low-Dropout Regulator.

4.2. Measurement Results

The prototype self-calibrating comparator was realized in a single-poly ten-metal (1P10M) 28 nm
bulk CMOS process and occupied an area of 35.5 × 15.2 μm2 (Figure 8). Most of the area was taken up
by CCALP/CCALN, which is insignificant when used in an ADC. The measured power consumption
of 0.89 mW at 1 V and 11 GHz clock frequency (FCLK) partitions into 0.87 mW for the comparator core
and only 0.02 mW for the calibration logic, less than 5% overhead.

Figure 9 illustrates the measured input noise versus ΔVIN when varying VDD (top) and VCM

(bottom), respectively, at 11 GHz. The noise was extracted by counting the percentage of positive
decisions with increasing the differential input voltage, having first subtracted the comparator offset.
The calibration loop was disabled for this measurement. The comparator measured a 1-σ noise voltage
of 0.82 mVrms for VDD = 1 V and VCM = 0.5 V, which varied by only 0.13/−0.14 mV when VDD changed
from 0.9 V to 1.1 V and −0.19/0.18 mV when VCM changed from 0.4 V to 0.6 V.

The offset voltage of the comparator was measured across 15 chips operating at 11 GHz with
VCM = 0.5 V for the maximum compensation range (see Section 3.2), as shown in Figure 10. The offset
was extracted by sweeping the input voltage of the comparator until the ratio of zeroes and ones
was ∼50%. For the raw offset value, the calibration loop was disabled, while for the compensated
value, the calibration was activated prior to collecting the data. Thanks to the proposed dual-sided
calibration technique, the offset voltage was drastically reduced to 0.99 mV from the uncalibrated
10.3 mV (>10× improvement), without compromising the comparator speed, verifying its smooth
integration in single- or multi-comparator ADCs. As expected, the calibration accuracy was ultimately
limited by the comparator noise, which also matched nicely with the simulated results.

The maximum speed of the comparator for small inputs, close to the noise level, was characterized
by observing the frequency above which increased differential input was required to preserve correct
digital outputs. An eye diagram is shown in Figure 11 for an FCLK of 11 GHz and a coherent Nyquist
sinusoidal input frequency of 5.46 GHz (= (8133/16,384) × 11 GHz), such that the comparator can
capture any input voltage value over the full-scale range. With this setup, no metastability errors were
detected for voltages outside the comparator noise levels, measured over one million time samples.
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Figure 8. Die photo of the 28 nm self-calibrating comparator with a layout view of the comparator core.
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Figure 9. Measured cumulative noise distribution versus differential input at 11 GHz for varying VDD

(top) and varying VCM (bottom).
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Figure 10. Measured raw and calibrated comparator offset voltage with the proposed calibration at
11 GHz.
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Figure 11. Eye diagram of the comparator output at 11 GHz for a coherent Nyquist input frequency.

This work compares favorably with state-of-the-art comparators, summarized in Table 1.
This design achieved the highest reported operating frequency and the lowest delay slope, as well
as the smallest sensitivity to VDD and VCM variations, compared to previously-measured published
works. It also exhibited a very low input-referred noise and calibrated offset with state-of-the-art
energy/comparison, demonstrating the effectiveness of the proposed calibration technique and its
nearly zero overhead.

Table 1. Performance summary and comparison with state-of-the-art comparators.

This Work [11] [21] [29] [30] [31] [22]

Technology (nm) 28 nm 90 nm 90 nm 65 nm 65 nm 65 nm 65 nm
Supply (V) 1.0 1.2 1.2 1.2 1.0 1.2 1.2

Delay/log(ΔVIN) 12 ps/dec 44 ps/dec 24 ps/dec 20 ps/dec N.A. N.A. 16 ps/dec
Maximum FCLK (GHz) 11.0 2.0 1.0 7.0 7.2 4.0 1.5

Input-referred noise (mV) 0.82 1.5 1.0 15.0 200.0 50.0 0.32
Sensitivity to VDD (mV) +0.13/−0.14 N.A. N.A. N.A. N.A. N.A. N.A.
Sensitivity to VCM (mV) −0.19/+0.18 N.A. −0.2/+0.2 N.A. N.A. N.A. N.A.
Uncalibrated offset (mV) 10.3 13.0 13.7 22.0 N.A. N.A. 11.6

Calibrated offset (mV) 0.99 13.0 1.69 22.0 N.A. 3.0 0.53
Energy/comparison (fJ) 81 113 40 185 63 114 61
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5. Conclusions

A high-speed, low-noise dynamic comparator with a dual-sided self-calibrating loop has
been presented. The proposed dynamic calibration tremendously reduces the input offset by 10×,
limited only by the comparator noise, without compromising its speed or significantly increasing
its power. Combined with the implemented multi-stage comparator to enable better optimization
between various trade-offs, the highest reported maximum frequency of 11 GHz is realized with only
0.82 mV and 0.99 mV input noise and offset, respectively, consuming only 0.89 mW from a 1 V supply.
The prototype occupies a total area of only 0.00054 mm2. In summary, the proposed circuit is an ideal
candidate for any high speed, low noise/offset, power-/area-efficient mixed-signal system and can
be adapted to any comparator structure. Moreover, its fully-dynamic implementation ensures 100%
drawback-free scalability to lower technology nodes.

Future research will involve realizing a faster and lower noise comparator circuit to incorporate
the proposed calibration loop. Finally, more transistor stacking will be employed in the circuit of
Figure 3 to realize a finer calibration step and reduce the leakage on CALP/CALN without increasing
CCALP/CCALN.
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Abstract: A highly linear fully self-biased class AB current buffer designed in a standard 0.18 μm
CMOS process with 1.8 V power supply is presented in this paper. It is a simple structure that, with a
static power consumption of 48 μW, features an input resistance as low as 89 Ω, high accuracy in the
input–output current ratio and total harmonic distortion (THD) figures lower than −60 dB at 30 μA
amplitude signal and 1 kHz frequency. Robustness was proved through Monte Carlo and corner
simulations, and finally validated through experimental measurements, showing that the proposed
configuration is a suitable choice for high performance low voltage low power applications.

Keywords: class AB operation; CMOS; current mirror; current buffer; quasi floating gate; low power

1. Introduction

Current mirrors are required not only to generate and replicate bias currents, but also as core
cells in many analog and mixed signal applications: current conveyors, current feedback operational
amplifiers or current-mode filters, among others, are based on this basic current processing block [1–9].
Unfortunately, the power consumption of current-mode circuits proportionally increases as the number
of active branches where the current is replicated increases. This limitation, critical for the current
low-voltage low-power IC design scenario set by the driving portable market, can be circumvented
through class AB operation, which makes it possible to dynamically handle current levels higher than
the quiescent bias current [10–14]. Furthermore, self-biasing may be used to establish the DC current
in the circuit without any additional bias circuitry in order to optimize the power consumption [15].

The goal of this work is to accomplish a reliable fully self-biased class AB current buffer
design. It relies on an active input to attain very low input impedance and high linearity, which
is further increased by the coupling of the input and output branches through a single transistor.
Preliminary results from a not fully self-biased implementation, i.e., requiring extra bias generation
for the cascode transistors and the input amplifier, are presented in [16]. This paper presents the
complete fully self-biased design, providing more insight into the operation principle and the actual
implementation of the required amplifier and the corresponding compensation network, considering
both a single-stage and a two-stage differential amplifier. Simulations including process variations and
mismatch effects, as well as experimental results, validate the reliability of the proposed approach.

The circuit was characterized and compared with two other widely used class AB buffers designed
with the same technology, same power supply and for the same input current range. The first is a
quasi-floating gate current buffer (QFG-CB) and the second is a current-conveyor based current buffer
(CC-CB). These topologies were chosen for their class AB operation as well as for their ability to keep
the input node at a constant DC input voltage Vdc (virtual ground), as the proposed circuit does. This is
a desirable characteristic in many cases, and becomes essential in some particular configurations
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based on MOS current dividers [17–19]. A particular case where this feature is exploited is the
sign circuit required within the neuron of an analog neural system used to calibrate sensors [20,21]
(see Figure 1). This sign circuit is required to determine the direction of the current flowing through a
multiplier, thus allowing both positive and negative synaptic weights [22]. This particular application
motivated the design of the proposed self-biased buffer configuration, with the key requirements of
providing the highest possible accuracy and linearity response with a reduced power consumption
and a compact size.

∑ f(x)∑ f(f(ff(f(f((x(x(x)x))

Figure 1. Neuron configuration implemented within the neural network-based microelectronic circuit
for sensor calibration.

The paper is organized as follows: Section 2 presents the operation principle of the proposed
buffer. The differential amplifiers and the compensation techniques used to ensure the buffer stability
are also presented in this section. In Section 3, the current buffer is thoroughly characterized for
both a single-stage and a two-stage amplifier as active input components to show the corresponding
trade-offs. A comparison with two other widely used class AB current buffers with a well defined
input voltage is also made. Measurement results of the integrated current buffer prototype and a
comparison with other integrated circuits are presented in Section 4 and, finally, conclusions are drawn
in Section 5.

2. Proposed Self-Biased Current-Buffer

The proposed self-biased current buffer (SB-CB) is shown in Figure 2. A Differential Amplifier
(DA) sets the input voltage at Vdc and establishes a virtual ground at this node. The quasi-floating
gate (QFG) approach is used to achieve class AB operation [23–30], since this technique requires no
additional current and adds minimum hardware penalty, leading to a power efficient and compact
solution. In static conditions, the bias current IBias is determined by the dimensions of the PMOS
(P-type metal-oxide-semiconductor) transistors Mp1 and Mp2, which are diode-connected and equally
sized. Therefore, the same current flows through each NMOS (N-type metal-oxide-semiconductor)
transistor Mn1 and Mn2, whereas M1 sinks twice the bias current.

Under dynamic conditions, the PMOS transistors act as dynamic current sources. If the input
current flows out of the buffer, the current flowing through Mn1 and Mn2 decreases and so does the
tail current in transistor M1. Due to the RC coupling formed by capacitance C and resistances Rlarge,
the gate voltage of Mp1 and Mp2 drops and their current driving capability increases. Hence, the bias
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current of the buffer is lower than the input current that can be handled. Neglecting channel-length
modulation, the current transfer function is given by:

Iout

Iin
=

(gmn1 + gmn2)gmp2 + Adgm1 gmn2

(gmn1 + gmn2)gmp1 + Adgm1 gmn1

(1)

where Ad is the gain of the differential amplifier and gmi is the transconductance of transistor Mi.
If a unity current gain, i.e., a current buffer, is required, the transconductance ratios gmp2 /gmp1 and
gmn2 /gmn1 must both be equal to 1.

Vdd

Mcp1

Mp1

Mcp2

Mp2

Iout

Iin

BiasN

C

BiasP

Mn1 Mn2

M1

R_largeR_large

−+

Vdc

mb1

mb2 mb3

mb4

Self-bias scheme

IBiasIBias

DA

Figure 2. Proposed Self-Biased Current Buffer (SB-CB).

The input resistance Rin is the parallel of the equivalent resistance RinP seen from the input to
VDD, and the equivalent RinN seen from the input to ground:

RinP =
gmcp1 rocp1 rop1

1 + gmp1 rocp1(gmcp1 rop1 − 1)
(2)

RinN =
2ron1

1 + Adgm1 ron1

(3)

Rin = RinP||RinN ≈ 2
2gmp1 + Adgm1

(4)

As expected, Rin can be reduced by increasing the differential amplifier gain Ad. The output
resistance Rout is given by:

Rout =
2

gmp1

||
(

2ron1 +
1

gm1

)
≈ 2

gmp1

(5)

Rout is dominated by the equivalent resistance of the diode connection of transistor Mp1, so it may
be lower than in other current buffer implementations. However, as shown below, a 2.4 MΩ output
resistance was achieved in our design, which is still suitable for many applications.

The proposed SB-CB was designed in a standard 0.18 μm CMOS process with 1.8 V supply
voltage. The transistor sizes are shown in Table 1. The channel length is L ≥ 1 μm in all cases in order
to reduce mismatch effects. The sizes were chosen so the buffer would be able to handle input currents
up to 15 μA amplitude with a nominal bias current IBias = 8 μA. The coupling Metal-Insulator-Metal
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(MIM) capacitor has a value C = 1 pF. The resistances Rlarge were implemented with minimum-size
diode-connected MOS transistors in the cutoff region [31], as they do not need to have a precise value as
long as the cutoff frequency fc = 1/[2πRlargeC] is lower than the signal frequency. Cascode transistors
improve the accuracy in the current copy, and the self-bias scheme shown in Figure 2 was used to
establish the required BiasP and BiasN voltages [32]. Finally, an NMOS transistor not shown in the
figure was connected to the input node as start-up circuit.

Table 1. Transistors aspect ratios for the proposed buffer.

Transistor W/L (μm/μm)

Mp1, Mp2 2/1
M1, Mcp1, Mcp2 20/1

Mn1 Mn2 15/1
mb1 0.72/3

mb2, mb3 2/2
mb4 0.54/2

To analyze the stability of the SB-CB, it must be noted that the open-loop gain is given by:

Aol = Ad · Acs (6)

where Ad is the gain of the differential amplifier DA and Acs is the gain of the common-source stage,
i.e., transistor M1:

Acs ≈ gm1 ·
1 + 2gmp1 ron1

2gmp1(1 + gmp1 ron1)
(7)

First, a current buffer SB-CB1 where the DA is a single-stage PMOS differential pair with active
load will be considered. When opening the feedback loop, a two-stage configuration results, as shown
in Figure 3. To ensure stability, Miller compensation is applied. The bias current is set to 500 nA and
derived from the current buffer itself. The amplifier shows 40 dB gain and the buffer is compensated
with a Miller capacitance Ccomp = 300 fF, attaining 82◦ phase margin for BW = 4.1 MHz.

in- in+

Vdc

M1

Mn1

Mcp1

Mp1

Ccomp

Vdd

BiasN

BiasP

m1 m2

m3 m4

m5

Buffer Input

Mp2

Mcp2

Mn2

C

Self-bias scheme

out

mb1

mb2

mb3

mb4

single-stage Amplifier

Figure 3. Open-loop configuration with a single-stage amplifier.

As shown in Equation (4), a higher gain differential amplifier will decrease the input impedance.
Furthermore, the linearity is expected to increase by the virtual ground set at the input node.
Therefore, a two-stage amplifier was also designed to explore the impact of the amplifier on the
overall performance of the buffer. If the DA is a two-stage amplifier, the open-loop configuration turns
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into a three-stage amplifier, as shown in Figure 4. To achieve stability, nested-Miller compensation
can be applied. This technique requires the second stage in the differential amplifier not to invert the
signal, so the amplifier has to be accordingly designed [33–35].
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Mp1

Vdd
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m1 m2

m3 m4
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Buffer Input
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Mn2

C

Self-bias scheme

out

mb1

mb2

mb3

mb4

Vbias

m6

m7 m8

m9 m10

Cc1

Cc2

2-stage Amplifier

Figure 4. Open-loop configuration with a two-stage amplifier.

As shown in Figure 4, the two-stage DA was implemented with two cascaded PMOS differential
pairs. An additional differential pair, not shown in the figure, was used to set the required bias voltage
Vbias at the negative input of the second stage so the current distribution through its branches is
symmetrical. Again, the bias currents were derived from the current buffer itself. Each differential pair
is biased with 500 nA and the two-stage DA gain is 78 dB. The compensation capacitors values are
CC1 = 400 fF and CC2 = 100 fF. The phase margin with the nested-Miller compensation is PM = 62◦

for a bandwidth (BW) of 3 MHz.

3. Performance Characterization

For the sake of comparison, simulations were carried out for the self-biased buffer both with
a single-stage amplifier (SB-CB1) and a two-stage amplifier (SB-CB2) as DA.

Figure 5 shows the output current and the relative error in the copy of current as a function of the
input current. The SB-CB2 shows lower relative error in the transfer current. Considering a minimum
input current Iin = 100 nA, the maximum relative error is 0.09% for the SB-CB2 and 0.24% for the
SB-CB1. If the minimum input current is reduced to Iin = 10 nA, the maximum relative error increases
to 0.75% for the SB-CB2 and 2.08% for the SB-CB1.

As for linearity, both current buffers show very low harmonic distortion. The THD for a 15 μA
amplitude input current remains below −60 dB up to 100 kHz for the SB-CB2 and up to 30 kHz for the
SB-CB1. Figure 6 shows THD versus frequency for both configurations.

Figure 7 shows the time response to a 30 μApp input current step for both SB-CBs. For the
SB-CB1, the rise time is 1.23 μs and the fall time is 898 ns, both considering the response within 0.1%
of the output signal. As for the SB-CB2 the rise time is 947 ns and the fall time is 1.13 μs under the
same conditions.

Table 2 summarizes the main electrical characteristics of the proposed buffers SB-CB1 and SB-CB2.
As expected, SB-CB2 shows higher linearity and lower input resistance than SB-CB1 with a slight
increment in power consumption. Table 2 also shows the characteristics of two other widely used class
AB current buffers with a virtual ground at the input node. For a fair comparison, these buffers were
redesigned in the same 0.18 μm CMOS process with 1.8 V supply and for the same input current range
Iin = ±15 μA.
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Figure 7. Response of the proposed circuit to an input current step: (a) SB-CB1; and (b) SB-CB2.

Table 2. Class AB current buffer characteristics.

Circuit
IBias THD (dB) Max. Power (μW) BW Rin Rout ermax (%) Settling Time Active *

(μA) Iin = 30μApp@1 kHz Static Dynamic (MHz) (Ω) (MΩ) Iin= 0.2μApp at 0.1% (μs) Area (μm2)

Proposed 8 −85.6 30.9 49.1 3.8 483 2.4 0.24 1.23 (MOS) 118
SB-CB1 (MIM) 1404

Proposed 8 −111.3 32.4 51.6 2.6 8.3 2.4 0.09 1.13 (MOS) 118
SB-CB2 (MIM) 1404

QFG-CB 3 −103.8 14.6 † 33.4 † 2.2 26.9 29.8 0.08 1.67 (MOS) 176 †

(MIM) 1404

CC-CB 5 −50.1 24.7 † 59.3 † 1.0 448.5 63.0 1.74 1.16 (MOS) 630 †

* Estimated area by considering the number of MOS transistors and their sizes, and MIM-capacitors. † Bias
circuit not considered.

The Quasi-Floating Gate Current-Buffer (QFG-CB) is presented in [26] and, as in the proposed
SB-CB, the bias transistors act as dynamic current sources. The two-stage differential amplifier shown
in Figure 4 was used in the design of the QFG-CB, and, again, nested-Miller compensation was used to
ensure stability. The second configuration considered for comparison is the Current Conveyor based
Current Buffer (CC-CB) [36–41]. Figure 8 shows both the schematic circuits and the transistor sizes
of the aforementioned class AB current buffers. According to Table 2, the QFG-CB and the proposed
circuit have higher estimated active area than the CC-CB due the MIM capacitors used for the QFG
technique. However, if only the number of transistors is considered, the proposed circuit has the
smallest area.

The bias current IBias is lowest for the QFG-CB, which results in the lowest power consumption,
both static and dynamic. However, it should be mentioned that both the QFG-CB and CC-CB require
additional biasing schemes which are not considered in the comparison.

The QFG-CB and the proposed SB-CB2 show the lowest relative error in the copy of current.
At an input current Iin = 100 nA, the relative error remains below 0.1% for both circuits, and, even
considering an input current Iin = 10 nA, the relative error remains below 0.8% in both cases, whereas
the error of the CC-CB rises to 45%, which is unbearable in practical cases. As for the THD@30 μApp,
it remains below−60 dB up to 100 kHz both for the SB-CB2 and for the QFG-CB. The CC-CB, in contrast,
shows a THD higher than −55 dB even at low frequencies.
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(a) (b)

Figure 8. Class AB current buffers with a virtual ground at the input node and their transistor sizes:
(a) QFG-CB; and (b) CC-CB.

The proposed buffer shows the lowest input resistance, thanks both to the negative feedback
established by the amplifier and to the diode-connection of the PMOS transistors. However,
as expected, it also shows the lowest output resistance. A transistor working in saturation could
be added in series with the diode-connected transistor to increase Rout. To keep the circuit symmetry,
it would be necessary to also add another transistor to the input branch, but, from Equations (2)–(4),
it can be seen that the input resistance may still be very low as long as the amplifier gain is sufficiently
high. Finally, the proposed buffer shows the highest bandwidth.

To prove the robustness of the proposed self-biased buffers, corner process simulations were
carried out and Table 3 shows the results. To ensure proper operation under all conditions, even
when the bias current is reduced because of process variations, the transistors Mp1 and Mp2 were
oversized in the design stage. The bias current IBias decreases down to 6.5 μA in the slow-slow corner
but performance is not affected and the THD for a 30 μApp input current at 1 kHz remains below
−80 dB for all cases. In the fast-fast corner, IBias increases up to 10 μA, therefore increasing the total
power consumption to 38.7 μW for the SB-CB1 and 41.6 μW for the SB-CB2. As for the QFG-CB and
CC-CB topologies, their robustness to process variations depends on the robustness of the external
biasing circuit.

Finally, Monte Carlo simulations were carried out to verify the circuit operation under mismatch.
The mean value and the standard deviation of main electrical parameters considering 500 samples
are summarized in Table 4. In the proposed buffers, SB-CB1 and SB-CB2, the mean value for the gain
distribution is practically 1 with the same 0.7% standard deviation. The SB-CB1 shows a higher mean
offset value than SB-CB2, but the latter presents a higher standard deviation. As for THD, the mean
value is lower than −66 dB for both circuits considering a 15 μA amplitude and 1 kHz frequency input
signal. Linearity is therefore primarily degraded by mismatch and, according to these results, the
actual THD is almost the same for the single-stage and the two-stage implementations. The SB-CB2
implementation may still be preferred if a very low input resistance is required, as is the case for
example in configurations based on MOS current dividers [17,18]. Table 4 also shows that IBias is very
robust to mismatch variations, and therefore so is the overall power consumption.
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Table 3. THD and static power considering process variations.

Process Corner IBias [μA]
SB-CB1 SB-CB2

Power [μW] THD [dB] * Power [μW] THD [dB] *

typical 8.0 30.9 −85.6 32.4 −111.3
slow NMOS-slow PMOS 6.5 24.8 −85.0 26.7 −108.3

fast NMOS-fast PMOS 10.0 38.7 −87.1 41.6 −115.5
slow NMOS-fast PMOS 9.0 35.3 −86.5 38.2 −113.7
fast NMOS-slow PMOS 7.3 28.4 −84.7 30.4 −109.3

* THD@30 μApp@1 kHz.

Table 4. Monte Carlo analysis results.

Monte Carlo Analysis
SB-CB1 SB-CB2 QFG-CB CC-CB

Mean σ Mean σ Mean σ Mean σ

IBias (μA) 8.0 0.1 8.0 0.1 — — — —
Gain 1.000 0.007 1.000 0.007 1.000 0.004 1.007 0.002

Offset (nA) −1.1 124.3 −0.5 132.8 −0.45 73.07 −4.81 29.96
THD (dB) −66.4 6.1 −67.0 6.7 −56.1 5.4 −49.1 1.2

By comparing the proposed SB-CB2 with the two other buffers, results show that the three
implementations have a mean value in gain of nearly 1, showing the CC-CB the lowest standard
deviation and the SB-CB2 the highest. The proposed SB-CB2 and the QFG-CB show similar offset mean
value, but the SB-CB2 shows again the highest standard deviation. In Figure 9 the THD distribution
is represented for all three implementations. The CC-CB shows the worst mean value of THD but
the lowest standard deviation. The proposed self-biased buffer, in turn, is the most sensitive to
mismatching, but still shows the highest linearity.

(a)

Figure 9. Cont.
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(b)

(c)

Figure 9. THD@30 μApp@1 kHz considering mismatch for (a) the CC-CB, (b) the QFG-CB and (c) the
proposed SB-CB2.

4. Experimental Results

The self-biased current buffer SB-CB2 was integrated in the UMC (United Microelectronics
Corporation) 0.18 μm CMOS technology with 1.8 V power supply. Figure 10 shows the
microphotograph of the circuit and the layout. The circuit implementation occupies an area of 143 μm
× 43 μm and exhibits a power consumption of 48 μW. Accordingly, the bias current is estimated to be
12 μA, which is a bit higher than expected from the results in Table 3. This increase in the bias current
in turn results in an increase in the current capability of the buffer.
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Figure 10. Integrated self-biased current buffer SB-CB2.

A PCB (Printed Circuit Board) was designed to carry out the characterization process. Figure 11a
shows this PCB, and Figure 11b shows the photograph of the test setup. As the circuit processes
the signal in the current domain, current conversion is necessary at both the input and the output.
By means of a 10 kΩ resistance connected at the input node, the input current was generated, whereas
the output current was measured through an external transimpedance amplifier configured with
a TL081 integrated circuit [42]. This is detailed in Figure 12, which shows a block diagram of the
interconnections within the PCB, as well as the methodology followed to carry out the experimental
measurements after the circuit has been fabricated.

SB B -- CB

TL081

PowerPower
supply Input

Output

Resistors

(a) (b)

Figure 11. Photograph of the setup used for the characterization: (a) PCB; and (b) test setup.

First, the current buffer was characterized under static conditions to obtain the DC characteristics
and verify that the prototype is properly biased. Then, the time response was observed in the
oscilloscope to test the current capability and accuracy of the buffer, as well as the settling time and
input resistance. Finally, the frequency response and the harmonic distortion were characterized.

The circuit response to a 60 μApp sine input current at 1 kHz frequency is shown in Figure 13.
This is the maximum output current that the buffer can handle before the signal starts getting
distorted. The input–output characteristic is shown in Figure 14 for a −30 μA to +30 μA current range.
A maximum relative error er = 1.35% is obtained, as also shown in Figure 14.

The input resistance was estimated from the response in the time domain, by measuring the input
node voltage and calculating the derivative with respect to the input current. A 89 Ω input resistance
was obtained.
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Figure 12. Experimental characterization block diagram.

Figure 13. Integrated current buffer SB-CB2 measurement in the time domain.

Figure 14. Integrated current buffer SB-CB2 response considering a −30 μA to 30 μA input range:
output current and relative error er in the current copy.
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If a 60 μApp input current step is considered, the circuit shows a rise time of 8.6 μs and a fall
time of 8.4 μs, both considering the response within 0.1% of the output signal. Figure 15 shows the
oscilloscope screenshots of the buffer response to both the rising and falling edges of the input step for
this dynamic characterization.

(a) (b)

Figure 15. Response of the integrated prototype to an input current step: (a) rising edge; and
(b) falling edge.

The THD characterization was done using the signal analyzer ROHDE & SCHWARZ FSV-Signal
Analyzer (10 Hz–6 GHz) [43]. Figure 16 shows the spectrum analyzer screenshots when considering
a 60 μApp sine input signal at 1 kHz (Figure 16a) and 10 kHz (Figure 16b). Both the frequency spectrum
and the THD calculation are shown, considering ten harmonic components. The integrated prototype
shows a −61 dB THD for the 60 μApp input current at 1 kHz, and −53 dB at 10 kHz. These values
correspond to the distortion specifications of the signal generator, so lower distortion values are
actually expected.

Finally, the transfer function in the frequency domain was determined using the network analyzer
E5061B ENA [44], as shown in Figure 17. Note that the bandwidth was reduced because of the parasitic
capacitances of the chip package and the interconnection setup used for the characterization.

The self-biased current buffer electrical characteristics are summarized in Table 5, where
a comparison with other topologies found in the literature is also presented. All the buffers presented
in the table are based on the quasi-floating gate technique.

Note that, although the proposed circuit requires the highest bias current, it does not have
a significant impact on the final consumption. Furthermore, the bias circuit of the other topologies has
not been considered when estimating their power consumption.

The buffer in [26] and the proposed circuit show the lowest input resistance of 25 Ω and 89 Ω,
respectively, so that a virtual ground is set at the input node, and therefore a higher linearity is observed
when the maximum input current is considered in each case. The best experimental distortion figure is
obtained in [26], at the cost of increased power consumption, which is almost three times the proposed
SB-CB consumption. The buffers in [28,29] both present competitive power consumption, but with a
rather high Rin (934 Ω and 4.8 kΩ, respectively). A higher distortion of −40 dB is observed in [28] for
the maximum input current; even if a lower input current of 30 μA amplitude is considered, the THD
is not higher than −53 dB. Similarly, the buffer presented in [29] shows a THD of −41 dB for a current
Iin = 100 μApp.

Finally, the proposed SB-CB shows the lowest integration area, whereas the circuit presented
in [29] has the highest dimensions because it uses three capacitors to achieve the class-AB operation.
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(a) (b)

Figure 16. Integrated current buffer THD characterization for a 60 μApp input current at: (a) 1 kHz;
and (b) 10 kHz considering ten harmonics.

Figure 17. Integrated current buffer SB-CB2 frequency response.
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Table 5. Electrical characteristics of the integrated SB-CB prototype and comparison with other circuits.

Parameter This Work
Lopez-Martin’08 Suadet’13 Esparza’14

[26] [28] † [29]

CMOS Technology 0.18 μm 0.5 μm 0.18 μm 0.5 μm

Power Supply (V) 1.8 3.3 0.5 1.2

IBias (μA) 12 10 6 10

THD (dB)
<−61@60 μApp@1 kHz −59@200 μApp@120 kHz −40@96 μApp@1 MHz −41@100 μApp **
<−53@60 μApp@10 kHz

Power Consumption (μW) 48 165 8.2 36

BW (MHz) 2.6 † 120 † 230 72.4 †

Rin (Ω) 89 25 934 4.8k †

Rout (MΩ) 2.4 † — 1.13 7.2 †

ermax (%) 1.35%@Iin = 60 μApp — — —

Settling Time (μs) 8.6 — — —

Area (μm2) 6149 18,200 — 25,020

† Simulation results. ** Operation frequency not mentioned.

5. Conclusions

A self-biased class AB 1.8 V–0.18 μm CMOS current buffer based on the QFG approach is proposed
in this paper. It shows the lowest input resistance and highest linearity when compared to other class
AB current buffers with a virtual ground at the input node, at a cost of higher power consumption.
However, as the proposed topology is self-biased, it does not require any additional circuitry, whereas
other buffers require a biasing scheme. Monte Carlo and process corner simulations show that, even
though the proposed buffer is more sensitive to process variations, it still shows the best performance
in terms of linearity.

The integrated prototype was able to copy an input current ranging from −30 μA to +30 μA with
a maximum relative error of 1.35% and 48 μW static power consumption. The prototype has a reduced
area of 143 × 43 μm2, making it a viable solution for battery-operated systems where minimum
dimensions and low power operation are mandatory. The THD for the same amplitude input current
remains below −53 dB up to 10 kHz, showing a high linearity characteristic even when the maximum
input current is considered. The circuit also has a very low input resistance Rin = 89 Ω, thus setting
a virtual ground at the input node, a relatively high output impedance and a circuit response time of
8.6 μs.
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Abstract: A high-accuracy demodulation algorithm is required to estimate angular position and
angular velocity from resolver signals. In order to improve the estimation accuracy of conventional
phase-locked loop (PLL) based demodulation method, a Chebyshev filter-based type III PLL method
is proposed in this paper. The proposed method makes PLL become a system of type III tracking loop,
which could greatly reduce the theoretical constant deviation in the estimation results of conventional
type II PLL in case of variable speed. Meanwhile, the eigenvalues of type III PLL are placed to be the
same position as those of a Chebyshev low-pass filter. In this way, demodulation parameters with
stronger filter properties can be obtained to effectively suppress the high-frequency measurement
noise in resolver signals. Thus, the proposed method can achieve higher demodulation precision
compared with the conventional ones. Simulations and experiments are performed to validate the
proposed demodulation method.

Keywords: demodulation; phase-locked loop; Chebyshev filter; measurement noise suppression

1. Introduction

Modern control algorithms for servomotors require accurate feedback information of both angular
position and angular velocity. Usually, the angular position and velocity can be measured by shaft
sensors, such as optical encoders, magnetic encoders, and resolvers. Compared with other sensors,
resolvers have gained more attention owing to their various advantages such as simple and rugged
structure, low cost, high accuracy, resistance to harsh environments [1–3]. Normally, a resolver
generates two amplitude-modulated analog signals with rotor position information. Therefore,
high-accuracy resolver-to-digital conversion (RDC) is required in order to extract rotor position
and velocity from the resolver signals [4].

The special integrated circuit (IC)—such as AD2S80 series, AD2S83, AD2S1210 and PGA411-Q1—
can conduct the RDC process to obtain angular position and velocity, and they are quite convenient
to use. These commercial RDC ICs are mainly based upon type-II tracking loop technique,
can continuously track the inputs and convert the input sine and cosine signals into a digital
representation of rotor position and velocity. However, the cost of the RDC ICs is very high, even higher
than the resolver itself; meanwhile, the typical RDC ICs have a limited bandwidth of 300–600 Hz [5],
and it is difficult to adjust the parameters of RDC ICs to meet users’ specific requirements.

In order to reduce costs and facilitate bandwidth adjustment of RDC, software-based RDC can be
adopted [6,7]. To reduce the sampling pressure of CPU, generally, it is necessary to pre-detect the sine
and cosine envelope of resolver outputs, and then demodulate the envelope signals to derive rotor
position and velocity.
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The commonly used demodulation methods may be divided into two categories, which are:
(a) trigonometric method and (b) phase-locked loop (PLL) method [8]. The trigonometric method,
also known as arctangent method, is simple and easy to implement. However, the trigonometric
method only yields the unfiltered rotor position [9–12]. Usually, rotor velocity is obtained by a
differential operation to rotor position. Nevertheless, the differential operation could amplify the noise
in the resolver signals and cause large estimation error. A low-pass filter can be added to suppress the
noise but at the expense of adding phase lag, which makes the trigonometric method lose its advantage
of quick response.

The PLL method is a closed-loop strategy, can accurately track the rotor position and rotor velocity
simultaneously, which makes it widely used in RDC ICs and software-based RDC. The estimates
of rotor position and velocity are continuously corrected by the tracking loop. Most of RDC ICs
adopt type II tracking loop as PLL structure, and this technique has been extended to software-based
RDCs [13–16]. A PLL tracking algorithm on the basis of the type II tracking loop was proposed in [13]
to achieve resolver-to-digital conversion with high precision. In [14], an RDC design using autotuning
filters was presented to mitigate the resolver signal error on the speed output of the tracking loop.
In [15], a novel and high-performance PLL-based resolver converter was proposed to measure angles
in the full 360◦ range. A PLL converter using PI controller was designed in [16] for resolvers and
sine/cosine encoders. Besides, the angle tracking observer (ATO) methods presented in [17–19] are
also PLL systems.

Both the type II tracking loop and ATO can track the rotor position and rotor velocity smoothly
and accurately. Also, they have better performance in disturbance attenuation compared with the
trigonometric method. However, the demodulation accuracy is still restricted by the system structure
of conventional PLL methods. On the one hand, the estimation accuracies of type II PLL would be
much lower when the rotor velocity varies quickly. This is because the type II system has inherent
theoretical estimation errors. On the other hand, all the PLL-based RDC designs reviewed so far,
suffer from the fact that there is a trade-off between dynamic performance and noise-suppression
capability when designing the parameters of PLL. In other words, to quickly track the input and
achieve better dynamic performance with little phase delay, the gain of PLL are usually set large to
have wide closed-loop bandwidth, but high gain will make the PLL system extremely sensitive to the
noise in resolver signals. Moreover, it may cause overshoot and instability if the parameters are not
properly selected.

In this paper, a demodulation algorithm via Chebyshev filter-based Type III PLL is presented to
estimate angular position and angular velocity from resolver signals. The proposed design is of a type
III system, and it can obtain better filter characteristics without compromising dynamic performance,
so as to achieve higher estimation precision in demodulation. Simulation and experiments are
performed to verify the proposed method.

The rest of the paper is organized as follows. In Section 2, the principle of resolver and
software-based RDC are introduced, and the problem of the paper is formulated. In Section 3,
a Chebyshev filter-based type III PLL design is proposed for the demodulation of angular position and
angular velocity, and the performance of the proposed method is analyzed by using Bode diagram.
In Section 4, simulation and experiment are carried out to verify the effectiveness of the proposed
demodulation method. Finally, conclusions are given in Section 5.

2. Resolver Principles and Problem Formulation

2.1. Principle of Resolver and Software-Based RDC

Resolvers are commonly used as shaft position sensing apparatus in servomotor control systems,
and the schematic structure of a sine/cosine resolver is shown in Figure 1. It consists of one rotating
winding (fixed on the rotor) and two stator winding. The rotor is directly installed on the motor
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shaft. If the rotating winding is supplied with a sinusoidal excitation signal Vex, ideally, the two stator
windings generate two orthogonal amplitude-modulated signals, which can be described as{

ysin = kE sin ωet sin θ

ycos = kE sin ωet cos θ
(1)

where k is the transformation ratio of the resolver; E and ωe denote the amplitude and frequency of
the excitation signal, respectively; θ is the rotor position of the resolver.

Figure 1. Schematic diagram of resolver and software-based RDC.

As shown in (1), the outputs of the resolver are two signals proportional to sin θ and cos θ.
Hence, to extract rotor position and velocity from the resolver output signals, further detection and
demodulation are required. Detection refers to detecting the amplitude envelops from the resolver
outputs; demodulation refers to the process of obtaining angular position and velocity from the envelop
signals. Figure 1 illustrates the principle of software-based RDC. In order to relieve the pressure of
microprocessor on sampling, the detection part is usually implemented by peripheral hardware circuits.
After signal conditioning circuit, as in [20], the resolver signals are then synchronously demodulated by
sampling at the peak of the sinusoid excitation signal in the sample and hold circuit. Next, the signals
are sampled by A/D converters (ADC), which produces the digital value of sine and cosine envelope
signals given by {

ys = A sin θ

yc = A cos θ
(2)

where A is the amplitude of the detected envelope signals. Then, the envelope signals are demodulated
by the software-based RDC algorithm to derive rotor position and velocity.

It should be noted that in practical applications, the resolver envelope signals are usually not
ideal sine and cosine signals, where measurement errors and noise disturbances inevitably exist [21].
The resolver measurement errors (including amplitude deviation, DC offsets and phase shift) can be
calibrated effectively [22]. Whereas, it is difficult to suppress the noise disturbance (including excitation
signal interference and white noise in the circuits). Consequently, the actual resolver envelope signals
can be written as {

ys = A sin θ + ns

yc = A cos θ + nc
(3)

where ns and nc are measurement noise. The influence of noise disturbance should be considered in
the study on demodulation algorithm.

2.2. Review of Conventional PLL-Based Demodulation Method

The principle of PLL-based demodulation method is shown in Figure 2a. The PLL consists of
three parts: a phase detector (PD), a loop filter (LPF), and a voltage-controlled oscillator (VCO).
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In software-based RDC, the VCO part can be modeled as an integrator. Define θ̂ and ω̂ as the estimates
of angular position and velocity, and θ̃ = θ − θ̂ as the estimation error of angular position, then the
output signal of PD can be given by

ε = sin θ cos θ̂ − cos θ sin θ̂ = sin(θ − θ̂)= sinθ̃ (4)

 
(a) (b) 

Figure 2. Block diagram of conventional PLL-based demodulation method. (a) Actual form;
(b) simplified form.

When θ̃ is small enough, ε = sin θ̃ ≈ θ̃. Based on this assumption, Figure 2a can be simplified as
Figure 2b. G(s) plays an important role in the PLL structure of Figure 2, and it affects the performance
of PLL in tracking angular position and angular velocity.

Most of RDC ICs adopt type II tracking loop as PLL structure, and it can be extended to
software-based RDC. Taking the PLL structure of AD2S1210 [23] as an example, the simplified form of
system response block diagram of AD2S1210 is shown in Figure 3.

Figure 3. Simplified form of system response block diagram of AD2S1210.

According to Figure 3, the open loop transfer function of AD2S1210 can be described as

G(s)
s

=
ka

s2 ×
1 + st1

1 + st2
(5)

where ka > 0 is the open-loop gain, 1 + st1/1 + st2 is the compensation filter, and t1 > t2 are the
compensation time constants. Equation (5) shows that AD2S1210 is a Type II system. The transfer
functions from θ(s) to θ̂(s), ω(s) to ω̂(s) can be expressed as

Gθ1(s) =
θ̂(s)
θ(s)

=
ka(1 + st1)

t2s3 + s2 + kat1s + ka
, Gω1(s) =

ω̂(s)
ω(s)

=
ka(1 + st1)

t2s3 + s2 + kat1s + ka
(6)

The error transfer functions are

Eθ1(s) =
θ̃(s)
θ(s)

=
t2s3 + s2

t2s3 + s2 + kat1s + ka
, Eω1(s) =

ω̃(s)
ω(s)

=
t2s3 + s2

t2s3 + s2 + kat1s + ka
(7)

According to the final-value theorem, when the rotor runs at a constant velocity, AD2S1210 can
achieve no-difference estimation of the rotor position and rotor velocity. When the rotor rotates at a
constant acceleration of A rad/s2, the steady state error of rotor velocity estimation is also equal to 0,
but for position estimate, there exists a certain tracking error which is equal to A/ka.
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Equation (6) also indicates that AD2S1210 behaves like a third-order low-pass filter. At low
frequencies, s3 along with s2 is very small and overwhelmed by the other terms, so (6) reduces to 1,
which means that the AD2S1210 generates so little of an effect that the rotor position and velocity can
be accurately estimated. Whereas, at high frequencies, sn is very large, inducing attenuation and phase
delay. Consequently, the gains of AD2S1210 are normally designed large enough to raise the effective
bandwidth of RDC, which minimizes the phase delay, but this will make the system more sensitive
to noise.

3. Design of Chebyshev Filter-Based Type III PLL for Demodulation

To improve the performance of PLL in demodulation algorithm, and meanwhile enhance its noise
suppression ability, in this section, a Chebyshev filter-based type III PLL design is proposed.

3.1. Design of Type III PLL

Figure 4a shows the block diagram of Type III PLL design for the demodulation of angular
position and angular velocity. q1, q2, q3 are coefficients of the LPF in the PLL structure. The design
of these coefficients will be explained in next part. As analyzed in Section 2.2, Figure 4a can be
simplified as Figure 4b. In this demodulation method, the PLL is designed to be a type III system.
Thus, the theoretical constant deviation problem of type II tracking loop in case of variable speed can
be improved. Concrete analysis is as follows.

 
(a) 

(b) 

Figure 4. Block diagram of the Type III PLL design for demodulation. (a) Actual form; (b) Simplified form.

From Figure 4b, the transfer functions from θ(s) to θ̂(s), ω(s) to ω̂(s) can be expressed as

Gθ2(s) =
θ̂(s)
θ(s)

=
q1s2 + q2s + q3

s3 + q1s2 + q2s + q3
, Gω2(s) =

ω̂(s)
ω(s)

=
q2s + q3

s3 + q1s2 + q2s + q3
(8)

Then, the error transfer function can be written as

Eθ2(s) =
θ̃(s)
θ(s)

=
s3

s3 + q1s2 + q2s + q3
, Eω2(s) =

ω̃(s)
ω(s)

=
s3 + q1s2

s3 + q1s2 + q2s + q3
(9)

According to the error transfer function in (9), when the rotor runs at a constant velocity,
the proposed Chebyshev filter-based method can achieve no-difference estimation of the rotor position
and rotor velocity. When the rotor rotates at a constant acceleration of A rad/s2, the steady state error
of rotor position estimate and velocity estimate are also equal to 0.

3.2. Parameter Design of Type III PLL via Chebyshev Filter

After designing the type III PLL structure, the demodulation performance depends mainly on its
parameters. As stated in precious section, in practical applications, there inevitably exist measurement
noises in resolver signals. Seeing that, we need to carefully design the parameters of type III PLL to
achieve the best estimation results.
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Equation (8) indicates that type III PLL is essentially equivalent to a low-pass filter, which filters
out the high-frequency noise that may exist in the envelop signals. Therefore, in this paper, the problem
of parameter design for type III PLL is transformed into a filter design problem. The design of low-pass
filter should meet the following principles: (1) in the low frequency range, the frequency characteristics
of filter should be as close as possible to 1; (2) while in the high frequency range, it should be as
close to 0 as possible. That is, as close as possible to the characteristics of the ideal low-pass filter,
thereby, not only can it obtain good estimation accuracy, but also effectively suppress high-frequency
measurement noise.

3.2.1. Introduction to Chebyshev Filter

Here, we design the parameters of type III PLL on the basis of Chebyshev low-pass filter, whose
characteristic is closer to the ideal low-pass filter [24]. The amplitude-frequency characteristic of the
nth-order Chebyshev low-pass filter is as follows [25]

|H(ω)| =
√

1
1 + ε2T2

n(ω/ω0)
(10)

where ω0 is the passband cut-off frequency, Tn(ω) is the Chebyshev polynomial, and ε is the passband
ripple factor. If the ripple factor is expressed in dB, define

ξ = −20lg
1√

1 + ε2
= 10lg(1 + ε2) (11)

Then, the filter can be called a ξ(dB) Chebyshev filter. For instance, 1 dB Chebyshev filter means
that ξ = 1(ε = 0.50885).

The amplitude-frequency characteristic of Chebyshev filter is determined by ω0 and ξ. ω0 can
be selected properly according to the dynamic requirements of the system and the frequency range
of the practical noise. As for ξ, its value affects the gain fluctuation and high-frequency amplitude
characteristics in the passband of the filter. If the ω0 are set as 100 rad/s, then, the bode diagram of the
third-order Chebyshev filter with different ξ is depicted in Figure 5. It shows that in the frequency
range after 100 rad/s, the larger the ξ, the smaller the high-frequency amplitude is, the better the noise
suppression ability, but the fluctuation in the passband is intensified. Decreasing ξ can reduce the
amplitude fluctuation and phase angle lag in the passband, so as to get better dynamic property.

Figure 5. Bode diagram of the third-order Chebyshev filter with different ζ.

After designing ξ, the transfer function of nth-order Chebyshev filter can be expressed as

H(s) =
anωn

0

sn + a1ω0sn−1 + · · ·+ an−1ωn−1
0 s + anωn

0

(12)
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Take the third-order Chebyshev filter for instance, its transfer function is

H(s) =
a3ω3

0

s3 + a1ω0s2 + a2ω2
0s + a3ω3

0
(13)

3.2.2. Parameter Design of Type III PLL

According to the coefficients of the third-order Chebyshev filter in (13), corresponding to (8),
we can get the following parameters for type III PLL⎧⎪⎨⎪⎩

q1 = a1ω0

q2 = a2ω2
0

q3 = a3ω3
0

(14)

In this way, the eigenvalues of type III PLL are placed to be the same position as those of a
Chebyshev low-pass filter. Thus, demodulation parameters with better filter characteristics can be
obtained. As analyzed in Section 3.2.1, the parameters can be easily tuned according to practical
requirements and noise characteristics.

The coefficients of the third-order Chebyshev filter under different ξ are listed in Table 1. Take 1
dB third-order Chebyshev filter (ξ = 1) for instance, the parameters of type III PLL can be set as⎧⎪⎨⎪⎩

q1 = 0.98834ω0

q2 = 1.23841ω2
0

q3 = 0.49131ω3
0

(15)

Table 1. Coefficients of the third-order Chebyshev filter.

ξ(dB) a1 a2 a3

0.1 1.93881 2.62949 1.63805
0.5 1.25291 1.53490 0.71569
1 0.98834 1.23841 0.49131
2 0.73782 1.02219 0.32689
3 0.59724 0.92835 0.25059

Therefore, after choosing ξ there exists only one parameter ω0 that needs to be adjusted.

3.3. Performance Analysis of the Proposed Method

As for the speed servo system, to compare the performance of conventional type II tracking loop
(AD2S1210) and the proposed Chebyshev filter-based type III PLL method, their parameters are set
to make the closed-loop 3dB bandwidth of Gω(s) identical when using the two methods. According
to the parameters given in [23], the parameters of type II tracking loop are chosen as ka = 46.3× 103,
t1 = 8× 10−3s, t2 = 728× 10−6s. Take 1dB Chebyshev filter-based type III PLL for instance, to have
the same 3dB bandwidth, ω0 is set as ω0 = 378rad/s. According to (15), the coefficients of the
proposed method are q1 = 0.98834× 378, q2 = 1.23841× 3782, q3 = 0.49131× 3783. Then, according
to the transfer function in (6) and (8), the amplitude–frequency characteristics of angular position and
velocity are illustrated in Figure 6 when using the two demodulation methods.

The transfer functions from θ(s) to θ̂(s), ω(s), to ω̂(s) in (6) and (8) reflect the dynamic
performance and noise suppression effect of the two demodulation methods. As depicted in Figure 6b,
the closed-loop 3dB bandwidth of Gω(s) is identical (ωbw = 601rad/s). It can be seen that compared
with type II tracking loop, the curve of amplitude–frequency characteristic goes down in the
high-frequency range by the proposed method, which indicates that the proposed method can suppress
high-frequency noise more effectively in velocity estimates ω̂. While in Figure 6a, for angular position
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estimates θ̂, the noise-suppression ability of the proposed method is worse but with larger bandwidth.
Normally, the angular velocity estimates contain more noises than angular position estimates. Thus,
the estimation accuracy of velocity would be improved greatly, and the angular position estimation
results would be a little worse.

 
(a) (b) 

Figure 6. Amplitude-frequency characteristics of the two demodulation methods. (a) Angular position
transfer function; (b) angular velocity transfer function.

Similarly, the amplitude–frequency characteristics of position and velocity error transfer function
are depicted in Figure 7. As analyzed in [26], the error transfer functions from θ(s) to θ̃(s), ω(s) to ω̃(s)
in (7) and (9) show the ability in suppressing un-modeled dynamics. According to the results shown
in Figure 7a,b, the proposed method has better performance in suppressing un-modeled dynamics.

 
(a) (b) 

Figure 7. Amplitude-frequency characteristics of the two demodulation methods. (a) Angular position
error transfer function; (b) angular velocity error transfer function.

From the above analysis, it can be seen that on the whole, the demodulation accuracy and
noise-suppression ability can be improved by the proposed Chebyshev filter-based type III PLL
method compared with the typical type II tracking loop method.

4. Simulation and Experimental Results

To verify the proposed demodulation algorithm for resolver signals, simulations and experiments
are carried out.

4.1. Simulation

Figure 8 shows the semi-physical simulation platform. The resolver simulator takes a digital
signal processor (DSP) TMS320F28335 (Texas Instruments Company, Dallas, TX, USA) as the core,
and it can produce two envelope signals according to the preset value of angular position and velocity.

512



Electronics 2018, 7, 354

Then, the envelope signals are converted into two analog signals (ys and yc) by Digital to Analog
Converter (DAC). After that, the resolver envelopes are sampled by Analogl to Digital Converter
(ADC) in the signal acquisition circuit, and then uploaded to the upper computer for the demodulation
algorithm through the USB interface. The difference between the semi-physical simulation and the real
motor experiment is that the actual angular position and angular velocity of the resolver are available,
so that the performance of the two demodulation methods (type II tracking loop and the proposed
Chebyshev filter-based type III PLL method) can be compared.

Figure 8. Semi-physical simulation platform.

As stated in previous section, demodulation parameters are set to make the closed-loop 3dB
bandwidth of Gω(s)—the transfer function of estimated velocity—identical when using the two
methods. Take 1dB Chebyshev filter-based demodulation method for instance, the parameters are
set as Section 3.3. The semi-physical simulation is carried out on the condition of two cases: constant
speed (2π rad/s) and constant acceleration (10π·t rad/s).

Case 1: Constant Speed (2π rad/s)

In this case, the rotor position and velocity estimation errors of the two demodulation methods
are presented in Figure 9. Meanwhile, the average (AVG) and standard deviation (STD) of estimation
errors are given in Table 2 to evaluate the performance of the two demodulation methods.

 
(a) 

 
(b) 

Figure 9. Estimation errors of the two demodulation methods in Case 1. (a) Rotor position estimation
error; (b) rotor velocity estimation error.

As shown in Figure 9b, due to the closed-loop 3 dB bandwidths of Gω(s) are identical,
the convergence rates of velocity estimation error ωe for the two demodulation methods are equal.
In addition, from the enlarged views, we can see that the steady-state error curve of the proposed
method is smoother compared with the type II tracking loop method. It means that the proposed
method can attenuate the effects of measurement noise in resolver signals to some extent, thus, improve
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the steady-state accuracy of demodulation algorithm. While, for the estimation results of rotor position
in Figure 9a, as analyzed in Section 3.3, the noise suppression capability is a little worse when using
the proposed method, but its dynamic performance is improved.

The above analysis can also be proved by Table 2, from which we can see that the AVG of position
and velocity estimation error is about the same, but the STD of velocity estimation error is reduced by
63% by the proposed method.

Table 2. Estimation error in simulation.

Cases Estimation Error
Type II Tracking Loop Proposed Method

AVG STD AVG STD

Case 1
Position estimation error (rad) 1.951 × 10−7 9.302 × 10−5 1.877 × 10−7 1.073 × 10−4

Velocity estimation error (rad/s) −4.073 × 10−5 0.0927 −2.112 × 10−5 0.0340

Case 2
Position estimation error (rad) 2.714 × 10−4 9.416 × 10−5 3.424 × 10−7 1.085 × 10−4

Velocity estimation error (rad/s) 5.738 × 10−5 0.0936 3.207 × 10−5 0.0348

Case 2: Constant Acceleration (10π·t rad/s)

In the case of constant acceleration, through the two demodulation methods, the rotor position
and velocity estimation results are presented in Figure 10 and Table 2, which indicate that compared
with the type II tracking loop method, the rotor position and velocity estimation errors are reduced by
more than 60% when using the proposed method. As shown from the enlarged views in Figure 10b,
the error curve of rotor velocity is smoother, which means that the proposed method can effectively
suppress the high-frequency noise in the resolver signals. Therefore, the proposed method can achieve
higher estimation precision than the type II tracking loop method. Moreover, it can be seen from
Figure 10a and the AVG of estimation errors in Table 2 that, when motor runs at a constant acceleration,
the proposed method can greatly reduce the theoretical constant deviation in the estimation results of
type II tracking loop method (from 2.714 × 10−4 to 3.424 × 10−7). Therefore, in the case of variable
speed, the proposed method can be adopted to accurately estimate rotor position and velocity.

From the above results, we may conclude that the proposed Chebyshev filter-based type III PLL
method in this paper can achieve better performance no matter in the case of constant speed or the
case of variable speed.

 
(a) 

 
(b) 

Figure 10. Estimation errors of the two demodulation methods in Case 2. (a) Rotor position estimation
error; (b) rotor velocity estimation error.

4.2. Experiment

The experimental platform is illustrated in Figure 11, in which the PMSM (Infranor, Zurich,
Switzerland) is equipped with a resolver. The parameters of PMSM and resolver are listed in Table 3.
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In the experiment, the drive and control board, which take DSP TMS320F28335 (Texas Instruments
Company, Dallas, TX, USA) as the core, is used to drive the PMSM and implement signals processing
unit for resolver outputs.

The PMSM is controlled to rotate at ω = 2πrad/s in the experiment. After signal conditioning
and synchronous envelope detection circuits, the detected resolver envelopes are sampled by ADC,
and then uploaded to the upper computer for demodulation algorithm through USB. The demodulation
parameters are set as the simulation part. The derived rotor position and velocity are depicted in
Figure 12a,b, respectively. Also, the AVG and STD of estimated velocity are computed to evaluate the
performance of the proposed method as listed in Table 4.

 

Figure 11. Experimental platform.

Table 3. PMSM and resolver parameters.

PMSM Resolver

Pole pairs 2 Pole pairs 1
Rated voltage 110 V(AC) Input voltage 5 V ± 0.2 V (AC)
Rated speed 3000 r/min Input freguency 10 kHz

Torque constant 0.15 Nm/A Ouput voltage >2 V
Phase resistance 8 Ω Transformer raio 0.5 ± 5%

Phase inductance 10 mH Electrical error ≤ 10′

 
(a) 

 
(b) 

Figure 12. Estimated rotor position and velocity of the two demodulation methods. (a) Rotor position
estimates; (b) rotor velocity estimates.

Table 4. Velocity estimates in experiment.

Demodulation Methods AVG STD

Type II tracking loop 6.23 0.105
Proposed method 6.23 0.0319
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Note that the actual values of rotor position and velocity are unavailable in this physical
experiment, so that the rotor position and velocity estimation errors cannot be obtained directly.
The advantages of the proposed method can also be presented from the rotor velocity estimation
results in Figure 12b. From the enlarged views in Figure 12b, it is obvious that the velocity estimation
curve is smoother when using the proposed Chebyshev filter-based type III PLL method. It can
also be seen from Table 4 that the STD of velocity estimates by the proposed method is smaller than
that by the type II tracking loop (reduced by about 70%). The proposed method is equally effective
when the PMSM is working at other rates. Therefore, it can be concluded that compared with type II
tracking loop, the proposed Chebyshev filter-based type III PLL method can improve the demodulation
performance to a certain extent due to its stronger noise suppression capability.

5. Conclusions

In order to improve the angular position and velocity estimation accuracy of PLL-based
demodulation method, this paper designs a Chebyshev filter-based type III PLL method for
demodulation, which makes PLL become a system of type III, and meanwhile, the proposed method
has stronger filter property to effectively suppress the high-frequency measurement noise in the
resolver signals. Thus, the proposed method has higher demodulation accuracy compared with the
conventional ones. Furthermore, the proposed Chebyshev filter-based parameter design method can
also provide a theoretical guidance and reference for parameter selecting in other applications.
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Abstract: Because of its high resolution, low cost, small volume, low power dissipation and less
conversion time consumption, the direct digital synthesizer (DDS) method has been applied more and
more in the fields of frequency synthesis and signal generation. However, only a limited number of
precise frequency signals can be synthesized by the traditional DDS, for the reason that its accumulator
modulus is fixed, and its frequency tuning word must be integer. In this paper, a precise DDS method
using compound frequency tuning word is proposed, which improves the accuracy of synthesized
signals at any frequency points on the premise of guaranteeing the stability of synthesized signals.
In order to verify the effectiveness of the new method, a DDS frequency synthesizer based on FPGA
is designed and implemented. Taking the rubidium atomic clock PRS10 as standard frequency
source, the experiments shows that the frequency stability of the synthesized signal is better than
8.0 × 10−12/s, the relative frequency error is less than 4.8 × 10−12, and that the frequency accuracy is
improved by three orders of magnitude compared with the traditional DDS method.

Keywords: direct digital synthesizer (DDS); frequency tuning word (FTW); stability; accuracy

1. Introduction

With the development of society, the functionality and complexity of electronic devices is
increasing. Frequency synthesizer, as a common signal generator, has been widely applied in many
fields. Related researches have more and more requirements for the accuracy and stability of the
frequency synthesizer, especially in the fields of satellite positioning, aerospace, surveying and
mapping, guidance and high-speed communication [1,2]. The signal generator is a kind of instrument
with a long history. With the birth of electronic technology, signal generation circuits have appeared
in the 1920s. By the 1940s, there were standard signal generators that were mainly used to measure
various receivers, and pulse signal generators were invented. Since the 1960s, signal generators have
developed rapidly. In this period, analog electronics technology was generally used. The circuit of
signal generators was composed of discrete components. RC and LC signal generation circuits play an
important role in the development process. The RC circuit composed of resistor R and capacitor C can
produce sine waves with continuous amplitude and adjustable frequency. The LC signal generating
circuit composed of inductor L and capacitor C can produce less high-order harmonics and better
output waveform. With the development of science and technology, digital circuits have entered the
field of signal synthesis, and the way of signal synthesis has made rapid progress, many signal synthesis
methods have been designed. Modern synthetic signal methods include direct analog frequency
synthesis, phase-locked frequency synthesis and direct digital frequency synthesis. There are three
kinds of synthesized frequency methods: direct analog frequency synthesis, phase-locked frequency
synthesis and direct digital frequency synthesis [3]. Direct analog frequency synthesis uses one or
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more different transistors to design RC oscillator or LC oscillator as reference signal sources, and the
output signals are directly generated by frequency doubling, frequency division and mixing, and the
signals obtained by this method have the characteristics of high frequency stability and fast frequency
conversion. But both of the hardware debugging and the spurious suppression are not easy in the
implementation of this method. Phase-locked frequency synthesis, also known as indirect synthesis
method, uses one or more standard frequency sources to generate a large number of harmonics or
combined frequencies by mixing and dividing harmonic generators. Then, the phase-locked loop
(PLL) is used to lock the frequency of the voltage controlled oscillator (VCO) to a certain harmonic or
combination frequency. The required frequency output is indirectly generated by a voltage-controlled
oscillator. The advantage of this method is that the phase-locked loop is equivalent to a narrow
band tracking filter. Therefore, it can select the desired frequency signal well, suppress the spurious
components, and avoid the use of a large number of filters, which are conducive to integration and
miniaturization. The disadvantage of this method is slow response [4,5]. Direct digital frequency
synthesis is based on the concept of phase to synthesize frequencies and adopts the technology of
digital sampling and storage. Because the direct digital synthesizer (DDS) is an open-loop system
without any feedback link, the frequency conversion time is very short. Besides, the method can be
realized digitally and conveniently, and it is small and light in weight. The DDS method in the design
of frequency synthesizer has gradually become a mainstream method in the current field of electronic
measurement and testing [6].

Normally there are two main ways to design and implement a real frequency synthesizer. One is
to use a dedicated DDS integrated chip to synthesize frequency. The other is to use FPGA to achieve
DDS frequency synthesis. The first method is usually realized by using a microprocessor to drive
the DDS integrated chip. In the given working mode of the DDS integrated chip, the internal circuit
calculates the operating parameters of the kernel and synthesizes the frequency. Then, the analog
signal is obtained by further processing by the later stage [7,8]. Due to the technical limitation of the
DDS integrated chip, there are unavoidable performance defects in this kind of frequency synthesizer.
The dedicated DDS integrated chip has a fixed number of phase accumulator bits and lacks flexibility.
The number of its phase accumulators is relatively small, and the frequency resolution is relatively low.
For example, we often use chip AD9913 to generate frequency signals. The bit width of its internal
phase accumulator is 32 bits. When the reference frequency is 100 MHz, the resolution is 0.023 Hz.
Even though 0.023 Hz is not a bad resolution for most applications, the typical accumulator-based DDS
is not capable of generating some useful frequencies (like precisely 10 MHz) and cannot meet the high
precision requirements of some special equipment or engineering [9]. When expecting to get precisely
10 MHz, the AD9913 can only produce an approximate frequency of 9.999999986030161380 MHz.

FPGA is a new type of digital circuit. Its circuit function is programmable and customizable,
which is different from the traditional integrated circuit with the structure and function of a fixed
circuit. FPGA technology has overturned the traditional design, tape-out and packaging process of
digital circuits. New digital circuits are developed directly on the finished FPGA chip. It overcomes
the shortcomings of the internal structure of the DDS chip and improves the flexibility of the chip,
which enlarges the user range and application fields of special digital circuits. Each logic gate in the
FPGA chip performs a logical operation at every clock cycle. Therefore, FPGA is essentially a very
large-scale parallel computing device, which is very suitable for developing DDS devices with high
speed, high accuracy and high flexibility [10]. The DDS device based on FPGA is usually composed of
a phase accumulator, a waveform memory and a digital multiplier [11,12]. The phase accumulator
accumulates the frequency tuning word loop to get the phase address; the size of the frequency
tuning word determines the output frequency value; waveform memory stores a sampling point for a
periodic output waveform; the phase address of the phase accumulator acts as the reading address
of the waveform memory, from which the waveform sample points are taken out to form the digital
waveform, and then the analog signal is obtained by further processing [13].
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As mentioned above, the frequency synthesis principles of the dedicated DDS integrated chip
and the FPGA method are basically the same. Both of them use the phase accumulator to recursively
sum the clock rate and frequency tuning word, and synthesize the frequency by means of the look-up
table. The phase accumulator modulus of traditional DDS is usually a fixed value, and the frequency
tuning words must also be positive integers, so this method can only synthesize a limited number of
precise frequency signals. However, some practical projects and systems (as shown in Figure 1) usually
require precise frequency synthesizers to generate their reference frequency signals. Sometimes, these
reference frequency signals must have a special frequency value. For example, in the communication
system, in order to ensure the accuracy and effectiveness of information transmission, each base
station generally needs to configure a communication clock subsystem. The communication clock
subsystem is the basic guarantee for efficient and orderly operation of the whole system. A 5 MHz or
10 MHz frequency synthesizer is usually the frequency reference of these clock subsystems. Another
example, the reference frequencies onboard satellite of some navigation satellite systems is 10.23 MHz.
Any frequency error or deviation in the reference frequency will directly affect the navigation satellite
system’s performance and such errors accumulated over time will result in a significantly large user
ranging error varying up to several meters [14]. These special frequency signals such as 5 MHz, 10 MHz
and 10.23 MHz are hard to generate accurately by traditional DDS methods and devices. To solve this
problem, a DDS method using compound frequency tuning word is designed and implemented in this
paper, which is expected to further improve the accuracy of synthetic frequency under the condition of
guaranteeing frequency stability.

Figure 1. Applications of high precision DDS.

2. Defects of Traditional DDS

The traditional DDS relies on the accumulator to recursively sum the frequency tuning word at the
clock rate, obtaining the instantaneous value of the signal by means of a look-up table [15]. As shown
in Figure 2, the method produces a time series of digital words at the output of the accumulator that
increases linearly until the accumulator rolls over at its maximum value of 2C. Hence, the accumulator
output has a fixed modulus 2C. Usually the accumulator output is truncated to P-bits (using only the
MSBs) to reduce the size and complexity of the angle-to-amplitude conversion block that immediately
follows the accumulator. This causes the time series of digital words produced by the accumulator
to appear at the input to the angle-to-amplitude converter as P-bits words ranging in value from 0
to (2P − 1) [16]. The accumulator output sequence range 0 to (2P − 1) maps to one revolution on the
unit circle, that is, it linearly maps binary values from 0 to (2P − 1) to radian angles from 0 to 2π.
This mapping arrangement allows the angle-to-amplitude converter to translate the P-bits words to
Y-bits amplitude values (Y) in a very efficient manner, and finally a low-pass filter is used to obtain a
desired sinusoidal signal [17].
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Figure 2. Functional block diagram of traditional DDS method.

The Y-bits digital amplitude sequence signal output by the converter is converted into an analog
signal by a Y-bit DAC (Digital to Analog Converter, DAC) chip, and finally a low-pass filter is used to
obtain a desired sinusoidal signal. We see the translation process relied on Equation (1):

x = A sin(
2kπ

2P ) (1)

where: A is the signal amplitude; P is the number of bits taken from the accumulator; k is the binary
value of those bits at any given instant; x is the amplitude value corresponding to the address at a
given time.

The following Equation expresses the frequency of the sinusoid that appears at the DAC output
for a traditional accumulator-based DDS [18]:

Fout =
FTW

2C Fsysclk (2)

where: Fout is the synthesized frequency; Fsysclk is the sampling frequency; FTW is the frequency
turning words; FTW < 2C−1.

The integer, frequency turning words, is a determining condition for controlling the output
frequency. Since FTW, by definition, is an integer, then Fout is constrained to the following set of
frequencies:

Fout ∈
{

0,
Fsysclk

2C ,
2Fsysclk

2C ,
3Fsysclk

2C , . . . . . .

(
2C − 1

)
Fsysclk

2C

}
(3)

Inspection of the Equation (3) indicates that the modulus of the DDS accumulator, determines
both the frequency resolution of the DDS and the number of possible output frequencies. It can be
seen that the ratio of the output frequency to the sampling frequency must satisfy:

Fout

Fsysclk
=

FTW
2C (4)

Because the accumulator bit width is fixed, the frequency tuning word cannot be decimal, and the
output frequency cannot be arbitrary value. Now for output frequencies that are integer submultiples
of the sample rate (for example, Fsysclk/10), Fout can be expressed as Fout = Fsysclk/Q (Q is an integer).
Substituting Fsysclk/Q for Fout in Equation (4) leads to:

1
Q

=
FTW

2C (5)

Solving for FTW yields FTW = 2C/Q. Because FTW and Q must both be integers, the only values
of Q that satisfy Equation (5) can be expressed as 2K, where K is an integer. In practical applications,
the frequency tuning word that controls the output signal can be expressed as:
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FTW =
2C

2K = 2C−K (6)

In the specific DDS implementation, it can be divided into two categories:

I. When the Equation (6) is satisfied, the DDS can output an accurate frequency. To demonstrate,
assume that C is 32, Q = 16 = 2C, FTW = 268,435,456, the available frequency turning word is an integer,
and the address covers range from 0 to 2C. When accumulating a loop, the next cycle returns to the
initial value and the exact frequency value can be output.

II. When the Equation (6) is not satisfied, the frequency tuning word is a decimal number, and
the actual accumulation takes an integer. After one cycle, the first sampling point cannot return to the
initial point, so the sampling points of each period are different within a certain range, resulting in
different waveform amplitudes and unstable waveforms. At the same time, there is phase loss after
accumulating one cycle, the cycle increases, the frequency decreases, and an error occurs. For example,
Fsysclk = 100 MH, Fout = 10 MHz. In this case, Fout/Fsysclk = Fsysclk/N = 1/10, FTW = 429,496,729.6.
A traditional accumulator-based DDS, regardless of the capacity of its accumulator, is not capable of
synthesizing exactly 10 MHz. The closest frequency that a 32-bit accumulator-based DDS can get to
10 MHz with Fsysclk = 100 MHz is 9.99999998603016138 MHz, which is smaller than the expect value
and has an absolute error of 0.01396983862 Hz. Such a frequency error is intolerable in some special
precision equipment or engineering.

3. Accurate DDS Method Using Compound Frequency Tuning Word

Because the phase accumulator modulus of the traditional DDS is a fixed value, the frequency
tuning word must also be a positive integer, which causes the traditional DDS method to only
synthesize a finite number of precise frequency signals. In response to this problem, this paper
proposes a DDS method using compound frequency tuning word. As visible in Figure 3, the phase
accumulator recursively sums the frequency tuning word component X at a clock rate, and the obtained
value is combined with the frequency tuning word components A and B of the auxiliary accumulator in
the address generator. In the DDS method using the compound frequency tuning word, the compound
frequency tuning word has three parts: X, A and B. The main working process of the address generator
is as follows: the frequency tuning word X is added with a value A after B times of addition, and the
subsequent operation is carried out on the basis of the new phase address. The m-bits addresses are
obtained by truncating the obtained address to the low bit, and it is sent to the phase-to-amplitude
converter to output the Y-bits amplitude of the address mapping. After the DA chip, the digital signal
is converted into an analog signal, and finally the signal is filtered and amplified for output.

FoutDAC

Auxiliary
Accumulator

X

Fsysclk

m Bits Y Bits
LPF

A
B

Phase 
Accumulator

Address
Generator

Angle to 
Amplitude Amplifier

Figure 3. Functional block diagram of new DDS method.

The Equation for calculating the exact DDS output frequency of the compound frequency
tuning word:

Fout

Fsysclk
=

M
N

(7)
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where M, N are integers, M < N/2. The frequency ratio of the DDS method using compound frequency
tuning word is very similar to that of the traditional DDS, but N in the DDS of the compound frequency
tuning word is not required to be a power of 2, it can be any integer.

The relationship between the output frequency of the DDS method using compound frequency
tuning word and the sampling frequency is as follows:

Fout

Fsysclk
=

M
N

=
X + Y

N
2C , 0 < N < 2C (8)

In the Equation (8), the right end is a compound frequency tuning word, X represents an integer
part. After N sampling, the difference between the actual phase and the maximum phase is Y. In the
DDS method using compound frequency tuning word, the processing of the fractional part is mainly
added, so that the output frequency eliminates the error or minimizes the error. When the output
frequency and the system clock are determined, M and N are unique in Equation (7) (M and N are
mutual primes). The X value (integer part) can be obtained by the Equation of the conventional DDS.
Then find the remainder: ⎧⎨⎩ X =

[
2C M

N

]
Y = M2C − XN

(9)

In Equation (9), X is the frequency tuning word after rounding, the elements of X to the nearest
integers towards zero. After N sampling, the difference between the actual phase and the maximum
phase is the remainder, which will be further simplified:

Y
N

=
A
B

, A < B, B > 0 (10)

In Equation (10), A and B are prime numbers, and both are integers. A and B are processed in the
auxiliary accumulator in the DDS method using compound frequency tuning word.

When M/N approximating M = 1, the corresponding N is a value near the actual number of
sampling or the actual number of sampling when the address is overflowed. Assuming that N′ is
the actual number of sampling times for an address overflow, then N′ is equal to the value near
N or N, that is, the number of sampling times N′ in a cycle completes a summation from 0 to the
maximum address value, and when N′ samples overflow for the next cycle, all sampling points in each
cycle are coincident, then A is 0, B can be any positive integer, and the compound frequency control
word FTW ′ = {X, 0, B} is obtained. The compound frequency tuning word DDS can accurately
output frequency. At this point, the phase difference between the two adjacent addresses is the phase
represented by the low 16 bits of the accumulator.

If the sampling points of each cycle cannot overlap, DDS cannot accurately output the desired
frequency. At this time:

I. If the simplification Equation (10) satisfies B < N′ and the B value is a number less than 10,
the compound frequency tuning word is FTW ′ = {X, A, B}, after a period of sampling, the remainder
is divided into uniform B equal parts, it is evenly inserted into the whole sampling process, each time
A value is inserted, so that a period of sampling coverage range of 0 to 2C. All the sampling points
in the next cycle coincide with the first sampling point to ensure that the sampling points in each
cycle are exactly the same, and the DDS can output an accurate frequency. The method of inserting
A and B values is shown in Figure 4. For example, when the system clock = 100 MHz and the
output frequency = 10 MHz, C = 32, in this paper, the frequency tuning word = 429,496,729, Y = 6,
M = 1, N = 10, A = 3 and B = 5, they can be obtained, that is, the compound frequency tuning word
FTW = {429,496,729, 3, 5}. During the same period of sampling, the fourth sampling address is 4X.
The new sampling method is adopted, the fifth sampling address is (5X + 3), and (5X + 3) is the new
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addressing basis for the accumulation; The ninth sampling address is (9X + 3), the tenth sampling
address is (10X + 6), that is the maximum value of the phase address, so that the sampling points in a
cycle cover 0 to 2C, can ensure that the next cycle to take the same sampling points.

II. If the simplification Equation (10) does not satisfy B < N′, then the Equation (9) is
approximately reduced to B less than 10 and a value of A is obtained. At this time, the compound
frequency tuning word is FTW ′ = {X, A, B}, which ensures that the DDS synthesis frequency is
closer to the expected value. For example, when the system clock Fsysclk = 100 MHz, the output
frequency is required to be Fout = 1.024 MHz, the frequency tuning word = 43,980,465 can be found.
We can get Y/N = 347/3125, and the constraint can be used to meet the requirements of A/B = 1/9.
Finding the compound frequency tuning word is FTW ′ = {43,980,465, 1, 9}, we can get a relatively high
precision. In the two cases mentioned above, When the address is only X-accumulating, the phase
difference between the two adjacent sampling points is the phase represented by the lower 16-bits in
the accumulator. When the sample address is (X + A), the phase difference between the two adjacent
sampling points is 16 bits plus A.

0 n

5X
(5X+3)

(10X+3)
(10X+6)

4X

(9X+3)

Φ 

Figure 4. Address sampling method of the new DDS method. Address sampling model of the new
DDS method for outputting 10 MHz signal in 100 MHz reference clock.

The main difference between the two methods is the different ways to generate addresses.
The address of traditional DDS relies on the accumulator to recursively sum the frequency tuning
word at the clock rate; The DDS method using compound frequency tuning word is under the control
of the reference clock. When the frequency control word X is accumulated, each time B is accumulated,
an A value is added to the address to get an adjustable address.

4. Development of DDS Frequency Synthesizer Based on FPGA

In order to verify the validity of the DDS method using compound frequency tuning word,
this paper designs and implements an FPGA based frequency synthesizer. Thanks to the flexible
programmability of FPGA, the traditional DDS method and the DDS method proposed by this
paper using compound frequency tuning word can be repeatedly erased on the platform to facilitate
comparison experiments. The frame structure of frequency synthesizer based on FPGA is shown in the
Figure 5, which specifically consists of the reference clock module, the FPGA module, the DA module,
the filter module and the amplification driver module. The Modules of DDS frequency synthesizer
based on FPGA is shown as Figure 6 (The size of the circuit board is 142 × 62 mm). The reference
clock module uses SRS’s rubidium atomic clock PRS10, whose sine wave output has a frequency of
10 MHz, the amplitude is 0.7 V, and a stability of 1.52 × 10−12/s (as shown in Figure 7). The 10 MHz
output signal of rubidium atomic clock is processed by frequency division module in FPGA to obtain
100 MHz clock signal as sampling clock of frequency synthesizer. The FPGA module adopts Altera’s
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EP1C12Q240I7. All of the digital logic circuits such as phase accumulator, auxiliary accumulator,
address generator and phase-to-amplitude converter are designed and implemented in EP1C12Q240I7.
The DA module uses Maxim’s 16-bit parallel input DAC chip (MAX5885) to convert the digital
waveform output from the EP1C12Q240I7 into an analog waveform output. The filter module is
designed to filter out clutter and other interfering signals in the output waveform of the DAC module.
It uses a seventh-order elliptic filter to improve the quality of the synthesized waveform. The amplifier
driver module is designed and implemented by TI’s ultra-low noise integrated operational amplifier
OPA847, which makes the device has a large driving capability, and the output synthesized frequency
signal has an amplitude of not less than 3 Vpp under a load of 50 Ω.

Fout
100MHz 
Reference 

Clock
FPGA DA Filter Amplifier

Figure 5. Block diagram of DDS frequency synthesizer based on FPGA.

 

(a) 

 

(b) 

Figure 6. Modules of DDS frequency synthesizer based on FPGA. (a) Standard frequency source
rubidium atomic clock PRS10; (b) FPGA implementation platform of DDS.
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Figure 7. Stability of rubidium atomic clock PRS10.

5. Experimental Results and Analysis

In the fields of power electronics and frequency standards, there are special requirements for
the frequency synthesizer output frequency. For example, in order to meet the needs of battery
monitoring and management of electric vehicles, Kadirvel K. et al. proposed an IC chip, whose
maximum recommended clock drive value is just 2.048 MHz [19]. In order to reduce the influence of
the Dick effect, Wang et al. selected a 5 MHz signal with ultra-low phase noise as a reference of their
microwave generator in the study of the influence of Dick effect in cold atomic clock in an integrating
sphere [20].

But in practical engineering applications, a traditional DDS cannot accurately synthesize a
standard frequency signal. Suppose that the phase accumulator of the traditional DDS is 32 bits,
the closest output frequency and its error when synthesizing special frequency points such as
1.024 MHz, 2.048 MHz 5 MHz, and 10 MHz are shown in Table 1.

Table 1. Output capability of traditional DDS in special frequency points.

Special Frequency
Frequency Tuning Word Theoretical Value of Output Frequency (MHz) Frequency Error (Hz)

Points Example (MHz)

1.024 43,980,465 1.023999997414648523 0.00258535146
2.048 87,960,930 2.047999994829297065 0.00517070293

5 214,748,364 4.999999981373548548 0.01864645149
10 429,496,729 9.999999986030161380 0.01396983861

As shown in the third column of Table 1, the frequency values represent the theoretical outputs of
traditional DDS. In order to test the real performance of traditional DDS and the output stability and
accuracy of the new DDS method proposed in this paper, we designed an experimental platform just
as Figure 8 shown.

The platform mainly includes reference clock PRS10, distribution amplifier HP5087A, the FPGA
implementation platform of DDS, Keysight 53220A counter, TimeLab test software and Stable32 test
software. The photograph of the real experimental platform is shown as Figure 8b. After the system is
powered on for about 9 min, the frequency-locked circuit indicates that the rubidium clock outputs
stable reference signal and can start the follow-up operation. The standard frequency source of the
rubidium atomic clock is sent through a distribution amplifier to get two signals, one of which is input
to the FPGA implementation platform of DDS as its standard frequency source. The other is input to
the counter as its standard frequency source. The device under test and measuring equipment with
common standard frequency source can ensure the credibility of the measurement results.
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Figure 8. Experimental platform for testing the characteristics of the DDS. (a) Block diagram of the
experimental platform; (b) Photograph of the experimental platform.

Then, the DDS method using the compound frequency tuning word is used to synthesize the
frequency points of 1.024 MHz, 2.048 MHz, 5 MHz and 10 MHz. After nearly 11 h of measurement,
its characteristics are analyzed. According to the test data, Stable32 is used to analyze the stability
index of our new method. At the same time, experiments in Figure 9 show that the DDS method using
compound frequency tuning word has better stability. The stability test results for different frequency
points show that the new DDS method proposed in this paper has a good stability index (short term
stability as an example, better than 8.0 × 10−12/s).
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Figure 9. Cont.
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Figure 9. Stability of different frequency points. (a) Stability of 1.024 MHz; (b) Stability of 2.048 MHz;
(c) Stability of 5 MHz; (d) Stability of 10 MHz.

By using the same experiment platform shown in Figure 7, the accuracy indexes of the DDS
method using compound frequency tuning word and the traditional DDS frequency synthesis method
are obtained and compared. The experiment results are shown in Figure 10, the abscissa represents
the average time of measurement and the ordinate represents the relative frequency difference.
The experimental results show that the relative frequency deviation of the synthesized frequency is
about 4.80 × 10−12, which is three orders of magnitude lower than the traditional DDS frequency
synthesis method (the relative frequency deviation is about 2.00× 10−9). It can be proved that the DDS
using compound frequency tuning word has higher frequency output accuracy than the traditional
DDS method.
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Figure 10. Cont.
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(d) 

Figure 10. Measurement of accuracy. (a) 1.024 MHz signal accuracy; (b) 2.048 MHz signal accuracy;
(c) 5 MHz signal accuracy; (d) 10 MHz signal accuracy.

6. Conclusions

This paper proposed a precise DDS method using the compound frequency tuning word and the
implementation scheme of FPGA. In this method, the compound frequency tuning word is flexible and
changeful, which overcomes several defects of typical DDS, such as the phase accumulator modulus
is fixed value, the frequency tuning word must be positive integer, and synthesizing only a limited
number of accurate signals. Then the proposed DDS method of compound frequency tuning word
is realized by using FPGA. By adding an auxiliary accumulator and an address generator to process
the relevant data, the method of accumulating phase address in synthetic frequency is adjusted to
improve the quality of synthetic frequency signal. Taking advantage of the flexibility of FPGA in digital
circuit design and the advantages of parallel computing architecture design, the new method and the
traditional method can be implemented alternately on the FPGA platform to facilitate comparison
experiments. The experimental measurement and analysis of the experimental data show that the
proposed DDS method using compound frequency tuning word has higher accuracy of the synthesis
frequency under the premise of ensuring the stability index. The related methods and technical
schemes proposed in this paper are expected to provide references for high-precision frequency
synthesizer or signal generator engineering.

The accuracy of the frequency signal is always an important target in the field of frequency
standard comparison. Researchers have been looking for various methods to improve the quality
of the synthesized signal. The most direct way to improve the signal quality is to increase the bit
width and improve the resolution of the accumulator, but this method requires the chip to have a
large memory space. With the same memory space of ROM, a new algorithm can be designed to
improve the amplitude quantization to improve the accuracy of synthetic signals. At the same time,
the influence of noise on signal synthesis is also great. We should synthesize the previous frequency
synthesis methods. A new method of frequency synthesis and some noise reduction algorithms are
designed to improve the quality of frequency synthesis. These are also the focus of our work in the
future. We hope to make breakthroughs as soon as possible.
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Abstract: In today’s complex embedded systems targeting internet of things (IoT) applications,
there is a greater need for embedded digital signal processing algorithms that can effectively and
efficiently process complex data sets. A typical application considered is for use in supervised and
unsupervised machine learning systems. With the move towards lower power, portable, and embedded
hardware-software platforms that meet the current and future needs for such applications, there is
a requirement on the design and development communities to consider different approaches to
design realization and implementation. Typical approaches are based on software programmed
processors that run the required algorithms on a software operating system. Whilst such approaches
are well supported, they can lead to solutions that are not necessarily optimized for a particular
problem. A consideration of different approaches to realize a working system is therefore required,
and hardware based designs rather than software based designs can provide performance benefits
in terms of power consumption and processing speed. In this paper, consideration is given to
utilizing the field programmable gate array (FPGA) to implement a combined inner and outer product
algorithm in hardware that utilizes the available hardware resources within the FPGA. These products
form the basis of tensor analysis operations that underlie the data processing algorithms in many
machine learning systems.

Keywords: Inner and outer product; tensor; FPGA; hardware

1. Introduction

Embedded system applications are today demanding greater levels of digital signal processing
(DSP) capabilities whilst providing low-power operation and with reduced processing times for
complex signal processing operations found typically in machine learning [1] systems. For example,
facial recognition [2] for safety and security conscious applications is a noticeable every day example,
and many smartphones today incorporate facial recognition software applications for phone and
software app access. Embedded environmental sensors, as an alternative application, can input
multiple sensor data values over a period of time and, using DSP algorithms, can analyze the data
and autonomously provide specific outcomes. Although these applications may differ, within the
system hardware and software, these are simply algorithms accessing data values that need to be
processed. The system does not need to know the context of the data it is obtaining. Data processing is
rather concerned with how effectively and efficiently it can obtain, store, and process the data before
transmitting a result to an external system. This requires not only an understanding of regular access
patterns in important internet of things (IoT) algorithms, but also an ability to identify similarities
amongst such algorithms. Research presented herein shows how scalar operations, such as plus and
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times, extended to all scalar operations, can be defined in a single circuit that implements all scalar
operations extended to: (i) n-dimensional tensors (arrays); (ii) the inner product, (matrix multiply
is a 2-d instance) and the outer product, both on n-dimensional arrays (the Kronecker Product is a
2-d instance); and (iii) compressions, or reductions, over arbitrary dimensions. However, even more
relationships exist. One of the most compute intensive operations in IoT is the Khatri-Rao, or parallel
Kronecker Product, which, from the perspective of this research, is an outer product projected to a
matrix, enabling contiguous reads and writes of data values at machine speeds.

In terms of the data, when this data is obtained, it must be stored in the available memory.
This will be a mixture of cache memory within a suitably selected software programmed processor
(microcontroller (μC), microprocessor (μP), or digital signal processor (DSP)), locally connected external
volatile or non-volatile memory connected to the processor, memory connected to the processor via
local area network (LAN), or via some form of Cloud based memory (Cloud storage). Identifying what
to use and when is the challenge. Ideally, the data would be stored in specific memory locations so
that the processor can optimally access the stored input data, process the data, and store the result
(the output data) again in memory in suitable new locations, or overwriting existing data in already
utilized memory. Knowing and anticipating cache memory misses, for example, enable a design that
minimizes overhead(s), such as signal delays, energy, heat, and power.

In many embedded systems implemented today, the software programmed processor is the
commonly used programmable device to perform complex tasks and interface to input and output
systems. The software approach has been developed over the last number of years and is supported
through tools (usually available via an integrated development environment (IDE)) and programming
language constructs, providing the necessary syntax and semantics to perform the required complex
tasks. However, increasingly, the programmable logic device (PLD) [3] that allows for a hardware
configuration to be downloaded into the PLD in terms of digital logic operations is utilized. Figure 1
shows the target device choices available to the designer today. Alternatively, an application specific
integrated circuit (ASIC) solution whereby a custom integrated circuit is designed and fabricated could
be considered. Design goals include not only semantic, denotational, and functional descriptions of a
circuit, but also an operational description (how to build the circuit and associated memory relative to
access patterns of important algorithms).

Algorithm to be implemented 

Microcontroller (μC) 

Software programmed 

processor 

Field programmable gate array (FPGA) 

Hardware configured 

programmable logic device 

Microprocessor (μP) Complex programmable logic device (CPLD) 

Simple programmable logic device (SPLD) Digital signal processor (DSP) 

ASIC 

Figure 1. Programmable/configurable device choices for implementing digital signal processing
operations in hardware and software.
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In this paper, consideration is given to a general algorithm, and the resultant circuit, for an
n-dimensional inner and outer product. This algorithm (circuit) builds upon scalar operations,
thus creating a single IP (intellectual property) core that utilizes an efficient memory access algorithm.
The field programmable gate array (FPGA) is used as the target hardware and the Xilinx® [4] Artix-7 [5]
device is utilized in this case study. The two algorithms, the matrix multiplication, and Tensor Product
(Kronecker Product), are foundational to essential algorithms in AI and IoT. The paper is presented in a
way to discuss the necessary links between the computer science (algorithm design and development)
and the engineering (circuit design, implementation, test, and verification) actions that need to be
undertaken as a single, combined approach to system realization.

The paper is structured as follows. Section 2 will introduce and discuss algorithms for complex
data analysis with a focus on tensor [6] analysis. An approach using tensor based computations with
dimension data arrays that are to be developed and processed is introduced. Section 3 will discuss
memory considerations for tensor analysis operations, and Section 4 will introduce the use of the FPGA
in implementing hardware and hardware/software co-design realizations of tensor computations.
Section 5 will provide a case study design created using the VHDL (Very High Speed Integrated Circuit
(VHSIC) Hardware Description Language (HDL)) [7] for synthesis and implementation within the
FPGA. The design architecture, simulation results, and physical prototype test results are presented,
along with a discussion into implementation possibilities. Section 6 will conclude the paper.

2. Algorithms for Tensor Analysis

2.1. Introduction

In this section, data structures using tensor notation are introduced and discussed with the need
to consider and implement high performance computing (HPC) applications [8], such as required in
artificial intelligence (AI), machine learning (ML), and deep learning (DL) systems [9]. The section
commences with an introduction to tensors and then followed by a discussion into the use of tensors
in HPC applications. The algorithms foundational to IoT (Matrix Multiply, Kronecker Product,
and Compressions (Reductions)) are targeted with the need for a unified n-dimensional inner and
outer product circuit that can optimally identify and access suitable memories to store input and
processed data.

2.2. Tensors as Algebraic Objects

As the need for IoT [10] and AI solutions grows, so does the need for High Performance Tensor
(HPT) operations [11]. Tensors often provide a natural and compact representation for multidimensional
data. For example, a function with five parameters can be thought of as a five-dimensional array. This is a
particularly useful approach to structuring complex data sets for analysis.

With the complexity of tensor analysis requirements in real-world scenarios, there is a need
for suitable hardware and software platforms to effectively and efficiently perform tensor analysis
operations. Although there is a plethora of tensor platforms available for use, all the platforms are
built upon tensors using various software programming languages, approaches, and performances.
Selecting and obtaining the right programming language and hardware platform to run tensor
computation programs on is not a trivial task. Fortunately, numerous efforts are underway to identify
hot spots and build firmware and hardware. These efforts are built upon over 10 years of national and
international workshops (e.g., [12,13]) uniting scientists to address these issues.

Tensors are algebraic objects that describe linear and multi-linear relationships. Tensors can be
represented as multidimensional arrays. A tensor is denoted by its rank from 0 upwards. Each rank
represents an array of a particular dimension. This idea is shown in Table 1 that identifies the tensor
rank, its mathematical entity, and an example realization using the Python language [14], using Python
lists to hold the data (in the examples, using integer numbers). A scalar value representing a magnitude
(e.g., the speed of a moving object) is a tensor of rank 0. A rank 1 tensor is a vector representing a
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magnitude and direction (e.g., the velocity of a moving object: Speed and direction of motion). Matrices
(n× m arrays) have two dimensions and are rank 2 tensors. A three-dimensional (n × m × p) array can
be visualized as a cube and is a rank 3 tensor. Tensors with ranks greater than 3 can readily be created
and analysis performed on the data they hold would be performed by accessing the appropriate
element within the tensor and performing a suitable mathematical operation before storing the result
in another tensor.

In a physical realization of this process, the tensor data would be stored in a suitable size
memory, the data would be accessed (typically using a software programmed processor), and the
computation would be undertaken using fixed- or floating-point arithmetic. This entire process should,
ideally, stream data contiguously, and ideally anticipate where cache memory misses might occur,
thus minimizing overhead up and down the memory hierarchy. For example, in an implementation
using cache memory, L1 cache memory miss could also miss in L2, L3, and Page memory.

Table 1. Tensor rank (0 to n) with an example code using Python lists.

Rank. Mathematical Entity Example Realization in Python Code

0 Scalar (magnitude only) A = 1
1 Vector (magnitude and direction) B = [0,1,2]
2 Matrix (two dimensions) C = [[0,1,2], [3,4,5], [6,7,8]]
3 Cube (three dimensions) D = [[[0,1,2], [3,4,5]], [[6,7,8], [9,10,11]]]
n n dimensions . . .

A tensor rank, or a tensor’s dimensionality, can be thought of in at least two ways. The more
traditional way being, as the number of rows and columns change in a matrix, so does the dimension.
Even with that perspective, computation methods often decompose such matrices into blocks.
Conceptually, this can be thought of as “lifting” the dimension of an array. Further blocking “lifts”
the dimension even more. Another way of viewing a tensor’s dimensionality is by the number of
arguments in a function input over time. The most general way to view dimensionality is to combine
these attributes. The idealized methods for formulating architectural components are chosen to match
the arithmetic and memory access patterns of the algorithms under investigation. In this paper,
the n-dimensional inner and outer products are considered. Thus, in this case, what might be thought
of as a two-dimensional problem can be lifted to perhaps eight or more dimensions to reflect a physical
implementation, considering the memory as registers, the levels of cache memory, RAM (random
access memory), and HDD (hard disk drive). With that formulation, it is possible to create deterministic
cost functions validated by experimentation, and, ideally, an idealized component construction can be
realized that meets desired goals, such as heat dissipation, time, power, and hardware cost.

When an algorithm is run, the hardware implementing the algorithm will access available memory.
In Figure 2, a prototypical graph of how an algorithm that does not have cache memory misses or
page memory faults is presented. The shape of the graph changes as it moves through the memory
hierarchy. This identifies the time requirements associated with the different memories from L1 cache
memory through to disk (HDD). Note the change in the slope with memory type. The slope reflects
how attributes, such as speed, cost, and power, would affect performance. Algorithm execution
(memory access) time is, however, relative to the L1 cache memory chosen. For example, it could be
nanoseconds, microseconds, milliseconds, seconds, minutes, or hours as the data moves further up the
memory hierarchy. Often, performance is related to a decrease in arithmetic operations, i.e., a reduction
of arithmetic complexity. In an ideal computing environment, where memory and computation would
have the same costs, this would be the case. Unfortunately, it is also necessary to be concerned with the
cost of data input/output (I/O). In parallel to this, it is a necessity to consider memory access patterns
and how these relate to the levels of memory. Pre-fetching is one way to alleviate delays. However,
often the algorithm developer must rely on the attributes of a compiler and hope the compiler is
pre-fetching data in an optimum manner. The developer must trust that this action is performed
correctly. This is becoming harder to achieve given that machines are becoming ever more complex
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and compiler writers are getting scarcer. Empirical methods of experimentation reveal graphs, such as
the one shown in Figure 2. Such diagnostic methods allow the algorithm developer to observe the
performance of a particular algorithm running on a machine. It is then possible to look at memory
speed, size, and other cost factors to put together a model of how we might improve performance
through “dimension lifting”. That said, the goal is always to try to keep the slope linear, i.e., the linear
part of a polynomial curve such that the slope is minimized.

Algorithm execution time 

Memory 
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Memory access 

time is relative to 

the L1 cache 

memory chosen. 
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Figure 2. Algorithm execution (memory access) of time vs. memory hierarchy.

Presently, the goal is to achieve a situation where the graph is polynomial, avoiding exponential
behavior, such as the one in Figure 2, using HDDs. A co-design approach, complemented with
dimension lifting and analysis, as discussed above, can be used to calculate upper and lower bounds
of algorithms relative to their data size, memory access patterns, and arithmetic. The goal is to ensure
performance stays as linear as possible. This type of information enables the algorithm developers
insight into what memories to select for use, i.e., what type and size of memory should be used to keep
the slope constant. This, of course, would include pre-fetching, buffering, and timings to feed the prior
levels at memory speed. If this is not possible, given the available memory choices, the slope change
can be minimized.

2.3. Machine Learning, Deep Learning, and Tensors

Tensor and machine learning communities have provided a solid research infrastructure, reaching
from the efficient routines for tensor calculus to methods of multi-way data analysis, i.e., from tensor
decompositions to methods for consistent and efficient estimation of parameters of probabilistic models.
Some tensor-based models have the characteristic that if there is a good match between the model
and the underlying structure in the data, the models are much more interpretable than alternative
techniques. Their interpretability is an essential feature for the machine learning techniques to gain
acceptance in the rather engineering intensive fields of automation and control of cyber-physical
systems. Many of these systems show intrinsically multi-linear behavior, which is appropriately
modeled by tensor methods, and tools for controller design can use these models. The calibration of
sensors delivering data and the higher resolution of measured data will have an additional impact on
the interpretability of models.

Deep learning is a subfield of machine learning that supports a set of algorithms inspired by the
structure and function of the human brain. TensorflowTM [15], PyTorch [16], Keras [17], MXNet [18],
The Microsoft Cognitive Toolkit (CNTK) [19], Caffe [20], Deeplearning4j [21], and Chainer [22]
are machine learning frameworks that are used to design, build, and train deep learning models.
Such frameworks continue to emerge. These frameworks support numerical computations on
multidimensional data arrays, or tensors, e.g., point-wise operations, such as add, sub, mul, pow, exp,
sqrt, div, and mod. They also support numerous linear algebra operations, such as Matrix-Multiply,
Kronecker Product, Cholesky Factorization, LU (Lower-Upper) Decomposition, singular-value
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decomposition (SVD), and Transpose. The programs would be written in various languages, such as
Python, C, C++, and Java. These languages also include libraries/packages/modules that have been
developed to support high-level tensor operations, in many cases under the umbrellas of machine
learning and deep learning.

2.4. Tensor Hardware

Google’s introduction of a Tensor Processing Unit (TPU) [23] that works in conjunction with
TensorFlow emphasizes that there is a need for fast tensor computation. That need will only grow
exponentially as the use of AI increases. Consequently, what would an idealized processor for
tensors look like? What would idealized software defined hardware look like? What are important
pervasive algorithms? Two workshops, one at the NSF (National Science Foundation) [12] in America,
and another at Dagstuhl [13], validated and promoted how tensors are used in numerous domains,
considering AI and IoT in general. Charles Van Loan, a co-organizer of the NSF Workshop, emphasized
the importance of The Kronecker Product. He called it the Product of the Times. The algorithm (circuit)
presented herein is foundational to this very important algorithm. The goal is to develop designs that
could be used to build a Universal Algebraic Unit© (UAU©) that could support all the mathematics in
numerical libraries, such as NumPy, which most, if not all, applications mentioned above, use and
rely on for performance. There are two challenges in the design and development of applications that
require tensor support: Optimal software and hardware, necessitating a co-design approach. Due to
the ubiquitous nature of tensors, a co-design approach is used to achieve the goals of the work.

2.5. Contribution of this Paper

This paper demonstrates the Matrix Multiplication and Kronecker Product that are both built
from a common algorithm, the outer product. This design is unique in that is provides:

• A general approach to inner and outer product, n dimensional, 0 ≤ n;
• a general approach relative to scalar operations other than + and ×; and
• a demonstration of how the design enables speed-up for Kronecker Products

The design presented in this paper is for an n-dimensional inner and outer product, e.g., for 2-d
matrix multiply, which builds upon the scalar operations of + and × [24]. Some operations may be
realized in hardware, firmware, or software. This generalized inner product is defined using reductions
and outer products [24], and reduces to three loops independent of conformable argument dimensions
and shapes. This is due to Psi Reduction, where it is possible to, through linear and multilinear
transformations, reduce an array expression to a normal form. Then, through “dimension lifting” of a
normal form, idealized hardware can be realized where the size of buffers relative to speed and size of
connecting memories, DMA (Direct Memory Access) hardware (contiguous and strided), and other
memory forms, when a problem size is known, or conjectured, and details of hardware are available
and known.

2.6. The Kronecker Family of Algorithms

With an ability to build an idealized Kronecker Product, it is possible to address multiple
Kronecker Products, parallel Kronecker Products, and outer products of Kronecker Products.
These algorithms are used throughout the models built by mathematicians. Moreover, they are
often used many times in sequence, necessitating an optimization study. If strides are required, as in
the classical approach, performance will suffer. The Kronecker Product is viewed as an outer product,
no matter how many there are in an expression. Consequently, it is not necessary to be concerned with
strided access until the end when the outer product result is transposed and reshaped, thus saving
energy and time. It is then possible to capitalize on contiguous access streaming from component to
component. The analysis may consider time, space, speed, and other parameters, such as energy and
heat, to determine cost.
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3. Memory Considerations for Tensor Analysis

3.1. Introduction

In order to understand memory considerations, it is important to understand the algorithms that
dominate tensor analysis: Inner Products (Matrix Multiply), and Outer Products (Kronecker or Tensor
Product). Others include transformations and selections of components. Models in AI and IoT [13]
are dominated by multiple Kronecker Products, parallel Kronecker Products (Khatri-Rao), and outer
products of Kronecker Products (Tracey Singh), in conjunction with compressions over dimensions.
Memory access patterns are well known. Moving on from an algorithmic specification to an optimized
software or hardware instantiation of that algorithm requires maximizing the data structures that
represent the algorithm in conjunction with the memory(ies) of a computer.

3.2. Computer Memory Access

From the onset of computing, computer scientists and mathematicians have discussed the
complexity of an algorithm that translates to finding the least amount of arithmetic to perform.
In an ideal world, where memories had the same speed no matter where they were, the computation
effort would be based on the complexity of the algorithm. In fact, in the early days of computing,
that was the case where memory was only one clock cycle away from the CPU (central processing
unit). This is not true now. Now, what matters is the least amount of arithmetic and an optimal use of
memory. From an engineering point of view, this means an understanding of the algorithm operation
from a memory access pattern perspective. Moreover, through that understanding, it is possible to
create an optimal, predictive, and reproducible performance.

3.3. Cache Memory: Memory Types and Caches in a Typical Processor System

Over the years, memory has become faster in conjunction with memory types becoming
more diverse. Architectures now support multiple, non-uniform memories, multiple processors,
and multiple networks, and those architectures are combined to form complex, multiple networks.
In an IoT application, there may be a case that one application requires the use of a substantial portion
of the available resources and those resources must have a reproducible capacity. Figure 3 presents
a view of the different memories that may be available in an IoT application, from processor to the
Cloud. This view is based on a software programmed processor approach. Different memory types
(principle of operation, storage capacity, speed, cost, ability to retain the data when the device power
supply is removed (volatile vs. non-volatile memory), and physical location in relation to the processor
core) would be considered based on the system requirements. The fastest memories with the shortest
read and write times would be closest to the processor core, and are referred to as the cache memory.
Figure 3 considers the cache memory as three levels (L1, L2, and L3), where the registers are closest to
the core and on the same integrated circuit (IC) die as the processor itself before the cache memory
would be accessed. L1 cache memory would be SRAM (static RAM) fabricated onto the same IC
die as the processor, and would be limited in the amount of data it could hold. The registers and
L1 cache memory would be used to retain the data of immediate use by the processor. External to
the processor would be external cache memory (L2 and L3), where this memory may be fast SRAM
with limited data storage potential or slower dynamic RAM (DRAM) that would have a greater data
storage potential. RAM is volatile memory, so for data retention when the power supply is removed,
non-volatile memory types would be required: EEPROM (electrically erasable programmable read
only memory), Flash memory based on EEPROM, and HDD would be local memory followed by
external memory connected to a local area network (a “network drive”) and Cloud memory. However,
there are costs associated with each memory type that would need to factored into a cost function for
the memory.
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Figure 3. Availability of memory types in IoT applications.

3.4. Cache Misses and Implications

To help understand why cache memory misses, page faults, and other memory faults cause delays
in computation, reference to the 1-d fast Fourier transform (FFT) can be made. Theory states that a
length n FFT has an n log n complexity and so an idealized computation time could be determined from
this assumption. However, the computation could take significantly longer to complete, depending on
a number of hardware related issues that include the availability of cache memory, the associativity
of the cache, how many levels of memory there are, and the size of the problem. For example, if a
four-way associative cache is used, a radix 4 FFT might be selected based on the size of the available
associative cache. However, suppose a radix 2 is used. If the input vector for the FFT was 0 1 2 3 4 5 6
7 8 9 10 11 12 13 14 15, and the cache could fit only the first eight values, that means that on the 4th
cycle, there is a cache miss. Knowing that the data could be reshaped and transposed to obtain data
locality, i.e., 0 8 1 9 2 10 3 11 4 12 5 13 6 14 7 15, the operation could be completed with the data locally
stored. However, as the input data set size increases, this not only results in cache misses, it also results
in page faults, significantly slowing down the performance of an algorithm, which can be viewed
graphically as an exponential rise [25]. For signal processing applications, the implication is that there
will be a computation time increase.

3.5. Cost Functions for Memory Access

Usually cost functions are based on statistical methods. However, the analysis used in this work
create a Normal Form that depicts the levels of memory desired relative to the access patterns of
algorithms. With this, it is possible, a priori, to define the implementation requirements, such as
maximum heat dissipation, power, cost, and time. With this information, as an FPGA designer,
it is possible to utilize the available hardware resources and add the right types and levels of
memory, the number of FPGAs linked together, and use FPGAs with other forms of processing
unit. Such considerations would come from knowledge of the hardware and knowledge of algorithm
requirements. Through experimental methods, developed by one of the co-authors, it can be seen that
each level of memory as a Normal Form moves through the memory relative to its access patterns
and arithmetic. What can be seen for any algorithm is that the curves, referring to Figure 2, start out
constant, but then move to become a linear curve(s) while computation is still in real memory. Then,
it is noticed that for each small piece of linearity, the slope gets steeper, indicating a change in memory
speed. Thus, an evolution of a polynomial curve is seen that finally goes exponential when the access is
to HDD. In parallel, if the available sizes and speeds of the various architectural components available,
such as registers, buffers, and memories, are known, then it is possible to “dimension lift” the Normal
Form to include all these attributes. Thus, performance can be predicted and verified via suitably
designed experiments.
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4. The Field Programmable Gate Array (FPGA)

4.1. Introduction

In this section, the FPGA is introduced as a configurable hardware device that has an internal
circuit structure that can be configured to different digital circuit or system architectures. It can,
for example, be configured to implement a range of digital circuits from a simple combinational
logic circuit through to a complex processor architecture. With the available hardware resources and
ability to describe the circuit/system design using a hardware description language (HDL), such as
VHDL or Verilog [26], the designer can implement custom design architectures that are optimized
to a set of requirements. For example, it is possible to describe a processor architecture using VHDL
or Verilog, and to synthesize the design description using a set of design synthesis constraints into a
logic description that can then be targeted to a specific FPGA device (design implementation, “place
and route”). This processor, which is hardware, would then be connected to a memory containing a
program for the processor to run, the memory may be registers (flip-flops), available memory macros
within the FPGA or external memory devices connected to the pins of the FPGA. Therefore, it would
be possible to implement a hardware only design or a hardware/software co-design. In addition,
if adequate hardware resources were available, more than one processor could be configured into the
FPGA and a multi-processor device therefore developed.

4.2. Programmable Logic Devices (PLDs)

The basic concept of the PLD is to provide a programmable (configurable) IC that enables the
designer to configure logic cells and interconnect within the device itself to form a digital electronic
circuit that is housed within a single packaged IC. In this, the hardware resources (the available
hardware for use by the designer) will be configured to implement a required functionality. By changing
the hardware configuration, the PLD will operate a different function. Hardware configured PLDs are
becoming increasingly popular due to the potential benefits in terms of logic potential (obsolescence),
rapid prototyping capabilities in digital ASIC design (early stage prototyping, design debugging,
and performance evaluation), and design speed benefits, where PLD based hardware can implement
the same functions as a software programmed processor, but in a reduced time. Concurrent (parallel)
operations can be built into the PLD circuit configuration that would otherwise be implemented
sequentially within a processor. This is particularly important for computationally expensive
mathematical operations, such as the FFT, digital filtering, and other mathematical operations that
require complex data sets to be analyzed in a short time. Table 2 summarizes available devices and
their vendors. It is not, however, a trivial task to select the right device for a specific application or
range of applications.

Table 2. PLD vendors and devices [27].

Vendor FPGA SPLD/CPLD Company Homepage

Xilinx® Virtex, Kintex, Artix and
Spartan

CoolRunner-II, XA
CoolRunner-II and XC9500XL https://wwwxilinxcom/

Intel®
Stratix, Arria, MAX, Cyclone

and Enpirion — https://wwwintelcom/content/
www/us/en/fpga/deviceshtml

Atmel Corporation
(Microchip) AT40Kxx family FPGA

ATF15xx ATF25xx, ATF75xx
CPLD families and ATF16xx,

ATF22xx SPLD families
https://wwwmicrochipcom/

Lattice
Semiconductor

ECP, MachX and iCE FPGA
families ispMACH CPLD family http://wwwlatticesemicom/

Microsemi
PolarFire, IGLOO, IGLOO2,

ProASIC3, Fusion and
Rad-Tolerant FPGA families

— https://wwwmicrosemicom/product-
directory/fpga-soc/1638-fpgas
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4.3. Hardware Functionality within the FPGA

Each FPGA provides a set hardware resources available to the designer where the use of specific
resources would be considered to obtain a required performance in a specific application. However,
this does rely on the use of the correct FPGA for the application and the knowledge of the designer in
using these available hardware resources.

There are specific advantages in selecting an FPGA for use rather than an off-the-shelf processor.
By selecting the appropriate hardware architecture, high speed DSP operation, such as digital filtering
and FFT operations, can be achieved, which might not be possible in software. This is partly due to the
ability to create a custom design architecture and partly due to concurrent operation, which means
that operations in hardware can be run in parallel as well as sequentially. A typical FPGA also has a
high number of digital input and output pins for connecting to peripheral devices with programmable
I/O standards. This allows for flexibility in the types of peripheral devices, such as memory and
communications ICs, that could be connected to the FPGA. Within the device, as well as programmable
logic circuits, built-in memories for data storage are available, which have an immediate and temporary
use, i.e., for cache memory scenarios. The DSP operations are supported using built-in hardware
multipliers, and fast fixed-point and floating-point calculations can be implemented. In some FPGAs,
built-in analog-to-digital converters (ADCs) are available for analog input sampling as well as IP
blocks, such as FFT and digital filter blocks. These resources give the ability to develop a custom
design architecture suited to the specific application. The FPGA is configured by downloading a
design configuration as a sequence of binary logic values (sequence of 0’s and 1’s). The configuration
would be initially created as a file using the FPGA design tools that is then downloaded into the device.
The configuration values are stored in memory within the device, where the memory may be volatile
or non-volatile:

• Volatile memory: When data are stored within the memory, the data are retained in the memory
whilst the memory is connected to a power supply. Once the power supply has been removed,
then the contents of the memory (the data) are lost. The early FPGAs utilized volatile SRAM
based memory.

• Non-volatile memory: When data are stored within the memory, the data are retained in the
memory even when the power supply has been removed. Specific FPGAs available today utilize
Flash memory for holding the configuration.

5. Inner and Outer Product Implementation in Hardware Using the FPGA Case Study

5.1. Introduction

In this section, the design, simulation, and physical prototype testing of a single IP core that
implements the inner and outer products are presented. The idea here is to have a hardware macro cell,
or core, that can be accessed from an external digital system (e.g., a software programmed processor
that can pass the computation tasks to this cell whilst it performs other operations in parallel). The input
array data are stored as constants within arrays in the ipOpCore module, as shown in Figure 4, and are
therefore, in this case, read-only. However, in another application, then it would be necessary to
allow the arrays to be read-write for entering new data to be analyzed and then the design would
be modified to allow array A and B data to be loaded into the core, either as serial or parallel data.
Hence, the discussion provided in this section relates to the specific case study. In addition, a single
result output could be considered and the need for test data output might not be a requirement.
The motivation behind this work is to model tensors as multi-dimensional arrays and to analyze these
using tensor analysis in hardware. This requires a suitable array access algorithm to be developed,
the use of suitable memory for storing data in a specific application, and a suitable implementation
strategy. In this paper, the inner and outer products are only considered using the FPGA as the
target device, an efficient algorithm to implement the inner and outer products in a single circuit
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implemented in hardware is used, and appropriate embedded FPGA memory resources to enable fast
memory access are used.

Figure 4. ipOpCore case study design.

The design shown in Figure 4 was created to allow for both product results to be independently
accessed during normal runtime operation and for specific internal data to be accessed for test and
debug purposes. The design description was written in VHDL as a combination of behavioral, RTL,
and structural code targeting the Xilinx® Artix-7 (XC7A35TICSG324-1L) FPGA. This specific device was
chosen for practical reasons as it contains hardware resources suited for this application. The design,
however, is portable and is readily transferred to other FPGAs, or to be part of a larger digital ASIC
design, if required. For any design implementation, the choice of hardware, and potentially software,
to use would be based on a number of considerations. The FPGA was mounted on the Digilent® Arty
A7-35T Development Board and was chosen for the following reasons:

The FPGA considered is used in other project work and as such, the work described in this paper
could readily be incorporated into these projects. Specifically, sensor data acquisition using the FPGA
and data analysis within the FPGA projects would benefit from this work where the algorithm and
memory access operations used in this paper would provide additional value to the work undertaken.

1. The development board used provided hardware resources that were useful for project work,
such as the 100 MHz clock, external memory, switches, push buttons, light emitting diodes
(LEDs), expansion connectors, LAN connection, and a universal serial bus (USB) interface for
FPGA configuration and runtime serial I/O.

2. The development board was physically compact and could be readily integrated into an enclosure
for mobility purposes and operated from a battery rather than powered through the USB
+5 V power.

3. The Artix-7 FPGA provided adequate internal resources and I/O for the work undertaken and
external resources could be readily added via the expansion connectors if required.

4. For memory implementation, the FPGA can use the internal look-up tables (LUTs) as distributed
memory for small memories, can use internal BRAM (Block RAM) for larger memories,
and external volatile/non-volatile memories connected to the I/O.

5. For computation requirements, the FPGA allows for both fixed-point and floating-point arithmetic
operations to be implemented.
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6. For an embedded processor based approach, the MicroBlaze CPU can be instantiated within the
FPGA for software based implementations.

The I/O for this module are as follows:

ipOp User to select whether the inner or outer product is to be performed.
clock Master clock (100 MHz).
resetN Master, asynchronous active low reset.
addrA Array A address for reading array contents (input tensor A).
addrB Array B address for reading array contents (input tensor B).
addrPC Array PC address for reading array contents (product code array).
addrResIp Address of inner product for reading array contents (output tensor IP).
addrResOp Address of outer product for reading array contents (output tensor OP).
dataA Array A data element being accessed (for test purposes only).
dataB Array B data element being accessed (for test purposes only).
productCode Input array size and shape information for algorithm operation.
dataResIp Inner product result array (Serial read-out).
dataResOp Outer product result array contents (serial readout).

These I/O signals can be categorized as input control, input address, and output data.

5.2. Design Approach and Target FPGA

The operation of the combined inner and outer product is demonstrated by reference to a case
study design that implements the necessary memory and algorithms functions within a single IP core.
Given that these functions are to be mapped to a custom design architecture and configured within the
FPGA, a range of possible solutions can be created. The starting point for the design is the computation
to perform. Consider the tensor product of two arrays (A and B), where A is a 3 × 3 array and B is
a 3 × 2 array. For demonstration purposes, the numbers are limited to being 8-bit signed integers
rather than real numbers. The principle of evaluation is the same for both number types, but the HDL
coding style to be adopted would be different. Therefore, the possible numbers considered would
be integer values in the range of −12810 to +12710. Internally within the VHDL code, these values
were modelled as INTEGER data types that were suitable for simulation and synthesis. For synthesis,
the integer numbers were translated to an 8-bit wide STD_LOGIC_VECTOR data type. This meant
that the physical digital circuit utilized an 8-bit data bus and this size bus was selected as a standard
width for all array input addresses and output data. Fixed-point, 2′s complement arithmetic was also
implemented. Whilst the data range was limited in size, this approach was chosen as the purpose of the
work was to implement and demonstrate the algorithm and memory utilization. The VHDL code was
written such that the data range and array sizes were readily adjusted within the array definitions and
no modification to the algorithm code was required. Floating-point arithmetic rather than fixed-point
arithmetic could be used by coding a floating-point multiplier for matrix multiplication operations
(e.g., [28,29]), and modelling the data as floating point numbers rather than simple fixed-point scalar
numbers as used here. Considering arrays A and B, these two arrays can be operated on to form the
tensor product as both the inner product and the outer product:

A =

⎡⎢⎣ 0 1 2
3 4 5
6 7 8

⎤⎥⎦ B =

⎡⎢⎣ 0 1
2 3
4 5

⎤⎥⎦
The tensor product for A and B is noted as:

C = A ⊗ B
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The result of the inner product, Cip, is:

Cip = A ⊗ B =

⎡⎢⎣ 10 13
28 40
46 67

⎤⎥⎦
The result of the outer product, Cop, is:

Cop = A ⊗ B =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 1 0 2
0 0 2 3 4 6
0 0 4 5 8 10
0 3 0 4 0 5
6 9 8 12 10 15

12 15 16 20 20 25
0 6 0 7 0 8

12 18 14 21 16 24
24 30 28 35 32 40

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

The above products were initially developed using C and Python coding where the data in C were
stored in arrays and in Python were stored in lists. The combined inner/outer product algorithm was
verified through running the algorithm with different data sets and verifying the software simulation
model results with manual hand calculation results. Once the software version of the design was
verified, the Python code functionality was manually translated to a VHDL equivalent. The two key
design decisions to make were:

1. How to model the arrays for early-stage evaluation work and how to map the arrays to hardware
in the FPGA.

2. How to design the algorithm to meet timing constraints, such as maximum processing time,
number of clock cycles required, hardware size considerations, and the potential clock frequency,
with the hardware once it is configured within the FPGA.

In this design, the data set was small and so VHDL arrays were used for both the early-stage
evaluation work and for synthesis purposes. In VHDL, the input and results arrays were defined and
initialized as follows:

TYPE array_1by4 IS ARRAY (0 TO 3) OF INTEGER;

TYPE array_1by6 IS ARRAY (0 TO 5) OF INTEGER;

TYPE array_1by9 IS ARRAY (0 TO 8) OF INTEGER;

TYPE array_1by36 IS ARRAY (0 TO 35) OF INTEGER;

TYPE array_1by54 IS ARRAY (0 TO 53) OF INTEGER;

CONSTANT arrayA : array_1by9 := (0, 1, 2, 3, 4, 5, 6, 7, 8);

CONSTANT arrayB : array_1by6 := (0, 1, 2, 3, 4, 5);

SIGNAL arrayResultIp : array_1by6 := (0, 0, 0, 0, 0, 0);

SIGNAL arrayResultOp : array_1by54 := (0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0,

0, 0, 0, 0, 0, 0, 0, 0, 0);

These are one-dimensional arrays suited for ease of memory addressing, appropriate for the
algorithm operation, synthesizable into logic, and have a direct equivalence in the C and Python
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software models. The input arrays (arrayA and arrayB) contain the input data. The results arrays
(arrayResultIp (inner product) and arrayResultOp (outer product)) were initialized with 0′s. It was
not necessary, in this case, to map to any embedded BRAM or external memory as the data set size
was small and easily mapped by the synthesis tool to distributed RAM within the FPGA. The PC
(product code) array is not shown above, but this is an array that contains the shape and size of arrays,
A and B. For the algorithm, with direct mapping to VHDL from the Python code, the inner product
and outer product each required a set number of clock cycles. Figure 5 shows a simplified timing
diagram identifying the signals required to implement the inner/outer product computation. Once the
computation has been completed, the array contents could then be read out one element at a time.
For evaluation purposes, all array values were made accessible concurrently, but could readily be
made available serially via a multiplexor arrangement to reduce the number of output signals required
in the design.

A computation run would commence with the run control signal being pulsed 0-1-0 with the
product selection input ipOp set to either logic 0 (inner product) or logic 1 (outer product). In this
implementation, the inner product required 18 clock cycles and the outer product required 54 clock
cycles to complete. The array data read-out operations are not, however, shown in Figure 5. The data
values were defined using the INTEGER data type for modelling and simulation purposes, and these
values were mapped to an 8-bit STD_LOGIC_VECTOR data type for synthesis into hardware. The 8-bit
width data bus was sufficient to account for all data values in this study.

Time (ns) 
resetN 

run 

ipOp 

clock 
18 clock cycles 54 clock cycles 

1 

0 

1 
0 

1 
0 

1 
0 

Time (ns) 

Time (ns) 

Time (ns) 

Logic level 

Figure 5. Computation control signal timing diagram.

5.3. System Architecture

How the memory and algorithm would generally be mapped to a hardware-only or a hardware/
software co-design would be dependent on the design requirements, specification resulting from
the requirements identification, available hardware, and the designer. Therefore, a range of possible
solutions would be possible, but in this design, a hardware-only solution was a design requirement.
The memory was modelled as VHDL arrays, and the algorithm was implemented using a counter and
state machine arrangement. Both the inner and outer products were to be selectable for computation
that required a design decision as to whether a single memory space for both products or separate
memory spaces for each product would be suitable. Given the relatively small size of the data set
and to support design evaluation, separate memory spaces for the inner and outer products were
developed. However, an alternative implementation could utilize a single memory space. The system
architecture is shown in Figure 6. Here, the ipOpCore module implements the memory computation
(2′s complement number multiplication) whilst the control unit module implements the system control
and algorithm. The control unit module input control signals are:
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ipOp User to select whether the inner or outer product is to be performed;
clock Master clock (100 MHz);
resetN Master, asynchronous active low reset; and
run Initiate a computation run (0-1-0 pulse)

Figure 7 shows a simplified view of the elaborated VHDL code schematic that was generated by
the Xilinx® Vivado v2015.3 (HL WebPACK Edition) software. This schematic shows the two modules
(ipOpCore (I0) and controlUnit (I1)) that connect together to form the top-level design with 44 inputs
and 40 outputs. The target FPGA was the Xilinx® Artix-7 mounted on the Digilent® Arty A7-35T
Development Board. This board is shown in Figure 8 that identifies the key features of the board used
and provided a convenient hardware platform to undertake the required design development and
experiments. The FPGA was provided with an on-board 100 MHz clock module for the clock and the
resetN signal was provided by one of the available on-board push buttons. On the board, the array
address and data signals would be available internally within the FPGA (to connect to a system that
would be integrated within the FPGA alongside this design) or to the external header pins on the
development board (for connecting to another system external to the FPGA).

11 

Control unit 

Left array (A) 

Right array (B) 

 

 

Calculation 

Inner product array 

Outer product array 

resetN  clock      ipOp       run 

Product code array 
ipOpCore 

arrayX address inputs 

Figure 6. Simplified system block diagram.
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addrResOp[7:0] 
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ipOp 

run 

resetN 

dataA[7:0] 

dataB[7:0] 

productCode [7:0] 

dataResIp[7:0] 

dataResOp[7:0] 

addrAint[7:0] 
addrBint[7:0] 
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Figure 7. Simplified schematic view of the elaborated VHDL code.
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USB connector for 

interfacing to a 

computer for +5 V 

power, device 

configuration and 

serial data 

transfer. 

Artix-7 FPGA. 

Reset push-button. 

100 MHz clock module (on 

underside of board). 

PmodTM 

Figure 8. Xilinx® Artix-7 FPGA on the Digilent® Arty board identifying key components used in
the experimentation.

The design must eventually be implemented within the FPGA and this is a two-step process.
Firstly, the VHDL code is synthesized and then the synthesized design is implemented in the target
FPGA. The synthesis and implementation operations can be run using the default settings, or the user
can set constraints to direct the tools. In this case study, the default tool settings were used and Table 3
identifies the hardware resources required after synthesis and implementation for the design.

Table 3. Artix-7 FPGA resource utilization in the case study design.

Item Use Number Used

Package pin Input 44
Output 40

Design synthesis results

Post-synthesis I/O Inputs 23 *
Outputs 40

Slice LUTs Total used 454
LUT as logic 442

LUT as memory (distributed RAM) 12
Slice registers Total used 217

Slice register as flip-flop 217
Other logic Clock buffer 2

Design implementation results

Post-implementation I/O Inputs 23
Outputs 40

Slice LUTs Total used 391
LUT as logic 379

LUT as memory (distributed RAM) 12
Slice registers Total used 217

Slice register as flip-flop 217
Other logic Clock buffer 2

* Note that the number of inputs required in the design after synthesis do not include the address input bits that
were always a constant logic 0 in this case study. This was due to the standard 8-bit address bus used for all
input addresses and the sizes of the arrays meant that most significant bits (MSBs) of the array addresses were not
required. Note also that post-implementation, the number of slice LUTs required was less than that post-synthesis.

5.4. Design Simulation

Design simulation was undertaken to ensure that the correct values were stored, calculated,
and accessed. The Xilinx® Vivado software tool was used for design entry and simulation was
performed using the built-in Vivado simulator. A VHDL test bench was used to perform the
computation and array data read-out operations. Figure 9 shows the complete simulation run where
the clock frequency in simulation was set to 50 MHz (the master clock frequency divided by two).
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This simulation clock frequency was selected to allow for external control signals to be provided from
an external system operating at 100 MHz to be provided on the falling edge of the 50 MHz clock.

 

Figure 9. Simulation study results: Computation and results read-out.

For the inner product data read-out, Figure 10 shows the simulation results for all nine product
array element values (dataResIp) being read out of the arrayResultIp array. The iPOp control signal is
not used (set to logic 1 in the simulation test bench) as it is only used for the computation, the clock
is held at logic 0 as it is also only used for the computation, and the reset signal is not asserted
(resetN = 1). The inner product array address (addrResIp) is provided to access each element in the
array sequentially.

 

Figure 10. Simulation study results: Inner product.

This shows the specific results for the complete inner product as follows:

Cip = A ⊗ B =

⎡⎢⎣ 10 13
28 40
46 67

⎤⎥⎦
For the outer product data read-out, Figure 11 shows the simulation results for the last 13 values

(dataResOp) being read out of the arrayResultOp array. The iPOp control signal is not used (set to
logic 1 in the simulation test bench) as it is only used for the computation, the clock is held at logic 0 as
it is also only used for the computation, and the reset signal is not asserted (resetN = 1). The outer
product array address (addrResOp) is provided to access each element in the array sequentially.

 

Figure 11. Simulation study results: Outer product (final set of results read-out only).
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This shows the specific results for the last 13 values in the results array as follows:

Cop = A ⊗ B =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

. . . . . .

. . . . . .

. . . . . .

. . . . . .

. . . . . .

. . . . . .

. . 0 7 0 8

. . 14 21 16 24

. 30 28 35 32 40

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
5.5. Hardware Test Set-Up

Design analysis was in the main performed using simulation to determine correct functionality
and signal timing considering the initial design description prior to synthesis (behavioral simulation),
the synthesized design (post-synthesis simulation), and the implemented design (post-implementation
simulation). This is a typical simulation approach that is supported by the FPGA simulator for verifying
the design operation at different steps in the design process. Given that the design is intended to be
used as a block within a larger digital system, the simulation results would give an appropriate level
of estimating the signal timing and the circuit power consumption.

In addition to the simulation study, the design was also implemented within the FPGA and signal
monitored using the development board connectors (the PmodTM (peripheral module) connectors)
using a logic analyzer and oscilloscope. This test arrangement is shown in Figure 12.

Artix-7 

FPGA 

 

Logic 

analyser 

 

and 

 

Oscilloscope 

Top level design 

Built-in  

tester 

ipOp 

core 
Control 

unit 

Master clock and reset +5 V power input from USB 

PmodTM 

connector

FPGA board

PmodTM 

connector

PmodTM 

connector

Figure 12. Embedded hardware tester.

To generate the top-level design module input signals, a built-in tester circuit was developed and
incorporated into the FPGA. This was a form of a built-in self-test (BIST) [30] circuit that generated the
control signals identified in Figure 5 and allowed the internal array address and data signals to be
accessed. The tester circuit was set-up to continuously repeat the sequence in Figure 5 rather than
run just once and so did not require any user set input control signals to operate. With the number
of address and data bits required (40 address bits and 40 data bits) for the five arrays that exceeded
the number of PmodTM connections available, these signals were multiplexed to eight address and

550



Electronics 2018, 7, 320

eight data bits within the built-in tester and the multiplexor control signals were output for identifying
the array being accessed. The control signals were also accessible on the PmodTM connectors for
test purposes.

Figure 13 shows a simplified schematic view of the elaborated VHDL code, where I0 is the
top-level design module and I1 is the built-in tester module.

addressOut[7:0] 

dataOut[7:0] 

muxOut[2:0] 

clockTopOut 

ipOpOut 

resetOut 

runOut 

resetN 

Clock 

addrA[7:0] 
addrB[7:0] 

addrPC[7:0] 
addrResIp[7:0] 

addrResOp[7:0] 
ClockTop 

ipOp 
run 

resetN 

clock 

Built-in tester module 

Top level design module 

dataResOp[7:0] 
dataResIp[7:0] 

productCode[7:0] 
dataB[7:0] 
dataA[7:0] 

Figure 13. Embedded hardware tester: Simplified schematic view of the elaborated VHDL code.

The hardware test arrangement was useful to verify that the signals were generated correctly
and matched the logic levels expected during normal design operation. However, it was necessary to
reduce the speed of operation to account for non-ideal electrical parasitic effects that caused ringing of
the signal. In this specific set-up, speed of operation of the circuit when monitoring the signals using
the logic analyzer and oscilloscope was not deemed important, so the 100 MHz clock was internally
divided within the built-in tester circuit to 2 MHz in the study. However, further analysis could
determine how fast the signals could change if the PmodTM connector was required to connect external
memory for larger data sets.

Figure 14 shows the logic analyzer test set-up with the Artix-7 FPGA Development Board (bottom
left) and the Digilent® Analog Discovery “USB Oscilloscope and Logic Analyzer” (top right) [31].
The 16 digital inputs for the logic analyzer function were available for use and a GND (ground, 0)
connection was required to monitor the test circuit outputs. Internal control signals (ClockTop, ipOp,
run, and resetN) were also available for monitoring in this arrangement.

The Digilent® Waveforms software [32] was utilized to control the test hardware and view the
results. Figure 15 shows the logic analyzer output in Waveforms. Here, one complete cycle of the
test process is shown, where the calculations are initially performed and the array outputs then
read. The logic level values obtained in this physical prototype test agreed with the results from the
simulation study. The data values are shown as a combined integer number value (data, top) and the
values of the individual bits (7 down to 0).
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Figure 14. Logic analyzer test set-up using the Digilent® Analog Discovery.

 

Figure 15. Logic analyzer test results using the Digilent® Analog Discovery: Complete cycle.

The run signal (a 0-1-0 pulse) initiates the computation that is selected by the ipOp signal at the
start of the cycle. The data readout on the 8-bit data bus can be seen towards the end of the cycle as
both a bus value and individual bit values.

Figure 16 shows the data readout operation towards the end of the cycle. The data output
identifies the values for array A (nine values), array B (six values), and the inner product result array
(six values) as identified in Section 5.2.
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Figure 16. Logic analyzer test results using the Digilent® Analog Discovery: Data readout.

5.6. Design Implementation Considerations

This case study design has presented one example implementation of the combined inner
and outer product algorithm. The study focused on creating a custom hardware only design
implementation rather than developing the algorithm in software to run on a suitable processor
architecture. The approach taken to create the hardware design was to map the algorithm operations
in software to a hardware equivalence. The hardware design was created using two main modules:

1. The computation module.
2. The control module. The control module was required to receive control signals from an external

system and transform these to internal control signals for the computation module.

The computation module itself was modelled as two separate sub-modules as this was based on
the underlying structure of the problem that was to efficiently access data from memory for running a
computation on data held in specific memory locations:

1. The memory module.
2. The algorithm module.

For a specific application, the memory module would be used for storing input data, intermediate
results data, and final (output) data. For this design, the physical memory used was internal to the
FPGA using distributed memory within the LUTs given the size of the data set, the availability of
hardware resources within the FPGA, and the synthesis tool that automatically determined what
hardware resources were to be used. The memory was modelled using VHDL arrays where the
input data arrays held constant values and the intermediate and output data arrays held variables.
In a different scenario, the memory modelling in VHDL might be different. For example, explicitly
targeting internal BRAM cells and external memory attached to the FPGA pins. Such an approach
would resemble a standard processor architecture with different levels of memory. The internal latches,
flip-flops, distributed RAM, and BRAM cells within the FPGA would map to cache memory internal
to the processor and external memory to attached memory devices as depicted in Figure 3.

The designer would have design choices when considering the algorithm module. One approach
would be to use a standard processor architecture that would be software programmed and mapped
to hardware resources within the FPGA. Depending on the device, the processor may be an
embedded core (a so-called hard core) or may be an IP block that can be instantiated in a design
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and synthesized into the available FPGA logic (a so-called soft core). For example, in Xilinx® FPGAs,
then the MicroBlaze 32-bit RISC (reduced instruction set computer) CPU can be instantiated into
a custom design. It is also possible to have, if the hardware resources are sufficient, instantiated
multiple soft cores within the FPGA. This would allow for a multi-processor solution and on-chip
processor-to-processor communications with parallel processing. A second approach would be
to develop a custom architecture solution that maps the algorithm and memory modules to the
user requirements, giving a choice to implement sequential or parallel (concurrent) operations.
This provides a high level of flexibility for the designer, but requires a different design approach,
thinking in terms of hardware rather than software operations. A third approach would be to create
a hardware-software co-design incorporating custom architecture hardware and standard processor
architectures working concurrently.

A final consideration in implementation would to be identify example processor architectures and
target hardware used in machine and deep learning applications, where their benefits and limitations
for specific applications could be assessed. For example, in software processor applications, then the
CPU is used for tensor computations where a GPU (graphics processing unit) is not available. GPUs
have architectures and software programming capabilities that are better than a CPU for applications,
such as gaming, where high-speed data processing and parallel computing operations are required.
An example GPU is the Nvidia® Tensor Core [33].

6. Conclusions

In this paper, the design and simulation of a hardware block to implement a combined inner and
outer product was introduced and elaborated. This work was considered in the context of developing
embedded digital signal processing algorithms that can effectively and efficiently process complex
data sets. The FPGA was used as the target hardware and the product algorithm developed as VHDL
modules. The algorithm was initially evaluated using C and Python code before translation to a
hardware description in VHDL. The paper commenced with a discussion into tensors and the need
for effective and efficient memory access to control memory access times and the cost associated with
such memory access operations. To develop the ideas, the FPGA hardware implementation developed
was an example design that paralleled an initial software algorithm (C and Python coding) used for
algorithm development. The design was evaluated in simulation and hardware implementation issues
were discussed.
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Abstract: In the paper, the author presents acoustic-based fault diagnosis of a commutator
motor (CM). Five states of the commutator motor were considered: healthy commutator motor,
commutator motor with broken rotor coil, commutator motor with shorted stator coils, commutator
motor with broken tooth on sprocket, commutator motor with damaged gear train. A method of
feature extraction MSAF-15-MULTIEXPANDED-8-GROUPS (Method of Selection of Amplitudes
of Frequency Multiexpanded 8 Groups) was described and implemented. Classification methods,
such as nearest neighbour (NN), nearest mean (NM), self-organizing map (SOM), backpropagation
neural network (BNN) were used for acoustic analysis of the commutator motor. The paper
provides results of acoustic analysis of the commutator motor. The results had a good recognition
rate. The results of acoustic analysis were in the range of 88.4–94.6%. The NM classifier and the
MSAF-15-MULTIEXPANDED-8-GROUPS provided TERCM = 94.6%.

Keywords: commutator motor; fault diagnosis; method; technique; signal processing; acoustic

1. Introduction

Fault diagnosis of electrical rotating motors has been extensively investigated since the 20th
century, and can increase the reliability and safety of electrical rotating motors. Condition monitoring
of electrical motors are very important for industry, reducing loss due to unforeseen faults and damage.
Unforeseen faults and damage of electrical rotating motors lead to the loss of production and income.
Unfortunately, stator and rotor are the most important components in electrical rotating motors.
Stator and rotor faults appear very often. Stators and rotors of electrical rotating motors must be
monitored. Condition monitoring guarantees safe operation of machines and prevents unforeseen
breakdowns. Acoustic signals contain a lot of diagnostic information, and can be used for detection
of faults. Therefore, acoustic signals and signal processing methods should be deeply studied for
proper recognition. Scientists developed many diagnostic methods of fault diagnosis. They are used
for various types of machines and faults. Faults of electrical rotating motors (stator faults, rotor faults,
broken rotor bar, ring cracking, bearing failures, rotor shaft failure, air-gap irregularities, broken teeth
on sprocket) can be diagnosed by vibration [1–12] and acoustic signals [13–22]. Electric current
analysis [23–31] and thermal analysis [32–34] are mostly used for limited faults, such as stator faults,
rotor faults, and bearing failures. Acoustic signals are difficult to process, because they are very
noisy (for example, several operating motors generate many acoustic signals). The advantage of
acoustic-based fault diagnosis is non-invasive measurement (for example, we can measure an acoustic
signal two meters from the machine). Vibration-based fault diagnosis is similar, but we have to put
our measuring device close to the machine. Vibration signals are less noisy than acoustic signals.

The paper presents acoustic-based fault diagnosis of the commutator motor (CM). Five states
of the commutator motor (CM) were considered: CM with shorted stator coils (Figures 1a and 2a),
CM with broken rotor coil (Figures 1b and 2b), healthy CM (Figure 1c), CM with broken tooth on
sprocket (Figure 3), CM with damaged gear train (Figure 4).
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Figure 1. (a) Commutator motor (CM) with shorted stator coils; (b) CM with broken rotor coil;
(c) healthy CM.

Figure 2. (a) CM with shorted stator coils; (b) CM with broken rotor coil.

Figure 3. Broken tooth on sprocket of the electric impact drill.
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Figure 4. Damaged gear train of the electric impact drill.

The described approach consists of methods of signal processing, such as amplitude normalization,
FFT, the MSAF-15-MULTIEXPANDED-8-GROUPS, nearest neighbour (NN), or nearest mean (NM)
or SOM (self-organizing map) or BNN (backpropagation neural network). The paper provided the
results of acoustic analysis of the CM.

2. Acoustic-Based Fault Diagnosis Technique of the Commutator Motor

Acoustic-based fault diagnosis technique was based on pattern recognition. It used a pre-processing
step, feature extraction step, and classification step. A block diagram of acoustic-based fault diagnosis
technique was shown in Figure 5.

Figure 5. Flowchart of acoustic-based fault diagnosis techniques of the CM using the MSAF-15-
MULTIEXPANDED-8-GROUPS.

Acoustic signals were measured using ZALMAN ZM-MIC1 microphone. The following steps
of signal processing were used: recording of acoustic signal of the CM, split of soundtrack into
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smaller data files, amplitude normalization, FFT, the MSAF-15-MULTIEXPANDED-8-GROUPS,
NN classifier or NM classifier or SOM or BNN. Recording of the acoustic signal of the CM was carried
out using digital voice recorder (format: WAVE, number of channel-1, sampling frequency-44,100
Hz). There was also possibility to record acoustic signals using a capacity microphone with a
computer (Figures 6 and 7). Next, splitting the soundtrack into smaller data files was carried
out. The obtained data files (1 second samples) were processed by amplitude normalization,
windowing (window size of 32,768), FFT, and the MSAF-15-MULTIEXPANDED-8-GROUPS.
The MSAF-15-MULTIEXPANDED-8-GROUPS selected 1–15 frequency components, forming feature
vectors consisting of 1–15 frequency components. Computed feature vectors were used for pattern
creation and testing. Methods such as NN, NM, SOM, and BNN were used for data classification.

Figure 6. Experimental setup of analysis of acoustic signals of commutator motors.

Figure 7. Capacity microphone (ZALMAN ZM-MIC1 microphone) and the commutator motor (electric
impact drill).
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2.1. Method of Selection of Amplitudes of Frequency Multiexpanded 8 Groups

The Method of Selection of Amplitudes of Frequency Multiexpanded 8 Groups
(MSAF-15-MULTIEXPANDED-8-GROUPS) depended on differences of spectra of acoustic
signals. Differences of spectra of acoustic signals depended on generated acoustic signals of the CM.
Generated acoustic signals depended on type of the motor, motor size, rotor speed, and analysed
faults of the motor. The author analysed 5 states of the CM (healthy CM, CM with broken rotor coil,
CM with shorted stator coils, CM with broken tooth on sprocket, and CM with damaged gear train).
Steps of the MSAF-15-MULTIEXPANDED-8-GROUPS were listed below:

1. Compute frequency spectra of acoustic signals of commutator motors (the author used 6
one-second samples for state A, 6 one-second samples for state B, 6 one-second samples for
state C, 6 one-second samples for state D). Computed frequency spectrum of state A (healthy CM)
was described as vector of 16,384 elements hcm = [hcm1, hcm2, ..., hcm16384]. Computed frequency
spectrum of state B (CM with broken rotor coil) was denoted as vector of 16,384 elements cmbrc

= [cmbrc1, cmbrc2, ..., cmbrc16384]. Computed frequency spectrum of state C (CM with shorted
stator coils) was expressed as vector of 16,384 elements cmssc = [cmssc1, cmssc2, ..., cmssc16384].
Computed frequency spectrum of state D (CM with broken tooth on sprocket) was expressed as
vector of 16384 elements cmbts = [cmbts1, cmbts2, ..., cmbts16384]. Computed frequency spectrum
of state E (CM with damaged gear train) was expressed as vector of 16,384 elements cmdgt =
[cmdgt1, cmdgt2, ..., cmdgt16384].

2. Compute differences of computed frequency spectra of states A, B, C, D, E: hcm − cmbrc, hcm −
cmssc, cmbrc − cmssc, cmbts − hcm, cmbts − cmbrc, cmbts − cmssc, cmdgt − hcm, cmdgt −
cmbrc, cmdgt − cmssc, cmdgt − cmbts.

3. Compute absolute values: |hcm − cmbrc|, |hcm − cmssc|, |cmbrc − cmssc|, |cmbts −
hcm|, |cmbts − cmbrc|, |cmbts − cmssc|, |cmdgt − hcm|, |cmdgt − cmbrc|, |cmdgt −
cmssc|, |cmdgt − cmbts|.

4. Select 15 maximum differences of computed frequency spectra of states A, B, C, D, E: max1(|hcm

− cmbrc|), max2(|hcm − cmbrc|), . . . , max15(|hcm − cmbrc|), max1(|hcm − cmssc|),
max2(|hcm − cmssc|), . . . , max15(|hcm − cmssc|), max1(|cmbrc − cmssc|), max2(|cmbrc

− cmssc|), . . . , max15(|cmbrc − cmssc|), max1(|cmbts − hcm|), max2(|cmbts − hcm|), . . . ,
max15(|cmbts− hcm|), max1(|cmbts− cmbrc|), max2(|cmbts− cmbrc|), . . . , max15(|cmbts

− cmbrc|), max1(|cmbts − cmssc|), max2(|cmbts − cmssc|), . . . , max15(|cmbts − cmssc|),
max1(|cmdgt − hcm|), max2(|cmdgt − hcm|), . . . , max15(|cmdgt − hcm|), max1(|cmdgt

− cmbrc|), max2(|cmdgt − cmbrc|), . . . , max15(|cmdgt − cmbrc|), max1(|cmdgt −
cmssc|), max2(|cmdgt − cmssc|), . . . , max15(|cmdgt − cmssc|), max1(|cmdgt − cmbts|),
max2(|cmdgt− cmbts|), . . . , max15(|cmdgt− cmbts|). The result of feature extraction method
MSAF-15 is the vector consisted of 1–15 frequency components. Let us see following example
using the MSAF-15. There are 5 states of the CM: A, B, C, D, E. Five frequency spectra of
acoustic signals of the CM ((FS-A), (FS-B), (FS-C), (FS-D), (FS-E)-frequency spectra of states
A, B, C, D, E) were computed. The MSAF-15 computed frequency components 100, 160, 200,
260, 300 Hz for difference |(FS-A) − (FS-B)|. The MSAF-15 computed frequency components
120, 160, 210, 260, 310 Hz for difference |(FS-A) − (FS-C)|. The MSAF-15 computed frequency
components 120, 170, 220, 230, 310 Hz for difference |(FS-B) − (FS-C)|. The MSAF-15 computed
frequency components 400, 410, 420, 430, 440 Hz for difference |(FS-D) − (FS-A)|. The MSAF-15
computed frequency components 405, 415, 425, 435, 445 Hz for difference |(FS-D) − (FS-B)|.
The MSAF-15 computed frequency components 410, 415, 420, 425, 430 Hz for difference |(FS-D)
− (FS-C)|. The MSAF-15 computed frequency components 500, 505, 510 Hz for difference |(FS-E)
− (FS-A)|. The MSAF-15 computed frequency components 515, 520, 525 Hz for difference |(FS-E)
− (FS-B)|. The MSAF-15 computed frequency components 530, 540, 550 Hz for difference |(FS-E)
− (FS-C)|. The MSAF-15 computed frequency components 560, 570, 580 Hz for difference |(FS-E)
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− (FS-D)|. None of common frequency components were selected for the presented example.
The MSAF-15-MULTIEXPANDED-GROUPS extends the MSAF-15 method. A parameter called
TCoF-TS (Threshold of common frequency components-training sets) was used. This parameter
was defined as: TCoF-TS = (number of required common frequency components of analysed
training sets)/(number of analysed differences).

5. Set the parameter TCoF-TS. This parameter affects the number of common frequency components.
Let us consider following example using the MSAF-15-MULTIEXPANDED. Four training sets of
acoustic training samples are given: (A1, B1, C1, D1, E1), (A2, B2, C2, D2, E2), (A3, B3, C3, D3, E3),
(A4, B4, C4, D4, E4), where A1, A2, A3, A4—denoted 4 acoustic training samples of state A; B1, B2,
B3, B4—denoted 4 acoustic training samples of state B; C1, C2, C3, C4—denoted 4 acoustic training
samples of state C; D1, D2, D3, D4—denoted 4 acoustic training samples of state D; E1, E2, E3,
E4—denoted 4 acoustic training samples of state E. The MSAF-15-MULTIEXPANDED computed
frequency components (FS-A1, FS-B1, FS-C1, FS-D1, FS-E1), (FS-A2, FS-B2, FS-C2, FS-D2, FS-E2),
(FS-A3, FS-B3, FS-C3, FS-D3, FS-E3), (FS-A4, FS-B4, FS-C4, FS-D4, FS-E4), where FS-A1, FS-A2,
FS-A3, FS-A4—denoted 4 frequency spectra of state A, FS-B1, FS-B2, FS-B3, FS-B4—denoted 4
frequency spectra of state B, FS-C1, FS-C2, FS-C3, FS-C4—denoted 4 frequency spectra of state
C, FS-D1, FS-D2, FS-D3, FS-D4—denoted 4 frequency spectra of state D, FS-E1, FS-E2, FS-E3,
FS-E4—denoted 4 frequency spectra of state E. Next, 40 differences between frequency spectra
are computed: |(FS-A1) − (FS-B1)|, |(FS-A1) − (FS-C1)|, |(FS-B1) − (FS-C1)|, |(FS-D1) −
(FS-A1)|, |(FS-D1) − (FS-B1)|, |(FS-D1) − (FS-C1)|, |(FS-E1) − (FS-A1)|, |(FS-E1) − (FS-B1)|,
|(FS-E1) − (FS-C1)|, |(FS-E1) − (FS-D1)|, ... , |(FS-A4) − (FS-B4)|, |(FS-A4) − (FS-C4)|,
|(FS-B4) − (FS-C4)|, |(FS-D4) − (FS-A4)|, |(FS-D4) − (FS-B4)|, |(FS-D4) − (FS-C4)|, |(FS-E4)
− (FS-A4)|, |(FS-E4) − (FS-B4)|, |(FS-E4) − (FS-C4)|, |(FS-E4) − (FS-D4)|. Let us consider
following example. If we set TCoF-TS = 4/40 = 0.1, then the MSAF-15-MULTIEXPANDED
selects frequency components found 4 times for 40 differences. If we set TCoF-TS = 6/40 =
0.15, then the MSAF-15-MULTIEXPANDED selects frequency components found 6 times for
40 differences. The MSAF-15-MULTIEXPANDED found frequency component 160 Hz-6 times,
frequency component 210 Hz-4 times. The MSAF-15-MULTIEXPANDED selects 160, 210 Hz (if
TCoF-TS = 4/40 = 0.1). The MSAF-15-MULTIEXPANDED selects 160 Hz (if TCoF-TS = 6/40 =
0.15). The MSAF-15-MULTIEXPANDED selects none of frequency components (if TCoF-TS =
8/40 = 0.2). The parameter TCoF-TS depends on analysed signal.

6. Select groups of common frequency components. The MSAF-15-MULTIEXPANDED-8-GROUPS
used 8 groups. Each group of common frequency components consists of the best frequency
components for recognition. Let us analyse following example. There are 4 states of the CM:
A, B, C, D (for 5 states it will be similarly). The MSAF-15-MULTIEXPANDED-8-GROUPS
found: frequency component 210 Hz (4 times), frequency component 160 Hz (6 times), frequency
component 400 Hz (7 times). The frequency component 210 Hz is good for recognition of |(FS-A)
− (FS-B)|, |(FS-A) − (FS-C)|, |(FS-B) − (FS-C)|. The frequency component 160 Hz is good
for recognition of |(FS-D) − (FS-A)|, |(FS-D) − (FS-B)|, |(FS-D) − (FS-C)|. The frequency
component 400 Hz is good for recognition of |(FS-A) − (FS-B)|. Essential frequency components
are 210 Hz and 160 Hz. The frequency component 400 Hz is not good for analysis. The essential
frequency components 160 Hz and 210 Hz form 1 group of essential frequency components.

7. Use 1–8 computed groups.
8. Form a feature vector.

The author presented the MSAF-15-MULTIEXPANDED-8-GROUPS in Figure 8.
The author used 30 one-second training samples for proper pattern creation process. The author

used 6 training sets (30 one-second samples). Computed absolute values of differences: |hcm

− cmbrc|, |hcm − cmssc|, |cmbrc − cmssc|, |cmbts − hcm|, |cmbts − cmbrc|, |cmbts −
cmssc|, |cmdgt − hcm|, |cmdgt − cmbrc|, |cmdgt − cmssc|, |cmdgt − cmbts| were depicted in
Figures 9–18 (rotor speed-3000 rpm, training set 6).
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The MSAF-15-MULTIEXPANDED-8-GROUPS found 28 essential frequency components: 48, 50,
79, 81, 97, 101, 128, 157, 159, 1469, 1471, 1672, 1926, 1927, 1934, 1935, 1939, 1942, 1953, 1957, 1958, 1961,
1978, 2038, 2039, 2042, 2059, 2547 Hz for TCoF-TS = 0.125 (3/18 = 0.125). Computed essential frequency
components were presented in Tables 1–5 (Figures 19–23).

Figure 8. Flowchart of the MSAF-15-MULTIEXPANDED-8-GROUPS.

Figure 9. Absolute values of difference of frequency spectra (|hcm − cmbrc|) using the MSAF-15-
MULTIEXPANDED-8-GROUPS.
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Figure 10. Absolute values of difference of frequency spectra (|hcm − cmssc|) using the MSAF-15-
MULTIEXPANDED-8-GROUPS.

Figure 11. Absolute values of difference of frequency spectra (|cmbrc − cmssc|) using the MSAF-15-
MULTIEXPANDED-8-GROUPS.

Figure 12. Absolute values of difference of frequency spectra (|cmbts − hcm|) using the MSAF-15-
MULTIEXPANDED-8-GROUPS.
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Figure 13. Absolute values of difference of frequency spectra (|cmbts − cmbrc|) using the MSAF-15-
MULTIEXPANDED-8-GROUPS.

Figure 14. Absolute values of difference of frequency spectra (|cmbts − cmssc|) using the MSAF-15-
MULTIEXPANDED-8-GROUPS.

Figure 15. Absolute values of difference of frequency spectra (|cmdgt − hcm|) using the MSAF-15-
MULTIEXPANDED-8-GROUPS.
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Figure 16. Absolute values of difference of frequency spectra (|cmdgt − cmbrc|) using the MSAF-15-
MULTIEXPANDED-8-GROUPS.

Figure 17. Absolute values of difference of frequency spectra (|cmdgt − cmssc|) using the MSAF-15-
MULTIEXPANDED-8-GROUPS.

Figure 18. Absolute values of difference of frequency spectra (|cmdgt − cmbts|) using the MSAF-15-
MULTIEXPANDED-8-GROUPS.
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Table 1. Computed essential frequency components for vector hcm (healthy CM).

Value of Feature

0.006776 0.011506 0.003938 0.006896
0.003093 0.007896 0.005020 0.006722
0.009599 0.006721 0.034127 0.041374
0.006398 0.001086 0.006096 0.002857
0.004421 0.002796 0.005071 0.005120
0.006776 0.011506 0.003938 0.006896
0.003093 0.007896 0.005020 0.006722

Table 2. Computed essential frequency components for vector cmbrc (CM with broken rotor coil).

Value of Feature

0.005696 0.009528 0.026896 0.004757
0.005556 0.010468 0.026023 0.012042
0.003759 0.009350 0.006706 0.007029
0.005175 0.006020 0.013454 0.003632
0.008541 0.000666 0.005728 0.005724
0.005696 0.009528 0.026896 0.004757
0.005556 0.010468 0.026023 0.012042

Table 3. Computed essential frequency components for vector cmssc (CM with shorted stator coils).

Value of Feature

0.002803 0.002988 0.008468 0.004678
0.004008 0.002770 0.001949 0.006048
0.021171 0.004456 0.005253 0.002312
0.005484 0.005549 0.003781 0.004390
0.005037 0.000740 0.008683 0.004213
0.002803 0.002988 0.008468 0.004678
0.004008 0.002770 0.001949 0.006048

Table 4. Computed essential frequency components for vector cmbts (CM with broken tooth on
sprocket).

Value of Feature

0.007080 0.007388 0.006834 0.001410
0.006244 0.007172 0.003946 0.005266
0.002335 0.002029 0.004501 0.007593
0.020768 0.016296 0.016799 0.018125
0.003584 0.011559 0.007451 0.003169
0.007080 0.007388 0.006834 0.001410
0.006244 0.007172 0.003946 0.005266

Table 5. Computed essential frequency components for vector cmdgt (CM with damaged gear train).

Value of Feature

0.002066 0.002245 0.001124 0.000820
0.000845 0.000655 0.002080 0.001540
0.002178 0.001563 0.000810 0.001933
0.002259 0.001234 0.002635 0.003116
0.002729 0.006634 0.000739 0.004000
0.051576 0.012309 0.007059 0.015156
0.019388 0.008816 0.028623 0.016604
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Figure 19. Computed essential frequency components for vector hcm (healthy CM).

Figure 20. Computed essential frequency components for vector cmbrc (CM with broken rotor coil).

Figure 21. Computed essential frequency components for vector cmssc (CM with shorted stator coils).
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Figure 22. Computed essential frequency components for vector cmbts (CM with broken tooth
on sprocket).

Figure 23. Computed essential frequency components for vector cmdgt (CM with damaged gear train).

Found essential frequency components were classified by the NN classifier [35,36], NM classifier,
SOM [37], BNN [38–44]. There was possibility to use another classifier such as naive Bayes,
support vector machine [45–47], linear discriminant analysis [48], fuzzy classifiers [49,50], and fuzzy
c-means clustering [51]. The results of recognition depended on number of found essential frequency
components and selected classification method.

2.2. Nearest Neighbour Classifier

A classification step can be achieved by the nearest neighbour (NN) classifier. This method
of classification is well-known. It is used in economics, telecommunication, pattern recognition,
fault diagnosis, and image recognition. The NN classifier can classify data (linearly separable and
non-linearly separable) with high recognition rate. The NN is simple to implement, and it requires
a few training feature vectors for proper classification. It uses labels for classification of test feature
vectors. The classifier uses metric distance to compare two vectors (training and test feature vectors).
There are many distance metrics to compare training and test vector. Distance metrics such as Euclidean,
Manhattan, and Minkowski had similar results. In this paper, the classification step was carried out
using Manhattan distance (1):

d(x−cmbrc) =
1

∑
i=1
|(xi − cmbrci)| (1)
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where d(x-cmbrc)—computed distance, unknown test feature vector x = [x36, x37, x59, x60, x72, x75,
x95, x117, x118, x1092, x1094, x1243, x1432, x1433, x1438, x1439, x1442, x1444, x1452, x1455, x1456, x1458, x1471, x1515,
x1516, x1518, x1531, x1894] and training feature vector cmbrc = [cmbrc36, cmbrc37, cmbrc59, cmbrc60, cmbrc72,
cmbrc75, cmbrc95, cmbrc117, cmbrc118, cmbrc1092, cmbrc1094, cmbrc1243, cmbrc1432, cmbrc1433, cmbrc1438,
cmbrc1439, cmbrc1442, cmbrc1444, cmbrc1452, cmbrc1455, cmbrc1456, cmbrc1458, cmbrc1471, cmbrc1515, cmbrc1516,
cmbrc1518, cmbrc1531, cmbrc1894]. The result of classification was depended on the nearest distance d().
Description of the NN classifier is available in following articles [35,36].

2.3. Nearest Mean Classifier

Similar to the NN classifier, the nearest mean (NM) classifier is also based on computed distance.
It uses average feature vector instead of training feature vectors. Average feature vector afv is
defined as (2)

afv =
1
p

p

∑
i=1

yi (2)

where afv—average feature vector, p—number of essential frequency components, and yi—value of
essential frequency component with i index.

The nearest distance between test and average feature vector is computed. Next, the label
occurring with specific average feature vector is the label for the test feature vector. The NM classifier
can classify data with a high recognition rate. For the classification step, the author used Manhattan
distance (1).

2.4. Self-Organizing Map

The self-organizing map was used for machine learning. The self-organizing map (SOM) is
a clustering method. It does not use labels for classification of test feature vectors. The SOM is
an unsupervised neural network. It is used for clustering data, meteorology and oceanography,
project prioritization, selection, and failure analysis. For example, the SOM is used for meteorological
applications such as climate change analysis, precipitation, snow, wind, air temperature, etc. The SOM
analysis has been applied for computed feature vectors of acoustic signals. Similarity between feature
vectors depends on the location of features on the two-dimensional map (nodes). The SOM uses
training step and testing step. In the training step, weights of nodes are changed (at the beginning,
values of weights are random). The author used the following self-organizing map (Figure 24). It was
implemented in MATLAB. Description of the SOM is available in the following article [37].

Figure 24. Implemented self-organizing map—144 nodes.
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2.5. Backpropagation Neural Network

Backpropagation neural network (BNN) was also used for machine learning. It is a supervised
learning method. It is also a well-known method of data classification. It has been used for many
applications, such as speaker recognition, image recognition, signal recognition, control, prediction,
computer games, robots, etc. The applied backpropagation algorithm has been described in the
literature [38–44]. The author implemented a backpropagation neural network (Figure 25).

Figure 25. Implemented backpropagation neural network (BNN).

Layers of BNN had following number of neurons: input layer—28, hidden layer—100,
output layer—5. The values of output neurons were 10000—healthy CM, 01000—CM with shorted stator
coils, 00100—CM with broken rotor coil, 00010—CM with broken tooth on sprocket, and 00001—CM
with damaged gear train. More information about BNN can be found in following papers [38–44].

3. Results of Acoustic-Based Fault Diagnosis Technique of the Commutator Motor

Measurements of acoustic signals of commutator motors were conducted in the workshop.
The author measured and analysed 5 states of the CM: healthy CM, CM with shorted stator
coils (Figure 26a), CM with broken rotor coil (Figure 26b), CM with broken tooth on sprocket
(Figure 27), and CM with damaged gear train (Figure 28). Analysed commutator motors had the
following parameters: WoM = 1.84 kg, PoM = 500 W, RSoM = 3000 rpm, VoM = 230 V, foM = 50 Hz,
where WoM—weight of the motor, PoM—rated power of the motor, RSoM—rotor speed, VoM—supply
voltage of the motor, and foM—current frequency of the motor.

Figure 26. (a) CM with shorted stator coils; (b) CM with broken rotor coil.
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Figure 27. CM with broken tooth on sprocket.

Figure 28. CM with damaged gear train.

The author used 30 one-second training samples for proper pattern creation process. The author
used 500 one-second test samples for proper testing process. Training and test samples of the CM were
processed and analysed. The author used technique presented in Section 2 for proper fault diagnosis.
Acoustic data of the CM were analysed using efficiency of recognition (ERCM). It was defined as (3):

ERCM = (NTSCMTP)/(NATSCM) · 100% (3)

where: ERCM—efficiency of recognition of the CM for defined class, NTSCMTP—number of test samples
of the CM for defined class tested properly, NATSCM—number of all test samples of the CM for
defined class.

Total efficiency of recognition of the CM (TERCM) was introduced to evaluate efficiency of
recognition of all states of the CM. It was expressed as (4):

TERCM = (ERCM1 + ERCM2 + ERCM3 + ERCM4 + ERCM5)/5 (4)

where TERCM—total efficiency of recognition of the CM, ERCM1—efficiency of recognition of the
healthy CM, ERCM2—efficiency of recognition of the CM with broken rotor coil, ERCM3—efficiency
of recognition of the CM with shorted stator coils, ERCM4—efficiency of recognition of the CM with
broken tooth on sprocket, and ERCM5—efficiency of recognition of the CM with damaged gear train.

Acoustic signal analysis of the CM is presented in Tables 6–9. The acoustic signal analysis of
the CM using the MSAF-15-MULTIEXPANDED-8-GROUPS and the NN are presented in Table 6
(28 analysed frequency components).
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Table 6. Acoustic signal analysis of the CM using the MSAF-15-MULTIEXPANDED-8-GROUPS and
the NN.

Type of Acoustic Signal ERCM [%]

Healthy CM 90
CM with broken rotor coil 87

CM with shorted stator coils 94
CM with broken tooth on sprocket 100

CM with damaged gear train 100
TERCM [%]

94.2

Table 7. Acoustic signal analysis of the CM using the MSAF-15-MULTIEXPANDED-8-GROUPS and
the NM.

Type of Acoustic Signal ERCM [%]

Healthy CM 89
CM with broken rotor coil 91

CM with shorted stator coils 93
CM with broken tooth on sprocket 100

CM with damaged gear train 100
TERCM [%]

94.6

Table 8. Acoustic signal analysis of the CM using the MSAF-15-MULTIEXPANDED-8-GROUPS and
the SOM.

Type of Acoustic Signal ERCM [%]

Healthy CM 87
CM with broken rotor coil 86

CM with shorted stator coils 81
CM with broken tooth on sprocket 90

CM with damaged gear train 98
TERCM [%]

88.4

Table 9. Acoustic signal analysis of the CM using the MSAF-15-MULTIEXPANDED-8-GROUPS and
the BNN.

Type of Acoustic Signal ERCM [%]

Healthy CM 85
CM with broken rotor coil 88

CM with shorted stator coils 82
CM with broken tooth on sprocket 91

CM with damaged gear train 99
TERCM [%]

89

The acoustic signal analysis of the CM using the MSAF-15-MULTIEXPANDED-8-GROUPS and
the NM are shown in Table 7 (28 analysed frequency components).

The acoustic signal analysis of the CM using the MSAF-15-MULTIEXPANDED-8-GROUPS and
the SOM were presented in Table 8 (28 analysed frequency components).

The acoustic signal analysis of the CM using the MSAF-15-MULTIEXPANDED-8-GROUPS and
the BNN were presented in Table 9 (28 analysed frequency components).

The method of feature extraction the MSAF-15-MULTIEXPANDED-8-GROUPS and
selected classifiers provided high recognition rates (TERCM in the range of 88.4–94.6%).

573



Electronics 2018, 7, 299

The MSAF-15-MULTIEXPANDED-8-GROUPS used 28 frequency components of the CM. The NN
classifier and the MSAF-15-MULTIEXPANDED-8-GROUPS provided TERCM = 94.2%. The NM
classifier and the MSAF-15-MULTIEXPANDED-8-GROUPS provided TERCM = 94.6%. The SOM
(self-organizing map) and the MSAF-15-MULTIEXPANDED-8-GROUPS provided TERCM = 88.4%.
The BNN and the MSAF-15-MULTIEXPANDED-8-GROUPS provided TERCM = 89%.

Self-organizing map and backpropagation neural network are trained. The training is different
each time. The NN classifier and the NM classifier had the same results each time. Moreover,
feature vectors had small differences between them. The NN classifier and the NM classifier were
better for the recognition of close feature vectors.

4. Conclusions

The article presented acoustic-based fault diagnosis technique of the CM. Five states of the CM
were considered: healthy CM, CM with broken rotor coil, CM with shorted stator coils, CM with
broken tooth on sprocket, and CM with damaged gear train. The method of feature extraction
MSAF-15-MULTIEXPANDED-8-GROUPS was described and implemented. Classifiers NN, NM, SOM,
and BNN were used for acoustic analysis of the CM.

Analysed values of TERCM were in the range of 88.4–94.6%. The NM classifier and the
MSAF-15-MULTIEXPANDED-8-GROUPS provided TERCM = 94.6%. The implementation of the
proposed fault diagnosis technique had low cost. Laptop and microphones are available for $300.
Other types of rotating electric motors (such as DC motors, synchronous motors, induction motors)
can also be diagnosed using acoustic analysis.

The proposed acoustic-based fault diagnosis technique has its limitations. If the motor runs
too quietly, it is difficult to use the mentioned technique and microphone. However, the presented
acoustic-based fault diagnosis technique is appropriate for acoustic signals of rotating motor and other
types of acoustic signals (for example acoustic signal of an engine). The proposed acoustic-based fault
diagnosis technique can be extended to detect more complicated faults. Future research will focus
on the analysis of new feature extraction methods, other types of faults, and other diagnostic signals,
such as vibrations.
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Abstract: Seismic data is easily affected by random noise during field data acquisition.
Therefore, random noise attenuation plays an important role in seismic data processing and
interpretation. According to decomposition characteristics of seismic signals by using variational
mode decomposition (VMD) and the constraint conditions of correlation coefficients, this paper
puts forward a method for random noise attenuation in seismic data, which is called variational
mode decomposition correlation coefficients VMDC. Firstly, the original signals were decomposed
into intrinsic mode functions (IMFs) with different characteristics by VMD. Then, the correlation
coefficients between each IMF and the original signal were calculated. Next, based on the differences
among correlation coefficients of effective signals and random noise as well as the original signals,
the corresponding treatment was carried out, and the effective signals were reconstructed. Finally,
the random noise attenuation was realized. After adding random noise to simple sine signals and
the synthetic seismic record, the improved complementary ensemble empirical mode decomposition
(ICEEMD) and VMDC were used for testing. The testing results indicate that the proposed VMDC has
better random noise attenuation effects. It was also used in real-world seismic data noise attenuation.
The results also show that it could effectively improve the signal-to-noise ratio (SNR) of seismic data
and could provide high-quality basic data for further interpretation of seismic data.

Keywords: VMD; signal analysis; ICEEMD; IMF; random noise; attenuation

1. Introduction

The seismic signal is a typical nonlinear and nonstationary signal. The seismic exploration
process is affected by various factors. There are effective waves and large amounts of random
noise in seismic data. Therefore, effective treatment for random noise attenuation could not only
improve the signal-to-noise ratio (SNR) and quality of seismic data, but also provide benefit for
further interpretation of seismic data, lithology parameter inversion and seismic attributes analyses [1].
At present, there are the median filter method, f-x prediction filter method, polynomial fitting method,
wavelet transform and empirical mode decomposition (EMD) method for random noise attenuation
in seismic exploration. They have their own advantages and disadvantages. The median filter is
a smoothing-based method. By this method, the basic frequency-domain signals tend to shift to
low-frequency signals, and the high-frequency signals may be damaged [2,3]. In case of relatively
low SNR in high frequency, the f-x prediction filter method may easily cause severe distortion
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of high-frequency signals and reduce the fidelity of signals and SNR of the seismic profile [4].
The polynomial fitting method requires the original seismic signals to have good continuity. The false
seismic events may occur after data processing [5]. In the application of a wavelet transform, the
selection of generating functions and de-noising thresholds has significant impacts on the effects of
random noise attenuation [6]. EMD has the problems of end effect and mode mixing, which may lead
to unsatisfactory effects of random noise attenuation [7].

Variational mode decomposition (VMD) is an adaptive signal processing method put forward
by Dragomiretskiy. Compared with EMD, it has stronger noise-resistance ability. Moreover, it
could successfully separate two harmonics with very similar frequencies, and the separating effects
are not affected by the sampling frequency [8–11]. Li et al. introduced the principles of VMD
and proposed a lateral consistency preserved VMD method [12]. Liu et al. studied the seismic
time-frequency representation based on VMD [13]. Li et al. proposed a hybrid de-noising method
based on thresholding variational mode decomposition [14]. Li et al. used VMD to analyze the
depositional sequence characterization [15]. Jia et al. proposed a method to improve the resolution
by using generalized S-transform based on VMD [16]. Zhao et al. extracted intrinsic mode functions
(IMFs) based on VMD from seismic amplitudes to constrain self-organizing map facies analysis [17].
Lyu et al. analyzed the discontinuities with VMD-based coherence [18].

Combining VMD with correlation coefficients, this paper developed a new method for seismic
data random noise attenuation. VMD was firstly used to decompose the original signals into IMFs
with different characteristics. Then, the correlation coefficients between each IMF component and the
original signal were calculated. The corresponding treatment was carried out based on differences
among correlation coefficients of effective signals, random noise and original signals. The effective
signals were reconstructed. Finally, the random noise attenuation was achieved. The results show that
the VMDC method performs well in seismic random noise attenuation.

2. Methods

2.1. The Improved Complementary Ensemble Empirical Mode Decomposition ICEEMD

EMD was developed by Huang et al., and is a powerful analytical tool for nonlinear nonstationary
signals [19]. However, it has the problems of end effect and mode mixing. ICEEMD was put forward
by Tary et al., and this method can solve the above problems to some extent [20–23]. The calculation
steps of this method are as follows:

(1) Use EMD to calculate the local mean of the i-th iteration xi = x + ε0wi, to get the first residual
error.

r1 = (1/I)
I

∑
i=1

M[x + ε0E1(wi)] (1)

(2) Calculate the first IMF.
IMF1 = x− r1 (2)

(3) Calculate the second residuals and the second IMF.

r2 = (1/I)
I

∑
i=1

M(r1 + ε1E2(wi)) (3)

IMF2 = r1 − r2 (4)

(4) When k = 3, . . . , K, Calculate the k-th residual error.

rk = (1/I)
I

∑
i=1

M(rk−1 + εk−1Ek(wi)) (5)
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(5) Calculate the k-th IMF.
IMFk = rk−1 − rk (6)

In the above formula, Ek(•) represents the operator generating the k-th IMF, M(•) represents
the operator generating local mean of signal, x is the input signal, wi is the decomposition of white
noise with zero mean unit variance, εk is a constant greater than zero, ri is the i-th residuals and I is the
number of iterations.

2.2. VMD

In order to avoid the frequency mixture issue of the EMD [19], Dragomiretskiy et al. proposed
a signal decomposition method with varying scales, which is the VMD method [8]. Compared with
EMD, it has a solid mathematical basis and could be used to effectively solve the mode mixing problem.
By VMD, the original signals could be decomposed into k band-limited signals uk with the center
frequency of ωk, where k is the default decomposition scale. It is assumed that each mode function
uk is a limited bandwidth near its center frequency. The adaptive decomposition of the signal is
realized by searching the optimal solution of the constrained variational model. The center frequency
and bandwidth of each IMF are constantly updated in the iterative solution of the variational model.
According to frequency-domain characteristics of actual signals, the adaptive decomposition of the
signal band could be completed and some narrow-band IMFs could be obtained.

The steps of estimating the bandwidth of uk are in the following [8]:
(1) To calculate the analytic function of each uk and obtain the corresponding one-sided frequency

spectrum by Hilbert transform.
(2) To adjust the estimated central spectrum by adding exponential terms and modulate the

frequency spectrum of each mode into the corresponding basic frequency band.
(3) To estimate the bandwidth by Gaussian smoothness of the demodulated signal and gradient

energy criterion.
By following the aforementioned steps, the obtained constrained variational problem is as follows:

min
{μk},{ωk}

{
∑
k

∥∥∥∂t

[
(δ(t) + j

πt ) ∗ uk(t)
]

exp(−jωkt)
∥∥∥2

2

}
,

s.t. ∑
k

uk = x(t) ,
(7)

where {uk} = {u1, u2, . . . , uk} is the function of each mode. {ωk} = {ω1, ω2, . . . , ωk} is the center

frequency and ∑
k
=

K
∑

k=1
is the sum of each mode.

(4) To transform the above constrained variational problem into an unconstrained variational
problem by introducing the Lagrange multiplier λ(t) and two-penalty factor, the formula of the
augmented Lagrange multiplier could be obtained, as follows:

L({uk}, {ωk}, λ) =

α∑
k

∥∥∥∂t

[
(δ(t) + j

πt )uk(t)
]

exp(−jωkt)
∥∥∥2

2
+

‖x(t)−∑
k

uk(t)‖2

2
+

〈
λ(t), x(t)−∑

k
uk(t)

〉 . (8)

The alternating direction method of multipliers is applied to solve the above variational problems.
The iterative optimization of uk+1, ωk+1

k and λk+1 could get the saddle points of the augmented
Lagrange multiplier. The iteration steps are as follows:

(1) To initialize u1, ω1, λ1, n = 0.
(2) If n = n + 1, to perform the whole loop.
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(3) To execute the first inner loop, update uk according to ωk+1
k =

argmin
uk

L(
{

un+1
i<k

}
,
{

un
i≥k

}
,
{

ωn
i
}

, λn).

(4) k = k + 1, and repeat step (3) until the completion of the first loop when k = K.
(5) To execute the second inner loop and update λ according to λn+1 = λn + τ(x(t)−∑

k
un+1

k
).

(6) To repeat step 2 and step 5 until meeting ∑
k
(
∥∥∥un+1

k − un
k

∥∥∥2

2
/
∥∥un

k

∥∥2
2) < ε. The whole looping

will end and k IMFs could be obtained.

2.3. Correlation Coefficient Method

The Pearson correlation coefficient (PCC) is a statistical method to quantitatively measure
correlations between two random variables. One of its important mathematical characteristics is
that the variations of positions and scales will not cause the changes of correlation coefficients, so it
is suitable for correlation evaluation of geophysical data [24–26]. The Pearson correlation coefficient
could be expressed as follows [27]:

ρ = cov(X,Y)
σXσY

= E(XY)−E(X)E(Y)√
E(X2)−E2(X)

√
E(Y2)−E2(Y)

= ∑ (xi−x)(yi−y)√
∑ (xi−x)2

√
∑ (yi−y)2

(9)

where cov(X, Y) refers to covariance of X and Y. σX and σY are the standard deviations. x = E(X)

and y = E(Y) are the expected values of X and Y, respectively. The bigger the absolute values of the
correlation coefficients, the stronger the correlation. The closer the correlation coefficient is to 1 or −1,
the stronger the correlation between X and Y. The closer the correlation coefficient is to 0, the weaker
the correlation between X and Y. Generally, the correlation intensity among variables could be judged
according to Table 1, as follows:

Table 1. Person correlation coefficients and correlation intensity.

Absolute Value of Pearson Correlation Coefficient (PCC) Correlation Intensity

0.8–1.0 Extremely strong correlation
0.6–0.8 Strong correlation
0.4–0.6 Medium correlation
0.2–0.4 Weak correlation
0.0–0.2 Extremely weak correlation or no correlation

Table 1 shows that when the correlation coefficient is greater than 0.4, X and Y have good
correlation. If the correlation coefficient is less than 0.2, the correlation coefficient of X and Y is poor.
When the correlation coefficient is 0.2–0.4, the correlation between X and Y is general.

2.4. Random Noise Attenuation Method Based on VMD and Correlation Coefficients

It was assumed that a random noise signal was made of a noise-free signal and random noise.
The VMD algorithm was firstly used to decompose the target signals into various IMFs which may
include effective signals, effective signals with partial noise, and noise signals. Formula (9) was used
to calculate the correlation coefficients between each IMF and the original signal. Then, on this basis,
the effective signals were reconstructed. The reconstruction principles are as follows:

(1) The correlation coefficient of less than 0.2 represented that the IMF component had no
correlation with the original signal, and had only the random noise, so the IMF component did
not participate in signal reconstruction.

(2) The correlation coefficient of bigger than 0.4 represented that there was good correlation
between the IMF component and the original signal, so the IMF component participated in
signal reconstruction.
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(3) The correlation coefficient between 0.2 and 0.4 represented that there was weak correlation
between the IMF component and the original signal. The IMF component contained the effective signal
and random noise. It was decomposed into sn = sk + nk, where sk denotes the effective signal and nk
denotes the residual random noise. Then, the VMD was used for IMF treatment to get sk and nk. sk
participated in the signal reconstruction. The process of random noise attenuation based on VMDC is
shown in Figure 1.

 

Original signal 

Apply signal mode decomposition 

IMFs 

Calculate the correlation coefficient between 

original signal and IMFs 

Reconstruct signal 

De-noised signal 

The correlation coefficient between original signal 
and IMFs  > 0.4  

The correlation coefficient 

between original signal 

and IMFs 0.2-0.4  

The correlation coefficient 

between original signal 

and IMFs <0.2  

Figure 1. Flow chart of VMDC.

3. Theoretical Model Test

3.1. Simple Signal Model Test

The simple signal was expressed as z(t) = x1(t) + x2(t), where x1(t) = sin(12× π × t) and
x2(t) = sin(32× π × t). The number of sampling points was 1000. ICEEMD and VMD were used
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for signal decomposition. The results are shown in Figures 2 and 3. Developed by Colominas et al.,
ICEEMD has developed the EMD and could solve the problems of modal mixing in the application of
EMD [20,28]. As shown in Figures 2 and 3, ICCEMD decomposes signals according to the frequency
from high to low, while the VMD was the opposite. When the signal did not contain noise, the
correlation coefficients between the decomposed signals by ICEEMD and VMD and the original signals
could reach more than 0.97. In terms of calculation efficiency, ICEEMD took 21.96 s while VMD took
only 2.15 s.

Figure 2. Decomposition of the artificially mixed signal by improved complementary ensemble
empirical mode decomposition (ICEEMD): (a) the mixed signal; (b) IMF1 (intrinsic mode function 1) of
the signal; (c) IMF2 of the signal.

Figure 3. Decomposition of the artificially mixed signal by variational mode decomposition (VMD):
(a) the mixed signal; (b) IMF1 of the signal; (c) IMF2 of the signal.

The above results show that both ICEEMD and VMD have good decomposition effects, and VMD
has higher calculation efficiency.
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20% random noise was added to the above simple signal using z(t) = x1(t)+x2(t)+0.2*rand(t).
Figures 4 and 5 show the decomposition results by ICEEMD and VMD, respectively. In Figure 4, some
IMF components contained modal mixing, which affected the reconstructed signals after superposition
of the IMFs. By VMD, the correlation coefficients between each IMF and the original signal were
calculated to be 0.73, 0.70 and 0.03. According to the principles of signal reconstruction in Section 2.3,
IMF3 did not participate in signal reconstruction. Figure 6 shows the reconstruction results of IMF1
and IMF2. The blue line denotes the signals without noise, and the red line denotes the reconstruction
results. The correlation coefficient between the decomposition signal and the original signal was 0.99
and the root mean square error (RMSE) was only 0.0985. In terms of calculation efficiency, ICEEMD
took 22.90 s while VMD only took 0.51 s.

The above results indicate that VMD still has good decomposition effects with random noise in
signals. Moreover, it is more beneficial to suppress random noise with higher operating efficiency.

Figure 4. Decomposition of the artificially mixed signal with 20% additive noise by ICEEMD: (a) the
signal; (b) IMF1 of the signal; (c) IMF2 of the signal; (d) IMF3 of the signal; (e) IMF4 of the signal; and
(f) IMF5 of the signal.
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Figure 5. Decomposition of the artificially mixed signal with 20% additive noise by VMD: (a) the signal;
(b) IMF1 of the signal; (c) IMF2 of the signal; (d) IMF3 of the signal.

Figure 6. Reconstruction results by VMDC (red) and the original signals without noise (blue).

3.2. Synthetic Seismic Records Model Test

To further test the new method’s application effects in seismic data processing, the synthetic
seismic records model test was conducted after adding random noise. This paper established synthetic
seismic records with the sampling interval of 0.1 ms and the dominant frequency of the wavelet of
45 HZ, and the synthetic seismic records with 20% random noise, as shown in Figure 7. The comparison
in Figure 7 shows that after adding noise, the SNR of the synthetic seismic records was reduced, the
events became blurred and some information of seismic horizons was masked by the random noise.

The decomposition of synthetic seismic records with 20% random noise by ICEEMD could obtain
the seismic records and noise profiles, as shown in Figure 8. It could be seen that there was strong
random noise in the profile after suppressing the random noise. Figure 9 shows the seismic records
after suppressing the random noise by the VMDC. Compared with the noise attenuation results by
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ICEEMD and VMDC, the de-noising effects by the VMDC are superior to the effects by ICEEMD.
In Figure 9, the seismic events were better restored and the SNR was greatly improved. In addition, the
noise in Figure 8 contained a small amount of effective waves, while noise was dominant in Figure 9.

The above results show that, under the synthetic seismic records with the random noise, the
reconstructed events by the VMDC are more obvious and continuous, and the random noise reduction
effects are better.

Figure 7. Synthetic seismic records without noise (left) and with 20% noise (right).

Figure 8. Random noise attenuation results (left) and the noise (right) by ICEEMD.

 
Figure 9. Random noise attenuation results (left) and the noise (right) by VMDC.
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4. Case Study

To fully verify the application effects of the proposed VMDC in real-world seismic data, this
paper selected the 3-D seismic data in Inner Mongolia in China to carry out the test. The acquisition
of seismic data was in the winter, so the wind was blowing very hard. At the same time, the gangue
field and air shafts were under construction. What is worse, the random noise interference was more
serious in this area because there were many vehicles in adjacent industrial areas. Figure 10 shows the
actual seismic profiles with random noise. It could be found that the existing random noise reduced
the SNR of the seismic data and influenced the continuity of events in seismic records.

The ICEEMD and the VMDC were used for noise attenuation of post-stack seismic data. The signal
reconstruction process was introduced by taking the 50th channel as an example. Firstly, ICEEMD
and VMDC were used to decompose seismic signals. Then, by ICEEMD, the correlation coefficients
between each IMF and the original signal were calculated as 0.1432, 0.5058 and 0.7329. By VMD, the
correlation coefficients between each IMF and the original signal were calculated as 0.7221, 0.6611 and
0.1156. Therefore, the IMF2 and IMF3 decomposed by ICEEMD, and IMF1 and IMF2 decomposed by
VMDC, participated in the signal constructions. The signals in other seismic traces were reconstructed
by similar steps, as shown in Figures 11 and 12. Through the comparative analysis of Figures 10–12, it
is found that both ICEEMD and the VMDC could suppress the random noise to a certain extent, and
the latter could significantly enhance the continuity of events.

Figure 10. The original seismic data.

Figure 11. Random noise attenuation results by ICEEMD.
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Figure 12. Random noise attenuation results by VMDC.

Above all, the VMDC method proposed in this paper has obvious noise attenuation effects and
could make the events more clear and continuous. What is more, it could improve the SNR of seismic
data and the smoothing of each channel of the seismic record. It also could better reflect shapes of strata.
It is shown that the method could achieve good effects in random noise attenuation in real-world
seismic data.

5. Conclusions

This paper proposed a new method for seismic random noise attenuation based on VMD and
correlation coefficients, called VMDC. Under the situation of simple sine signals without noise, both
ICEEMD and VMDC have better decomposition results, and VMDC has better calculation efficiency.
After adding random noise to the simple sine signals and the synthetic seismogram, the testing results
show that the VMDC has better noise attenuation effects. The application results in real-world seismic
data indicate that the new method could significantly improve the SNR of seismic data, enhance the
continuity of events as well as provide reliable basic data for further seismic data interpretation.
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