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Preface to ”Mathematical Methods in Applied

Sciences”

“The book of Nature is written in the language of Mathematics”. This famous statement of 
Galileo Galilei (1564–1642) may serve as introduction to this Special Issue. Of course, over the course 
of four centuries, Mathematics grew enormously, not only in the direction of differential calculus, but 
thanks to new disciplines, as Probability, Statistics, and Computer-Assisted Numerical Analysis. 
Simultaneously, the range of applications extended from Mathematical Physics to other fields, such 
as Biology and Chemistry, Medicine and Public Health, Economy and Industry, and the Social 
Sciences. The present Special Issue of Mathematics consists of seven articles on mathematical models, 
expressed in terms of different mathematical disciplines, and addressed to Applied Sciences. New 
mathematical results are present as well, but emphasis is placed on the effectiveness of mathematical 
models on different aspects of modern life. We address readers to the seven articles for a detailed 
presentation of the different topics, and we limit ourselves here to giving an overview of some of the 
relevant achievements in the present volume. Concerning first Medicine and Public Health, in 
connection with Social Sciences: the study of the brain cells during a stroke is studied, with particular 
attention to the interactions between microglia and neural stem cells; training management efficiency 
is considered for elite athletes, aiming to achieve their peak performance during the main 
competitions; an optimal surgical operation scheduling is discussed, considering the hospital’s 
sensitive and expensive equipment. Concerning Industry and Economy: nodal voltages are 
calculated in a meshed network, as fundamental to electric engineering; a case study on the glass 
industry is presented to emphasize the relevance of resource utilization and management for 
businesses. Other relevant contributions concern population balance equation in crystallization and 
problems in Numerical Analysis, in particular scattered data interpolation, spectral collocation 
methods, and the use of the eigenvalues and eigenvectors of the Laplacian matrix. In the whole, the 
volume is an excellent witness of the relevance of Mathematical Methods in Applied Sciences.

Luigi Rodino

Special Issue Editor
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Calculating Nodal Voltages Using the Admittance
Matrix Spectrum of an Electrical Network

Ioannis Dassios *, Andrew Keane and Paul Cuffe

School of Electrical and Electronic Engineering, University College Dublin, Dublin 4, Ireland;
Andrew.Keane@ucd.ie (A.K.); paul.cuffe@ucd.ie (P.C.)
* Correspondence: ioannis.dassios@ucd.ie

Received: 29 November 2018; Accepted: 18 January 2019; Published: 20 January 2019

Abstract: Calculating nodal voltages and branch current flows in a meshed network is fundamental
to electrical engineering. This work demonstrates how such calculations can be performed using the
eigenvalues and eigenvectors of the Laplacian matrix which describes the connectivity of the electrical
network. These insights should permit the functioning of electrical networks to be understood in the
context of spectral analysis.

Keywords: Laplacian matrix; power flow; admittance matrix; voltage profile

1. Introduction

Electrical power system calculations rely heavily on the bus admittance matrix, Ybus, which is
a Laplacian matrix weighted by the complex-valued admittance of each branch in the network. It is
well established that the eigenvalues and eigenvectors (deemed the spectrum) of a Laplacian matrix
encode meaningful information about a network’s structure [1]. Recent work in [2,3] indicates that,
in electrical networks, this spectrum can be directly related to nodal voltages and branch current flows.
The purpose of the present paper is to clarify the derivations provided in [3]. The scope of the present
work is narrowly theoretical: Linear algebra is used to articulate the correct relationship between the
variables treated in [3].

Notwithstanding these modest ambitions, a key motivation for the present work is to begin to
link power flow analysis with the mature literature [4] on spectral graph theory. Extant efforts to
apply spectral graph theory to electrical networks are scarce, but include [5,6]. The use of graph theory
more generally in this role is reviewed in [7,8]. Notably, simplistic topological approaches do not
properly account for the physical realities of electrical power flow, and can thereby fail to identify the
critical components in an electrical network [9–11]. The present work seeks to articulate one particular
linkage between spectral graph theory and circuit theory, which may offer new ways to understand
how power flows in meshed electrical networks.

The rest of this paper is organized as follows: In Section 2 we establish the necessary preliminaries,
including electrical flow basics and notation. The main results are presented in Section 3.

2. Preliminaries

2.1. Electrical Flow Basics and Notation

Ohm’s law linearly relates the current flowing through an edge in a circuit with the voltage

difference between the nodes that the edge connects. Specifically, Ikj =
ΔVkj
Zkj

, and ∑N
j=1 Ikj = Fk,

k, j = 1, 2, . . . , N, where Ikj is the current passing from the k-th node to the j-th in a (typically sparsely
connected) network of N nodes, ΔVkj = Vk −Vj is the voltage difference between the k-th node and the
j-th, Zkj = Zjk is branch impedance and Fk are complex-valued net current injections or withdrawals.

Mathematics 2019, 7, 106; doi:10.3390/math7010106 www.mdpi.com/journal/mathematics1
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From the above notation we arrive easily at ∑N
j=1

ΔVkj
Zkj

= Fk, ∀k = 1, 2, . . . , N, i.e., ∑N
j=1

(Vk−Vj)
Zkj

= Fk,
∀k = 1, 2, . . . , N, or, equivalently,

Vk

N

∑
j=1

1
Zkj

−
N

∑
j=1

Vj

Zkj
= Fk, ∀k = 1, 2, . . . , N. (1)

In the article we will denote with δij for the Kronecker delta, i.e., δii = 1 and δij = 0 for i �= j.
With ū we will denote the complex conjugate of u, and with T , ∗ the conjugate transpose, and conjugate
transpose tensor respectively.

2.2. An Exemplary Electrical Network

To provide some context, a nation-spanning electrical power system is shown in Figure 1.
This diagram of the nesta_case2224_edin test system [12] was created using the techniques described
in [13], which uses electrical distances measures, rather than physical geography, to positions nodes.
Note the relative spareseness of its connective struture, and how lower nominal voltage levels
(< 143 kV) correspond to more tree-like structures. This network of 2224 nodes supplies a total
load of up to 60 GW, supplied from 378 different generating sites.

Figure 1. This diagram shows the nesta_case2224_edin test power system

3. Derivations

In this section, first we rewrite (1) in matrix form and define the relevant Laplacian matrix.
Then we provide a formula which explicitly relates the voltage differences to the eigenvalues
and eigenvectors of the Laplacian matrix for meshed electrical networks. We can state now the
following theorem.

Theorem 1. Consider an electrical network with branch currents Ikj, ∀ k, j = 1, 2, . . . , N passing from node k
to node j, a complex impedance describing each branch Zkj = Zjk, and Fk being the complex-valued net current
flow at each bus with ∑N

k=1 Fk = 0. Then the voltage difference ΔVmn between two arbitrary nodes m and n is
given by:

ΔVmn =
N

∑
j=2

[
umj − unj

λj
(

N

∑
k=1

ūkjFk)

]
(2)

where λk, k = 2, 3, . . . , N are the non-zero eigenvalues of the G matrix (equivalent to the Ybus matrix in the
power systems context) which describes the connectivity of the electrical network:

G = [δkr(
N

∑
j=1

1
Zkj

) + (δkr − 1)
1

Zkr
]r=1,2,...,N
k=1,2,...,N (3)

2
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and
[

u1k u2k . . . uNk

]T
is an eigenvector of the eigenvalue λk.

Proof. For k = 1, 2, . . . , N, Equation (1) can be written as

⎡
⎢⎢⎢⎢⎢⎢⎣

V1 ∑N
j=1

1
Z1j

− ∑N
j=1

Vj
Z1j

V2 ∑N
j=1

1
Z2j

− ∑N
j=1

Vj
Z2j

...

VN ∑N
j=1

1
ZNj

− ∑N
j=1

Vj
ZNj

⎤
⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎣

F1

F2
...

FN

⎤
⎥⎥⎥⎥⎦ ,

or, equivalently, ⎡
⎢⎢⎢⎢⎢⎣

V1 ∑N
j=1

1
Z1j

− V1
Z11

− · · · − VN
Z1N

V2 ∑N
j=1

1
Z2j

− V1
Z21

− · · · − VN
Z2N

...
VN ∑N

j=1
1

ZNj
− V1

ZN1
− · · · − VN

ZNN

⎤
⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

F1

F2
...

FN

⎤
⎥⎥⎥⎥⎦ ,

or, equivalently, by setting V =
[

Vi

]
i=1,2,...,N

, F =
[

Fi

]
i=1,2,...,N

, and

G =

⎡
⎢⎢⎢⎢⎢⎣

∑N
j=1

1
Z1j

− 1
Z11

. . . − 1
Z1N

− 1
Z21

. . . − 1
Z2N

...
. . .

...
− 1

ZN1
. . . ∑N

j=1
1

ZNj
− 1

ZNN
,

⎤
⎥⎥⎥⎥⎥⎦ ,

We arrive at GV = F. We observe that if Gkj, k, j = 1, 2, . . . , N is an element of G, then for
k = j, Gkk = ∑N

j=1
1

Zkj
− 1

Zkk
and for k �= j, Gkj = − 1

Zkj
. Hence G is given by (3). We will refer

to G as the Laplacian matrix. Note that the rows of G sum to zero, i.e., the matrix has the zero
eigenvalue (see [3,14]). The algebraic multiplicity of the zero eigenvalue in the Laplacian is the number
of connected components in the network. In the power systems case we deal with only one network
which means the algebraic multiplicity of the zero eigenvalue is one. Since the matrix G is symmetric
it can be written in the following form:

G = PDP∗,

where P = [ukj]
j=1,2,...,N
k=1,2,...,N , P∗ is the conjugate transpose of P such that PP∗ is the N × N identity matrix

and D is the diagonal matrix D = diag{0, λ2, λ3, . . . , λN}. By applying the above expression into the
system we get:

PDP∗V = F,

and since P∗ is the inverse of P we have:

DP∗V = P∗F,

or, equivalently, ⎡
⎢⎢⎢⎢⎢⎢⎣

0
λ2 ∑N

k=1 ūk2Vk
λ3 ∑N

k=1 ūk3Vk
...

λN ∑N
k=1 ūkNVk

⎤
⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎣

∑N
k=1 ūk1Fk

∑N
k=1 ūk2Fk

∑N
k=1 ūk3Fk

...
∑N

k=1 ūkN Fk

⎤
⎥⎥⎥⎥⎥⎥⎦

.

3
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Let 1N be a column vector that contains exactly N 1’s. From the fact that every row of G sums to
zero we have the eigenspace of the zero eigenvalue. Indeed G · 1N = 0 · 1N which means that < 1N >

is the eigenspace of the zero eigenvalue. Hence there exist c ∈ C such that

[
ui1

]
i=1,2,...,N

= c · 1N (4)

From (4) uk1 = c, ∀k = 1, 2, . . . , N, or, equivalently, ūk1 = c̄, ∀k = 1, 2, . . . , N. In addition,
∑N

k=0 Fk = 0. Hence, ∑N
k=1 ūk1Fk = c̄ ∑N

k=1 Fk = 0. By ignoring the first row of each column of the above
expression we get: ⎡

⎢⎢⎢⎢⎣
λ2 ∑N

k=1 ūk2Vk
λ3 ∑N

k=1 ūk3Vk
...

λN ∑N
k=1 ūkNVk

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

∑N
k=1 ūk2Fk

∑N
k=1 ūk3Fk

...
∑N

k=1 ūkN Fk

⎤
⎥⎥⎥⎥⎦ .

Which can be rewritten in the following form:

⎡
⎢⎢⎢⎢⎢⎢⎣

∑N
k=1 c̄Vk

λ2 ∑N
k=1 ūk2Vk

λ3 ∑N
k=1 ūk3Vk

...
λN ∑N

k=1 ūkNVk

⎤
⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎣

∑N
k=1 c̄Vk

∑N
k=1 ūk2Fk

∑N
k=1 ūk3Fk

...
∑N

k=1 ūkN Fk

⎤
⎥⎥⎥⎥⎥⎥⎦

.

If we set Λ = diag{λi}2≤i≤N , U =
[

ūij

]j=1,2,...,N

i=1,2,...,N
, we have

[
1 0T

N−1
0N−1 Λ

] [
c̄ · 1T

N
Ū

]
V =

⎡
⎢⎢⎢⎢⎢⎢⎣

∑N
k=1 c̄Vk

∑N
k=1 ūk2Fk

∑N
k=1 ūk3Fk

...
∑N

k=1 ūkN Fk

⎤
⎥⎥⎥⎥⎥⎥⎦

,

or, equivalently,

[
c̄ · 1T

N
Ū

]
V =

[
1 0T

N−1
0N−1 Λ−1

]
⎡
⎢⎢⎢⎢⎢⎢⎣

∑N
k=1 c̄Vk

∑N
k=1 ūk2Fk

∑N
k=1 ūk3Fk

...
∑N

k=1 ūkN Fk

⎤
⎥⎥⎥⎥⎥⎥⎦

,

or, equivalently,

V =
[

c · 1N U
]
⎡
⎢⎢⎢⎢⎢⎢⎣

∑N
k=1 c̄Vk

1
λ2

∑N
k=1 ūk2Fk

1
λ3

∑N
k=1 ūk3Fk

...
1

λN
∑N

k=1 ūkN Fk

⎤
⎥⎥⎥⎥⎥⎥⎦

or, equivalently,

V =

⎡
⎢⎢⎢⎢⎢⎣

cc̄ ∑N
k=1 Vk + ∑N

j=2
u1j
λj

∑N
k=1 ūkjFk

cc̄ ∑N
k=1 Vk + ∑N

j=2
u2j
λj

∑N
k=1 ūkjFk

...
cc̄ ∑N

k=1 Vk + ∑N
j=2

uNj
λj

∑N
k=1 ūkjFk

⎤
⎥⎥⎥⎥⎥⎦

4
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or, equivalently, for bj = ∑N
k=1 ūkjFk:

V =

⎡
⎢⎢⎢⎢⎢⎣

∑N
k=1 ūk1Vk + ∑N

j=2
u1j
λj

bj

∑N
k=1 ūk1Vk + ∑N

j=2
u2j
λj

bj

...
∑N

k=1 ūk1Vk + ∑N
j=2

uNj
λj

bj

⎤
⎥⎥⎥⎥⎥⎦ .

Let Vm, Vn be two arbitrary nodal voltages, i.e.,

Vm = cc̄ ∑N
k=1 Vk + ∑N

j=2
umj
λj

bj,

Vn = cc̄ ∑N
k=1 Vk + ∑N

j=2
unj
λj

bj.

Then, the difference between them is given by

ΔVmn = cc̄
N

∑
k=1

Vk +
N

∑
j=2

umj

λj
bj − cc̄

N

∑
k=1

Vk −
N

∑
j=2

unj

λj
bj,

or, equivalently,

ΔVmn =
N

∑
j=2

umj − unj

λj
bj,

or, equivalently,

ΔVmn =
N

∑
j=2

[
umj − unj

λj
(

N

∑
k=1

ūkjFk)

]
.

4. Conclusions

This work has clarified the relationship between the admittance matrix spectrum, the current
inflows & withdrawals prevailing in an electrical network and the resulting nodal voltage profile.
Applying these spectral relationships to practical electrical engineering problems is left to future work.
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Abstract: The achievement of health organizations’ goals is critically important for profitability.
For this purpose, their resources, materials, and equipment should be efficiently used in the services
they provide. A hospital has sensitive and expensive equipment, and the use of its equipment and
resources needs to be balanced. The utilization of these resources should be considered in its operating
rooms, as it shares both expense expenditure and revenue generation. This study’s primary aim is the
effective and balanced use of equipment and resources in hospital operating rooms. In this context,
datasets from a state hospital were used via the goal programming and constraint programming
methods. According to the wishes of hospital managers, three scenarios were separately modeled in
both methods. According to the obtained results, schedules were compared and analyzed according
to the current situation. The hospital-planning approach was positively affected, and goals such as
minimization cost, staff and patient satisfaction, prevention over time, and less use were achieved.

Keywords: scheduling; operating room scheduling; goal programming; constraint programming;
state hospital

1. Introduction

Factors such as resource efficiency, the hospital’s financial situation, and the needs of the staff
play an important role in hospitals, which belong to the service industry and have complex processes.
Operating rooms play a large role in hospital budgets, as they contain sensitive and expensive
equipment, and they have been shown to constitute up to 40% of hospital expenses and account
for two-thirds of hospital income [1]. In these units, where surgeons perform various lifesaving
medical interventions, human life is critical.

Scheduling activities determine the order and time in which jobs are performed. The capacity
of resources must be taken into account when determining the start and completion times of these
activities. The effective use of limited resources in operating rooms comes to the fore. When scheduling
operating room activities, hospitals should allocate resources [2].

There are many studies in the literature related to operating room scheduling. Ozkarahan [3]
looked at increasing the quality of service provided in healthcare institutions with increasing demands
and developed a scheduling model that met the needs of hospitals to a great extent. Arenas et al. [4]
studied a hospital in Spain, aiming at reducing patient waiting time, while at the same time balancing
resources in a hospital. Blake and Donald’s [5] study emphasized the seriousness of operating room
cost in hospitals, while Blake and Carter [6] addressed the issue of resource allocation in hospitals,
using the goal programming method in their study to keep service costs constant so that they could set
goals for the hospital to balance their expenses with the care that they provide.

Mathematics 2019, 7, 251; doi:10.3390/math7030251 www.mdpi.com/journal/mathematics7
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Kharraja et al. [7] pointed out that, in the schedules created for operating rooms in hospitals,
strategies should be directed toward increasing profitability. Wullink et al. [8] studied the rate at
which the operating rooms could respond to emergency situations by assessing the situations in
which emergency cases occurred. Paoletti and Marty [9] evaluated stochastic situations with the
Monte Carlo simulation model. Lamiriet et al. [10] considered uncertain situations for operating room
planning. Beliën et al. [11] pointed to the inefficiencies of resource use in the operating room with
a comprehensive case study. Zhang et al. [12] emphasized minimizing the costs associated with the
length of stay of hospital patients.

A few of the main purposes of scheduling activities are to deliver a job on time to the customer, both
keeping overtime in the operating room to a minimum and reducing idle times in order to ensure efficient
use. When these goals are specifically intended for hospitals, a scheduled procedure in the operating
room must be performed on the specified day and at the specified time. Thus, the satisfaction of the
patients, referred to as customers, can be met at the highest level. At the same time, the effectiveness of
resources is ensured by avoiding idleness and overtime in operating rooms and resources [13].

Fei et al. [14] wanted to balance the use of both hospital surgery rooms and recovery rooms. At the
same time, they aimed to minimize overtime hours and balance costs. They analyzed and compared the
monthly schedule of a hospital with its actual schedule. Tànfani and Testi [15] aimed to offer a solution
to the desired goals of administration and surgeons during the process of scheduling appointments for
an operating room. Banditori et al. [16] sought solutions to problems arising from high waiting times
for patients on the waiting lists and the inability to homogenous distribution of hospital resources.
Cappanera et al. [17] aimed to better balance the workload of surgeons in operating room schedules,
distribute resources more efficiently and fairly, and plan more systematically. Eren et al. [18] designed
an application to address the problem associated with operating room scheduling. They developed
a mathematical model for this application and realized their aims. Xiang [19] modeled the objectives
of operating room schedules using ant colony optimization and Pareto sets. Abedini et al. [20] in their
work addressed the problem of balancing resources between operating room units.

When the above literature was evaluated in detail, it was found that it emphasized that operating
room usage should be the most productive, both in terms of time and resources. In this study,
a model is proposed for the problems associated with operating room scheduling using integrated goal
programming and constraint programming methods and datasets from a state hospital. In schedules
created with the integrated goal programming and constraint programming methods, it was attempted
to minimize deviations for these purposes, and a flexible model was established.

Looking at studies from different application fields in the literature (e.g., References [21–27]),
the goal programming method allows decision-makers to simultaneously realize different
goals [28,29]. The most important features that distinguish constraint programming from mathematical
programming include mathematical constraints or constraints that can be of a logical or symbolic
type [30–32]. The integrated goal programming and constraint programming methods, which
are used in the solution process, are effective solution tools for researchers. Each objective set in
the integrated goal programming and constraint programming methods is defined as a constraint
and minimizes deviations from these objectives. A solution can always be obtained using these
methods. However, the resulting decision-makers must be satisfied [33]. The constraint programming
method can include mathematical constraints, as well as constraints that can be logical or symbolic.
Constraint programming problems have structures that contain the definition set, constraints, and
purpose of the decision variables, are identified with an appropriate language, and are solved via
polynomial. Mathematical modelling is used for the solution of the problem [34]. However, due to the
nature of the problem, the integrated goal programming and constraint programming models were
developed, as it was desired to simultaneously perform more than one purpose. These methods were
integrated with each other in the study.

In the operating room scheduling problem, the aim is to assign operations to the operating rooms
in the appropriate time intervals. For this, block times have been defined within one working day,

8
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and restrictions have been made for assigning the same expertise to each block. Only the assignment
of operations is taken into account, while the ranking of operations is not taken into consideration.
This situation is also mentioned in the assumptions. The problem is solved by using the integrated
goal programming and constraint programming models.

The study consists of three parts. The first part is the introduction, where scheduling activities are
discussed in general, information about operating room scheduling is given, and the importance of
this scheduling style is mentioned. Information about the method used in the solution process is also
given. In the second part, we discuss a case study. In the third part, the implementation results are
examined. The results are also interpreted in general, and suggestions are made for future studies.

2. Method

This study considers some situations that can be encountered in real life, using data from a state
hospital. Increasing quality of service with the planned schedule in operating rooms, which are shown
to be among the most important units of health institutions, is the main aim of this study. The flowchart
of the study is shown in Figure 1 and briefly summarizes the study.

 
Figure 1. Case study flowchart.

There are various study requirements, such as the presence of equipment and devices that must
be available in each operating room. Under various constraints, the assignments of these operations
must be done in a systematic manner. Because there are many external factors, the operating room
contains much uncertainty in its structure. For this reason, some assumptions are made in operating
room scheduling. These assumptions are as follows:

9
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• The number of operations to be performed at the hospital is certain and emergency situations are
not considered.

• There are enough staff members and all the needed resources to perform the operations.
• The average duration of each operation was calculated from past data from similar operations

previously performed at the hospital. The duration of these operations includes preparation and
cleaning times.

• According to the decision of the hospital management committee, working hours at the hospital
are 08:00–17:00, and there is one hour between 12:00 and 13:00 for lunch included in these
working hours.

• Surgeries are not held on weekends. For this reason, operating rooms are kept closed during
this time.

• Only the assignment status of the operations is taken into account on a working day.

With the operating room schedules established under these assumptions, the following are aimed:

• Minimizing the cost of operating room units in the hospital;
• balanced distribution of resources to prevent overtime and less use;
• block scheduling;
• ensuring patient and staff satisfaction is at the highest level; and
• increasing hospital efficiency by getting the highest performance levels from the working staff.

The schedules formed in operating rooms, which are required to be professionally planned in line
with these aims, highlight the effectiveness of the units. The data used in the study were taken from
a state hospital: the number of operations, the number and capacity of existing operating rooms, the
number of experts, and the operating times including preparation and cleaning times, which were
prepared by using historical data. Table 1 shows the operations of specialties and the operating times
of these operations.

Table 1. Operating times (Op.: operation).

Orthopedics General Surgery 1
Cardiovascular

Surgeon
Plastic Surgery General Surgery 2 Urology

No.
Op. Time

(min)
No.

Op. Time
(min)

No.
Op. Time

(min)
No.

Op. Time
(min)

No.
Op. Time

(min)
No.

Op. Time
(min)

Op.1 135 Op.24 25 Op.50 180 Op.66 70 Op.86 50 Op.110 145
Op.2 65 Op.25 65 Op.51 200 Op.67 85 Op.87 54 Op.111 85
Op.3 55 Op.26 120 Op.52 75 Op.68 35 Op.88 100 Op.112 80
Op.4 150 Op.27 200 Op.53 240 Op.69 65 Op.89 85 Op.113 105
Op.5 100 Op.28 95 Op.54 145 Op.70 110 Op.90 100 Op.114 95
Op.6 70 Op.29 35 Op.55 165 Op.71 90 Op.91 120 Op.115 120
Op.7 175 Op.30 140 Op.56 55 Op.72 135 Op.92 90 Op.116 100
Op.8 130 Op.31 115 Op.57 135 Op.73 29 Op.93 95 Op.117 60
Op.9 75 Op.32 60 Op.58 150 Op.74 64 Op.94 60 Op.118 110

Op.10 120 Op.33 45 Op.59 75 Op.75 90 Op.95 105 Op.119 120
Op.11 130 Op.34 120 Op.60 60 Op.76 95 Op.96 75 Op.120 110
Op.12 145 Op.35 115 Op.61 75 Op.77 75 Op.97 110 - -
Op.13 115 Op.36 145 Op.62 85 Op.78 60 Op.98 100 - -
Op.14 65 Op.37 80 Op.63 50 Op.79 95 Op.99 125 - -
Op.15 85 Op.38 45 Op.64 45 Op.80 90 Op.100 105 - -
Op.16 105 Op.39 70 Op.65 95 Op.81 80 Op.101 73 - -
Op.17 84 Op.40 60 - - Op.82 115 Op.102 95 - -
Op.18 100 Op.41 145 - - Op.83 100 Op.103 135 - -
Op.19 115 Op.42 95 - - Op.84 77 Op.104 78 - -
Op.20 125 Op.43 200 - - Op.85 105 Op.105 120 - -
Op.21 80 Op.44 170 - - - - Op.106 140 - -
Op.22 120 Op.45 165 - - - - Op.107 115 - -
Op.23 85 Op.46 125 - - - - Op.108 77 - -

- - Op.47 117 - - - - Op.109 115 - -
- - Op.48 200 - - - - - - - -
- - Op.49 210 - - - - - - - -
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According to this, considering the capacities of the operating rooms, it is desired to minimize the
use of overtime and less use. At the same time, a flexible model was created to allow block scheduling.
Three different scenarios are considered in the study, considering three different situations. There are
120 operations planned in this hospital, which has six specialties. There are eight operating rooms for
assignment of these operations. In the model, there are 10 time zones for assignments. Each time zone
represents a four-hour working time. In total, it is thought that two time zones equal with one day.

2.1. Creating Surgical Schedule in Operating Rooms with the Goal Programming Method

Within the framework of the above assumptions and objectives, the model was coded and solved
with IBM ILOG CPLEX [35]. The goal programming model is given as follows.

Notation of model-forming expressions:

Xijk =

{
1, if operation i assigned to j operation room in kth time zone

0, otherwise
∀i , ∀j, ∀k

Yjks =

{
1, If it has experts s in operation room j in kth time zone

0, otherwise
∀j , ∀k, ∀s

Yjks = Zjs =

{
1, If it has experts s in operation room j

0, otherwise
∀j , ∀s

pi: time of operation i, including cleaning and preparation times ∀i
Ukj : Used daily time of operating room j in the kth time zone ∀j, ∀k
ds : the set from s experts that prefers to be assigned to the time zone ∀s
M: A large number

Deviation variables:

u−
kj : amount of negative deviation to the total available time from operating room j in kth time zone; ∀j, ∀k

u+
kj : amount of positive deviation to the total available time from operating room j in kth time zone; ∀j, ∀k

k−j : amount of negative deviation from a balanced distribution of time zones in operating room j; ∀j
k+j : amount of positive deviation from a balanced distribution of time zones in operating room j; ∀j
r−s : amount of negative deviation from the preferred time zone by experts s; ∀s
r+s : amount of positive deviation from the preferred time zone by experts s; ∀s
p−j : amount of negative deviation from assigned experts in operating room j; ∀j
p+j : amount of positive deviation from assigned experts in operating room j. ∀j

Constraints and goals:
r

∑
k=1

m

∑
j=1

xijk = 1 ∀i (1)

m

∑
j=1

S

∑
s=1

Yjks ≤ 6 ∀k (2)

m

∑
j=1

YJks ≤ 6 ∀k, ∀s (3)

n

∑
i=1

Xijk ≤ M ∗ Yjks ∀i, ∀k, ∀s (4)

r

∑
k=1

Yjks ≤ M ∗ Zjs ∀j, ∀s (5)

n

∑
i=1

pixijk + u−
kj − u+

kj = Ukj ∀j, ∀k (6)

S

∑
s=1

r

∑
k=1

Yjks + k−j − k+j = 6 ∀j (7)

11



Mathematics 2019, 7, 251

∑
k ∈ds

Yjks + r−s − r+s = 0 ∀s (8)

S

∑
s=1

Zjs + p−j − p+j = 1 ∀j (9)

Constraint 1 states that each operation is assigned to the whole operating room and time zones
only once. Constraint 2 ensures that at most six different specialties are able to work in all operating
rooms at any time zone. Thus, operations can be carried out with the same equipment and technical
personnel in the time zone. Constraints 3 and 4 always ensure that each time zone and each specialty
be assigned to all operating rooms six times at most. Thus, in different time zones, different experts
can be in balanced distribution in all operating rooms. It is possible to prevent the accumulation of
an expert in only one operating room. Constraint 5 makes it possible to assign an expert in all operating
rooms throughout the entire time zone. Thus, in the operating room separated by the same expert,
operations can be carried out without any waiting or interruption due to equipment and technical
personnel changes throughout the whole week.

Constraint 6 aims to minimize operating room overtime and less use of the operating room.
It ensures to minimize deviations between reachable time and working time in this goal. The purpose
function of this goal is as follows:

min
r

∑
k=1

m

∑
j=1

(u−
kj + u+

kj)

Goal Constraint 7 aims to distribute all operations in all operating rooms in a balanced manner.
The right side is set to six because, in the problem with the 10 time zones, it is required to assign
an average of six time zones to each operating room. Negative and positive deviations are minimized
by using this constraint. The purpose function of this goal is as follows:

min
m

∑
j=1

k−j + k+j

Goal Constraint 8 aims to perform the operations of a specialist surgeon in each operating room
at the desired time zones. When the constraint is run, it is equal to zero by nothing the time zones in
which we do not want to be assigned. In this goal constraint, deviation in the positive direction is
minimized. Thus, attempts are made to prevent assignment to undesired time zones. The purpose
function of this goal is as follows:

min
S

∑
s=1

r+s

Goal Constraint 9 is aimed at allocation each operating room for different specialties during the
week. Thus, a specialist is working all the time during the week. In this goal constraint, deviation in
the positive direction is minimized. The purpose function of this goal is as follows:

min
m

∑
j=1

p+j

With this mathematical model, three different scenarios were developed. Block scheduling was
considered for 120 operations. Block schedules are enacted according to the logic of working certain
specialties into specific time zones. The created scenarios are as follows:

Scenario 1. Block scheduling was worked into this model. In order to prevent overtime and less use,
same-expertise operations are assigned to the same time zones. In this scenario, in the objective function,
deviation in the negative and positive directions related to using operating room capacity/duration constraint is
minimized. In the constraints, Equations (1)–(4) and (6) are used. Table 2 shows the solution results.

min
r

∑
k=1

m

∑
j=1

(u−
kj + u+

kj)
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Scenario 2. In this scenario, block scheduling was performed. Specialists were given the opportunity to choose
certain times. According to experts who want to create this scenario, it is thought that the possibility of making
a choice is beneficial for surgeons to prepare their own schedules. In this scenario, an orthopedic surgeon is
needed to work in each operating room at the time period from 8:00 to 12:00. In mathematical modeling, the
orthopedic surgeon’s undesirable time zones are outlined. The right side is equal to zero, and deviation in the
positive direction in this goal was minimized. This was made to prevent assignment in undesirable time zones.

In this scenario, the objective function was primarily to minimize deviation in the positive direction in the
time-preference constraints of surgeons with certain specialties, deviation in the positive and negative direction
in the constraint on the balanced distribution of operating rooms, and deviation in the positive and negative
direction at the constraint on using operating room capacity/duration. In the constraints, Equations (1)–(4) and
(6)–(8) were used. Table 3 shows the solution results.

minP1
S
∑

s=1
r+s

minP2
m
∑

j=1
k−j + k+j

minP3
r
∑

k=1

m
∑

j=1
(u−

kj + u+
kj)
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Scenario 3. This scenario studies an expertise in the same operating room for the entire week. With this scenario,
the same expertise was assigned throughout the whole time zone of an operating room. Thus, operations of the
same expertise could be performed without changing equipment and technical personnel.

In this scenario, the objective function was primarily to minimize deviation in the positive direction of the
constraint of operating rooms belonging to the same specialty, and deviation in the positive and negative direction
in the constraint of using operating room capacity/duration. In the constraints, Equations (1)–(6) and (9) were
used. Table 4 shows the solution results.

minP1
m
∑

j=1
p+j

minP2
r
∑

k=1

m
∑

j=1
(u−

kj + u+
kj)
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2.2. Creating a Surgical Schedule in Operating Rooms with Constraint Programming

The specified goals and assumptions under the heading goal programming method were also
valid during this solution phase. According to the obtained data, operating room capacities and
resource utilization were considered (see Table 1). In this phase, three scenarios were created by
considering different situations that were modeled by constraint programming. The time zone and
operating room index were converted into single indices, and 80 (= 8 × 10) operating room time
periods were named. Within the framework of these assumptions and objectives, every model was
coded and resolved with the CP optimizer program.

Notation of model-forming expressions

Decision variables and parameters:

Xi = i. operation assignment status ∀i

Yij =

{
1, If operation i is performed in operation room j

0, otherwise
∀i, ∀j

Zjs =

{
1, If expert s works in operating room j

0, otherwise
∀j, ∀s

Vts =

{
1, I f expert s works in group t

0, otherwise
∀t, ∀s

pi: operation time i, including cleaning and preparation times ∀i
Uj : Daily use time of operating room j ∀j
ds : set from experts s, who prefer to be assigned to the time zone ∀s
M: A large number

Deviation variables:

u−
j : amount of negative deviation to the total available time from operating room time j; ∀j

u+
j : amount of positive deviation to the total available time from operating room time j; ∀j

r−s : amount of negative deviation from the preferred time zone by experts s; ∀s
r−s : amount of negative deviation from the preferred time zone by experts s; ∀j
p−t : amount of negative deviation from assigned experts in operating room time j; ∀t
p+t : amount of positive deviation from assigned experts in operating room time j. ∀t

Constraints and goals:
xi ≤ 80 ; xi ≥ 1 ∀i (10)

xi �= xk ∀i (11)

(xi = j) = yij ∀i, ∀j (12)

∑
i

yij ≤ M ∗ zjs ∀j, ∀s (13)

∑
i

Zjs ≤ M ∗ Vts ∀t, ∀s (14)

∑
i
(pi ∗ (xi = j)) + u−

j − u+
j = 240 ∀j (15)

∑
c∈ds

(xi = k) + r−j − r+j = 0 ∀j (16)

∑
s

Vts + p−t − p+t = 1; ∀t (17)

Constraint 10 states that each operation is assigned to the whole operating room and the
time zones only once, with operating-time boundaries to which the i operation can be assigned.
Constraint 11 ensures that we have, at most, six different specialties in all operating rooms at any
time zone. Thus, operations can be carried out with the same equipment and technical personnel in
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the time zone. An index, such as k, is added at the constraint. While this index specifies the bounds
of the number of operations for the relevant expertise in index i in block scheduling, the number of
the remaining operations in index k is retained. The constraint for the number of operations of each
expertise is written, the number of operations of the previous expertise is also subtracted at each
time, and the remaining number of operations is collected in index k. Constraints 12–14 could assign
an expert in all operating rooms throughout the entire time zone. Thus, in operating rooms separated
by the same expert, operations could be carried out without any wait or interruption due to equipment
and technical personnel changes throughout the whole week. Constraint 12, if operation i is assigned
within operating room time j, has this value stored in the Yij decision variable with the corresponding
i and j index values. In Constraints 13 and 14, operations are grouped according to their expertise
and then blocked with the t-index according to the operating-time group. Thus, an expertise is only
assigned to the operating room time group on a column basis.

Constraint 15 aims to minimize operating room overtime and less use of the operating room.
It ensures to minimize deviations between reachable time and working time in this goal. The purpose
function of this goal is as follows:

min
m

∑
j=1

(u−
j + u+

j )

Goal Constraint 16 aims at performing a specialist surgeon’s operations in each operating room
at the desired time zones. When the constraint is run, it is equal to zero by outlining the time zones
during which one does not want to be assigned. The c index is expressed as a set of specializations
that have preferences. In this goal constraint, deviation in the positive direction is minimized. Thus,
attempts are made to prevent assignment to undesired time zones. The purpose function of this goal is
as follows:

min
m

∑
j=1

r+j

Goal Constraint 17 is aimed at allocating each operating room to different specialties during the
week. Thus, a specialist works all the time during the week. In this goal constraint, deviation in the
positive direction is minimized. The purpose function of this goal is as follows:

min
T

∑
t=1

p+t

With this mathematical model, three different scenarios were developed. Block scheduling was
considered for 120 operations. Block schedules act according to the logic of working certain specialties
into specific time zones. These created scenarios are as follows:

Scenario 4. In this scenario, block scheduling was worked into this model. In this model, there was an attempt to
balance operating room use. In order to prevent overtime and less use, same-expertise operations were assigned to
the same time zones. In this scenario, the objective function was to minimize deviation in the negative and positive
directions related to using operating room capacity/duration constraint. In the constraints, Equations (10), (11)
and (15) were used. Table 5 shows the solution results.

min
m

∑
j=1

(u−
j + u+

j )
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Scenario 5. In this scenario, block scheduling was performed. Specialists were given the opportunity to choose
certain times. In this created scenario, an orthopedic surgeon wanted to work in each operating room between
8:00 and 12:00. At the same time, it ensures that overall expertise distribution is balanced. In the model, the
orthopedic surgeon’s undesirable time zones are written. The right side is equal to zero, and deviation in the
positive direction in this goal was minimized. It was made to prevent assignment to undesirable time zones.

In this scenario, the objective function was primarily to minimize deviation in the positive direction of the
time-preference constraints of surgeons with certain specialties, and deviation in the positive and negative
direction of the constraint of using operating room capacity/duration. In the constraints, Equations (10), (11),
(15) and (16) were used. Table 6 shows the solution results.

minP1 ∑ m
j=1r+j

minP2 ∑ m
j=1(u

−
j + u+

j )
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Scenario 6. This scenario studies a type of expertise in the same operating room for the entire week. In this
scenario, which is more desirable to realize in real life, the same type of expertise was assigned throughout
the whole time zone of an operating room. Thus, operations of the same expertise could be performed without
changing equipment and technical personnel.

In this scenario, the objective function is primarily to minimize deviation in the positive direction of the constraint
of operating rooms belonging to the same specialty, and deviation in the positive and negative direction of the
constraint of using operating room capacity/duration. In the constraints, Equations (10)–(15) and (17) are used.
Table 7 shows the solution results.

minP1

T

∑
t=1

p+t

minP2

m

∑
j=1

(u−
j + u+

j )
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3. Results

In this study, the integrated-goal programming and constraint programming methods were used
in the operating room scheduling processes by using data from a state hospital. Both methods have
decision variables, an objective function, and restrictive equations. Table 8 summarizes the current
situation and scenarios.

Table 8. Summary of current situation and scenarios.

Current
Situation

Scenario 1 & 4 Scenario 2 & 5 Scenario 3 & 6

GP CP GP CP GP CP

Number of Overtime Time-Zone 45 - 4 17 2 - 13

Number of Less Use Time-Zone (Under 50%) 15 - 20 - 16 5 10

Number of Full Capacity Time-Zone 5 11 2 20 4 7 2

Number of Unused Time-Zone - 20 1 32 1 21 13

Total Utilization Rate 52% 85% 70% 95% 70% 80% 79%

Preferred status - - -
√ √

- -

Closing the operating room - - - - -
√ √

Block planning strategy
√ √ √ √ √ √ √

Balanced assignment -
√ √ √ √ √ √

GP: Goal Programming, CP: Constraint Programming.

Table 8 shows the success rates of both methods, modeled with integrated goal programming and
constraint programming, in these scenarios. Looking at the detailed schedules, Scenarios 1 and 4 have
all operations assigned through the goal programming method. The 11 time zones in the operating
rooms have a full-capacity utilization rate. Thus, in some time zones, operating rooms are closed
and prevented from idly waiting. Surgeons’ working hours are also programmed during working
hours without overtime. Costs caused by overtime were avoided, and surgeons’ satisfaction was
increased. In constraint programming, simplicity is provided in the modeling processes. In constraint
programming, only the seventh operating room does not work on the third day between 08:00 and 12:00.
All patient operations on the waiting list are carried out. This increased the level of patient satisfaction.
However, in the 20 time zones, capacity was below the desired utilization level. However, according to
the solution results, the utilization rates of the operating rooms were decreased. This situation is likely
to result in costs that arise from operating room waiting times. Scenarios 2 and 5: all operations were
assigned with the goal programming method. All operating room utilization rates were intended to
use full capacity, but it seems that overtime was done in 17 time zones. In this case, surgeon satisfaction
levels may be reduced and, at the same time, the desired surgery efficiency may be affected. It could
also cause overtime costs to increase. In constraint programming, there is a capacity utilization rate at
the desired level in operating rooms. In this method, overtime was only observed in two time zones,
and all waiting-list patient operations were performed. The level of satisfaction of both surgeons
and patients increased without overtime. In addition, overtime costs were avoided. The orthopedic
surgeon wanting to work during the desired time intervals was achieved in both methods. Scenarios 3
and 6: the operating rates of operating rooms were close to 100% and worked without overtime in goal
programming. Overtime was observed in operating rooms where the orthopedic surgeon appointed
the constraint program. This suggests that the model is difficult to distribute over time. According to
the results of the two methods, the schedule showed that the total utilization rates were very close to
each other.

Looking at Table 8, it can be seen that the obtained results are directed towards the efficiency
that hospital managers want to obtain from operating rooms. Results were achieved with very little
deviation. The established mathematical models were run for 3000 s. Concerning model deviations,
in the results of Scenarios 1and 4, there were no deviations that would cause overtime in the goal
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programming results. In the case of constraint programming, a deviation of over 60 min was observed.
In the results of Scenarios 2 and 5, there were 255 min of overtime in the goal programming method,
and 70 min of overtime in the constraint programming method. In Scenarios 3 and 6, there was no
overtime in the goal programming method. In the constraint programming method, 125 min overtime
occurred. Deviation values indicate the overtime time intervals in the operating rooms. The reason for
overtime in these scenarios was due to special constraints in the models. When hospital administrators
provide opportunities such as special preference for surgeons and the separation of special operations
of operating rooms, it can be seen that overtime occurred in the model. However, when the results are
examined, the best results are obtained in the time constraint. Overtime work is done in operating
rooms as little as possible, and the desired constraints and other purposes are provided. In the model,
there was no deviation in other purpose constraints in the objective function. In addition, the number
of decision variables in the constraint programming method was less than the number of decision
variables in the goal programming model. This facilitated the establishment and resolution of the
model. The results show that the operating rooms in the hospital were used as effectively as possible.
In other words, it is understood that overtime rates, waiting periods, and the unnecessary use of
resources in hospitals could be reduced. Reducing these conditions increases operating room efficiency.
Operations can be carried out in the current time, which is separated by decreased waiting and
postponements. Resources can be effectively used. At the same time, these results allow the study to
be reprogrammable. In this case, it is possible to maximize the number of patients who can be treated
with idle block times. Thus, it is possible to increase the obtained performance and efficiency from
operating rooms. The fact that the study is open to development in this respect shows that it may
have a fundamental nature. The fact that this study is adaptable according to the hospital structure
emphasizes the preferable feature of hospital managers. The purpose of reducing the desired costs
of operating rooms and increasing their efficiency is the overlap of the obtained results from this
study. In the literature [36–38], the main purpose of operating rooms is to reduce costs. These costs
are mostly due to overtime and waiting. In order to reduce these costs, researchers benefit from
different methods. Thus, they obtain high-quality and efficient programs with the methods they use
in operating room scheduling processes [39]. The aim of this study was to prevent confusion and
possible problems caused by the mixed performance of hospital operations. In other words, with the
assignment of different types of operations in succession to the same operating room, it is desired
to increase efficiency from the equipment and surgical team. In these results, these situations are
prevented. At the same time, the impact of these situations is reduced and performance is improved,
allowing for a more robust and flexible start-up program.

In the current case, since schedules are manually prepared, not all operations could be transferred
to the schedules, which led to an increase in patient waiting times. With these created schedules, all
operations were assigned. Even though the created schedules had an overtime status in the time zones,
the operating rooms were used with full capacity. In the current case, the utilization of operating
rooms was not effective because the assignment of operations could not be done in a balanced way.

4. Discussion and Conclusion

The inability of surgeons to promptly enter operations, which is one of the problems experienced
in hospitals today, causes both the inability to effectively use existing hospital capacity, and the
decrease of offered service quality to patients. In this study, a flexible model proposal is presented with
integrated goal programming and constraint programming methods. It aims to increase patient/staff
satisfaction by ensuring the efficient use of hospital resources. Three different scenarios were created
for the purposes of hospital managers. According to these scenarios, the established models were
run for 3000 s. According to the appropriate solutions, obtained as a result of 3000 s, scenario charts
were created. In the first scenario, on the basis of the block-scheduling strategy, the aim was the
balanced distribution of operations in operating rooms and the effective use of operating rooms.
In the second scenario, in addition to these goals, an objective for the orthopedic surgeon to only
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work during morning hours was determined, and the balanced distribution of operations in the time
zones was desired. In the third scenario, it was desirable that an operating room be divided into
only one specialty during all time zones. All these scenarios are modeled by the integrated-goal
programming and constraint programming methods. Then, the method results were compared and
analyzed according to the current situation.

When creating the model, we tried to create weekly schedules, together with the time-zone index,
without complicating the problem structure. In the scenarios, utilization rates were a measure of how
effectively operating room capacity was being used. This shows that the methods help to make the
process systematic. According to the current situation, schedule efficiency was increased with the
created models, and the best possible utilization of the operating room was achieved. It is aimed that
this study will be an example for future studies. With the integration of constraint programming and
goal programming, it has contributed to the literature by increasing schedule effectiveness. With this
integration, scenarios were created for different desired goals from other work.

When other studies in the literature are examined, it is seen that operating room scheduling
studies have frequently been discussed by the researchers in the last forty years [39]. Studies [39–42]
indicate that operating room planning is affected by personnel and equipment-based factors. Therefore,
multiple objectives cannot be taken into consideration in planning and scheduling. In this context,
problems can be solved by developing strategies for solution techniques. Researchers use various
solution methods in operating room scheduling problems [43–45]. Each method has its own advantage.
These methods are also determined according to the problem type. In this study, unlike other studies,
the integrated goal programming and constraint programming methods, which are effective for the
simultaneous realization of the desired objectives, were used. This integration allows flexibility in the
objectives and enables to produce solutions to real-life problems [33]. At the same time, in this study, the
realization of situations encountered in real-life scenarios differentiates the process from other studies.
In fact, multiple real-life problems could be considered at the same time with this scenario. In this case,
a systematic structure was developed to solve problems encountered in hospitals. In addition, the
integrated goal programming and constraint programming methods enable the solution process to
be suitable for real life by operationally strengthening the study. Because the work allows flexibility,
it is easy to create a new start-up program at times when reprogramming is needed. The discussed
multipurpose problem was solved for the single purpose of modelling. The objectives to be carried
out in the solution process were combined with the goal programming method, and the problem was
modelled using the constraint programming method. With the systematic structure established, the
model can quickly be reviewed without major and complex changes. In this context, this study comes
to the fore in the literature. In this study, the flexibility and advantages of goal programming and
constraint programming were utilized. The constraint programming method facilitates writing logical
constraints in the modelling process. At the same time, decision variables can take values in different
structures besides numerical variables. In the solution processes, the constraint programming method
allows decision-makers to establish models with fewer decision variables. Decision makers can use
the search algorithms defined in the modelling phase. Considering the advantages of the constraint
programming method, the basic constraint programming model is proposed in the problem solution.
The operating room scheduling problem mainly deals with which operation should be assigned to
which operating room. In this problem, the decision variable structure is a 0–1 logic structure. If the
operation is assigned to the operating room, it takes the value of 1; if it is not assigned, it takes 0.
Different solution approaches were developed by researchers for the scheduling problems involving
this 0–1 variable structure. The constraint programming method also allows to model variables in
the 0–1 structure as an integer [46]. The constraint programming method has a structure that can
work more efficiently with relatively few variables in the modelling. With this feature, constraint
programming provides better performance by reducing the domain. This problem is translated from
a 0–1 structure into an integer structure by taking advantage of the modelling power of constraint
programming [46].
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At the same time, in the literature, researchers mostly focus on an open-planning strategy as they
facilitate the solution process. However, this situation causes operations with the same expertise in
operating rooms to be assigned to different operating rooms at different times. This necessitates the
permanent displacement of equipment used during operations in operating rooms. Most of the time,
due to these displacements, equipment damage or patient/surgeon waiting times increase. In this
context, all these reasons exponentially cause negative consequences to hospital managers. Considering
all this, a block-scheduling strategy was adopted in this study to avoid negative results, and to ensure
patient/surgeon satisfaction in the hospital. When block-scheduling studies [11,15,16,20,47–49] in the
literature are examined, it is understood that they want to avoid these negative results.

In future studies, the inclusion of different constraints could be considered with regard to the
special circumstances of surgeons’ working conditions. Depending on each surgeon’s preferences,
prioritization and assignments can be made using multicriteria decision-making methods in operations.
Various situations could be considered, such as the fact that special circumstances related to the staff
are reflected in the constraints.

5. Limitations

The main limitation of this study is that the available data are composed of historical data. It is
very difficult for researchers to plan for current real-life situations. There are too many restrictions to
consider. It is not possible to solve all these limitations in a model at the same time. Therefore, certain
assumptions were made in this study.
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Abstract: The population balance equation (PBE) is the main governing equation for modeling
dynamic crystallization behavior. In the view of mathematics, PBE is a convection–reaction equation
whose strong hyperbolic property may challenge numerical methods. In order to weaken the
hyperbolic property of PBE, a diffusive term was added in this work. Here, the Chebyshev spectral
collocation method was introduced to solve the PBE and to achieve accurate crystal size distribution
(CSD). Three numerical examples are presented, namely size-independent growth, size-dependent
growth in a batch process, and with nucleation, and size-dependent growth in a continuous process.
Through comparing the results with the numerical results obtained via the second-order upwind
method and the HR-van method, the high accuracy of Chebyshev spectral collocation method was
proven. Moreover, the diffusive term is also discussed in three numerical examples. The results show
that, in the case of size-independent growth (PBE is a convection equation), the diffusive term should
be added, and the coefficient of the diffusive term is recommended as 2G × 10−3 to G × 10−2, where
G is the crystal growth rate.

Keywords: spectral collocation method; population balance equation; Chebyshev points; crystallization

1. Introduction

Crystallization operations are widely used in chemical and pharmaceutical industries.
Crystallization kinetics is the basis for the development of crystallization theory. Simultaneously,
studies on crystalline kinetics also guide the design of crystallizers and the quality control of crystalline
products [1]. The population balance equation (PBE) is a widely accepted equation to model the
dynamic crystallization behavior [2]. Therefore, it is of great significance to accurately solve the PBE
and to achieve accurate crystal size distribution (CSD).

Currently, there are a many numerical results on the study of PBE. In terms of numerical methods,
they can be roughly divided into the following five categories [1,2]: (1) the method of moments [3];
(2) the method of characteristics [4,5]; (3) the method of weight residuals/orthogonal collocation [6,7];
(4) the Monte Carlo method [8,9]; (5) the finite-difference schemes/discrete population balances [10].
The review by Ramkrishna [2] is helpful in this regard. The method of moments approximates the
CSD through its moments. The predictions under certain conditions are closed. However, the moment
closure conditions are violated for more complex systems. The method of characteristics tries reducing
the partial differential equations (PDEs) to ordinary differential equations (ODEs) using lines of
characteristics. The approach is efficient with simple physics, but it is not suitable for complex physics.
The method of weight residuals/orthogonal collocation approximates the distribution by the basis
function; the main weakness is the dependence on the choice of basis function. The Monte Carlo
method tracks the histories of individual particles. It has an incomparable degree of omnipotence.
However, its computational cost is relatively expensive. The finite-difference/volume methods are
approximated by finite-difference/volume schemes. They can be applied to complex cases. However,
they usually require a high number of grid points in order to achieve desirable accuracy.

Mathematics 2019, 7, 317; doi:10.3390/math7040317 www.mdpi.com/journal/mathematics31
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Recently, a large number of numerical methods with high accuracy were constructed to solve PBE,
e.g., the HR-van method with a flux limiter [1,11], the Lattice Boltzmann method [12], the weighted
essentially non-oscillatory (WENO) method [13], the spectral method [14,15], etc. Among these, the
spectral method has the advantage of being able to accurately solve the PBE using a lower number of
grid points. It was also found that the spectral collocation method is more efficient than other spectral
methods [14] and finite-volume schemes [15].

Because the PBE is a convection–reaction equation in mathematics, its strong hyperbolic property
may challenge the numerical methods. The numerical methods may gain unstable results, which
are not applicable for physics. In order to weaken the hyperbolic property of PBE, a diffusive term
is added herein. Although the diffusive term makes the numerical solution deviate from the exact
solution to some extent, it guarantees the stability of the numerical results.

In this paper, Chebyshev spectral collocation is presented to solve the one-dimensional PBE.
The CSD of three types of crystallization in batch crystallizers and continuous crystallizers were
calculated. By comparing the analytical results and other numerical results, the validity and high
accuracy of the Chebyshev spectral collocation method were verified. Furthermore, the effects of the
diffusive term are also discussed using three numerical examples.

2. One-Dimensional PBE and Numerical Schemes

2.1. One-Dimensional PBE

PBE is a differential equation which describes the evolution of a population of particles. In the
crystallization process, it can reflect the crystal nucleation, growth, agglomeration, and breakage [2].

One-dimensional PBE [1,2,11] can be written as follows:

∂ f (L, t)
∂t

+
∂{G(L, t) f (L, t)}

∂L
= h(L, t, f ), (1)

where f (L, t) is the crystal size distribution function, L is the crystal size variable, t is the time, G(L, t) is
the growth rate of crystals, and h(L, t, f ) is the source term and may include the aggregation, nucleation,
breakage, etc. Here, crystal size variable L is typically the characteristic length, volume, or mass, but
it can also represent age, composition, and other characteristics of an entity in a distribution [1].
The growth rate G(L, t) can be a function of size and other variables, such as the temperature and the
concentration of chemical species in solution [1]. The source term h(L, t, f ) is a creation/depletion
rate, and it can be a function of other variables including the distribution, which occurs in nucleation
processes resulting from particle–particle interactions and in agglomeration processes [1]. Since many
of these processes involve integrals, PBE is considered an integro-differential equation describing the
complex crystallization processes [2].

Since Equation (1) is a convection–reaction equation, its strong hyperbolic property may challenge
the numerical methods. In order to weaken the hyperbolic property of Equation (1), a diffusive term

“ε
∂2 f (L, t)

∂L2 ” is added to the left in Equation (1), leading to

∂ f (L, t)
∂t

+
∂{G(L, t) f (L, t)}

∂L
+ ε

∂2 f (L, t)
∂L2 = h(L, t, f ). (2)

Here, ε is a small positive number. Theoretically, the closer ε is to 0, the more accurate the result is.
However, in numerical experiments, when ε approaches 0, the effect of the diffusive term becomes
smaller, which leads to an unstable numerical solution. Therefore, in this paper, the value of ε was
determined by numerical tests.
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2.2. Chebyshev Spectral Collocation Method

The Chebyshev spectral collocation method is a kind of collocation method [16,17]. On the
one hand, as a spectral method, it has high accuracy. On the other hand, as a collocation method,
it transforms the derivative term into a differential matrix, which makes the equations simple and easy
to solve. To date, this method was successfully applied to solve differential equations in the fields of
fluid mechanics [18,19], quantum mechanics [20,21], etc.

Equation (2) can be written as follows:

∂ f (L, t)
∂t

= R(L, t, f ), (3)

where R(L, t, f ) = h(L, t, f ) − ∂{G(L, t) f (L, t)}
∂L

− ε
∂2 f (L, t)

∂L2 . The fourth-order Runge–Kutta
method [22] is used to discretize the time, leading to

f n+1 = f n +
1
6
(k1 + 2k2 + 2k3 + k4)

k1 = Δt · R(tn, f n(L))

k2 = Δt · R(tn +
Δt
2

, f n(L) +
1
2

k1)

k3 = Δt · R(tn +
Δt
2

, f n(L) +
1
2

k2)

k4 = Δt · R(tn+1, f n(L) + k3)

. (4)

Here, Δt is the time step, tn = nΔt is the time on the nth step (n = 0, 1, · · · ), f n is the value of f on
tn and the initial distribution is written as f 0. It is worth mentioning that the variable f n in Equation (4)
is only a function of the spatial variable L. In this way, the space can be discretized using the spectral
collocation method.

In the spectral collocation method, the solution of f n(L) can be written as follows [16,17]:

f n(L) =
N

∑
k=0

Pk(L)uk, (5)

where Pk(L) is the Lagrange interpolation polynomial at the node Lk(k = 0, 1, · · · N), which is

Pk(L) =
(L − L0) · · · (L − Lk−1)(L − Lk+1) · · · (L − LN)

(Lk − L0) · · · (Lk − Lk−1)(Lk − Lk+1) · · · (Lk − LN)
, (6)

and uk is the function value at interpolation node Lk.
In the Chebyshev spectral collocation method, Chebyshev points are chosen as the interpolation

nodes. In the standard calculation domain [−1, 1], the Chebyshev points are L̂j = cos(jπ/N)(j =
0, 1, · · · N). As for the general calculation domain [a, b], the Chebyshev points can be obtained by the

coordinate transformation of standard Chebyshev points, namely Lj =
b − a

2
L̂j +

a + b
2

.

Here, we take the calculation of R(tn, f n(L)) in Equation (4) as an example to show the
implementation of the Chebyshev spectral collocation method. In fact, the right-hand term R(tn, f n(L))

is equal to h(tn, f n(L)) − dG(L)
dL

f n(L) − G(L)
d f n(L)

dL
− ε

d2 f n(L)
dL2 . Here, we need to show the

33



Mathematics 2019, 7, 317

calculation of
d f n(L)

dL
and

d2 f n(L)
dL2 terms. In the Chebyshev spectral collocation method [16,17],

the derivative term
d f n(L)

dL
can be transformed into a differential matrix as follows:

d f n(L)
dL

= DNu. (7)

Here, DN is a (N + 1)× (N + 1) Chebyshev derivative matrix, and u = (u0, u1, · · · , uN)
T is a

N + 1 function value vector at the interpolation nodes. In the standard calculation domain [−1, 1],
the Chebyshev derivative matrix D̂N satisfies the following properties [16,17]:

(D̂N)00 =
2N2 + 1

6
, (D̂N)NN = −2N2 + 1

6

(D̂N)jj =
−xj

2(1 − x2
j )

, j = 1, · · · , N − 1

(D̂N)ij =
ci(−1)i+j

cj(xi − xj)
, i �= j, i, j = 0, · · · , N

, (8)

where (D̂N)ij represents the element of the i + 1th row and j + 1th column in the Chebyshev matrix,
and ci is the constant which is determined by the following equation:

ci =

{
2, i = 0, N
1, i = 1, · · · , N − 1

. (9)

As for the general calculation domain [a, b], the Chebyshev derivative matrix DN can be calculated
using the standard Chebyshev derivative matrix D̂N, which is

DN =
2

a + b
D̂N. (10)

Similarly, in the Chebyshev spectral collocation method [16,17], the second-order derivative term
d2 f n(L)

dL2 can be written as follows:

d2 f n(L)
dL2 = D2

Nu. (11)

Here, D2
N is the second-order Chebyshev derivative matrix. The relationship between the second-order

Chebyshev derivative matrix D2
N and the first-order Chebyshev derivative matrix DN is

D2
N = (DN)

2 = (
2

a + b
D̂N)

2
. (12)

2.3. Other Numerical Schemes

We mainly focus our attention on the numerical schemes of spatial discretization. The numerical
method for time discretization is the classic Runge–Kutta method which is shown in Equation (4).

The diffusive term “ε
∂2 f (L, t)

∂L2 ” is no longer taken into account in the following two schemes. Thus,

the right-hand term in Equation (4) becomes R(tn, f n(L)) = h(tn, f n(L))− ∂
∂L (G

n(L) f n(L)).

34



Mathematics 2019, 7, 317

2.3.1. Second Upwind Scheme

In the calculation of ∂
∂L (G

n(L) f n(L)), we use the following second-order upwind scheme [22]:

∂(Gn(L) f n(L))
∂L

∣∣∣∣
L=Li

=

⎧⎪⎪⎨
⎪⎪⎩

3(G f )n
i − 4(G f )n

i−1 + (G f )n
i−2

2ΔL
Gn(Li) ≥ 0

3(G f )n
i+2 − 4(G f )n

i+1 + (G f )n
i

2ΔL
Gn(Li) < 0

. (13)

Here, f n
i represents the value of f n at node Li, Gn

i represents the value of Gn at node Li, and
ΔL represents the distance between two adjacent nodes. During our simulation, the nodes are
taken as uniformly distributed nodes, rather than Chebyshev points in the Chebyshev spectral
collocation method.

2.3.2. HR-Van Scheme

In the calculation of ∂
∂L (G

n(L) f n(L)), the following HR-van scheme is used [1]:

∂(Gn(L) f n(L))
∂L

∣∣∣∣
L=Li

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
ΔL [G

n
i

(
f n
i + 1

2 φ(ri)( f n
i+1 − f n

i )
)

−Gn
i−1

(
f n
i−1 +

1
2 φ(ri−1)( f n

i − f n
i−1)

)
] Gn(Li) ≥ 0

1
ΔL [G

n
i+1

(
f n
i+1 +

1
2 φ(ri+1)( f n

i+2 − f n
i+1)

)
−Gn

i

(
f n
i + 1

2 φ(ri)( f n
i+1 − f n

i )
)
] Gn(Li) < 0

, (14)

where ri =
f n
i − f n

i−1
f n
i+1 − f n

i
, φ(r) =

|r|+ r
1 + |r| , with φ(r) being the flux limiter proposed by Van. Similarly, this

scheme is implemented under uniformly distributed nodes rather than Chebyshev points.

3. Numerical Experiments

In order to compare the accuracy of each numerical method, we define the following errors:

L1 − error =
N
∑

k=0

∣∣ f e
k − f n

k

∣∣ΔLk/
N
∑

k=0

∣∣ f e
k

∣∣ΔLk

L2 − error =

√
N
∑

k=0
( f e

k − f n
k )

2ΔLk/
N
∑

k=0

∣∣ f e
k

∣∣ΔLk

(15)

Here, f e
k is the exact solution at node Lk.

3.1. Size-Independent Growth in a Batch Process

The first example is the crystallization in a batch process with the crystal growth rate G
independent of the crystal size L. Here, we do not consider the aggregation, nucleation, and breakage,
and we set h(L, t, f ) = 0. The crystal growth rate is set to G = 1.0 μm/s and the initial CSD is given by
with the following Gaussian distribution:

f (L, 0) =
1010
√

2πσ
e−

(x−μ)2

2σ2 , (16)

with μ = 20 μm, σ = 3. The other parameters in the calculation are set to N = 200, dt = 0.001,
ε = 0.005, tend = 60 s. The exact solution of this example is f (L, t) = f (L − Gt, 0).
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Figure 1 shows the comparison of exact solution with the results of three numerical scheme sat
t = 60 s. In order to clearly show the performances with different schemes, Figure 1b shows the
predicted crystal size distributions at the local crystal size. It can be seen that second-order upwind
scheme is the worst, which causes both numerical dispersion and diffusion; both the HR-van scheme
and the Chebyshev spectral collocation method cause numerical diffusion, but the Chebyshev spectral
collocation method causes less numerical diffusion. Table 1 shows the L1 and L2 errors with different
numerical schemes. The error table clearly shows that the Chebyshev spectral collocation method
has the smallest error. Therefore, the Chebyshev spectral collocation method has the highest accuracy
among these three methods.

  
(a) (b) 

Figure 1. Comparison for final crystal size distribution (CSD) with analytical and numerical results: (a)
in the whole crystal; (b) zoomed figure.

Table 1. L1 and L2 errors for different numerical schemes.

Method Second Upwind HR-Van Collocation

L1-error 0.24941 0.07598 0.04206
L2-error 0.06334 0.02430 0.01265

We now discuss the effects of the diffusive term. Figure 2 shows the numerical results obtained
using the Chebyshev spectral collocation method with different coefficients of diffusive term. As can
been seen in Figure 2a, when no diffusive term is added (ε = 0), an oscillation happens near the right
boundary at t = 2 s. Therefore, in this case, we cannot obtain stable numerical solutions. However,
as shown in Figure 2b, when a diffusive term is added (ε = 0.002), a convergent solution is obtained.
The CSD function shifts to the right with the velocity of G. Table 2 lists the L1 and L2 errors with
different coefficients of the diffusive term. When ε ≤ 0.001, a convergent numerical solution cannot be
obtained. With the increase of ε (ε ≥ 0.002), both L1 and L2 errors increase. This is consistent with our
explanation for the diffusive term; the closer ε is to 0, the more accurate the result is. However, when ε

approaches 0, the effect of the diffusive term becomes smaller which leads to an unstable numerical
solution. The coefficient of the diffusive term (ε) with G = 1 is recommended as 2 × 10−3 to 10−2.

In the size-independent growth case, PBE is a convection equation (
∂ f
∂t

+ G
∂ f
∂L

= 0) and displaysa
strong hyperbolic property. The diffusive term should be added in order to obtain a stable and
convergent numerical solution. Figure 3 shows the relationship between the optimal ε(with minimum
L1 and L2 errors) and the growth rate G. It is clear that the optimal ε has a linear relationship with
the growth rate G. Therefore, the coefficient of diffusive term (ε) is recommended as 2G × 10−3 to
G × 10−2, where G is the crystal growth rate.
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(a) (b) 

Figure 2. Comparison for numerical results with different coefficients of the diffusive term: (a) ε = 0;
(b) ε = 0.002.

Table 2. L1 and L2 errors for different coefficients of the diffusive term.

ε ≤ 0.002 0.01 0.02

L1-error — 0.01286 0.06111 0.11548
L2-error — 0.00389 0.01828 0.03403

Figure 3. Relationship between optimal ε and G.

3.2. Size-Dependent Growth in a Batch Process

The second example involves crystallization in a batch process with the crystal growth rate G
dependent on the crystal size L. Similar to the first example, aggregation, nucleation, and breakage
are not taken into account, which means h(L, t, f ) = 0. Crystal growth rate is supposed as the linear
function of crystal size, namely G(L, t) = G0L, where G0 is a constant. The initial CSD satisfies the
following equation:

f (L, 0) =
N0

L
exp(− L

L
), (17)
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where N0, L are constants. The analytical solution for this case is [1] as follows:

f (L, t) =
N0

L
exp(− L

L
e−G0t) exp(−G0t). (18)

Parameters in the simulation are taken as L = 0.01 μm3, N0 = 1, G0 = 0.1 μm3/s, ε = 0, N = 200,
Δt = 0.00001 s. The number of grids in space used for the second upwind method and HR-van method
is 1000.

Figure 4 shows the comparison of analytical solutions with numerical solutions obtained by
three numerical schemes at t = 4 s. In Figure 4a, there is no significant difference between the
analytical solution and the numerical solutions. Figure 4b gives the comparison of the numerical
results near the boundary L = 0 μm. From Figure 4b, it is obvious that Chebyshev spectral collocation
method performs the best and its result is almost coincident with the analytical solution; however,
the second-order upwind scheme and HR-van scheme have some deviations from the analytical
solution near the boundary. Table 3 gives the comparison of L1 and L2 errors for different numerical
schemes. From Table 3, it is clear that the Chebyshev spectral collocation method has the smallest error,
whereas the HR-van scheme has a smaller error and the second-order upwind scheme has the biggest
error. Thus, the Chebyshev spectral collocation method also has the highest accuracy among these
three schemes.

  
(a) (b) 

Figure 4. Comparison for final CSD with analytical and numerical results: (a) in the whole crystal; (b)
zoomed figure.

Table 3. L1 and L2 errors for different numerical schemes.

Method Second Upwind HR-Van Collocation

L1−error 0.005036 0.004928 1.7992 × 10−7

L2−error 0.352802 0.328718 7.5825 × 10−7

Figure 5 presents the evolution of CSD obtained using the Chebyshev spectral collocation method.
As we can see in Figure 5, there is no oscillation during the computation. Therefore, the diffusive
term is not necessary. This is not surprising. In this size-dependent growth case, the PBE is a

convection–reaction equation (
∂ f
∂t

+ G0L
∂ f
∂L

+ G0 f = 0). The reactive term weakens the hyperbolic

property of PBE and makes it easy to solve. This is reflected in the decay term “exp(−G0t)” of the
analytical solution in Equation (18).
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Figure 5. Evolution of CSD obtained using the Chebyshev spectral collocation method.

3.3. Nucleation and Size-Dependent Growth in a Continuous Process

The third example is the crystallization in a continuous process with the nucleation and crystal
growth rate G dependent on the crystal size L. Here, the source item is assumed to h(L, t, f ) =

B0δ(L)− f (L)
τ

, where B0, τ are constants, and δ(L) is a Dirac δ function. The relationship between

crystal growth rate and crystal size is G(L) = G0(1 + γL)z, where G0, γ, z are constants. The analytical
solution for this case is [1] as follows:

lim
t→∞

f (L) =
B0

G0
(1 + γL)−z exp(

1 − (1 + γL)1−z

G0τγ(1 − z)
). (19)

In order to compare the prediction effects of each numerical method, Equation (19) is given as
the initial CSD and the simulation is ended at t = 10000 s. In our simulation, parameters are set to
B0 = 2 × 10−10/μm3/s, τ = 100 s, G0 = 0.00168 μm/s, z = 0.3, γ = 1, ε = 0, N = 40, dt = 0.001.
The number of grids in space used for the second upwind method and HR-van method is 400.

Figure 6 shows the comparison of analytical solutions with numerical solutions of three numerical
schemes. From Figure 6a,b, we can conclude that the result of the second-order upwind scheme is
the worst since the predicted result has the biggest deviation from the analytical solution. Results of
the HR-van method and the Chebyshev spectral collocation method are satisfactory. Figure 6b shows
that the results obtained using the Chebyshev spectral collocation method are slightly better than
those of the HR-van method. Table 4 shows the comparison of L1 and L2 errors for three different
numerical schemes. From the error comparison, we know that the Chebyshev spectral collocation
method is the best one, whereas the HR-van scheme is the better one and the second-order upwind
scheme is the worst one. Thus, in this case, the Chebyshev spectral collocation method also shows the
highest accuracy.
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(a) (b) 

Figure 6. Comparison for final CSD with analytical and numerical results: (a) in the whole crystal;
(b) zoomed figure.

Table 4. L1 and L2 errors for different numerical schemes.

Method Second Upwind HR-Van Collocation

L1-error 0.513976 0.0285996 3.559151 × 10−7

L2-error 0.856945 0.049325 4.422907 × 10−7

Figure 7 displays the evolution of CSD obtained using the Chebyshev spectral collocation method.
It can be seen that it does not result in an unstable solution in the case where no diffusive term is

added. In this case, the PBE becomes
∂ f
∂t

+ G
∂ f
∂L

+ f
∂G
∂L

= B0δ(L)− f (L)
τ

. It is a convection–reaction
equation. As shown in example 2, the reactive term weakens the hyperbolic property of PBE. Therefore,
the diffusive term is not necessary.

 

Figure 7. Evolution of CSD obtained using the Chebyshev spectral collocation method.

4. Conclusions

In this paper, the Chebyshev spectral collocation method was introduced to solve the
one-dimensional PBE. The detailed implementation and the related techniques of the Chebyshev
spectral collocation method are given. Three examples are presented, namely size-independent growth,
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size-dependent growth in a batch process, and with nucleation, and size-dependent growth in a
continuous process. The numerical results showed that the Chebyshev spectral collocation method is
effective and highly accurate in solving the PBE. However, in the case of size-independent growth,
when PBE is a convection equation, it displays a highly hyperbolic property. A diffusive term should
be added in order to obtain a stable solution.

For the more complex crystallization processes, e.g., aggregation and breakage, PBE becomes
an integro-differential equation. Other methods, e.g., the cell average method and the fixed
pivot method, can be combined with the spectral collocation method to obtain accurate CSD [15].
Moreover, realistic PBE problems involve multidimensional states. The spectral collocation method
can be easily implemented for two-dimensional problems, enabling its use in multivariate systems.
However, the spectral collocation method as a spectral method has its limitations in solving PBE, i.e.,
the computational zone should be simple and the distribution of CSD should be sufficiently smooth.
Therefore, under such conditions, the Chebyshev spectral collocation method is recommended to solve
PBE for which a high accuracy of CSD is needed.
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Abstract: Nowadays, resource utilization and management are very important for businesses.
They try to make a profit by providing high levels of efficiency from available sources. Their labor
force is one of these sources. Therefore, scheduling based on personnel satisfaction has become an
important problem in recent years. In this study, a case study was carried out in a glass factory in
Ankara which has 7 department and 80 personnel. The aim of the study is to provide better service by
distributing personnel to shifts in a fair and balanced manner. Assignment points are different for the
departments where the personnel will work. Every personnel member is assigned to the department
as best as possible. A goal programming method was used, and the results were better than those
obtained using other methods.

Keywords: shift schedule; goal programming; labor; assignment; personnel

1. Introduction

Today, resource utilization and management is very important for businesses. They try to make a
profit by providing high levels of efficiency from available sources. Their labor force is one of these
sources. The human factor has different demands and expectations than other sources, and it increases
the level of interest in this field. The shift scheduling problem, which is a sub-problem of personnel
scheduling, is the most frequently studied problem from past to present. The shift scheduling problem,
which is encountered in industries, enterprises, hospitals and many other places, is an important
problem. To solve this problem, we aimed to provide better service by distributing personnel to shifts
in a fair and balanced manner. In addition, the shift scheduling problem provides more income for
institutions and organizations by improving employee wages, overtime and break times [1].

The problem becomes complicated if the solution to the shift scheduling problems is about
increasing the satisfaction level of the employee and the enterprise. In terms of business, the seniority
levels, knowledge and skills of the personnel are taken into consideration, and from the point of view
of the personnel, expectations are met. Being one of the conditions that the parties want to provide for
each other, it becomes difficult to solve the problem manually. Goal Programming is a mathematical
programming method which aims to simultaneously provide multiple and conflicting goal constraints.
As with other mathematical programming methods, the optimal solution is not the result. It works to
minimize the deviation variables added to the goal constraints. So, the results are displayed as the
closest to the targeted value or values.

In this study, 80 personnel and 7 departments (cutting (1), sanding (2), grinding (3), tempering (4),
laminating (5), double glazing (6), shipment (7)) in a glass factory were used. In practice, the shifts
of personnel working in the factory are scheduled. In the table consisting of two shifts, besides the
provision of the number of personnel needed for the shift, the knowledge, skills and requests of the
personnel were taken into consideration. The question was asked which personnel should be assigned
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to which shift for which department. Improvements were made according to the table prepared in the
current situation.

In the second part of the study, shift scheduling is examined; in the third part, goal programming
(GP) is discussed. The fourth part comprises a literature review, the fifth part a case study, and the last
part presents the results.

2. Shift Scheduling

One situation in which staff scheduling problems are commonly encountered is shift scheduling.
During the planning period, personnel perform certain activities such as work, rest, eating and taking
tea breaks, week holidays and annual leave. These activities should occur within the framework
of certain rules and laws. The equitable and balanced distribution of the personnel to the shifts is
called shift scheduling. Businesses and institutions can make a profit by providing a good chart and a
high yield.

Shift scheduling problems have been very widely discussed in the literature. The first integer
mathematical model for shift scheduling was developed by George Dantzig in 1954, and the second by
Elbridge Keith in 1979. In the academic literature, the model developed by Dantzig on shift scheduling
and that developed by Keith in commercial studies have attracted the most attention [2].

In shift schedules, it is sometimes desirable to employ personnel mainly in the fields of business
or departments where they are experts. Considering both the shift scheduling of these problems and
the employment of the personnel in the fields where they are experts, it takes a long time to find an
optimal solution. In addition, it is very difficult to deal with this problem manually, even by a skilled
person. Developing a mathematical model for such problems is of benefit in every respect [3].

3. Goal Programming Method

Goal programming is a type of multi-purpose programming model. Model constraints are written
by adding deviation variables to the targeted constraints, except for the indispensable constraints when
creating the model. The aim is to minimize deviation variables in goal constraints. It is expected that
multiple objectives will be provided at the same time in the models created using goal programming.
At the same time, deviations of constraints can be minimized by converting these objectives into
constraints and ranking them according to their importance [1].

It is not always possible to achieve every goal determined by the target programming method.
Optimal results are selected from the among the most satisfactory. Targets are created for the selected
solution. The priorities for the created target are determined. By performing these steps, the model is
provided in general. Finally, the solution is determined.

The mathematical representation of the goal programming is as follows [4].

Min Z =
∑k

i=1

(
d+i + d−i

)
, i = 1, . . . , k (1)∑n

j=1aijXj + d−i − d+i = bi, i = 1, . . . , k, j = 1, . . . , n (2)

Xj, d+i , d−i ≥ 0, i = 1, . . . , k, j = 1, . . . , n (3)

Variables

Xj : j. decision variable, j = 1, . . . , n
aij : coefficients of ith goal in variable j, i = 1, . . . , k j = 1, . . . , n
bi : desired goal value of the ith goal, i = 1, . . . , m
d+i : the deviation values in the positive directions from the ith goal, i = 1, . . . , m

d−i : the deviation values in the negative directions from the ith goal, i = 1, . . . , m

44



Mathematics 2019, 7, 561

4. Literature Review

In the literature, there are many comprehensive studies on shift scheduling and staff/personnel
scheduling. In [5], Gungor proposes an integer linear model for nursing scheduling in a hospital that
is open 24 h a day, 7 days a week, where all nurses were staffed and worked for 40 h per week. The
model consists of two stages. First, the minimum number of nurses that need to be fulfilled, and
how many of them could be a student nurse is determined; then, a work and holiday schedule for
a period of 2 weeks is designed. Bard et al. [6] modeled the tour scheduling problem in the United
States Postal Service using integer programming. They added the restrictions set by a trade union
agreement to the model. They presented scenarios that aimed to reduce the size of the workforce by
producing solutions in 1 h. Wong and Chun [7] examined the nursing scheduling problem using a
probability-based technique. As a result of their work, they brought solutions to the problem in a short
time and presented appropriate charts. Azaiez and Sharif [8] developed a model for a computerized
0-1 Goal Programming method for nurse scheduling. This model is adapted to a hospital program
in Saudi Arabia. The model prevents unnecessary overtime costs when considering hospital goals
and nurse preferences. It is also implemented over a six-month period. Seckiner et al. [9] presented
the hierarchical workforce scheduling problem with an integer programming model. When they
compared the results between the current model and the solved model, they found that worker costs
had been reduced. Personnel assigned to a single shift in the previous model can be assigned to
alternate shifts by the proposed model. The model provides flexibility to the decision maker. Sungur,
et al. [2], using the integer programming method, aimed to reduce labor costs and enabled employers
to assign shifts in the most appropriate way. Castillo et al. [10] aimed to minimize labor costs by
including service quality in their work at a call center, as well as achieving optimal staff scheduling.
They put forward a multi-criteria paradigm. Olive [11] developed a mathematical model for the
manufacturing industry to address personnel scheduling problems; to this end, he used mixed integer
programming. The aim of this study is to meet the required number of work hours in different time
periods. Topaloglu [12] discussed the problem of scheduling medical assistants in a hospital. Assistants
are classified according to their seniority levels. The model is solved and scheduled for six months with
goal programming. When the results are examined, better performance is shown compared to manual
methods. Heimerl and Kolisch [13] discussed the labor planning problem in multiple projects using
mixed integer linear programming. The aim of integer linear programming is to minimize labor costs.
In terms of solution results, it has received better results than simple heuristic methods. Karaatli [14]
studied the health sector and worked on the nursing scheduling problem in which work hours were
24/7. Fuzzy linear programming has benefited from genetic and heuristic algorithms; the results
differed according to the methods. Koruca [15] developed a simulation-supported shift planning
module in a small-scale enterprise manufacturing central heating boilers. In order to determine the
situation, he undertook study and data collection. As a result of the study, four different shift plan
scenarios suitable for possible crisis environments were presented. Atmaca et al. [16] determined the
number of nurses who needed to be assigned to shifts in a hospital while increasing hospital efficiency,
ensuring customer satisfaction and minimizing costs. Then, they compared the results obtained from
current methods and the proposed model. Bag et al. [17] addressed the problem of nurse scheduling in
a state hospital in Kirikkale using 0-1 goal programming and the Analytical Network Process (ANP)
method. They solved the model with 0-1 goal programming and used ANP to determine the weight in
goal programming. They used 5 goals in the study. They compared the solution results to the previous
situation. Bektur and Hasgul [18] applied this technique to restaurant taking into account the staff,
seniority levels and system staff. The objective function of the model is to minimize deviations from
loose constraints according to seniority levels. The proposed model gave better results than current
methods. Desert [19] examined the problem of labor recruitment using the goal programming method.
A schedule for employees in a restaurant, seniority levels, preferences and shifts in accordance with the
preferences of the day was made. Unal and Eren [20] addressed the problem of scheduling personnel
in a government agency. They used the weighted goal programming method by considering the
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demands of the personnel, and solved the model with the GAMS 22.5 package program. As a result, the
personnel were assigned according to their seniority levels, and most importantly, they were assigned
shifts on their preferred days. More effective charts were prepared in a shorter time with the model.
Ozcan et al. [4], in a large-scale hydroelectric power plant in Turkey, set a goal programming model by
using real data. In the installed model, a 91% improvement was achieved in production stoppages
caused by operator errors, taking into account the performance of employees and the requirements of
the work. In this study, 3 goal constraints were determined. Ozder et al. [21] provided the best possible
cleaning service to a 24-hour university hospital, proposing a monthly chart for 70 staff. They benefited
from goal programming as a method. In [3], Varli devised the monthly working schedules of formen
working in the bearing sector by considering different scenarios. Goal programming was used as the
method. Attempts were made to take the wishes of the formen into account with the least possible
level of deviation. The shifts, days and sections used in the scenarios are the same. The different
formen numbers are special constraints and goal constraints. In [1], Varli and Eren studied the seniority
levels of the workers in a factory using the Analytic Hierarchical Process (AHP) method. They then
developed a model with goal programming to meet the number of employees needed for each shift
and to make a distribution in a balanced and fair manner. Five goal constraints were used in the study.
The same authors [22] aimed to ensure that the supervisory appointments of research assistants in the
Faculty of Engineering of Kirikkale University were made in the most appropriate way during the final
period. Goal programming was used as the method. Seventy four research assistants were assigned to
741 exams. They also [23] discussed the staff scheduling problem for nurses working in the internal
medicine and endocrine departments of a hospital. For the monthly schedule to be created, hospital
rules and special permission requests of the nurses were taken into consideration. Once again, the goal
programming method was used. As a result of improvements and solutions, service quality is expected
to increase. Bedir [24] aimed at reducing production downtime costs from personnel at a hydroelectric
power plant by suggesting the use of the 0-1 Priority goal programming model considering personnel
competencies. Competencies may be prioritized with the PROMETHEE method. The criteria affecting
personnel competences were weighted using the AHP method. As a result of the solution, an 86%
improvement was achieved for August 2017, i.e., when the plant was operating most intensively.
The studies conducted in the literature have similarities with the present study. In our study, attention
was given to the prioritization of personnel competencies. Gur and Eren [25] examined scheduling
and planning problems using the goal programming method. As a result of the examination, they
categorized the problems with a detailed analysis. Koc [26] aimed at minimizing all direct and indirect
costs related to workforce scheduling. The method made use of integer programming. Koctepe [27]
created a model for a meeting organization using the 0-1 integer programming method. In a model
where personnel competencies are taken into consideration, planning was devised for 2 shifts and
80 personnel for 7 days. As a result of that study, it was determined that personnel satisfaction
had increased. Tapkan [28] discussed the task scheduling problem of the Kayseri rail transportation
system. Again, the multipurpose 0-1 mixed integer model was used. In the objective function of the
mathematical model, the largest difference between the number of staff, the weekly statutory working
time of the weekly working hours of the staff, the sum of the overrun periods and the average rest
period and the rest period were taken into account. Ozder et al. [29] changed the shifts of personnel
using ANP and goal programming methods in a natural gas combined cycle power plant. In order
to incorporate the personnel skills into the model, they calculated the seniority levels with the ANP
method. They identified 4 levels of seniority among 80 staffmembers for 3 shifts. The aforementioned
studies are presented in Table 1.
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Table 1. Literature review.

Author Type Methods

Varlı and Eren [1] Shift scheduling AHP, Goal Programming
Sungur [2] Shift scheduling Fuzzy Integer Programming

Varlı [3] Shift scheduling AHP, Goal Programming
Ozcan et al. [4] Shift scheduling Goal Programming

Güngör [5] Personnel Scheduling Integer Programming
Bard et al. [6] Personnel Scheduling Integer programming

Wong and Chun [7] Personnel Scheduling Constraint programming and Heuristic Method
Azaiez and Al Sharif [8] Personnel Scheduling 0-1 Goal Programming

Seçkiner et al. [9] Shift scheduling Integer programming
Castillo et al. [10] Shift scheduling labor scheduling paradigm

Olive [11] Shift scheduling Mathematical model
Topaloglu [12] Shift scheduling Multiple objective programming

Heimerl and Kolisch [13] Project scheduling Integer programming

Karaatlı [14] Personnel Scheduling Linear Programming, Genetic and Heuristic
Algorithm

Koruca [15] Shift scheduling simulation
Atmaca et al. [16] Personnel Scheduling 0-1 linear goal programming

Bag et al. [17] Personnel Scheduling 0-1 goal programming, ANP method
Bektur and Hasgul [18] Shift scheduling Goal Programming

Çöl [19] Shift scheduling Goal Programming

Unal and Eren [20] Shift scheduling Goal Programming, Multiple-Objective
Decision Making

Ozder et al. [21] Personnel Scheduling Goal Programming
Varlı et al. [22] Personnel Scheduling Goal Programming
Varlı et al. [23] Personnel Scheduling Goal Programming

Bedir [24] Shift scheduling Goal Programming, AHP, PROMETHEE
Gur and Eren [25] Literature Review Research

Koc [26] Shift scheduling Integer Programming
Koctepe et al. [27] Fair Scheduling Integer Programming
Tapkan et al. [28] Personnel Scheduling 0-1 mixed integer model
Ozder et al. [29] Shift scheduling Goal Programming, ANP

5. A Case Study in a Glass Factory in Ankara Province

The present study was carried out in a glass factory operating in the facade sector in Ankara in
order to ensure the optimal appointment of personnel to shifts and departments. The factory workday
comprises two shifts, i.e., 08:00-18:00 and 22:00-08:00. Personnel change shifts at one week intervals;
the factory is closed on Sundays. Seven sections and 80 personnel, in which production goes on
continuously, are discussed. When evaluating the existing system, it was assumed that the department
and staff were working at full capacity. The relevant sections are cutting (1), sanding (2), grinding (3),
tempering (4), laminating (5), double glazing (6) and shipment (7).

Orders from customers are numbered according to the type of product, in other words, according
to the last process before the merchandise is made ready for shipment. Materials progress through
the work order between the processes. The product range includes flat glass, colored glass, solar and
temperature controlled glass, tempered glass, laminated glass and bulletproof glass.

5.1. Product Type

Flat Glass: Flat glass has high light transmittance due to its transparency.
Colored Glass: Colored glass is obtained by adding colorants to the glass paste; available in green,
smoked, bronze and blue.
Solar and Heat Controlled Glass: This is a type of glass with different aesthetics and designs that
can save energy.
Tempered Glass: A type of glass whose durability and resistance to thermal stresses are 5 times
higher than those of flat glass. Areas of application are generally glass railings and doors, walk-in
showers, intermediate compartments, glass furniture, refrigerator and oven windows, and side
and rear windows of automobiles.
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Laminated Glass: Two or more glass plates are produced by combining special binder polyvinyl
butyral (PVB) layers under heat and pressure. This process minimizes the risk of glass breakage
by keeping the pieces in place in such an event. It contributes to sound insulation.
Bullet Proof Glass: Bulletproof glass is aimed at preventing crime and facilitating the capture of
the criminal after the action. Areas of use are banks, police stations, museums, military buildings
and other official organizations, psychiatric wards, jewelers and so on. This category comprises
polyvinyl butyral (PVB) or polycarbonate interlayer laminated glass.

5.2. Production Rotation

The order number is determined according to the process after which the glass will be ready for
dispatch. Routes are created according to the following order numbers. The routes to be determined are
cutting, grinding, tempering, laminating and double glazing. Glass is usually prepared by following
these routes, except for cases of special orders. The following routes are shown in a flow chart. Routes
of the products are shown in the flow charts given in Figure 1 for cutting, Figure 2 for grinding, Figure 3
for temper, Figure 4 for laminate and Figure 5 for double glazing glass.

Cutting Section Route; Cutting-Shipment

 
Figure 1. Cutting flow chart.

Grinding Section Route; Cutting- Grinding-Shipment

 
Figure 2. Grinding flow chart.

Temper Section Route; Cutting-Sanding Or Grinding-Tempering-Shipment

 
Figure 3. Tempering flow chart.

Laminating Section Route; Cutting-Sanding Or Grinding-Tempering-Laminated-Shipment

 
Figure 4. Laminating flow chart.
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Double Glazing Section Route; Cutting-Sanding Or Grinding-Tempering-Double Glazing-Shipment

 
Figure 5. Double glazing flow chart.

5.3. List of Personnel

The factory has a total of 80 personnel. In practice, each personnel member receives points for
each department. These scores are determined according to the opinions of experts. There scale is 1 to
3 points, according to the sections to be assigned. In the determined section, we tried to restricted to
system to a maximum of 5 points. The model uses the minimum objective function; 1 point indicates
that the competence level is greater than 2, while 3 points indicates that an employee is not competent
in that section. The points obtained according to the personnel list and the sections are given in
Table A1 in Appendix A section.

5.4. Mathematical Model

5.4.1. Parameters

n: number of personnel working in the factory, n = 80
m: number of days, m = 30
s: Number of sections in the factory, s = 7
t: Number of shifts, t = 2
i: Personnel index, i = 1,2, . . . ,n
j: Day index, j = 1,2, . . . ,m
k: Section index, k = 1,2, . . . ,s
l: Shift index, l = 1,2, . . . ,t

5.4.2. Decision variables

Xijkl =

{
1, if shift, chapter and day is chosen for personnel

0, otherwise
, i = 1, 2, . . . , n, j = 1, 2, . . . , m, k = 1, 2, . . . , s, l = 1, 2, . . . , t (4)

hij=

{
1, if vacation for personnel

0, otherwise
, i = 1, 2, . . . , n, j = 1, 2, . . . , m (5)

5.4.3. Constraints

1-To meet the daily personnel needs of the departments:
Number of personnel needed for each shift in the cutting(1) section.∑n

i=1

(
Xij1l
)
= 3, j = 1, 2, . . . , m, l = 1, 2 (6)

Number of personnel needed for each shift in the sanding(2) section.∑n
i=1

(
Xij2l
)
= 4, j = 1, 2, . . . , m, l = 1, 2 (7)
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Number of personnel needed for each shift in the grinding(3) section.∑n
i=1

(
Xij3l
)
= 4, j = 1, 2, . . . , m, l = 1, 2 (8)

Number of personnel needed for each shift in the tempering (4) section∑n
i=1

(
Xij4l
)
= 4, j = 1, 2, . . . , m, l = 1, 2 (9)

Number of personnel needed for each shift in the laminating (5) section∑n
i=1

(
Xij5l
)
= 6, j = 1, 2, . . . , m, l = 1, 2 (10)

Number of personnel needed for each shift in the double glazing (6) section∑n
i=1

(
Xij6l
)
= 8, j = 1, 2, . . . , m, l = 1, 2 (11)

Number of personnel needed for each shift in the shipment (7) section∑n
i=1

(
Xij7l
)
= 5, j = 1, 2, . . . , m, l = 1, 2 (12)

2- Only one shift per personnel per day:∑t
l=1
∑s

k=1

(
Xijkl
)
≤ 1, i = 1, 2, . . . , n, j = 1, 2, . . . , m (13)

3- personnel not working on the day of leave:∑t
l=1
∑s

k=1

(
Xijkl
)
≤
(
1− hij

)
, i = 1, 2, . . . , n, j = 1, 2, . . . , m (14)

4- Each personnel member has a minimum of 1 and a maximum of 2 days a week.:

hij + hi( j+1) + hi( j+2) + hi( j+3) + hi( j+4) + hi( j+5) + hi( j+6) ≤ 2, i = 1, 2, . . . , n, j = 1, 2, . . . , m− 6 (15)

hij + hi( j+1) + hi( j+2) + hi( j+3) + hi( j+4) + hi( j+5) + hi( j+6) ≥ 1, i = 1, 2, . . . , n, j = 1, 2, . . . , m− 6 (16)

5-Upper limit for each personnel to work on 1 and 2 shifts:∑m
j=1
∑s

k=1

(
Xijk1

)
≤ 12, i = 1, 2, . . . , n (17)

∑m
j=1
∑s

k=1

(
Xijk2

)
≤ 12, i = 1, 2, . . . , n (18)

6- Lower limit restrictions for each personnel on 1 and 2 shifts:∑m
j=1
∑s

k=1

(
Xijk1

)
≥ 10, i = 1, 2, . . . , n (19)

∑m
j=1
∑s

k=1

(
Xijk2

)
≥ 10, i = 1, 2, . . . , n (20)

7- If an employee were assigned to the night shift on a given day, the next day’s shift in the
morning shift would be limited:∑s

k=1

(
Xijk2

)
+
(
Xi( j+1)k1

)
≤ 1, i = 1, 2, . . . , n, j = 1, 2, . . . , m− 1 (21)
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5.4.4. Goal Constraints

Goal 1: Goal constraint where personnel are asked to minimize the assignment as day of
leave-workday-leave when being assigned shifts:

hij +
∑s

k=1
∑t

l=1

(
Xi( j+1)kl

)
+ hi( j+2) + d−1i j − d+1i j = 2, i = 1, 2, . . . , n, j = 1, 2, . . . , m− 2 (22)

Goal 2: Goal constraint where personnel are asked to minimize the assignment of working
day-tracking-working day when being assigned to shifts:

∑s
k=1

t∑
l=1

(
Xijkl
)
+hi( j+1)+

∑s
k=1
∑t

l=1

(
Xi( j+1)kl

)
+d−2i j−d+2i j = 2, i = 1, 2, . . . , n, j = 1, 2, . . . , m− 2 (23)

Goal 3: Goal constraint on which the total number of vacancies for which each personnel is
assigned is intended to be as equal as possible:∑m

j=1
∑s

k=1
∑t

l=1

(
Xijkl
)
+ d−3i − d+3i = 22, i = 1, 2, . . . , n (24)

Goal 4: Personnel assigned to the departments in each shift will provide the required sum of
points as a qualification:∑n

i=1

(
Xij1l
)
∗ (1) + d−4 jl − d+4 jl = 3, j = 1, 2, . . . , m, l = 1, 2 (25)

∑n
i=1

(
Xij2l
)
∗ (2) + d−5 jl − d+5 jl = 4, j = 1, 2, . . . , m, l = 1, 2 (26)∑n

i=1

(
Xij3l
)
∗ (3) + d−6 jl − d+6 jl = 4, j = 1, 2, . . . , m, l = 1, 2 (27)∑n

i=1

(
Xij4l
)
∗ (4) + d−7 jl − d+7 jl = 4, j = 1, 2, . . . , m, l = 1, 2 (28)∑n

i=1

(
Xij5l
)
∗ (5) + d−8 jl − d+8 jl = 6, j = 1, 2, . . . , m, l = 1, 2 (29)∑n

i=1

(
Xij6l
)
∗ (6) + d−9 jl − d+9 jl = 8, j = 1, 2, . . . , m, l = 1, 2 (30)∑n

i=1

(
Xij7l
)
∗ (7) + d−10 jl − d+10 jl = 5, j = 1, 2, . . . , m, l = 1, 2 (31)

5.4.5. Objective Function

MinZ =
∑n

i=1
∑m

j=1

(
d−1i j + d+1i j

)
+ (d−2i j + d+2i j) + (d−3i + d+3i) +

∑m
j=1
∑t

l=1d+4 jl + d
−
+

5 jl + d
−
+

6 jl + d+7 jl + d+8 jl + d+9 jl + d+10 jl (32)

5.5. Model Solution

First of all, general constraints and goal constraints are determined for the mathematical model.
The current system was examined and the number of personnel needed by the departments was changed.
Personnel are also allowed to leave on Sundays. Deviations in goal constraints were minimized and
the objective function was created. The solutions used in the solution of the mathematical models were
obtained using ILOG version 12.6.2. As a result of the solution, 30-day work schedules for 80 personnel
were created. The suggested data is given in Table A2 in Appendix B. The solution produced using
the proposed model was compared to that produced using current methods. The total competence
score of the personnel working in the departments was divided by the number of people required in
that department, and the shift labor force was created. The current system is given in Table 2 and the
proposed system is given in Table 3.
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Table 2. Average workforce in the current system.

Current System

Section Cutting Sanding Grinding Tempering Laminated
Double
Glazing

Shipment

Day
Shift

1 2 1 2 1 2 1 2 1 2 1 2 1 2

1 2.75 3 2.5 2.75 2.75 2.75 3.2 2.6 3 3.14 2.9 2.9 2.67 3.17

2 2.75 3 2.5 2.75 2.75 2.75 3.2 2.6 3 3.14 2.9 2.9 2.67 3.17

3 2.75 3 2.5 2.75 2.75 2.75 3.2 2.6 3 3.14 2.9 2.9 2.67 3.17

4 2.75 3 2.5 2.75 2.75 2.75 3.2 2.6 3 3.14 2.9 2.9 2.67 3.17

5 2.75 3 2.5 2.75 2.75 2.75 3.2 2.6 3 3.14 2.9 2.9 2.67 3.17

6 2.75 3 2.5 2.75 2.75 2.75 3.2 2.6 3 3.14 2.9 2.9 2.67 3.17

7 Staff on Leave

8 3 2.75 2.75 2.5 2.75 2.75 2.6 3.2 3.14 3 2.9 2.9 3.17 2.67

9 3 2.75 2.75 2.5 2.75 2.75 2.6 3.2 3.14 3 2.9 2.9 3.17 2.67

10 3 2.75 2.75 2.5 2.75 2.75 2.6 3.2 3.14 3 2.9 2.9 3.17 2.67

11 3 2.75 2.75 2.5 2.75 2.75 2.6 3.2 3.14 3 2.9 2.9 3.17 2.67

12 3 2.75 2.75 2.5 2.75 2.75 2.6 3.2 3.14 3 2.9 2.9 3.17 2.67

13 3 2.75 2.75 2.5 2.75 2.75 2.6 3.2 3.14 3 2.9 2.9 3.17 2.67

14 Staff on Leave

15 2.75 3 2.5 2.75 2.75 2.75 3.2 2.6 3 3.14 2.9 2.9 2.67 3.17

16 2.75 3 2.5 2.75 2.75 2.75 3.2 2.6 3 3.14 2.9 2.9 2.67 3.17

17 2.75 3 2.5 2.75 2.75 2.75 3.2 2.6 3 3.14 2.9 2.9 2.67 3.17

18 2.75 3 2.5 2.75 2.75 2.75 3.2 2.6 3 3.14 2.9 2.9 2.67 3.17

19 2.75 3 2.5 2.75 2.75 2.75 3.2 2.6 3 3.14 2.9 2.9 2.67 3.17

20 2.75 3 2.5 2.75 2.75 2.75 3.2 2.6 3 3.14 2.9 2.9 2.67 3.17

21 Staff on Leave

22 3 2.75 2.75 2.5 2.75 2.75 2.6 3.2 3.14 3 2.9 2.9 3.17 2.67

23 3 2.75 2.75 2.5 2.75 2.75 2.6 3.2 3.14 3 2.9 2.9 3.17 2.67

24 3 2.75 2.75 2.5 2.75 2.75 2.6 3.2 3.14 3 2.9 2.9 3.17 2.67

25 3 2.75 2.75 2.5 2.75 2.75 2.6 3.2 3.14 3 2.9 2.9 3.17 2.67

26 3 2.75 2.75 2.5 2.75 2.75 2.6 3.2 3.14 3 2.9 2.9 3.17 2.67

27 3 2.75 2.75 2.5 2.75 2.75 2.6 3.2 3.14 3 2.9 2.9 3.17 2.67

28 Staff on Leave

29 2.75 3 2.5 2.75 2.75 2.75 3.2 2.6 3 3.14 2.9 2.9 2.67 3.17

30 2.75 3 2.5 2.75 2.75 2.75 3.2 2.6 3 3.14 2.9 2.9 2.67 3.17

In the current system, it is assumed that the factory was operating at full capacity. Staff are only
allowed a day off on Sundays. Persons are generally requested to work in the department in which
they are employed. A task assignment is made to meet needs rather than special talents; that is why
the average labor force is constant for each department, every week and for every shift.

For a sample average workforce calculation from the table, the 8th day shift of the sanding section
will be considered; on that day, 2, 18, 34, 75 staffmembers were assigned. The total score of the assigned
personnel for the sanding section was 2 + 2 + 3 + 3 = 10. The score obtained was divided by the number
of staff required by the department, and the average workforce was found. This is equal to 10/4 = 2.5.
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Table 3. Average workforce in the proposed model.

Recommended Model

Section Cutting Sanding Grinding Tempering Laminated
Double
Glazing

Shipment

Day
Shift

1 2 1 2 1 2 1 2 1 2 1 2 1 2

1 1.67 2.33 1 1.5 2 1 2 1 1.83 1.67 1.38 1.75 1 1

2 1 3 1.5 1.75 1.5 1.75 2 1 2.67 1.83 1.5 2 1.2 2.8

3 1 3.67 1.5 1.25 1.25 1.5 2 1.5 1.67 1.67 1.25 1.25 1 1

4 1 2.33 1.5 1.25 1 3.75 1.5 1.5 1.33 2.33 1.5 2.5 1 1

5 2.33 1 1.25 1.25 2.25 1.25 1 2 1.17 1.67 1.5 1.5 1.4 1

6 2.33 2.33 1 1 1.75 1.25 1.25 1 1.17 1.67 2 1.38 1.8 2

7 3.67 1.67 1.25 1 1.5 2 2 1.5 1.33 2.17 2 2.25 1.6 1.4

8 1 2.33 1 1 1.25 1.25 2 1.5 1.67 1.33 2 1 1 1.2

9 1 2.33 1.5 1.25 1.5 1 2 1 1.67 1.67 1.5 1.88 1 1.8

10 1 2.33 1 1.25 1.5 1 2 2.25 1.83 2 1.25 2 1.2 1

11 2.33 1.67 1.5 1 2.5 2 2 1.25 1.33 2.67 1.75 1.13 1.4 1

12 3.67 1 1.25 1 1.5 1.5 2 1.75 2 1 1.75 2.13 1 1.6

13 3 2.33 1.25 1 1.5 1.5 1 1 1.17 1.33 2.75 1.5 2 1.4

14 3.67 1.67 1.25 1 1 1 1.5 1 1.67 1.67 1 1.25 1 1.6

15 2.33 1 1.25 1 1.5 1 2.5 1 1 1.67 1.5 1.63 1 1.4

16 3.67 1 1.75 1.25 1 3 1 2 1.33 1.5 2 2.13 1.2 1.8

17 1.67 2.33 1.25 2.25 1.5 1 2.25 1.5 1.33 1 1.5 1.38 1 1.2

18 1.67 1.33 1 1.25 1.5 2 1.25 1 1.5 1 1.75 1 1.4 1

19 1.67 2 1.25 1.25 2 2 1 2.25 1.33 1.33 1.63 2.13 1.4 1

20 2.33 2.33 1.5 1.25 2.25 1.25 2 2 1.33 1.33 1.5 1.5 1.2 1.4

21 3 2.33 1.5 1 1.5 1 1.25 2 2 1.83 1.5 1.25 1.2 1.6

22 3 2.33 1.25 2.25 1.25 3 2 2 1.33 1.33 1.5 1.25 1.2 2

23 1 2.33 1 1 2 2.25 1 2.5 1.33 1 2 1.5 1.2 1

24 1.67 2.33 1 1.25 1.25 2.5 1 1.5 1.83 1.67 1.25 1.75 1.8 1.8

25 2.33 1 1 1 1 1.25 1 1 1 1.33 1 1.25 1 1

26 1 1.67 1 1.25 1 1.5 1 1 1.33 1.33 2.38 1 1 1

27 1 2.33 1.25 1 1 1.25 3 2.5 1.5 1.83 2 2 1.4 1.4

28 3 1 1.5 1 1 1.5 1.5 2 1 1.33 2 2 1.8 1.8

29 4.33 2.33 1.25 1.25 1.5 1.25 1.5 2.5 1.33 1 1.25 1.75 1.8 1.8

30 1.67 1.67 1.75 1.25 1 1 1 2 1.67 2 1.5 1.5 1 1

With the proposed model, specific qualification scores have been defined for each department.
Personnel can be assigned to different departments to provide a qualification score. The flexibility of
work on different parts by the person provided flexibility for the day of leave. Thanks to our model,
the shortage of authorized personnel was addressed. Thus, production can continue without stopages.
The average workforce changes daily for each shift.

6. Conclusions

In the factory, we aimed to determine morning and evening shifts for 7 personnel and 80 personnel.
Firstly, the number of personnel needed by each departments is emphasized. The number of personnel
changed by taking into consideration that the right employee needs to be assigned to the appropriate
department. In the current system, 4 staff are required for cutting, sanding, and grinding, 5 are needed
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for tempering, 7 for laminating, 10 for heaters and 6 for shipments. In the proposed system, these
numbers are 3 for cutting, sanding, grinding, 4 for tempering, 6 for laminating, 8 for heaters and 5 for
shipments. On Sunday, the personnel permits were distributed. Thus, the factory, which is in need of
production, was allowed to operate on Sundays. In terms of the average labor force, only 5 of the 420
shifts did not achieve the desired result within a monthly planning period. In other shifts, the result
was quite successful compared to the current situation. Every personnel member was assigned to only
one shift during the day and no appointment was made on that employee’s day of leave. Personnel
were rated between 1 and 3 according to the departments to be assigned. One point indicates that the
employee is more than competent for that part, 2 points indicates that he/she is moderately competent,
and 3 points indicates insufficient competence. The assignment was restricted by giving 5 points
for cases where personnel appointments were not requested. The upper and lower limit numbers
can be determined and the distribution is equal for the morning and evening shifts. The personnel
who worked a night shift were prevented from being assigned to the day shift the next day, as this
would cause require more than 24 h of work withour a rest. In addition to this, it was desireable that
the total number of shifts assigned to the personnel during the one-month planning period be the
same, and that these appointments should be sequential around the day of leave. Finally, in order to
achieve a certain level of points among the personnel assigned to the departments, a specific score for
each department was given. The targets were gathered in one place and the objective function was
established. Deviations from the target values determined by the goal programming method were very
small. In this way, the most suitable shifts and departments could be assigned on the appropriate days
by taking into consideration the talents of the personnel. The aim of the goal programming method is
to perform multiple goals simultaneously.

In the existing system used in the factory, personnel are divided into two separate teams; each
shift team is divided into 7 sections. The teams change at one week intervals. Each team should
comprise only from competent people. Generally, a sufficient number of qualified persons are assigned
to each section and the remaining personnel are used to complete the task; however, in this way, full
efficiency cannot be achieved. The competence of the departments was improved with the proposed
new model. Personnel were used more effectively being better assigned, and the satisfaction levels of
the personnel increased. As a result, it was observed that the new system offers better results.
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Appendix A

Table A1. The points of the personnel according to the sections.

Cutting(1) Sanding(2) Grinding(3) Tempering(4) Laminated(5) Double Glazing(6) Shipment(7)

P1 1 1 1 5 5 5 2

P2 5 2 2 1 5 5 3

P3 5 1 1 3 5 3 5

P4 5 1 2 2 5 5 3

P5 3 3 5 1 5 5 5

P6 2 5 5 5 1 5 3

P7 5 1 1 2 3 5 5

P8 5 3 3 2 5 1 3

P9 3 2 2 5 1 5 5

P10 5 2 3 5 1 5 1
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Cutting(1) Sanding(2) Grinding(3) Tempering(4) Laminated(5) Double Glazing(6) Shipment(7)

P11 5 1 2 3 3 5 5

P12 5 1 1 5 5 5 3

P13 1 1 2 2 5 5 3

P14 5 1 2 1 5 5 5

P15 5 1 2 5 1 5 3

P16 5 2 3 1 5 5 1

P17 5 2 3 5 1 5 2

P18 3 2 5 2 5 1 5

P19 5 2 5 2 5 5 1

P20 5 1 2 5 5 2 1

P21 5 2 1 3 5 5 3

P22 1 1 1 5 3 5 2

P23 5 1 3 1 5 5 3

P24 5 2 3 2 5 1 5

P25 5 2 5 1 5 3 1

P26 3 1 2 5 3 5 3

P27 3 2 1 5 3 5 5

P28 5 5 5 3 1 5 1

P29 5 2 5 3 2 1 5

P30 5 2 1 3 5 5 2

P31 3 3 2 5 1 5 5

P32 1 5 5 3 2 3 1

P33 2 1 5 5 5 1 2

P34 5 3 1 5 5 3 5

P35 5 1 2 5 2 5 1

P36 3 5 5 1 3 1 1

P37 5 1 2 1 5 5 2

P38 1 2 3 3 5 5 3

P39 3 1 2 5 3 5 5

P40 5 2 1 5 5 5 1

P41 5 2 3 1 5 1 5

P42 5 1 1 1 3 5 5

P43 3 1 2 5 5 3 2

P44 3 1 1 5 5 3 5

P45 5 2 1 5 5 1 3

P46 5 2 1 3 3 5 5

P47 3 2 3 1 5 1 5

P48 5 2 3 2 1 5 5

P49 5 2 3 1 3 5 5

P50 5 2 1 5 5 1 2

P51 3 2 3 1 5 5 5

P52 5 1 2 3 5 3 5

P53 5 2 2 5 2 1 5

P54 5 1 2 5 1 5 5

P55 5 5 5 2 2 5 1

P56 3 2 2 1 5 5 3

P57 5 1 1 3 3 5 5

P58 3 1 1 5 3 5 2

P59 1 3 2 5 2 5 3

P60 3 5 5 2 5 5 1

P61 1 1 5 3 3 5 3

P62 5 2 5 5 1 3 5

P63 5 2 2 1 3 5 5

P64 5 2 3 5 3 1 1

P65 5 5 5 1 5 3 1

P66 3 1 1 5 5 5 3

P67 5 2 5 1 3 1 5

P68 5 2 3 5 1 5 2
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Cutting(1) Sanding(2) Grinding(3) Tempering(4) Laminated(5) Double Glazing(6) Shipment(7)

P69 5 2 3 1 5 1 5

P70 5 2 2 5 1 3 5

P71 1 5 3 2 3 3 1

P72 3 3 5 5 1 3 5

P73 5 1 2 2 5 5 3

P74 5 3 5 2 1 1 5

P75 5 3 3 1 1 5 5

P76 5 2 2 5 5 1 1

P77 5 2 5 5 5 3 1

P78 3 2 3 1 5 5 5

P79 5 2 5 2 5 5 1

P80 5 1 2 5 5 1 2

Appendix B

Table A2. Monthly chart of factory personnel.

Monday Tuesday Wednesday Thursday Friday Saturday Sunday Day Night

P1

1(1) X 1(1) 5(2) 1(2) 1(2) 7(2)

14 11
X 1(1) 1(1) 1(1) 1(2) 2(2) 3(2)

X 7(1) 3(1) 7(1) 1(1) 1(2) 1(2)

X 1(1) 1(1) 1(1) 1(1) 1(2) 1(2)

X 1(1)

P2

X 4(1) 4(1) 2(1) 4(1) 4(1) 4(2)

12 13
X 4(2) 4(2) 4(2) 7(2) 1(2) 4(2)

X 7(2) 4(2) 4(2) 2(2) 4(2) 4(2)

X 4(1) 4(1) 1(1) 4(1) 4(1) X

2(1) 4(1)

P3

X 5(2) 1(2) 6(2) 6(2) 7(2) 6(2)

14 10
X 3(1) 2(1) 2(1) 1(1) 1(1) 3(1)

X 3(1) 6(1) 2(1) 6(2) 2(2) X

3(1) 6(1) 6(1) 2(1) 3(2) 6(2) X

X 3(1)

P4

X 2(2) 1(2) 5(2) 2(2) 1(2) 5(2)

11 14
X 2(1) 2(1) 6(1) 2(1) 2(2) 2(2)

X 2(1) 2(1) 2(1) 2(1) 2(1) 2(1)

X 2(2) 7(2) 2(2) 2(2) 2(2) 2(2)

X 2(1)

P5

4(1) 4(1) 4(1) 4(1) X 4(1) 4(2)

13 13
4(2) 7(2) 5(2) 1(2) X 6(1) 4(1)

6(1) 4(1) 4(2) 4(2) X 4(2) 4(2)

4(2) 4(2) 1(2) 4(2) X 7(1) 4(1)

4(1) 4(1)

P6

5(1) 5(2) 5(2) 5(2) 5(2) 5(2) X

13 12
5(1) 4(1) 5(1) 5(1) 5(2) 5(2) X

5(1) 5(1) 5(1) 1(2) 1(2) 5(2) X

5(1) 5(1) 5(1) 5(1) 5(2) X 5(1)

5(2) X

P7

X 2(2) 3(2) 1(2) 2(2) 2(2) 3(2)

13 12
X 2(1) 2(1) 3(1) 3(1) 7(1) 2(1)

X 5(2) 3(2) 2(2) 4(2) 1(2) 2(2)

X 3(1) 3(1) 3(1) 2(1) 3(1) 3(1)

X 3(1)
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Monday Tuesday Wednesday Thursday Friday Saturday Sunday Day Night

P8

X 5(1) 6(1) 6(1) 6(1) 5(2) 6(2)

13 12
X 6(1) 5(1) 6(1) 6(1) 6(2) 6(2)

X 6(2) 6(2) 6(2) 6(2) 6(2) 6(2)

X 3(1) 6(1) 6(1) 6(2) 6(2) X

6(1) 6(1)

P9

2(2) 5(2) X 5(2) 5(2) 5(2) 5(2)

12 14
5(2) 2(2) X 2(1) 5(1) 5(1) 2(1)

3(1) 2(2) X 5(1) 5(1) 5(1) 3(1)

3(1) 4(2) X 5(1) 5(1) 5(2) 5(2)

5(2) 5(2)

P10

7(1) 2(1) 3(2) 5(2) X 5(1) 5(1)

13 13
5(1) 5(1) 5(2) X 5(1) 5(2) 5(2)

5(2) 4(2) 5(2) X 5(1) 5(1) 5(1)

5(2) 5(2) 1(2) X 5(1) 5(1) 7(1)

5(2) 7(2)

P11

2(1) 2(1) 2(1) 6(1) 2(1) X 2(1)

14 12
2(2) 2(2) 2(2) 2(2) 2(2) X 2(2)

2(2) 2(2) 2(2) 2(2) X 3(1) 1(1)

2(1) 2(1) 2(1) 2(2) X 5(1) 2(1)

2(1) 5(2)

P12

3(2) X 2(1) 2(1) 2(1) 7(1) 2(2)

13 12
2(2) X 3(1) 3(2) 2(2) 3(2) 2(2)

2(2) X 3(1) 2(1) 2(1) 3(1) 2(1)

4(2) X 7(1) 2(1) 3(1) 2(2) 3(2)

2(2) X

P13

X 5(1) 3(1) 1(1) 1(1) 1(1) 1(2)

12 13
X 1(2) 6(2) 2(2) 4(2) 6(2) 1(2)

X 1(1) 1(1) 1(1) 1(1) 2(2) 1(2)

X 3(1) 2(1) 1(2) 1(2) 1(2) 1(2)

X 1(1)

P14

4(2) 3(2) X 2(1) 3(1) 4(1) 3(1)

12 14
4(2) 2(2) X 2(1) 4(1) 4(1) 4(2)

4(2) 6(2) X 4(1) 2(1) 4(1) 4(1)

2(2) 3(2) X 2(1) 4(2) 1(2) 2(2)

4(2) 4(2)

P15

5(2) 5(2) 5(2) 3(2) 3(2) 3(2) X

12 14
6(1) 5(1) 5(2) 5(2) 5(2) 5(2) X

5(1) 1(1) 5(1) 5(1) 5(1) X 5(1)

5(1) 5(2) 5(2) 5(2) 5(2) X 5(1)

5(1) 5(1)

P16

7(2) 3(2) 7(2) X 2(1) 3(1) 7(1)

14 12
7(1) 7(1) 7(2) X 2(1) 4(1) 1(1)

7(1) 7(1) 7(1) X 7(1) 7(1) 7(2)

7(2) 1(2) X 7(1) 7(2) 7(2) 7(2)

7(2) 2(2)

P17

5(1) 3(1) 5(1) 5(1) X 5(1) 5(1)

12 14
4(1) 5(2) 5(2) 5(2) X 5(1) 5(1)

5(1) 5(1) 5(2) 5(2) X 1(1) 5(2)

2(2) 5(2) 3(2) 5(2) X 5(2) 5(2)

1(2) 5(2)

P18

6(2) 6(2) 6(2) X 6(1) 6(2) 3(2)

14 11
6(2) 6(2) X 6(1) 6(1) 6(1) 6(1)

6(1) X 6(1) 6(1) 6(1) 4(1) 6(2)

6(2) X 6(1) 6(1) 6(1) 6(1) 7(2)

7(2) X
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P19

3(1) 7(1) 7(1) 7(1) 7(2) 7(2) X

14 12
7(1) 7(1) 7(1) 7(1) 7(1) 7(2) X

7(2) 3(2) 7(2) 3(2) 3(2) 7(2) X

7(1) 7(1) 7(1) 7(1) 7(1) 7(2) X

7(2) 7(2)

P20

6(1) 7(1) 7(1) 7(1) 7(2) 6(2) X

14 12
3(2) 6(2) 7(2) 6(2) 6(2) X 7(1)

6(2) 6(2) 6(2) X 6(1) 7(1) 7(1)

2(1) 3(1) 3(1) X 6(1) 7(1) 7(1)

7(2) 7(2)

P21

3(1) 4(1) 3(1) 4(2) X 3(1) 2(1)

14 12
3(1) 3(2) 3(2) 3(2) X 3(1) 3(1)

3(1) 3(1) 3(2) 3(2) X 3(2) 3(2)

3(2) 3(2) 3(2) 3(2) X 3(1) 3(1)

3(1) 3(1)

P22

X 5(1) 4(1) 1(1) 1(1) 7(2) 1(2)

14 11
X 1(2) 3(2) 5(2) 1(2) 3(2) 1(2)

X 6(1) 2(1) 1(1) 2(2) 4(2) 3(2)

X 1(1) 7(1) 7(1) 3(1) 1(1) X

3(1) 3(1)

P23

4(2) 4(2) X 4(1) 4(1) 2(1) 4(1)

12 13
2(1) 4(2) X 2(2) 4(2) 2(2) 4(2)

X 4(1) 3(1) 3(1) 4(1) 2(1) 2(2)

X 2(1) 4(1) 4(2) 3(2) 4(2) 3(2)

X 2(2)

P24

6(1) 6(1) X 2(1) 6(1) 6(1) 6(1)

14 11
6(2) X 6(1) 6(1) 6(1) 6(2) 6(2)

6(2) X 4(1) 6(1) 6(1) 6(1) 6(2)

6(2) X 6(1) 6(2) 6(2) 6(2) 6(2)

6(2) X

P25

7(2) 7(2) 7(2) 7(2) X 7(1) 7(1)

13 13
7(1) 7(1) 4(1) 7(1) X 7(2) 7(2)

7(2) 7(2) 7(2) 7(2) X 3(1) 7(1)

3(2) 7(2) 3(2) X 7(1) 7(1) 2(1)

7(1) 7(1)

P26

2(2) X 2(1) 2(2) 2(2) 2(2) 2(2)

12 13
2(2) X 4(1) 7(1) 2(1) 2(1) 5(1)

4(1) X 1(1) 5(1) 1(1) 3(2) 7(2)

7(2) X 5(1) 2(1) 2(2) 2(2) 2(2)

2(2) X

P27

3(2) X X 3(1) 3(1) 6(1) 3(1)

11 14
3(2) 3(2) X 4(1) 6(2) 3(2) 3(2)

3(2) 3(2) X 1(1) 3(1) 2(1) 1(1)

3(1) 5(1) X 3(2) 3(2) 3(2) 3(2)

3(2) 3(2)

P28

5(1) 5(1) 5(1) 5(1) 5(1) X 4(2)

14 12
4(2) 5(2) 5(2) 7(2) 5(2) X 4(1)

4(1) 7(1) 5(2) 5(2) 5(2) X 5(1)

1(1) 5(1) 5(2) 7(2) 5(2) X 5(1)

1(1) 7(1)

P29

6(1) 2(1) 6(1) 6(1) 3(1) 5(1) X

13 13
6(2) 6(2) 6(2) 6(2) 4(2) 6(2) X

6(2) 6(2) 6(2) 6(2) 6(2) 6(2) X

6(1) 6(1) 6(1) 6(1) 6(2) X 4(1)

4(1) 6(1)
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P30

3(1) 3(1) X 4(1) 7(1) 3(2) 3(2)

11 14
7(2) 3(2) X 1(1) 4(1) 3(1) 3(2)

3(2) 3(2) X 7(1) 3(1) 7(2) 7(2)

3(2) 4(2) X 3(1) 3(1) 6(2) 3(2)

3(2) X

P31

5(2) 5(2) 5(2) 5(2) 5(2) X 5(1)

12 14
3(1) 5(1) 4(2) 5(2) 5(2) X 5(1)

5(1) 5(1) 5(1) 5(1) 5(1) X 5(1)

5(1) 5(1) 6(2) 5(2) X 3(2) 5(2)

3(2) 1(2)

P32

1(2) 1(2) 1(2) 7(2) 1(2) X 1(1)

12 14
1(1) 1(1) 1(1) X 4(1) 5(1) 7(1)

1(1) 7(1) 1(1) X 7(1) 1(1) 6(2)

1(2) 1(2) 7(2) X 7(2) 7(2) 7(2)

4(2) 7(2)

P33

5(2) 6(2) 6(2) X 6(2) 6(2) 2(2)

14 12
6(2) 6(2) 6(2) X 6(1) 6(1) 6(1)

6(1) 3(2) 6(2) X 6(1) 6(1) 6(1)

6(1) 6(1) 6(2) X 6(1) 4(1) 6(1)

6(1) 6(1)

P34

6(2) 7(2) X 3(1) 3(2) 3(2) 6(2)

12 13
1(2) 3(2) X 6(1) 5(1) 6(1) 3(1)

3(1) 2(1) X 6(1) 6(1) 6(1) 3(1)

3(1) X 3(2) 6(2) 3(2) 3(2) 4(2)

4(2) X

P35

7(2) 5(2) 7(2) 2(2) 7(2) 7(2) X

14 12
7(1) 7(1) 7(1) 7(1) 7(1) 7(2) X

7(1) 5(1) 7(1) 5(1) 7(2) 7(2) X

7(1) 7(1) 7(1) 7(2) 7(2) 5(2) X

7(1) 7(1)

P36

6(1) 6(1) 6(2) 6(2) 6(2) X 6(1)

13 13
6(1) 6(1) 6(1) 6(1) 7(1) X 6(1)

6(1) 6(1) 2(2) 6(2) 1(2) X 6(1)

2(2) 6(2) 1(2) 6(2) 1(2) X 6(1)

6(2) 6(2)

P37

X 7(1) 5(1) 4(2) 4(2) 4(2) 2(2)

11 14
X 4(1) 7(1) 5(2) 7(2) 4(2) X

2(1) 4(2) 7(2) 2(2) 2(2) 7(2) X

7(1) 2(1) 2(1) 4(1) 4(1) 6(1) X

2(2) 4(2)

P38

5(1) 1(1) 1(1) 1(2) X 1(1) 6(1)

13 13
1(1) 1(1) 1(2) 1(2) X 1(1) 1(1)

1(1) 1(2) 4(2) 2(2) X 4(1) 1(1)

1(1) 1(2) 7(2) 1(2) X 4(2) 1(2)

6(2) 1(2)

P39

6(2) 7(2) X 5(1) 6(1) 3(1) 2(1)

12 13
2(1) X 2(1) 2(2) 2(2) 5(2) 5(2)

2(2) X 2(1) 2(1) 5(1) 5(1) 3(1)

X 2(2) 2(2) 2(2) 5(2) 5(2) 2(2)

X 5(1)

P40

7(1) 2(2) 2(2) 7(2) 7(2) X 4(1)

13 13
5(1) 5(1) 7(1) 7(2) 7(2) X 7(1)

7(1) 7(2) 3(2) 7(2) 7(2) X 7(1)

4(1) 7(2) 7(2) 7(2) X 3(1) 7(1)

7(1) 7(1)
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P41

6(1) 6(1) 6(1) 6(1) 6(1) X 6(1)

14 12
6(1) 6(1) 6(1) 6(2) 3(2) X 6(1)

6(1) 6(2) 6(2) 6(2) 6(2) X 6(2)

6(2) 6(2) 2(2) 6(2) 6(2) X 6(1)

6(1) 6(1)

P42

4(2) 3(2) 3(2) X 4(1) 2(1) 4(2)

12 13
4(2) 3(2) X 5(1) 3(1) 4(1) 4(1)

4(2) 4(2) X 3(2) 4(2) 5(2) 3(2)

4(2) X 5(1) 4(1) 2(1) 4(1) 4(1)

3(1) X

P43

2(2) 6(2) 2(2) X 7(1) 2(1) 7(1)

12 14
2(1) 2(1) 6(2) X 6(1) 2(1) 7(2)

2(2) 2(2) 2(2) X 7(1) 7(1) 5(2)

7(2) 2(2) 2(2) X 6(1) 2(1) 6(1)

6(2) 2(2)

P44

6(1) 2(1) 3(1) 6(2) X 6(1) 3(1)

14 12
3(1) 3(1) 3(1) 5(2) X 2(1) 2(2)

3(2) 2(2) 6(2) 3(2) X 6(1) 6(1)

6(1) 2(1) 3(1) 2(2) X 2(2) 6(2)

3(2) 3(2)

P45

6(2) 6(2) X 3(1) 6(1) 6(1) 6(1)

13 13
6(1) 6(2) X 6(1) 3(2) 6(2) 6(2)

6(2) 6(2) X 6(1) 2(1) 6(1) 6(1)

6(2) 6(2) X 6(1) 6(1) 6(1) 6(2)

6(2) 6(2)

P46

3(1) 3(1) 3(1) 3(1) 3(2) X 6(1)

13 13
3(2) 5(2) 3(2) 3(2) 3(2) X 3(1)

2(1) 1(1) 3(1) 3(1) 3(2) X 3(1)

5(2) 3(2) 5(2) 3(2) 2(2) X 3(1)

5(1) 3(2)

P47

6(2) 6(2) 6(2) 6(2) X 6(1) 6(1)

14 12
6(1) 3(1) 6(1) 2(1) X 6(1) 6(2)

6(2) 6(2) 6(2) 6(2) X 6(1) 5(1)

6(1) 6(1) 6(1) 6(1) X 6(1) 6(2)

6(2) 6(2)

P48

5(2) 6(2) 5(2) 3(2) 5(2) X 5(1)

12 14
5(2) 5(2) 4(2) 4(2) X 5(1) 5(1)

5(1) 5(1) 5(1) 5(2) X 5(1) 4(1)

5(1) 5(1) 5(2) 5(2) X 2(1) 5(1)

5(2) 5(2)

P49

4(2) 4(2) 4(2) 2(2) 4(2) 4(2) X

13 13
6(1) 4(1) 4(1) 4(1) 5(1) 2(1) X

4(1) 4(1) 4(2) 4(2) 5(2) 2(2) X

4(1) 4(1) 4(2) 5(2) 4(2) X 2(1)

3(1) 5(1)

P50

X 6(1) 6(2) 6(2) 6(2) 6(2) 6(2)

11 14
X 6(1) 2(2) 6(2) 6(2) 6(2) 6(2)

X 3(1) 6(1) 6(1) 6(2) 6(2) X

6(1) 6(1) 6(1) 6(1) 6(2) 4(2) X

1(1) 6(1)

P51

X 4(2) 5(2) 6(2) 4(2) 4(2) 1(2)

14 10
X 6(1) 4(1) 4(1) 4(1) 4(2) 4(2)

X 2(1) 4(1) 4(2) 4(2) X 2(1)

2(1) 4(1) 4(1) 4(1) 4(1) X X

4(1) 4(1)
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P52

2(1) 4(1) 6(1) X 6(2) 2(2) 6(2)

14 12
2(2) 2(2) 6(2) X 6(1) 6(1) 2(1)

2(1) 2(1) 6(1) X 6(1) 6(2) 2(2)

6(2) 2(2) 2(2) X 2(1) 2(1) 2(1)

6(1) 2(2)

P53

6(2) X 6(1) 6(1) 1(1) 6(1) 3(1)

13 12
6(2) X 6(2) 6(2) 6(2) 6(2) 6(2)

X 5(1) 6(1) 6(1) 4(2) 6(2) 6(2)

X 6(1) 5(1) 6(1) 6(1) 6(1) 6(2)

X 6(2)

P54

2(1) 5(1) 5(1) 5(1) 5(2) 5(2) X

14 12
5(1) 5(1) 5(1) 5(1) 5(2) 5(2) X

1(1) 5(2) 5(2) 5(2) 5(2) 5(2) X

5(1) 5(1) X 5(1) 5(1) 5(1) 5(2)

5(2) 5(2)

P55

5(1) 7(1) 7(1) 7(2) X 4(1) 7(1)

13 13
7(1) 7(1) 5(1) 7(2) X 7(1) 7(1)

7(2) 5(2) 7(2) 7(2) X 7(1) 1(2)

1(2) 3(2) 4(2) X 6(1) 5(1) 7(2)

7(2) 7(2)

P56

4(1) 6(1) 4(2) 4(2) X 7(1) 4(1)

12 14
4(1) 4(2) 4(2) 4(2) X 6(1) 4(1)

4(2) 4(2) 2(2) X 4(1) 2(1) 4(1)

4(1) 4(1) X 4(2) 4(2) 7(2) 4(2)

4(2) 5(2)

P57

3(2) 3(2) 4(2) 2(2) X 3(2) 3(2)

11 14
5(2) X 3(1) 3(1) 2(1) 3(1) 5(1)

6(2) X 5(1) 3(1) 3(2) 3(2) 3(2)

X 6(1) 3(1) 3(1) 2(2) 3(2) 5(2)

X 2(1)

P58

3(2) 1(2) 2(2) X 3(2) 2(2) 5(2)

14 12
3(2) 5(2) 2(2) X 3(1) 7(1) 2(1)

2(1) 3(1) 3(2) X 3(1) 3(1) 7(1)

2(1) 7(1) 5(2) X 3(1) 3(1) 1(1)

1(1) 3(2)

P59

1(1) 1(1) 2(1) 1(1) 5(1) X 5(2)

11 13
1(2) X 1(2) 1(2) 1(2) 1(2) 1(2)

1(2) X 1(2) 1(2) 1(2) 1(2) 5(2)

1(2) X 1(1) 1(1) 1(1) 1(1) 1(1)

X 2(1)

P60

7(1) 7(1) 7(1) 7(1) 7(1) 7(1) X

12 13
7(2) 7(2) 7(2) 7(2) X 1(1) X

7(1) 7(1) 7(2) 7(2) 7(2) X 7(2)

7(2) 7(2) 7(2) 7(2) 7(2) X 7(1)

7(1) 1(1)

P61

1(2) X 1(1) 1(2) 1(2) 1(2) 6(2)

12 13
1(2) X 1(1) 1(1) 1(1) X 1(1)

1(2) 1(2) 1(2) 1(2) X 1(1) 5(1)

5(1) 1(1) 1(1) X 1(1) 1(1) 6(2)

1(2) 1(2)

P62

4(1) 5(1) 5(1) X 5(1) 5(1) 5(1)

12 14
5(1) 5(1) 5(1) X 5(1) 6(1) 5(1)

5(2) 5(2) 5(2) X 5(2) 5(2) 5(2)

5(2) 5(2) 5(2) X 5(2) 5(2) 5(2)

5(2) 6(2)
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Table A2. Cont.

Monday Tuesday Wednesday Thursday Friday Saturday Sunday Day Night

P63

4(1) X 4(1) 4(1) 4(1) 1(1) 4(1)

13 12
4(1) X 5(2) 4(2) 4(2) 4(2) 5(2)

4(2) X 2(1) 6(1) 4(1) 4(2) 4(2)

4(2) X 4(1) 4(1) 4(1) 4(2) 4(2)

X 4(2)

P64

6(2) X 6(1) 7(1) 6(1) 6(2) 7(2)

13 12
6(2) X 6(1) 6(1) 1(1) 3(1) 6(2)

6(2) X 6(2) 6(2) 6(2) 6(2) 6(2)

6(2) X 6(1) 6(1) 5(1) 6(1) 1(1)

6(1) X

P65

7(1) X 7(1) 3(2) 7(2) 7(2) 7(2)

11 14
7(2) X 7(1) 3(2) 7(2) 7(2) 6(2)

5(2) X 7(1) 7(1) 7(2) 6(2) 7(2)

X 7(1) 7(1) 7(1) 7(1) 7(1) 7(2)

X 7(1)

P66

1(1) 3(1) 3(2) X 3(1) 3(1) 2(1)

14 11
3(1) 3(1) 3(2) X 3(2) 2(2) 3(2)

3(2) 6(2) X 3(1) 3(2) 3(2) 4(2)

7(2) X 2(1) 3(1) 6(1) 6(1) 3(1)

2(1) X

P67

1(2) X 6(1) 6(1) 6(1) 6(1) 1(1)

14 11
X 6(1) 6(1) 3(1) 6(2) 6(2) X

6(1) 6(1) 6(1) 6(2) 6(2) 6(2) X

6(1) 6(2) 6(2) 6(2) 6(2) 6(2) X

6(1) 6(1)

P68

2(2) 7(2) X 5(1) 5(1) 5(1) 7(2)

14 12
5(2) 5(2) X 5(1) 5(2) 3(2) 5(2)

5(2) 5(2) X 5(1) 7(1) 5(1) 2(1)

5(2) 5(2) X 5(1) 5(1) 5(1) 5(1)

5(1) 5(1)

P69

6(1) 6(1) X 6(1) 6(2) 6(2) 6(2)

11 14
6(2) 1(2) X 3(1) 6(1) 4(1) 6(1)

6(2) X 4(1) 4(1) 6(1) 6(1) 6(2)

6(2) X 6(2) 6(2) 6(2) 6(2) 4(2)

6(2) X

P70

5(1) 6(2) 5(2) X 5(1) 5(1) 5(2)

13 13
5(2) 6(2) 1(2) X 6(1) 5(1) 5(2)

5(2) 5(2) 5(2) X 5(1) 5(1) 5(2)

5(2) 5(2) X 5(1) 5(1) 4(1) 6(1)

5(1) 5(1)

P71

7(1) 1(1) 7(2) X 7(1) 6(1) 5(1)

12 14
1(1) 7(2) 7(2) X 7(1) 1(2) 7(2)

1(2) 1(2) X 7(1) 7(1) 4(1) 6(1)

6(1) 7(2) X 1(2) 1(2) 5(2) 6(2)

1(2) 6(2)

P72

5(2) 2(2) 6(2) 3(2) 4(2) 5(2) X

13 13
5(1) 2(1) 6(1) 5(1) 5(1) 5(2) X

5(1) 6(1) 5(1) 5(2) 5(2) 5(2) X

1(1) 6(1) 5(1) 5(2) 5(2) 6(2) X

5(1) 5(1)

P73

2(1) 1(2) 2(2) X 2(1) 2(1) 7(1)

12 14
2(1) 6(2) 2(2) X 2(2) 7(2) 7(2)

7(2) 7(2) X 4(1) 2(2) 2(2) 2(2)

2(2) 6(2) X 7(1) 2(1) 2(1) 6(1)

2(1) 6(1)
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Table A2. Cont.

Monday Tuesday Wednesday Thursday Friday Saturday Sunday Day Night

P74

6(1) 6(1) 6(1) 6(1) 5(1) X 6(2)

12 14
6(2) 6(2) 6(2) 6(2) 6(2) X 6(1)

6(1) 6(1) 6(1) 6(1) X 6(1) 6(1)

3(2) 6(2) 6(2) 6(2) X 6(2) 6(2)

6(2) 6(2)

P75

5(2) X 5(1) 5(1) 5(2) 5(2) 5(2)

11 13
5(2) X 5(1) 5(1) 3(1) 5(1) 5(2)

5(2) X 1(2) 5(2) 5(2) 5(2) 5(2)

5(2) X 5(1) 5(1) 7(1) 5(1) X

5(1) X

P76

X 6(1) 6(2) 6(2) 6(2) 6(2) X

14 11
6(1) 6(1) 6(1) 6(2) 7(2) X 6(1)

6(1) 6(1) 7(1) 7(1) 6(1) X 6(1)

6(2) 6(2) 6(2) 6(2) 6(2) X 6(1)

6(1) 6(1)

P77

7(2) X 7(2) 7(2) X 6(2) 7(2)

12 13
7(2) 7(2) 7(2) 7(2) X 7(1) 7(1)

7(1) 6(1) 7(1) X 3(1) 7(1) 7(1)

7(1) 7(2) 6(2) X 7(1) 7(1) 7(1)

2(2) 4(2)

P78

X 4(2) 4(2) 4(2) 2(2) 4(2) X

14 11
4(1) 4(1) 3(1) 4(1) 6(2) 4(2) X

4(1) 4(1) 4(1) 4(1) 4(1) X 4(1)

4(1) 4(2) 4(2) 4(2) 4(2) X 4(1)

4(1) 4(1)

P79

7(2) 7(2) X 7(1) 7(1) 7(1) 1(1)

11 14
7(2) 7(2) X 7(1) 7(1) 7(1) 7(2)

7(2) 7(2) X 7(2) 7(2) 7(2) X

7(1) 7(1) 4(2) 7(2) 7(2) 7(2) X

7(1) 2(1)

P80

6(2) 6(2) 6(2) 6(2) 6(2) X 6(1)

12 14
6(1) 6(1) 6(2) 6(2) 6(2) X 6(1)

3(1) 6(1) 6(1) 6(2) 6(2) X 6(1)

6(1) 6(2) 6(2) 3(2) X 6(1) 6(1)

6(1) 6(2)

Notes: l(k): l: shift; k: section assigned personnel.
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Abstract: Innovative solutions and techniques in the sports industry are commonly used and tested
in real conditions. Elite athletes have to achieve their peak performance before the main competition
of the year, which is the World Championship, and every fourth year before the Olympic Games,
when the main competition of athletes takes place. The present study aims to analyze and evaluate
the ability of elite kayakers to achieve the best form at the right times, with the Olympic Games
taking the greatest importance. Target values for multiple measures of conditioning are compared to
target values set by experts. A weighted least squares metric with weights varied by time period is
developed as a measure of fulfillment of the athletes’ conditioning plans. The novelty of the paper is
the idea of using linear combination of polynomials and trigonometric functions for approximating
the target functions and application of the proposed methodology for the optimization and evaluation
of athletic training.

Keywords: athletes’ condition; approximation; parameter estimation; least squares method; visualization

1. Introduction

Sports are a phenomenon of global importance. The investment in professional athletes is a
particularly important process. Sporting events promote the development of powerful worldwide
industries. A key factor in sports is the ability to develop training schedules to optimize the athletes’
training conditions. The optimization and evaluation of athletic training is the most important problem
for sports scientists, coaches, and athletes. Elite athletes are willing to perform more voluminous and
high-quality training routines, and this process requires effective management. Elite athletes attain a
world-class status in endurance sports after four to seven years of specialized training [1]. Over this
period, they usually have 3000–7000 h of effective training and cover distances of 3000–4000 km/yr [2].
Winning medals in international competitions requires not only outstanding abilities and the long-term
training of athletes, it is also crucial that they achieve peak performance at the right time.

The Olympic Games is the main competition for the Olympic sports athletes. There are four years
of the Olympic training cycle, with its organizational structure and training methodology directed
at making the successful start of athletes in the Olympic Games [3]. The elite athletes’ training must
be carefully planned for several years in the future and based on individual indicators (training load
specification and the athlete’s body adaptation to a particular training load). The process of the elite
athletes’ training is complex and difficult to predict because of a number of unknown factors (i.e.,
accidents, acclimatization, illnesses, psychological changes, the pace of recovery, etc.) [4].
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The Olympic training cycle consists of four one-year macro cycles, with the main competition, the
World Championship, taking place in each of these cycles. The athletes make strenuous efforts to be in
their best form before the World Championship. In the last year of the Olympic cycle, some of the
athletes get a chance to participate in the Olympic Games during the World Championship. It means
that athletes have to achieve their peak performance twice a year. In this case, the management of
training is very complicated, because the athletes need to achieve their peak performance in a short
time [5,6].

Monitoring the training load and athletes’ physiological adaptation is essential for optimizing
training and minimizing the risk of overtraining, injuries, illnesses, etc. Usually, sports managers and
scientists are restricted in publishing the data on the athletes’ condition before competitions. In elite
sports, monitoring is extensive, but most of the data remain confidential [7].

Scientists are searching for novel approaches to visualize and analyze the data obtained in the
training sessions. One of the most relevant research topics is visualization for motion analysis, which
is important for training optimization, technical and tactical improvements, as well as the prevention
of injuries [8]. However, not only motion optimization is required for achieving good results. The
growing need causes the necessity for making a training process much more technologically advanced,
and this is an important field of interest for athletes, coaches, and scientists. Massive amounts of data
are generated and used in sports medicine, including preventative care and rehabilitation. Most major
professional teams today make data-driven decisions and employ the analytical staff to help prepare
training plans, predict athlete risks, and prescribe personalized recovery strategies. Most of the athletes
use trackers to measure, accompany, and control the data (e.g., power, velocity, duration, altitude, and
heart rate) obtained in training and later perform an individual analysis and online planning [9]. The
present study focuses on the visualization of the training process based on the physiological condition
of athletes.

The optimization of the athletic training process is an appropriate application of operational
research (OR). Prediction management and decision making in athletic training should be based on
objective data analysis and parameter estimation [10].

Reviewing the literature related to the application of mathematical models and methods used
for solving similar problems has shown that the authors use various approaches. For example,
Armstrong, Weidner, and Walker [11] have elaborated on the analysis of variance (ANOVA) and t-test
of independent samples for clinical proficiency evaluation in athletic training. A qualitative analysis of
the respondents’ comments has also been performed.

Li, Zhu, Chen, and Xue [12] have elaborated on the balanced approach of data envelopment
analysis (DEA) to cross-efficiency evaluation. An iterative algorithm for obtaining the final optimal
and balanced cross-efficiency score has been developed by the authors.

Four imbalance indicators for measuring the difference between standard distribution and
the ideally balanced distribution have been proposed by Karsu and Morton [13]. The interesting
phenomenon is the total componentwise proportional deviation because it is an individual-oriented
measure, which is the weighted sum of fractional misallocations for each party.

The Delphi method has been used by Reefke and Sundaram [14] to identify a set of key sustainable
supply chain management (SSCM) problems and the associated research opportunities. The data
components have been synthesized, and the parameters have been estimated according to their
relative importance based on the experts’ judgments. New insights into the potential dependencies
between the factors and their influence on the success of SSCM have been provided in this work. The
development of the schedule for the sporting activities of the Ecuadorian football federation under a
set of constraints with the use of integer programming has been proposed by Recalde, Torres, and
Vaca [15]. A heuristic three-phase approach has also been adjusted to solve the considered problem.
The developed methodology provides more benefits than the empirical method.

Algorithms based on multiple criteria decision making are often used in solving various problems
in sports management. Dadelo, Turskis, Zavadskas, and Dadelienė [16] have described a novel
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framework for practical assessment and the ranking of basketball players based on the adjusted
well-known Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) method. The
graphical visualization of similarities provides further insights [17,18]. Visualization solutions of
processes are better understood, allowing one to intuitively select a more appropriate optimization
method. The visualization of processes is particularly useful for the cases with a variety of large
and small factors, which should be controlled [19]. This is particularly important for inexperienced
(non-professional) users.

The present study aims to analyze the ability of elite kayakers to achieve peak performance
at the right times, with the Olympic Games taking the greatest importance. Real data is collected
from two Olympic kayakers, and regression analysis is used (a combination of polynomial and
trigonometric functions) to model how well their conditioning fits the ideal. A weighted least squares
metric with weights varied by time period is developed as a measure of fulfillment of the athletes’
conditioning plans.

In our knowledge, the proposed methodology for the first time was applied for sports management
process optimization. However, the scope of the methodology is not limited to the field of athletic
training analysis and optimization. Another challenge in this study is the limited amount of data
available. The data of two athletes’ Olympic training cycles are available. In addition, the data are not
independent, as both athletes compete in a pair. This complicates the application of other methods,
such as statistical methods, to address this problem. Therefore, in this application, the visualization
approach should be defined for monitoring the condition of top kayakers during the three-year macro
cycles before the Olympic Games.

Except for the Introduction, the article is organized as follows. In Section 2, the description of the
experiment and the measured and expected target values of the indicators set by experts are provided.
Section 3 is focused on justifying the selection of the approximation function. In Section 4, the research
methodology, based on the approximation of functions by using a linear combination of polynomials
and trigonometric functions, is described, and the calculated unknown coefficients are given. Section 5
describes visualization of the approximation of the target and the measured functions, and presents
a measure of the difference between the target and the measurement functions, which defines the
athlete’s condition. Section 6 provides the discussion of the investigated problem and conclusions.

2. The Investigation Object and the Initial Data

2.1. The athletes’ Participation in the Study

The research was performed in the second, third, and the fourth year of the Olympic four-year
cycle, at the time of athletic training for Rio de Janeiro Olympic Games in 2016. Two (1, 2) elite flat-water
kayak paddlers (a racing team), performing at the international competitive level at the distance
of 1000 m (whose ages were 27 and 26 years, and body mass were 88.5 and 84.5 kg, respectively),
volunteered to take part in the investigation. These two athletes gained fifth place in a 1000 m event
(K-2) in the 2016 Olympic Games in Rio de Janeiro.

2.2. The Description of the Experiment

A council, consisting of 22 Lithuanian kayaking elite experts (trainers and sports researchers),
with no less than 10 years of experience in execution and organization in kayaking, have rated the
competences and created the dynamics of the ideal curves of indicators based on correlations between
indicators and sports outcomes [20].

The training volume and intensity were carefully controlled and quantified by using the Garmin
Connect Forerunner 910 XT during each training session throughout the cycle. The data obtained from
the devices were sent to three delegates from the sports science experts’ council, who are the creators
of the athletes’ training programs. During the study, the athletes were encouraged to undertake their
standard training sessions but not to train on the day before each test. The athletes were acquainted
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with the experimental procedures prior to testing and gave a written consent to participate in the study.
All experimental procedures were approved by the Lithuanian Ethics Committee.

The testing lasted for three seasons (macro cycles): in each season, the training period lasted for
8 months, the competition period lasted for 3 months, and the transition period lasted for 1 month.
Physiological testing of the athletes’ condition was performed at the Lithuanian University of Education
Science. For each athlete, all tests were conducted at the same time of the day, between 09:00 and 11:00,
and 24 h after the last training session. During the testing session, the tests were performed in the same
order. Prior to beginning the study, the sports doctor examined the kayakers to exclude any medical
disorders that could limit their participation in the investigation.

During the macro cycles (I, II, III), the athletes were tested in six periods of time: in (T1), in the
first week of the introductory training period, in (T2), at the beginning of the general training period,
in (T3), at the beginning of the specific training period, in (T4), at the beginning of the competitive
training period, in (T5), at the beginning of the main competition period, and in (T6), at the time after
the main competition period.

Standard methodologies were applied to determine the athletes’ physical parameters, i.e., their
height (cm) and body mass (kg) [21].

The resting heart rate (b/min) was determined for each athlete in the supine position and in the
period after the application of the standard physical load (30 squats within 45 s) by using the Garmin
Connect Forerunner 910 XT.

Hemoglobin concentration (g/L) was determined by using a Hemocue analyzer. A trace amount
of blood samples was taken from the fingertips of the athletes in the resting position.

The ergometer test was performed, using Oxycon Mobile 781023-052, version 5.2 (Cardinal Health
Germany 234 GmbH, Höchberg, Germany). Gas analyzers were calibrated before and verified after
each test. Each athlete performed the incremental submaximal ergometer test, using a calibrated kayak
ergometer (Dansprint PRO, KE001 ergo, Hvidovre, Denmark) for determining the maximum oxygen
uptake (VO2max) [22]. Five minutes before performing the submaximal ergometer test, the athletes
completed a 15-min warm up. The incremental test began with the application of the initial workload
of 100 W, and increments of 20 W were applied at the intervals of 30 s to bring the athlete to the limit of
tolerance in 8–12 min. During the last minute, the athlete was encouraged to do as much work as he
could. Then, the values were averaged over the intervals of 30 s. Pulmonary ventilation (PV) (1/min),
oxygen uptake (VO2) (1/min, mL/min/kg), work capacity (W), and speed (km/h) were recorded at the
point of the critical intensity limit (CIL).

For reaching the aim of the present study, all tests were arranged in hierarchical order by the
experts’ board (from the most informative to the least informative indicator), which influenced the
outcome of a sporting event, measured in percent (Table 1). In addition, all the testing sessions were
also arranged in the hierarchical order. Their importance is shown in Table 2.

Table 1. Test indicators presented in the hierarchical order set by the experts from the most to the least
important indicator.

Hierarchic Value Test Indicator Importance in Percent

1 Speed (km/h) at the point of the CIL 30

2 Work capacity (W), at the point of the CIL 20

3 Oxygen uptake (1/min, mL/min/kg) at the point of the CIL 15

4 Pulmonary ventilation (1/min) at the point of the CIL 10

5 Resting heart rate (b/min) 10

6 Heart rate (b/min) after the standard physical load 10

7 Haemoglobin concentration (g/L) 5
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Table 2. Importance of the testing sessions presented in the chronological order from the least (1) to the
most (10) important session and their hierarchical order set by the experts.

No Date Testing Sessions Hierarchical Order Athletic Training Phase

1 2013 09 13 IT1 1 Transitional period after the season

2 2013 12 18 IT2 3 The first half of the training period
(without water)

3 2014 03 28 IT3 4 The second half of the training period
(with water)

4 2014 05 15 IT4 5 The period of non-core competitions

5 2014 07 15 IT5 6 European Championship

6 2014 08 12 IT6 7 World Championship

7 2014 09 12 IIT1 2 Transitional period after the season

8 2014 12 18 IIT2 4 The first half of the training period
(without water)

9 2015 03 28 IIT3 5 The second half of the training period
(with water)

10 2015 05 13 IIT4 6 The period of non-core competitions

11 2015 07 15 IIT5 7 European Championship

12 2015 08 12 IIT6 8 World Championship

13 2015 09 29 IIIT1 4 Transitional period after the season

14 2015 12 22 IIIT2 6 The first half of the training period
(without water)

15 2016 03 04 IIIT3 7 The second half of the training period
(with water)

16 2016 04 04 IIIT4 8 The period of non-core competitions

17 2016 07 07 IIIT5 9 European Championship/
Olympic selection

18 2016 08 01 IIIT6 10 Olympic Games

In Table 3, the results of measurements of seven indicators for both athletes R(l, j)
i and the expected

target values S(l, j)
i determined by the experts are presented. Here, l denotes the athletes (l = 1, 2), j is

the number of the indicator ( j = 1, 2, . . . , 7), and i is the number of the measurement (i = 1, 2, . . . , 18).
For example, R(2,6)

4 = 105, R(1,3)
2 = 60.7, S(1,7)

6 = S(2,7)
6 = 168. The expected target values S(l, j)

i
differ for athletes 1 and 2 only in the case of j = 4 because of the different lung volumes of the athletes.

Table 3. Measurements of seven indicators for two athletes R(l, j)
i (the first row) and the expected target

values S(l, j)i (the second row).

i j = 1 j = 2 j = 3 j = 4 j = 5 j = 6 j = 7

1
260 260 180 185 60.9 48 186 146 48 56 106 126 158 180

310 180 53 170 140 56 131 140

2
280 280 195 185 60.7 48 189 149 48 48 109 132 164 179

315 188 55 175 147 53.5 128 145

3
290 290 200 200 61.8 44 198 167 44 52 106 130 167 163

323 197 58 180 155 51 124 152

4
300 300 205 200 64 56 187 167 56 56 111 105 146 170

328 203 60 183 160 49 122 157

5
320 320 213 205 62 48 189 171 48 52 109 129 165 173

336 211 63 187 166 47 118 164

6
320 320 215 215 57.2 48 186 170 48 48 119 118 134 162

340 215 65 190 170 46 115 168
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i j = 1 j = 2 j = 3 j = 4 j = 5 j = 6 j = 7

7
300 300 190 212 62.1 48 159 159 48 60 111 114 156 169

320 190 58 180 155 54 128 154

8
310 310 195 195 59 48 195 156 48 52 114 120 159 177

326 197 60.5 183 160 51.5 123 158

9
320 320 210 211 55 56 188 163 56 56 119 128 161 175

334 205 63.5 188 165 48.5 119 163

10
340 340 216 216 63.7 44 193 160 44 52 113 116 166 174

338 210 65 190 168 47 116 167

11
320 320 220 220 62.6 48 193 155 48 44 113 125 156 172

346 217 67 193 173 45 112 171

12
340 340 220 221 63.9 48 191 162 48 52 110 121 163 182

350 220 68 195 175 44 109 174

13
300 300 200 195 60.2 52 193 161 52 48 122 117 174 178

330 195 60 185 160 52 123 160

14
320 320 210 205 54.1 44 192 167 44 56 103 120 166 176

338 203 62.5 188.5 165 49.5 118 165

15
340 340 217 216 50 48 185 164 48 52 108 108 159 164

345 210 65 192 170 47 113 169

16
350 350 220 221 59.4 48 190 172 48 48 111 112 167 162

348 213 66 194 172 46 110 171

17
340 340 224 224 58.2 52 192 157 52 44 113 106 164 180

357 223 69 198.5 178 43 103 178

18
340 340 217 217 57.8 52 181 154 52 48 121 102 160 167

360 225 70 200 180 42 100 180

3. The Selection of the Approximating Functions

The shape of the approximating functions was determined only for the target curves, which were
created according to experts’ judgments. The available data were compared with the ideal (target)
curves. The following factors were taken into account for the selection of the suitable functions for
the curves:

1. The approximation curve should not only describe the upward or downward trend, but also show
the characteristic phase of the fall and the subsequent growth phase of the considered processes.

2. The shape of the functions should be the same for all the curves and be simple enough. Its
parameter values were determined by the least squares method.

Let us show how the ideal curve was constructed for the case of RN2. The values of the normalized
data

(
tj, sj
)
, j = 1, 2, . . . , 18 were as follows:

(0.0,1.0), (0.091,1.044), (0.186,1.094), (0.232,1.172), (0.290,1.150), (0.316,1.194), (0.346,1.056),
(0.438,1.094), (0.533,1.139), (0.576,1.167), (0.636,1.206), (0.663,1.222), (0.708,1.083), (0.788,1.128),
(0.857,1.167), (0.887,1.183), (0.976,1.239), (1.0,1.250).

The shape of the selected curve with the coefficients determined by the least squares method was
as follows:

w(t) = 1.019 + 0.245t− 0.010t2 + 0.044 sin(2πt) − 0.013 cos(2πt)

The curve w(t) and the linear interpolation I of the points
(
tj, sj
)

are depicted in Figure 1. Note
that the graphical accuracy is sufficient for the purpose of the study, because the curve w(t) satisfies
requirements 1 and 2. On the other hand, describing all the fluctuations of the linear interpolation I
does not make sense, because the similarity of these real data points can be hardly realized in practice.
It should also be noted that the authors did not intend to construct the best curves, and therefore
constructed the curves of sufficient approximation. However, other combinations of algebraic and
trigonometric polynomials, which were acceptable, were also tested. The final decision about the
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choice of the formula was taken according to requirement 2 (the formula is appropriate for all the cases
considered).

Figure 2 shows the functions

y(t) = 1.133 + 0.020t, z(t) = 1.046 + 0.24183t − 0.081t2

with the coefficients determined by the least squares method based on the same data. We can see that
the curves y(t) and z(t) do not satisfy requirement 1. The values of the error function were calculated
as follows:

S f =

√√√ 18∑
i = 1

(
sj − f

(
tj
))2

,

where f is equal to y(t), z(t), w(t). The following error function values were obtained: Sy = 0.0642,
Sz = 0.0487, Sw = 0.0430. One can see that the best result was achieved by incorporating trigonometric
components into the approximation function.

Figure 1. Approximation w(t) of the target function I.

Figure 2. Approximations y(t), z(t), w(t) of the target function I.
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4. Research Methodology

In the first step, all the initial data points (Table 3) were normalized to eliminate the influence

of the measurement units on the final results. The values R(l, j)
i and S(l, j)

i were normalized by the
equations:

r̃(l, j)i =
R(l, j)

i

S(l, j)
1

, s̃(l, j)i =
S(l, j)

i

S(l, j)
1

This method of data normalization, when each measurement R(l, j)
i and target value S(l, j)

i were
divided by the first target value of the respective measurement, was chosen for the convenience of data
representation. In this case, the graphs of all the target values of the indicators have the same initial
point of 1.

The measurement time was normalized as follows:

ti =
Ti

T18

where Ti is the number of days passed since the first measurement, T1 = 0. The respective values are
shown in Table 4.

Table 4. Normalized time values ti.

Ti 0 96 196 244 305 333 364 461 561

ti = Ti/T18 0 0.0912 0.1861 0.2317 0.2896 0.3162 0.3457 0.4378 0.5328

Ti 607 670 698 746 830 903 934 1028 1053

ti = Ti/T18 0.5764 0.6363 0.6629 0.7085 0.7882 0.8576 0.8870 0.9763 1.000

The goal was to find the functions most suitable for approximating the athlete’s indicators. The
target values for a multiple measure of conditioning were compared to the targets set by the experts. The
regression analysis was used to model how well their conditioning could fit the target. The weighted
least square metric is a measure of the fulfillment of the athletes’ conditioning plans. The expression
with five undefined coefficients, a, b, c, A, B, was chosen for approximating the functions r̃(l, j)(t), s̃(l, j)(t)
as follows:

f (t) = a + bt + ct2 + A sin 2πt + B cos 2πt (1)

where t ∈ [0; 1] is the normalized time. The unknown coefficients were determined by a standard
method of the least squares [23]:

18∑
i = 1

( f (ti) − fi)
2 → min. (2)

The system of linear equations was obtained from Equations (1) and (2) as follows:⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a11 a12 a13 a14 a15

a21 a22 a23 a24 a25

a31 a32 a33 a34 a35

a41 a42 a43 a44 a45

a51 a52 a53 a54 a55

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
·

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
c
A
B

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
b1

b2

b3

b4

b5

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
where
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a11 =
18∑

i=1
1 = 18, a12 = a21 =

18∑
i=1

ti, a13 = a31 =
18∑

i=1
t2
i , a14 = a41 =

18∑
i=1

sin 2πti, a15 = a51 =
18∑

i=1
cos 2πti,

a22 =
18∑

i=1
t2
i , a23 = a32 =

18∑
i=1

t3
i ,

a24 = a42 =
18∑

i=1
ti sin 2πti,

a25 = a52 =
18∑

i=1
ti cos 2πti,

a33 =
18∑

i=1
t4
i ,

a34 = a43 =
18∑

i=1
t2
i sin 2πti,

a35 = a53 =
18∑

i=1
t2
i cos 2πti,

a44 =
18∑

i=1
sin2 2πti,

a45 = a54 =
18∑

i=1
sin 2πti × cos 2πti,

a55 =
18∑

i=1
cos2 2πti.

The coefficients b1, b2, . . . , b5 were calculated by the equations:

b1 =
18∑

i = 1
fi, b2 =

18∑
i = 1

fiti, b3 =
18∑

i = 1
fit2

i , b4 =
18∑

i = 1
fi sin 2πti, b5 =

18∑
i = 1

fi cos 2πti,

where the functions fi obtained the values r̃(l, j)(t) and s̃(l, j)(t), i.e., the coefficients a, b, c, A, B were
calculated separately for each athlete l = 1, 2 and each indicator j = 1, 2, . . . , 7 for the functions r̃ and
s̃.

The matrix A =
(
aij
)
5×5

, depending only on the values ti, was calculated only once:

A =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
18 9.5242 6.6505 −0.2485 0.5155

9.5242 6.6505 5.1966 −2.7916 0.7607
6.6505 5.1966 4.3262 −2.7751 1.6716
−0.2485 −2.7916 −2.7751 9.2166 −0.0602
0.5155 0.7607 1.6716 −0.0602 8.7834

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
For calculating the coefficients a, b, c, A, B, the inverse matrix method is convenient to use (see, for

example, [24]): ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a
b
c
A
B

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= A−1 ·

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
b1

b2

b3

b4

b5

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(3)

A−1 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
2.7001 −14.5727 13.8234 −0.1888 −1.5284
−14.5727 85.2846 −83.4043 0.3864 9.3445
13.8234 −83.4043 82.7523 −0.0333 −9.3368
−0.1888 0.3864 −0.0333 0.2103 −0.0146
−1.5284 9.3445 −9.3368 −0.0146 1.7111

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
In Table 5, the values of the coefficients a, b, c, A, B, which were calculated by Equation (3), are

presented for j = 1, 2, . . . , 7, l = 1, 2 for the functions r̃ and s̃.

Table 5. Calculated values of the coefficients a, b, c, A, B.

a b c A B

j = 1
l = 1

r̃ 0.835 0.529 −0.257 0.030 0.002
s̃ 1.011 0.094 0.062 0.018 −0.010

l = 2
r̃ 0.915 0.169 0.019 0.028 −0.007
s̃ 1.011 0.094 0.062 0.018 −0.010

j = 2
l = 1

r̃ 0.976 0.651 −0.446 0.022 0.036
s̃ 1.019 0.245 −0.010 0.044 −0.013

l = 2
r̃ 1.038 0.237 −0.018 0.032 −0.023
s̃ 1.019 0.245 −0.010 0.044 −0.013

j = 3
l = 1

r̃ 1.207 −0.323 0.240 0.007 −0.049
s̃ 1.062 0.045 0.267 0.041 −0.058

l = 2
r̃ 1.024 0.795 −0.836 0.033 0.052
s̃ 1.062 0.045 0.267 0.041 −0.058
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a b c A B

j = 4
l = 1

r̃ 1.079 0.244 −0.279 −0.030 0.033
s̃ 1.017 0.140 0.031 0.021 −0.014

l = 2
r̃ 0.876 1.467 −1.368 0.033 0.133
s̃ 1.023 0.312 −0.035 0.041 −0.021

j = 5
l = 1

r̃ 0.930 −0.501 0.569 0.029 −0.067
s̃ 0.969 −0.145 −0.080 −0.037 0.018

l = 2
r̃ 0.952 0.029 −0.136 −0.005 −0.005
s̃ 0.969 −0.145 −0.080 −0.037 0.018

j = 6
l = 1

r̃ 0.907 −0.484 0.561 0.021 −0.085
s̃ 0.962 0.089 −0.310 −0.030 0.031

l = 2
r̃ 0.990 −0.058 −0.154 −0.047 0.001
s̃ 0.962 0.089 −0.310 −0.030 0.031

j = 7
l = 1

r̃ 1.125 0.151 −0.167 −0.047 0.032
s̃ 1.029 0.214 0.066 0.036 −0.029

l = 2
r̃ 1.389 −0.779 0.692 −0.042 −0.081
s̃ 1.029 0.214 0.066 0.036 −0.029

5. Visualization of the Results and Measurement of the Athlete’s Condition

The graphs of approximations of the functions r̃(t) and s̃(t), with the coefficient values a, b, c, A, B,
which are given in Table 5, are presented in Figures 3–9. The graphs of the approximations of the
function r̃(t) are depicted in black, while the approximations of the function s̃(t) are shown in green.

Visualization of the results provides information about the quality of the athletes’ training
management and gives an understanding of the time periods when the maximum discrepancy between
the ideal and the real curves can be observed. This allows the coaches to quickly change the athletes’
workouts. To assess the numerical value of this mismatch, the measurement of the difference between
the respective functions is required.

It is worth noting that five indicators have a direct relationship with the target, while two indicators,
i.e., resting heart rate (5) and heart rate after the standard physical load (6), have the inverse relation
with it. By analyzing speed at the point of the CIL (Figure 3), it could be observed that the athlete RN
could consistently approach the target (ideal) indicators, although the AO progress was much slower.
The tested athletes could not maximally synchronize their efforts (with respect to the above indicator).
This can be accounted for by the specific character of their adaptation.

The evaluation of the athletes’ work capacity at the point of the CIL (Figure 4) allows the authors
to state that the dynamics of this indicator for the tested athletes was close to the target values, and
they achieved their planned peak performance before the beginning of the Olympic Games.

Evaluation of the dynamics of the criteria describing oxygen uptake at the point of the CIL
(Figure 5) showed the decreasing trend of VO2max during the testing period and its considerable
difference from the target value. This can be accounted for by the specific character of the athletes’
training aimed at increasing the load in the muscles’ area where glycolytic energy is generated. This
phenomenon requires further investigation.

When evaluating the variation in the criteria values of pulmonary ventilation at the point of the
CIL (Figure 6), a similar trend could be observed as that characteristic of the criteria describing oxygen
uptake at the point of the CIL. It can be assumed that the athletes’ aerobic capacity had a tendency
to decrease. This can be associated with the striving of athletes to increase their capacity of energy
generation in the training period.

Evaluation of the variation of criteria describing the resting heart rate (Figure 7) in a resting
position and the heart rate after the application of a standard physical load (Figure 8) showed that the
adaptation of the athletes’ circulatory system to training was different. Thus, it was unstable for RN,
while AO consistently approached the ideal values of indicators.

74



Mathematics 2020, 8, 66

The analysis of the variation in hemoglobin concentration of the athletes (Figure 9) has shown
that this indicator was difficult to control. In the training process, hemoglobin concentration varied
considerably. As a result, the target values could not be achieved before the main competitions.

In the ideal case, when the athlete’s training plan is fully realized, the curves r̃(t) and s̃(t) coincide.
In practice, this objective can only be achieved partially; therefore, it is necessary to quantify the
difference between the real and the ideal curves.

This difference is a measure of the athletes’ condition. The fact that the differences
∣∣∣̃r(t) − s̃(t)

∣∣∣
observed in various time intervals are of various importance is taken into account. The relative
importance of the time intervals was determined in the following way. The relative importance of the
period prior to measuring was equal to 1, while the importance of other periods was higher, ranging
from 2 to 10. The definitions of the time intervals, their relative importance, and the dates and lengths
of the intervals (in percent) are given in Table 6.

Table 6. Relative importance of the time intervals.

Date Definition of the Time Interval
Relative Importance

of the Interval
Interval

The Interval’s
Length, in Percent

2013 09 13 The transitional period after
the season 1 Till T1 -

2013 12 18 The first half of the training
period (without water) 3 [T1, T2] 9.1

2014 03 28 The second half of the training
period (with water) 4 [T2, T3] 9.5

2014 05 15 The period of non-core
competitions 5 [T3, T4] 4.6

2014 07 15 European Championship 6 [T4, T5] 5.8

2014 08 12 World Championship 7 [T5, T6] 2.7

2014 09 12 The transitional period after
the season 2 [T6, T7] 2.9

2014 12 18 The first half of the training
period (without water) 4 [T7, T8] 9.2

2015 03 28 The second half of the training
period (with water) 5 [T8, T9] 9.5

2015 05 13 The period of non-core
competitions 6 [T9, T10] 4.4

2015 07 15 European Championship 7 [T10, T11] 6.0

2015 08 12 World Championship 8 [T11, T12] 2.7

2015 09 29 The transitional period after
the season 4 [T12, T13] 4.6

2015 12 22 The first half of the training
period (without water) 6 [T13, T14] 7.9

2016 03 04 The second half of the training
period (with water) 7 [T14, T15] 6.9

2016 04 04 The period of non-core
competitions 8 [T15, T16] 2.9

2016 07 07 European
Championship/Olympic selection 9 [T16, T17] 8.9

2016 08 01 Olympic Games 10 [T17, T18] 2.4

Depending on the relative importance of the time intervals and their relative length,
the weights wk were assigned to the normalized time intervals [tk−1, tk]. In this case,
t0 = 0, tk = k

100 and k = 1, 2, . . . , 100. The weights of the time intervals are given in Table 7.
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Table 7. The weights of the time intervals.

w1 w2
w3 = . . . =

w9

w10 =
. . . = w18

w19 =
. . . = w23

w24 =
. . . = w29

w30 =
. . . = w32

w33

0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.06

w34 w35 w36 w37 w38
w39 =
. . . = w44

w45 =
. . . = w53

w54 =
. . . = w57

0.05 0.04 0.03 0.02 0.03 0.04 0.05 0.06

w58 = . . . = w63 w64 = . . . = w66 w67 w68 w69
w70 =
. . . = w71

w72
w73 =
. . . = w79

0.07 0.08 0.07 0.06 0.05 0.04 0.05 0.06

w80 = . . . = w86 w87 = . . . = w89
w90 =
. . . = w98

w99 =
. . . = w100

0.07 0.08 0.09 0.10

It should be emphasized that the fluctuations of the relative importance values in Table 6 were
smoothed out. For example, w66 = 0.08 and the intermediate values w67 = 0.07, w68 = 0.06,
w69 = 0.05 appeared before w70 = 0.04, since it was difficult to detect the exact moment of their
sudden decrease.

Thus, the difference between the functions r̃(t) and s̃(t) was measured as the weighted sum as
follows:

||̃r(t) − s̃(t)|| =
∑100

k = 1 wk
∣∣∣̃r(tk) − s̃(tk)

∣∣∣∑100
k = 1 wks̃(tk)

.

The values
∣∣∣∣∣∣̃r(t) − s̃(t)

∣∣∣∣∣∣ calculated for each indicator and both athletes are given in Table 8.

Table 8. The values
∣∣∣∣∣∣̃r(t) − s̃(t)

∣∣∣∣∣∣ for seven indicators and two athletes.

j l = 1 l = 2

1 0.066 0.053
2 0.011 0.015
3 0.085 0.084
4 0.046 0.024
5 0.067 0.049
6 0.019 0.062
7 0.058 0.039

The results provided in Table 8 are summarized as the weighted sums S(l), l = 1, 2, with the
respective criteria j = 1, 2, . . . , 7 weights: w̃1 = 0.3, w̃2 = 0.2, w̃3 = 0.15, w̃4 = w̃5 = w̃6 = 0.1,
w̃7 = 0.05 (see the data in Table 1). The weighted sums were as follows:

S(l) =
7∑

j = 1

w̃j||̃r(l, j)(t) − s̃(l, j)(t)||. (4)

Therefore, S(1) = 0.051, S(2) = 0.047. The values S(l) have an inverse relationship with the athletic
training. The higher these values, the lower the achievement of the goals by the athlete. Then, the
values of K(l) = 1− S(l), describing the results of the athletic training, were calculated as follows:

K(1) = 0.949, K(2) = 0.953.

The higher the value of the indicator K, the higher the level of the fulfillment of the athlete’s
training plan. It can be concluded that the results of the second athlete are better than the results
obtained by the first athlete. The indicator K is important for the implementation and improvement
(optimization) of the athlete’s training plan development.

76



Mathematics 2020, 8, 66

 

Figure 3. Approximation of functions r̃(t) and s̃(t) for two athletes according to speed (km/h) at the
point of the CIL.

Figure 4. Approximation of functions r̃(t) and s̃(t) for two athletes based on their work capacity (W) at
the point of the CIL.

Figure 5. Approximation of functions r̃(t) and s̃(t) for two athletes based on oxygen uptake (1/min,
mL/min/kg) at the point of the CIL.
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Figure 6. Approximation of functions r̃(t) and s̃(t) for two athletes based on pulmonary ventilation
(1/min) at the point of the CIL.

Figure 7. Approximation of the functions r̃(t) and s̃(t) for two athletes based on the resting heart rate
(b/min).

Figure 8. Approximation of the functions r̃(t) and s̃(t) for two athletes based on their heart rate (b/min)
after the standard physical load.
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Figure 9. Approximation of functions r̃(t) and s̃(t) for two athletes based on haemoglobin concentration
(g/L).

6. Discussion and Conclusions

The optimization and evaluation of athletic training has become an increasingly important problem
for sports scientists, coaches, and athletes [25]. The character of the identification factors of the elite
athlete’s condition and their integration into the processes of strategic planning, management, and
parameter estimation have not been thoroughly investigated, but they are obviously important. To
govern the process of elite athletes’ training, it is required to consider this process both as a whole and
in detail. Not all the aspects of the executed cycle can be in compliance. Therefore, the research should
not be performed in terms of the standardized compliance management. The OR methods allow us to
define the criteria and the limits of their permissible pursuit [14].

The papers considered do not offer a unique view of past research, and the integration they provide
is likely to be only fractional. Therefore, real research data are needed. Usually, the research data seem
to be more significant than dimensions. They present (1) the constructs and their relational properties
and (2) consistency in the measurement of phenomena. The combinations of these dimensions can yield
the following results: (1) theoretical plurality and empirical convergence, (2) the dominant paradigm,
(3) fragmentation, and (4) the convergent theory and empirical plurality. The integration will require
fostering both taxonomic and methodological commensurability among the different sub-fields and
contributing disciplines [26]. The method of parameter estimation of the dynamics of the factors
presents a viable research approach in this context [27]. It is particularly useful for the investigation
of the process cycle, e.g., its long-term effects and results [28]. Interactive data visualization is an
evolving approach, providing wide opportunities for managing and decision making in the case of
multidimensional decision problems and planning processes.

The proposed methodology of the athletic training visualization makes it easier to identify the
advantages and disadvantages of training and shows when (at what stages of training) physical loads
(or training methods and techniques) do not match the adaptive capacities of the tested athletes. It also
provides new opportunities for streamlining and optimizing the key factors influencing the process by
modifying its components. The authors believe that data visualization allows for achieving a better
way of informing athletes and coaches about the mistakes and the right choices in the considered
training period. According to Xu and Ding [29], visualization allows for identifying the deviations of
the indicator values. The automated alarm system, warning about critical deviations of the process
components, could help to optimize the process management and prevent hazardous incidents [30].

79



Mathematics 2020, 8, 66

To the author’s best knowledge, no cases of applying the methodology based on the goal function’s
approximation by a linear combination of polynomials and trigonometric functions can be found in
the scientific literature on sports management. Meanwhile, this methodology, in conjunction with the
least squares method, yields fairly accurate approximation results.

The described methodology (algorithm) has a number of advantages over other similar approaches.
The visualization of measurement and target approximation functions enables sports scientists and
coaches to perform the following functions:

• to supervise the athletes’ training process,
• to identify undesirable tendencies,
• to correct them immediately (if necessary).

The proposed Formula (4) for measuring the differences between the indicators and the current
and target functions enables the researchers to identify the athlete’s condition, as well as showing
his/her potential and providing more accurate predictions of sports results.

New opportunities are provided by the proposed method, which:

• Facilitate the understanding and achievement of the goal;
• Make processes clearer to the general public;
• Allow for effective management of the processes.

The provided high-quality, effective alternative solutions to the problem of achieving the final
goals of the considered management process give a deeper insight into the effectiveness of a solution,
which can support a decision-making process. The principles of the model of the parameter estimation
provide visualization capabilities, allowing for evaluating the possibilities to reach the goal, which is
the effective management process. This method also allows for predicting the future achievements
of athletes.

The proposed model for evaluating the planning of athletic training is used in other sports and
can be applied not only to sports practice, but also to the implementation of many various strategies.
Moreover, based on the proposed visualization method, an application could be created that would
make this method a more widely used technique.

Author Contributions: Conceptualization, S.D.; Data curation, A.K., S.D. and N.K.; Formal analysis, R.D.;
Methodology, A.K.; Supervision, S.D.; Visualization, A.K.; Writing—original draft, N.K., R.D.; Writing—review &
editing, N.K. and S.D. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external fundingNo external funding.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Issurin, V.B. Evidence-based prerequisites and precursors of athletic talent: A review. Sports Med. 2017, 47,
1993–2010. [CrossRef] [PubMed]

2. Jurimae, J. Methods for monitoring training status and their effects on performance in rowing. Int. SportMed
J. 2008, 9, 11–21.

3. Latyshev, M.; Latyshev, S.; Kvasnytsya, O.; Knyazev, A. Performance analysis of freestyle wrestling
competitions of the last Olympic cycle. J. Phys. Educ. Sport 2017, 17, 590–594.

4. Guellich, A.; Seiler, S.; Emrich, E. Training methods and intensity distribution of young world-class rowers.
Int. J. Sports Physiol. 2009, 4, 448–460.

5. Bompa, T.O.; Haff, G. Periodization: Theory and Methodology of Training, 6th ed.; Human Kinetics: Champaign,
IL, USA, 2018.

6. Zatsiorsky, V.M.; Kraemer, W.J. Science and Practice of Strength Training; Human Kinetics: Champaign, IL,
USA, 2006.

7. Halson, S.L. Monitoring training load to understand fatigue in athletes. Sports Med. 2014, 44, 139–147.
[CrossRef]

80



Mathematics 2020, 8, 66

8. Polak, E.; Kulasa, J.; Vencesbrito, A.; Castro, M.; Fernandes, O. Motion analysis systems as optimization
training tools in combat sports and martial arts. Rev. Artes Marciales Asiáticas 2015, 10, 105–123. [CrossRef]

9. Fister, I.; Rauter, S.; Yang, X.-S.; Ljubic, K. Planning the sports training sessions with the bat algorithm.
Neurocomputing 2015, 149, 993–1002. [CrossRef]
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18. Laengle, S.; Merigó, M.M.; Miranda, J.; Słowiński, R.; Bomze, I.; Borgonovo, E.; Dyson, R.G.; Oliveira, J.F.;

Teunter, R. Forty years of the European Journal of Operational Research: A bibliometric overview. Eur. J.
Oper. Res. 2017, 262, 803–816. [CrossRef]

19. Moritz, D.; Fisher, D.; Ding, B.; Wang, C. Trust, but verify optimistic visualizations of approximate queries
for exploring big data. In Proceedings of the 2017 CHI Conference on Human Factors in Computing Systems,
CHI’17, Denver, CO, USA, 6–11 May 2017; pp. 2904–2915.
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Abstract: In this paper, we study the interactions between microglia and neural stem cells and the
impact of these interactions on the brain cells during a stroke. Microglia cells, neural stem cells, the
damage on brain cells from the stroke and the impacts these interactions have on living brain cells
are considered in the design of mathematical models. The models consist of ordinary differential
equations describing the effects of microglia on brain cells and the interactions between microglia and
neural stem cells in the case of a stroke. Variables considered include: resident microglia, classically
activated microglia, alternatively activated microglia, neural stem cells, tissue damage on cells in
the brain, and the impacts these interactions have on living brain cells. The first model describes
what happens in the brain at the stroke onset during the first three days without the generation of
any neural stem cells. The second model studies the dynamic effect of microglia and neural stem
cells on the brain cells following the generation of neural stem cells and potential recovery after this
stage. We look at the stability and the instability of the models which are both studied analytically.
The results show that the immune cells can help the brain by cleaning dead cells and stimulating
the generation of neural stem cells; however, excessive activation may cause damage and affect the
injured region. Microglia have beneficial and harmful functions after ischemic stroke. The microglia
stimulate neural stem cells to generate new cells that substitute dead cells during the recovery stage
but sometimes the endogenous neural stem cells are highly sensitive to inflammatory in the brain.

Keywords: chemokines; cytokines; eigenvalue stability analysis; neurogenesis; numerical solution;
system of ordinary differential equations

1. Introduction

Strokes are diseases that affect the brain, which may cause death and disabilities in mammals [1–3].
When ischemic stroke occurs, the cells surrounding the ischemic area start to die once the outflow
of blood declines below 10% of the normal blood influx [1,2]. Cells can die through necrosis or
apoptosis [1,4]. Necrosis occurs very quickly after stroke onset; the necrotic cells lead to pollution
of the local environment in the brain and damage the surrounding cells through laceration and the
release of intracellular contents into the brain [1,4]. On the other hand, apoptosis occurs several hours
or days after the stroke onset, where apoptosis occurs in the penumbra and is typically not detrimental
to the neighboring cells [1,4]. Due to this, resident microglia are activated by the dead cells causing
damage to the surrounding area, which also contributes to an increase of dead brain cells [1,5,6].

Microglia are the assigned immune cells aimed at protecting brain cells from any damage [1,2,7].
Microglia reside within the normal brain as a ubiquitously distributed quiescent cell population
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which respond to changes within the system’s micro-environment, in order to interact swiftly with
diseases [1,8,9]. When microglia are activated their functions change, with increased capacity for
phagocytosis and production of cytokines and chemokines [1]. The small secreted proteins, cytokines,
which are released by the cells produce a specific effect, especially on inter-cellular interactions and
communications [1,5,6]. When cells go through the process of phagocytosis, they are able to identify
and consume large particles like pathogens, apoptotic cells, and cellular debris [10].

In living systems, free radicals and oxidants have double functions as both toxic and beneficial
complex since they can be either harmful or beneficial to the body [11–13]. The activation of microglia
has both beneficial and deleterious effects. The positive effects manifest through the prevention of
damage extension by phagocytosis and the production of trophic molecules and anti-inflammatory
cytokines, which can be conducive to tissue repair as well as neuroprotection. The harmful effects,
which are toxic to tissues, occur primarily through the production of free radicals [12,13]. This reaction
is important in removing damaged cells from the brain tissue; however, it can also increase the
harm to brain cells by producing free radicals that are toxic to healthy cells [2,14,15]. There has
been an increasing amount of evidence suggesting that ischemic inflammation may be vital to the
issue of pathogens, as ischemic stroke results not only in damage and neuronal loss but also in
sustained neuroinflammation after stroke [3,16,17]. Microglial cells have been shown to take part in
the neural analysis associated with adult brain function responsible for the harm occurring in the
brain when a stroke occurs [3]. After an ischemic stroke, a dynamic microglial polarization occurs
within the harm region [18]. The microglia composition M1 unleashes proinflammatory cytokines
and oxidative mediators that prejudice living neurons, whereas the microglia composition M2 tends
to unleash neurotrophic factors, in order to stop neuronal death and promote brain repair [17,18].
The anti-inflammatory phenotype composition M2 is capable of manufacturing anti-inflammatory
cytokines, which are conducive to inhibiting inflammation and tissue restoration [17–19]. This shows
that microglia play both positive and negative roles in stroke [20,21].

In adult brains, neural stem cells (which are active throughout life) are capable of generating
different cells [22,23]. Neurogenesis continues for the duration of life in the subventricular zone in
all mammalian types, generating new neural stem cells during the recovery stage after ischemic
stroke [24–27]. Neural stem cells appear to have many important roles, such as self-renewal
and multipotency, replacement of the dead cells, and inhibition of inflammation [22,28–30].
However, endogenous neural stem cells may not be able to generate enough cells to repair the
neurological damage caused by a major disease such as stroke [31]. Furthermore, the pathologic
environment created after an ischemic stroke poses numerous hurdles for new neurons, which make
the utilization of endogenous repair mechanisms more difficult; in particular, in directing the migration
and differentiation of endogenous neural stem cells needed to repair the tissue [3,31].

Numerous mathematical models have been proposed for the dynamics of brain diseases,
the functions of immune cells in terms of inflammation, and neural stem cell generation. Several models
of inflammatory processes have been proposed. For example, the dynamics of inflammation from
a stroke were modeled by Di Russo et al. [1] where they studied the dynamics of the densities
of cells dead by necrosis and apoptosis, activated and inactivated resident microglia and the
proportion of neutrophils and macrophages in the tissue. Mathematical models of inflammation
proposed by the authors; Reynolds et al. [32] and Kumar et al. [33] ; for blood cells inflammation.
Alharbi and Rambely [34] discussed a mathematical model of the ability of the immune system to
inhibit and eliminate abnormal cells, as well as the role of dietary habits in boosting the immune
system. Mathematical models for brain diseases have also been proposed by several authors [1,35].
For example, Hao and Friedman [35] described a model for Alzheimer’s disease which utilized the
microglia. Also, mathematical models have been proposed for compartmental adult neurogenesis.
Nakata et al. [36] studied models of a hierarchical cell building system controlled by the mature
cells. Ziebell et al. [37] introduced a mathematical model that represents different states of the adult
hippocampus and the changing dynamics in stem cells during that time. Cacao and Cucinotta [38]
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developed a mathematical model of radiation-induced changes to neurogenesis, while a different study
by Huang and Zhang [39] discussed the knowledge of strategies and mechanisms for neural stem
cell-based therapies on brain hypoxic-ischemic injury. These studies were all focused on brain diseases
and the roles of the immune system in several diseases in the blood or brain. Furthermore, some of the
studies focused on the behavior of neural stem cell generation in the subventricular zone. As a starting
point, we considered the model which has been recently proposed by Leah et al. [40]. We modified
our models based on the model presented by Leah et al. [40], which was derived by studying the
behaviors of several types of cells, microglia, brain cells, and the impact of microglial pro-inflammatory
factors in living brain cells. In their model, they studied methods to represent interactions between
proinflammatory and anti-inflammatory cytokines, types of microglia, and central nervous system
(CNS) tissue damage, using clinical data [40].

In our model, we incorporated variables for several cytokines. Furthermore, we introduced the
effect of the proinflammation by microglia on brain cells and focused on the brain during the time of
stroke. However, we did not consider many types of cytokines. We studied the cytokines as parameters
and their influence on the brain. Furthermore, we developed a second model to study the dynamics
and stability of the interaction between the damage from microglia and the endogenous neural stem
cells in the brain in the recovery stage, in order to study the ability of neural stem cells to heal the
brain after stroke. The purposes of this work are to describe the biological interaction between the
inflammatory cytokines from microglia and living brain cells in stroke; to study the damage on brain
cells during the early stage of stroke over a 72-h duration; to study the interactions between microglia
and neural stem cells and the influence of proinflammatory and anti-inflammatory cytokines on brain
cells; to analyze the dynamic effect of microglia by stimulating the generation and the proliferation
of neural stem cells during the recovery phase after the stroke; and to draw conclusions about the
dynamics of neural stem cells to improve the brain after a stroke within a mathematical framework.
Our final aim is to understand the positive and negative aspects of this biological process, which could
be helpful for the development of therapeutic methods using endogenous neural stem cells in ischemic
stroke, by studying the stability of the models.

In Section 2, we present a model—called stroke-microglia-damage (SMD)—of the effect of
microglia on the brain during stroke onset, and another model—called stroke-microglia-neural stem
cells-recovery (SMNR)—of the interaction between the microglia and neural stem cells and their
impact on the brain during a stroke, including analysis of the equilibrium points of the models and
their stability states. Numerical experiments of the modified models are detailed in Section 3. Finally,
Section 4 presents the conclusions of the study.

2. Mathematical Models

We modified mathematical models of biological processes to investigate the impact of microglia
and neural stem cells on the brain by increasing damage or assisting it in the recovery stage in two
steps, illustrated by systems of ordinary differential equations. We developed the SMD model based on
a model presented by Leah et al. [40], who proposed a mathematical model for neuroinflammation in
traumatic brain injury using mathematical modeling with clinical data. The system of ordinary
differential equations they derived described the dynamics of biological processes for multiple
interactions post-injury. The first model, called the SMD model, that we shall develop describes
the roles of microglia in the first 72 h after stroke onset without any generation of neural stem cells,
while the second model, called the SMNR model, describes the state from the third day when neural
stem cells start to generate. The resting microglia are the immune cells, M0, which reside in the
brain, and will be activated when a stroke occurs to a classic proinflammatory M1 or an alternative
anti-inflammatory M2 state, where the resting microglia polarizes into two activation states, M1 or M2,
in reaction to the dead cells from ischemia [18,19]. The cytokines signal for the activation of resting
microglia into two phenotypes, proinflammation M1, and anti-inflammation M2, microglia denoted
by R1 and R2, respectively. When microglia cells are activated in stroke, they become either M1 or M2
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phenotypes. At the start of the stroke, the microglia are biased towards the M1 phenotype rather than
M2 phenotype, since R1 > R2. We assume that in stroke onset with this bias towards M1, the transition
rate from M1 into M2 phenotype is very small, approximately equal to zero in the first 60 h after
stroke onset [1], and the rate of anti-inflammation cytokines, R2, is at a smaller rate than the rate of
proinflammation cytokines, R1, in the SMD model. We take R1 < R2 when the rate of proinflammation
cytokines, R1, is at a lower rate than the rate of anti-inflammation cytokines, R2 in the recovery stage
in the SMNR model. Neural stem cells in the subventricular zone from the adult mammalian brain
give rise to neuroblasts, which migrate to the injury region and generate new cells [22,28,41]. Microglia
have a positive and negative impact on generating neural stem cells [42]. M1 can impair neural stem
cells [18], while M2 shows the ability to stimulate the generation and the proliferation of neural stem
cells Nsc Ref. [19]. We focus our model on the mature neural stem cells only in the SMNR because no
generation of neural stem cells occurs in this stage of stroke onset.

2.1. Modelling of the Effect of Microglia on the Brain in a Stroke Onset (SMD)

In this study, we modified the dynamic system of the SMD model based on the model presented
in [40], which illustrates the behavior of the impact of activated microglia on brain cells in the 72 h
following a stroke. We consider a non-linear system of ordinary differential equations, which describes
the effects of microglia M0(t), M1(t), M2(t), and the damage from microglia, D(t), on brain cells, C(t),
in the 72 h after stroke onset as follows:

dM0

dt
= α − [

R1 + R2 + μ
]
M0(t).

This equation demonstrates that the microglia are activated after an ischemic stroke and are
polarized either towards a classic state, M1, by proinflammatory cytokines, leading to an adaptive
immune response and causing additional neuronal damage; or towards an alternative state, M2, which
is the anti-inflammatory phenotype induced by anti-inflammatory cytokines, which is thought to
inhibit inflammation and enhance tissue repair [18,19,40]. Although we do not specify the types of
cytokines in our models, we focus on the influences of the cytokines which gather in the region of
damage; which are determined to either increase M1 polarization or to change the microglia into the
M2 state. For mathematical modeling purposes, we assume that resting microglia M0 are generated
at a constant rate (α) and die at a constant rate (μ). The function of the activated microglia is to clean
up dead cells produced by ischemia and cytokines caused by dead cells [43]. Microglia are activated
by the cytokines caused by dead cells: the M1 phenotype is induced by proinflammation cytokine
signals R1 and the M2 phenotype is induced by anti-inflammation cytokine signals R2 [5,17,43].
Furthermore, a shift from M1 to M2 may be induced by R3 signaling [5], where R3 is the result of a
transition from proinflammatory to anti-inflammatory cytokines. This transition only appears in the
SMNR model, occurring 60 h after the stroke onset [1]. The following differential equations illustrate
the behavior of the activated microglia M1 and M2:

dM1

dt
= R1M0(t)−

[
δD(t) + γ1

]
M1(t),

dM2

dt
= R2M0(t)− γ2M2(t),

where R1 represents the rate of M1 activation, R2 is the rate of M2 activation, δ is the rate of damage by
M1 activation, γ1 is the death rate of M1, and γ2 is the death rate of M2. The M1 phenotype is essential
for cell recovery, due to their protection mechanisms against the damage which recruits immune cells
to the region of injury. The M2 phenotype microglia also play a role in reducing damage, by clearing the
brain of dead cells and assisting in neurogenesis, as well as inhibiting inflammation. On the other hand,
the microglia can also play a negative role, through secretion of damaging proinflammatory cytokines
which increase inflammation in the area of healthy cells [5,17]. We consider the damage D caused
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by the activated microglia to represent secondary damage in the case of stroke [2,14]. The following
differential equation describes this damage:

dD
dt

= D(t)
[
M1(t)(δ − r1)− β1C(t)− r2M2(t)

]
,

where β1 denotes the rate of effect of damage on brain cells, r1 denotes the rate of damage clearance
by M1, and r2 denotes the rate of damage clearance by M2. In our model, we use the impact of the
damage by microglia on the living brain cells, C. The following ordinary differential equation describes
this effect on brain cells:

dC
dt

= C(t)
[
β1D(t)− β0

]
,

where β0 is the rate of cells dying from ischemic stroke.
Thus, the SMD model is expressed as follows:

dM0

dt
= α − [

R1 + R2 + μ
]
M0(t), (1)

dM1

dt
= R1M0(t)−

[
δD(t) + γ1

]
M1(t), (2)

dM2

dt
= R2M0(t)− γ2M2(t), (3)

dD
dt

= D(t)
[
M1(t)(δ − r1)− β1C(t)− r2M2(t)

]
, (4)

dC
dt

= C(t)
[
β1D(t)− β0

]
, (5)

with initial values M0(0) = 1 [1], M1(0) = 0.1514 [1], M2(0) = 0.02 [35], D(0) = 0.4 [1],
and C(0) = 0.28 [35]. Furthermore, we assumed that, in steady state, M1 > M2 for 72 h and that
neural stem cells are not generated.

2.1.1. Equilibrium Points for the SMD Model

In this section, we calculate the equilibrium points of the system and determine the parameters
for the existence of different types of biological states. We now determine the steady-state solutions
as follows:

dM0

dt
=

dM1

dt
=

dM2

dt
=

dD
dt

=
dC
dt

= 0.

Equilibrium points are stable if they remain constant over time or continually balance change in
one direction by that in another. We classify three steady states as follows:

Definition 1 (State of the activation of microglia). We define the microglia that reside in a healthy brain as
the absence of a high activation for these cells in the brain when any damage occurs in the region. The steady-state
of the form M0; M1; M2 > 0 and D, C = 0 indicates that the function of immune cells is normal and the
microglia do not cause any damage in the brain.

Definition 2 (State of the beginning of damage from activated microglia M1 ). We define the beginning of
the damage by the increased rate of proinflammation cytokines where the existence of high activation of microglia
will cause damage to the living brain cells. The steady-state of the form M0; M1; M2; D > 0, C = 0 indicates
the beginning activation of proinflammation from M1 microglia.
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Definition 3 (State of the damage from activated microglia in brain cells). We define the impact of the
damage caused by microglia on the living brain cells. The steady state of the form M0; M1; M2; D; C > 0
indicates damage of the living brain cells by active microglia.

Populations of microglia cells (M0,M1,M2), the damage on the tissue by proinflammation, D and
the impact of this damage on the living brain cells in the CNS, C are positive or equal to zero for all
equations. Thus, we obtain the equilibrium points by solving system (1)–(5) to determine the positive
equilibrium points if and only if M0, M1, M2, D and C exemplify the positive solutions.

Proposition 1 (Nonnegative Equilibrium for the SMD model). We assume the equilibrium points for
SMD system, M0; M1; M2; D; C > 0 satisfy the following conditions:

• δ > r1

• R1γ2(−r1 + δ) > r2R2γ1

• αR1β1γ2(−r1 + δ) > r2R2(β1γ1 + β0δ).

Then and only then can there exist nonnegative real steady states.

Proof. The proof can be clearly found from Definition 1, 2 and 3.

Hence, the equilibrium point is given as follows:
The equilibrium point for the activation of microglia, Er

Corollary 1. The equilibrium point Er = (M0, M1, M2, 0, 0) exists in �5
+ if and only if M0, M1, M2 are the

nonnegative roots and D = 0, C = 0. This point is given by

Er = (M0, M1, M2, 0, 0) =
(

α

x
,

αR1

γ1x
,

R2α

γ2x
, 0, 0

)
. (6)

where,

x = R1 + R2 + μ.

Thus, in the normal state in mammalian brains, we obtain a normal situation when there is no
activation of microglia on the brain where D, C = 0 given that there is no damage on the brain cells,
where the equilibrium point Er indicated the activation of microglia steady state.

The equilibrium point for high activation of microglia, Ep

Corollary 2. The equilibrium point Ep exists in �5
+ if and only if,M0, M1, M2 and D are the nonnegative

roots and C = 0. Then, the equilibrium point of proinflammation microglia through 72 h after stroke is given
as follows:

Ep =

(
α

x
,

r2R2α

γ2(−r1 + δ)x
,

R2α

γ2x
,
−r2R2γ1 + R1γ2(−r1 + δ)

r2R2δ
, 0
)

.

(7)

The model has an equilibrium point for the activation of microglia. During this stage, M1 has
a significant impact. The equilibrium point Ep describes the activation by cytokines which obtains
higher proinflammation from R1 than the rate of the second kind of cytokines R2 if and only if the
rate of damage on the living brain cells by M1 is more than r1, which is the clearance damage by the
immune cells microglia M1.

The equilibrium points for the impact of proinflammation microglia M1 on brain cells, Ed
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Corollary 3. The equilibrium point Ed exists in �5
+ if and only if M0, M1, M2, D and C are the nonnegative

roots. Then, the equilibrium point Ed has an impact on the damage to the living brain cells through 72 h after
stroke onset given as follows:

Ed =

(
α

x
,

R1β1α

κx
,

R2α

γ2x
,

β0

β1
,
(R1β1γ2(−r1 + δ)− r2R2κ)α

β1γ2κx

)
, (8)

where,

κ = (β1γ1 + β0δ).

2.1.2. Stability of Equilibrium Points

We now study the stability of equilibrium points for the effect of microglia on brain cells for 72 h
without neural stem cells by using definitions 1–3. For the eigenvalues associated without neural stem
cell equilibrium in stroke onset, the (5 × 5) Jacobian matrix of the system (1)–(5) is given by

J1 =

⎡
⎢⎢⎢⎢⎢⎣

−x 0 0 0 0
R1 −γ1 − Dδ 0 −M1δ 0
R2 0 −γ2 0 0
0 D(−r1 + δ) −Dr2 −M2r2 − cβ1 + M1(−r1 + δ) −Dβ1

0 0 0 cβ1 Dβ1 − β0

⎤
⎥⎥⎥⎥⎥⎦ .

1. Stability analysis of equilibrium point, Er :

Theorem 1. Suppose that the function f : Γ → �5
+ where Γ is a domain in �5

+, and suppose that
Er = (M0, M1, M2, 0, 0) ∈ Γ is an equilibrium point at which at least one eigenvalue of the Jacobian
matrix has a positive real part. Then, Er is an unstable equilibrium point of f .

Proof. The Jacobian J1 at equilibrium point Er is calculated as follows:

J[Er] =

⎡
⎢⎢⎢⎢⎢⎣

−x 0 0 0 0
R1 −γ1 0 a24 0
R2 0 −γ2 0 0
0 0 0 a44 0
0 0 0 0 −β0

⎤
⎥⎥⎥⎥⎥⎦ ,

where,

a24 =
−R1αδ

γ1x
, a44 =

−r2R2α

γ2x
+

R1α(−r1 + δ)

γ1x
.

The characteristic equation for the Jacobian J[Er] is given by

(β0 + λ)(γ2 + λ)(γ1 + λ)(x + λ)(λ + y) = 0. (9)

We assume that x = R1 + R2 + μ, y = r2R2α
γ2x + R1α(r1−δ)

γ1x .

Then, the eigenvalues of Jacobian matrix J[Er] are given by:

λ1 = −x < 0, λ2 = −β0 < 0,

λ3 = −γ1 < 0, λ4 = −γ2 < 0, λ5 = −y =
α(−r2R2γ1 + R1γ2(−r1 + δ))

(γ1γ2x)
> 0.
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The eigenvalues λ1, . . . ,λ4 are negative, but λ5 is positive. Therefore, Er is an unstable equilibrium
point.

2. Stability Analysis of Equilibrium point, Ep:

Theorem 2. Suppose that the function f : Γ → �5
+ where Γ is a domain in �5

+, and suppose that
Ep = (M0, M1, M2, D, 0) ∈ Γ is an equilibrium point at which at least one eigenvalue of the Jacobian
matrix has a positive real part and D > 0, C = 0. Then, Ep is an unstable equilibrium point of f .

Proof. The Jacobian J1, at Ep calculated as:

J[Ep] =

⎡
⎢⎢⎢⎢⎢⎣

−x 0 0 0 0
R1 b22 0 b24 0
R2 0 −γ2 0 0
0 b42 b43 b44 b45

0 0 0 0 b55

⎤
⎥⎥⎥⎥⎥⎦ ,

where,

b22 = −γ1 − (−r2R2γ1 + R1γ2(−r1 + δ))

r2R2
< 0, b24 =

r2R2αδ

γ2(r1 − δ)x
< 0,

b42 =
(−r1 + δ)(−r2R2γ1 + R1γ2(−r1 + δ))

r2R2δ
> 0, b43 =

−(−r2R2γ1 + R1γ2(−r1 + δ))

R2δ
,

b44 =
−r2R2α

γ2x
− r2R2α(−r1 + δ)

γ2(r1 − δ)x
< 0, b45 = − β1(−r2R2γ1 + R1γ2(−r1 + δ))

r2R2δ
,

b55 =
R1β1γ2(−r1 + δ)− r2R2(β1γ1 + β0δ)

r2R2δ
> 0.

From the Jacobian J[Ep], the characteristic equation is given by

(γ2 + λ)(b55 − λ)(x + λ)(q2λ2 + q1λ1 + q0) = 0,

where,

q2 = r2R2γ2(r1 − δ)x, q1 = −R1γ2
2(r1 − δ)2x,

q0 = −r2R2α(r2R2γ1 + R1γ2(r1 − δ))(r1 − δ),

x = R1 + R2 + μ.

By Proposition 1 one of the eigenvalues is positive. So, J(Ep) has one at least positive root, which
indicates that the equilibrium point Ep is unstable [44].

3. Stability analysis of equilibrium point, Ed:

Theorem 3. Suppose that the function f : Γ → �5
+ where Γ is a domain in �5

+, and suppose that
Ed = (M0, M1, M2, D, C) ∈ Γ is an equilibrium point where all the eigenvalues of the Jacobian matrix
have negative real parts at the equilibrium point Ed and D > 0, C > 0. Then, Ed is a stable equilibrium
point of f .
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Proof. The Jacobian J1 at Ed is calculated as follows:

J[Ed] =

⎡
⎢⎢⎢⎢⎢⎣

−x 0 0 0 0
R1 c22 0 c24 0
R2 0 −γ2 0 0
0 c42 c43 c44 −β0

0 0 0 c54 0

⎤
⎥⎥⎥⎥⎥⎦ ,

where,

c22 = −γ1 − β0δ

β1
< 0, c24 = − R1αβ1δ

(β1γ1 + β0δ)x
< 0,

c42 =
β0(−r1 + δ)

β1
> 0, c43 = − r2β0

β1
< 0,

c44 = − r2R2α

γ2x
+

R1αβ1(−r1 + δ))

(β1γ1 + β0δ)x

+
α(R1β1γ2(r1 − δ) + r2R2(β1γ1 + β0δ))

γ2(β1γ1 + β0δ)x
> 0, c45 = −β0 < 0

c54 = −α(R1β1γ2(r1 − δ) + r2R2(β1γ1 + β0δ))

γ2(β1γ1 + β0δ)x
> 0.

The characteristic equation is given by

(γ2 + λ)(x + λ)(N3λ3 + N2λ2 + N1λ + N0) = 0. (10)

Thus, we can find the first two eigenvalues directly:

λ1 = −γ2, λ2 = −x.

Here, we can apply the Routh–Hurwitz Criterion if and only if [45]:

• N2 > 0,
• N0 > 0,
• N2N1 > N0N3.

where

N0 = αβ1β0(β1γ1 + β0δ)(R1β1γ2(−r1 + δ)− r2R2(β1γ1 + β0δ)) > 0,

N1 = αβ2
1β0(R1γ2(−r1 + δ)(β1 + δ)− r2R2(β1γ1 + β0δ)) > 0,

N2 = β1γ2(β1γ1 + β0δ)2x > 0, N3 = β2
1γ2(β1γ1 + β0δ)x > 0.

Since from Proposition 1,

N2N1 − N0N3 = R1αβ3
1β0γ2

2δ(−r1 + δ)(β1γ1 + β0δ)2x > 0.

Then, N2, N0 > 0 and N2N1 − N0N3 > 0,
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Now, we apply the Routh–Hurwitz theorem for N3λ3 + N2λ2 + N1λ + N0 = 0, giving
∣∣∣∣∣∣∣∣∣

λ3 N3 N1

λ2 N2 N0

λ1 N∗ 0
λ0 N0 0

∣∣∣∣∣∣∣∣∣
,

where,

N∗ = N2N1 − N3N0

N2
,

thus,

N∗ = R1αβ2
1β0γ2δ(−r1 + δ) > 0.

Since all the coefficients in the first column have positive signs; the Equation (10) has no roots
with positive real parts and two of the eigenvalues are negative; thus, the equilibrium point Ed is
stable. Activated microglia are capable of cleaning dead cells; however, they produce free radicals
from brain cells, which increases the damage in brain cells during a stroke. This lead to further
death of brain cells [17,32].

Remark 1. The effect of microglia on brain cells in a stroke (which includes activated microglia at stroke onset)
on the dynamic system of SMD model can be deduced, as follows:

• As a result of Theorem 1 and Definition 1, the damage, D, can invade the SMD system if λ5 > 0.
• As a result of Theorem 2 and Definition 2, this means that the damage, D > 0, invades C.
• As a result of Theorem 3 and Definition 3, this means that the damage, D > 0, causes the death of C.
• The SMD model is stable when the brain cells are affected by the proinflammatory cytokines of microglia;

however, when the rate of production of proinflammatory cytokines leads to an increase in damage,
the possibility of death of the brain cells is introduced.

2.2. Modeling the Interaction between Microglia and Neural Stem Cells and Impact on the Brain in
Stroke (SMNR)

We formulate the following a non-linear system of ordinary differential equations to describe
the interaction between microglial cells and neural stem cells and to investigate the damage to brain
cells in the recovery stage after a stroke. This system uses the same equations as the SMD model,
but also includes the transition from M1 to M2 and the behavior of neural stem cells NSC. The system
is as follows:

dM0

dt
= α − [

R1 + R2 + μ
]
M0(t) (11)

dM1

dt
= R1M0(t)−

[
R3 + δD(t) + k1NSC(t) + γ1

]
M1(t) (12)

dM2

dt
= R2M0(t) + R3M1(t)−

[
k2NSC(t) + γ2

]
M2(t) (13)

dNSC
dt

= NSC(t)
[
k2M2(t) + k1M1(t)− β2C(t)− σ

]
(14)

dD
dt

= D(t)
[
δM1(t)− β1C(t)− r1M1(t)− r2M2(t)

]
(15)

dC
dt

= C(t)
[
β1D(t) + β2NSC(t)− β0

]
, (16)
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with initial values M0[0] = 1 [1] , M1[0] = 0.02 [35], M2[0] = 0.1514 [1], NSC[0] = 0.85 [38], D[0] = 0.4
Ref. [1], and C[0] = 0.28 [35].

The parameters are real and positive, where R3 denotes the rate of transition from M1 to M2,
k1 is the rate of interaction between neural stem cells and M1 microglia, k2 is the rate of interaction
between neural stem cells and M2 microglia, β2 is the rate of the effect of neural stem cells on brain
cells, and σ is the death rate of neural stem cells. The other parameters are the same as in the SMD
model. In the SMNR model, M1 < M2 occurs during the recovery stage, where neural stem cells also
start to generate and help the brain. Therefore, microglial activation is important for directing the
replacement of damaged or lost cells in the brain.

2.2.1. Equilibrium Points

In this section, we calculate the equilibrium points of the system (11)–(16) and determine the
parameter conditions for the existence of the different types of biological states. We find the steady-state
solutions as follows:

dM0

dt
=

dM1

dt
=

dM2

dt
=

dNSC
dt

=
dD
dt

=
dC
dt

= 0.

We classify three states of steady states:

Definition 4 (The transformation state). We define the transition cytokines from proinflammation microglia
to anti-inflammation (M1 to M2). The steady state of the form M0; M1; M2 > 0 and NSC, D, C = 0 indicates
the beginning of recovery stage.

Definition 5 (The interaction between microglia and neural stem cells state). We define the interaction
between microglia and neural stem cells microglia in which the proinflammation phenotype (M1) affects
negatively on neural stem cells generation and the anti-inflammation phenotype (M2) stimulates its generation.
The steady state of the form M0; M1; M2; NSC > 0 and C, D = 0 , indicates the interaction between brain cells
in the recovery stage.

Definition 6 (The impact of neural stem cells on brain cells state). We define the impact of generating
neural stem cells on brain cells, the steady state of the form M0; M1; M2; NSC; C > 0 and D = 0 indicates the
generation of neural stem cells on brain cells.

Populations of microglia cells (M0, M1, M2), D, NSC and C are positive or equal to zero. Thus,
we obtain the equilibrium points by solving the system (11)–(16) to determine the positive equilibrium
points if and only if, M0,M1, M2, D, C exemplify the positive solution. Subpopulation of microglia
cells M0, M1, M2, NSC, D and C are positive for all t > 0.

Proposition 2 (Nonnegative equilibriums for the SMNR model). We assume the equilibrium points for
the system SMNR is nonnegative for the following conditions given by:

• δ > r1

• αβ2 > β0σ

• R2αβ2 > β0σ(R2 + μ)

• k1αβ2 > k1β0σ + β2γ1σ

• (k1β0(R2 + μ)σ + β2(R3 + γ1)xσ < k1R1(αβ2 − β0σ)

• k2γ1 < k1γ2

• k1k2α + k2R3σ + k2γ1σ > k1γ2σ

• k1k2(R1 + R2)α + k2(R3 + γ1)xσ < k1γ2xσ + ν

• k1k2(R1 + R2)α + k2R3xσ + k1γ2xσ > k2γ1xσ + ν

• k1k2(R1 + R2)α + ν > k1γ2xσ + k2(R3 + γ1)xσ.
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Then and only then there exist non-negative real steady states.

Proof. The proof is clearly found from the steady states imposing (M0; M1; M2; NSC; D; C) > 0.
Thus the models (11)–(16) obtain three points of equilibrium in the recovery stage by using
MATHEMATICA.

The first equilibrium point: the transformation state of microglia from proinflammation to

anti-inflammation, Et

Corollary 4. The equilibrium point Et has transformation microglia from proinflammation to anti-inflammation
point recovery state from stroke given as follows:

The equilibrium point Et = (M0, M1, M2, NSC, D, C) exists in �6
+, in the beginning of activation of

microglia that inhibits and transfers part of M1 phenomena to the second M2 phenomena. Then, C = 0, D = 0,
NSC = 0. This point Et is given by

Et =

(
α

x
,

(R1α)

(R3 + γ1)x
,

α(R1R3 + R2(R3 + γ1))

(R3 + γ1)γ2x
, 0, 0, 0

)
, (17)

where

x = R1 + R2 + μ.

The second equilibrium point: the interaction between microglia and neural stem cells on

brain cells, EI

Corollary 5. The equilibrium point EI = (M0, M1, M2, NSC, D, C) exists in �6
+. At the beginning of the

neural stem cells generation, the damage decreases in this state. Then, C = 0, D = 0. This point is given by

EI =

(
α

x
,

1
2k1(−k2γ1 + k1γ2)x

[(R1 + R2)(−k1k2α − k2R3σ − k2γ1σ + k1γ2σ)

−μσ[k2(R3 + γ1)− k1γ2] + υ],
1

2k2(−k2γ1 + k1γ2)x
[(R1 + R2)(k1k2α

+k2R3σ − k2γ1σ + k1γ2σ) + μσ(k2(R3 − γ1) + k1γ2)]− υ

,
1

2k1k2xσ
[(R1 + R2)(k1k2α − k2R3σ − k2γ1σ

−k1γ2σ)− k2μσ(R3 + γ1)− k1γ2μσ + υ), 0, 0
)

(18)

where,

υ =
√
(4k1k2R1α(−k2γ1 + k1γ2)xσ + (k1k2(R1 + R2)α + k2(R3 + γ1)xσ − k1γ2xσ)2).

The third equilibrium point: the effect of generating neural stem cells on brain cells, ER

Corollary 6. The equilibrium point ER = (M0, M1, M2, NSC, D, C) exists in of �6
+. When the neural stem

cells are generated, the damage fades away in this state. Then, D = 0. This point is given by:

ER =

(
α

x
,

R1αβ2

ε1x
,

αβ2(R1R3β2 + R2ε1)

ε1ε2x
,

β0

β2
, 0

, (
β2γ2(−k1β0(R2 + μ)σ − β2(R3 + γ1)xσ + k1R1ε3) + k2ε7

β2ε1ε2x

)
, (19)
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where,

ε1 = (R3β2 + k1β0 + β2γ1), ε2 = k2β0 + β2γ2,

ε3 = (αβ2 − β0σ), ε4 = (−k1αβ2 + k1β0σ + β2γ1σ),

ε5 = R3β2 + k1β0 + β2γ1, ε6 = (R2αβ2 − R2β0σ − β0μσ),

ε7 = R1R3β2ε3 − R1β0ε4 + ε5ε6.

2.2.2. Stability of Equilibrium Points for SMNR Model

We study the stability of the equilibrium points for the second model SMNR by using Definitions
4–6. The first step requires linearization of the system equations that describes the interaction between
microglia M1, M2, neural stem cells NSC, the damage D in this stage and the impact it has on the brain
cells C. The (6 × 6) Jacobian matrix of the system (11)–(16)is given by:

J2 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

j11 0 0 0 0 0
R1 j22 0 −k1M1 −M1δ 0
R2 R3 j33 −k2M2 0 0
0 k1NSC k2NSC j54 0 −NSCβ2

0 D(−r1 + δ) −Dr2 0 j55 −Dβ1

0 0 0 cβ2 cβ1 j66

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

,

where,

j11 = −x, x = R1 + R2 + μ, j22 = −R3 − k1NSC − γ1 − Dδ,

j33 = −k2NSC − γ2, j54 = k1M1 + k2M2 − Cβ2 − σ,

j55 = −M2r2 − Cβ1 + M1(−r1 + δ), j66 = Dβ1 + NSCβ2 − β0.

1. Stability analysis of equilibrium point, Et:

Theorem 4. Suppose that the function f : Γ → �6
+ where Γ is a domain in �6

+, and suppose that
Et = (M0, M1, M2, 0, 0, 0) ∈ Γ is an equilibrium point at which at least one eigenvalue of the Jacobian
matrix has a positive real part. Then, Et is an unstable equilibrium point of f .

Proof. The Jacobian J2 corresponding to the equilibrium point Et is given by

J[Et] =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

−x 0 0 0 0 0
R1 −R3 − γ1 0 d24 d25 0
R2 R3 −γ2 d34 0 0
0 0 0 d44 0 0
0 0 0 0 d55 0
0 0 0 0 0 −β0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

,

where,

d24 = − k1R1α

(R3 + γ1)x
, d25 = − R1αδ

(R3 + γ1)x
,

d34 = − k2α(R1R3 + R2(R3 + γ1))

(R3 + γ1)γ2x
, d44 =

k1R1α

(R3 + γ1)x
+

k2α(R1R3 + R2(R3 + γ1))

(R3 + γ1)γ2x
− σ,

d55 = − r2α(R1R3 + R2(R3 + γ1))

(R3 + γ1)γ2x
+

R1α(−r1 + δ)

(R3 + γ1)x
.
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From the Jacobian matrix J[Et], the characteristic equation is given by

(β0 + λ)(R3 + γ1 + λ)(γ2 + λ)(x + λ)(−λ + t55)(−λ + t44) = 0. (20)

Then, the eigenvalues corresponding to Et are given by

λ1 = −β0 < 0, λ2 = −R3 − γ1 < 0, λ3 = −x < 0, λ4 = −γ2 < 0,

λ5 =
k1R1α

(R3 + γ1)x
+

k2α(R1R3 + R2(R3 + γ1))

(R3 + γ1γ2)x
− σ > 0,

λ6 = − r2α(R1R3 + R2(R3 + γ1))

(R3 − γ1γ2)x
+

(R1α(r1 − δ))

(R3 + γ1)x
< 0.

One of the eigenvalues, λ5 > 0, then Et is an unstable point.

2. Stability analysis of equilibrium point, EI :

Theorem 5. Suppose that the function f : Γ → �6
+ where Γ is a domain in �6

+, and suppose thatEI =

(M0, M1, M2, NSC, 0, 0) ∈ Γ is an equilibrium point at which at least one eigenvalue of the Jacobian
matrix has a positive real part and NSC > 0. Then, EI is an unstable equilibrium point of f .

Proof. The Jacobian matrix J2 corresponding to the equilibrium point EI is given by:

J[EI ] =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

−x 0 0 0 0 0
R1 e22 0 e24 e25 0
R2 R3 e33 e34 0 0
0 e42 e43 0 0 e46

0 0 0 0 e55 0
0 0 0 0 0 e66

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

,

where,

e22 = −Λ1 + υ

2k2xσ
< 0, e42 =

Λ2

2k2xσ
> 0, e33 = − Λ2

2k1xσ
< 0, e43 =

Λ2

2k1xσ
> 0,

e24 =
−Λ1 + υ

2qx
< 0, e34 =

Λ3

2qx
< 0, e25 = − δΛ4

2k1qx
< 0,

e46 =
Λ7

2k1k2xσ
< 0, e55 = − Λ5

2k1k2qx
> 0, e66 =

Λ6

2k1k2xσ
> 0,

υ =
√

4k1k2R1α(−k2γ1 + k1γ2)xσ + (k1k2(R1 + R2)α + k2(R3 + γ1)xσ − k1γ2xσ)2 > 0,

Ψ = x(k2(R3 + γ1) + k1γ2)σ > 0, Λ1 = k1k2(R1 + R2)α + k2x(R3 + γ1)σ − k1xγ2σ > 0,

Λ2 = υ − Ψ + k1k2(R1 + R2)α > 0,

Λ3 = −υ + k1k2(R1 + R2)α + k2x(R3 − γ1)σ + k1xγ2σ > 0,

Λ4 = −υ + k1k2(R1 + R2)α + (k2(R3 + γ1)− k1γ2)xσ < 0, Λ5 = k2
2(r1 − δ)(k1(R1 + R2)α

+x(R3 + γ1)σ) + k1r2(υ − k1xγ2σ) + k2(−k1r2(k1(R1 + R2)α + x(R3 − γ1)σ)

−(r1 − δ)(υ + k1xγ2σ)) > 0,

Λ6 = υβ2 + k1k2(R1 + R2)αβ2 − x(k2β2(R3 + γ1) + k1(2k2β0 + β2γ2))σ > 0,

Λ7 = β2(−υ − k1k2(R1 + R2)α + k2x(R3 + γ1)σ + k1xγ2σ) < 0,

q = k2γ1 − k1γ2 < 0, x = R1 + R2 + μ > 0.
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From the Jacobian J[EI ], the characteristic equation is given by

(e66 − λ)(λ + x)(e55 − λ)[λ3 + T2λ2 + T1λ + T0] = 0, (21)

where,

T3 = −8k3
1k2

2q2x4σ3, T2 = −4k2
1k2q2(k1(υ + Λ1) + k2Λ2)x3σ2,

T1 = 2k2
1k2qx2Λ2σ(−q(υ + Λ1) + Λ2(k1(υ − Λ1) + k2Λ3)σ),

T0 = k2
1k2qΛ2xσ(Λ1(−Λ2 + Λ3 − 2k2R3xσ) + υ(Λ2 + Λ3 + 2k2R3xσ)).

In Equation (21), the eigenvalue λ = e66 is distinctly positive, by Proposition 2. Thus, J(EI) has
at least one positive root. Thus, the equilibrium point EI is unstable [44].

3. Stability analysis of equilibrium point, ER:

Theorem 6. Suppose that the function f : Γ → �6
+ where Γ is a domain in �6

+, and suppose that
ER = (M0, M1, M2, NSC, 0, C) ∈ Γ is an equilibrium point at which at least one eigenvalue of the
Jacobian matrix has a positive real part and NSC > 0, C > 0. Then, ER is an unstable equilibrium point
of f .

Proof. We now study the stability of the equilibrium point ER, calculated as:
The Jacobian matrix J2 estimated at ER is

J[ER] =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

−x 0 0 0 0 0
R1 f22 0 f24 f25 0
R2 R3 f33 f34 0 0
0 k1β0

β2

k2β0
β2

f44 0 −β0

0 f52 f53 0 f55 f56

0 0 0 0 0 f66

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

where

f22 = −R3 − k1β0

β2
− γ1 − δρ1

β2υ1υ2x
< 0, f24 = − k1R1αβ2

υ1x
< 0, f25 = − (R1αβ2δ)

υ1x
< 0,

f55 = − (r2αβ2)ρ2

υ1υ2x
+

R1αβ2(−r1 + δ)

υ1x
> 0, f33 = − k2β0

β2
− γ2, f 34 = − k2αβ2ρ2

υ1υ2x
> 0,

f43 =
k2β0

β2
, f44 =

k1R1αβ2

υ1x
+

k2αβ2ρ2

υ1υ2x
− σ > 0, f42 =

k1β0

β2
, f53 = − r2ρ1

β2υ1υ2x
< 0,

f56 = − β1ρ1

β2υ1υ2x
< 0, f52 =

(−r1 + δ)ρ1

β2υ1υ2x
< 0, f66 =

β1ρ1

β2υ1υ2x
> 0,

ρ1 = (β2γ2(−k1β0(R2 + μ)σ − β2(R3 + γ1)xσ + k1R1(αβ2 − β0σ)),

+k2(R1R3β2(αβ2 − β0σ))− R1β0(−k1αβ2 + k1β0σ + β2γ1σ)

+(R3β2 + k1β0 + β2γ1)(R2αβ2 − R2β0σ − β0μσ)))

ρ2 = (R1R3β2 + R2(R3β2 + k1β0 + β2γ1)) > 0,

υ1 = (R3β2 + k1β0 + β2γ1) > 0, υ2 = (k2β0 + β2γ2) > 0.

From the Jacobian J[ER], the characteristic equation is given by

( f66 − λ)(λ + x)( f25 f34(− f53k1 + f52k2)β0 + f25β2( f44 − λ)(− f33 f52 + f53R3 + f52λ) + ( f55 − λ)

×((− f34k2β0 + β2( f33 − λ)( f44 − λ))( f22 − λ) + f24β0(− f33k1 + k2R3 + k1λ))) = 0. (22)
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In Equation (22), the eigenvalue λ = f66 is distinctly positive, by Proposition 2. Thus, J(ER) has
at least one positive root and, so, the equilibrium point ER is unstable [44].

Remark 2. The effects of microglia and neural stem cells on brain cells in the recovery stage after a stroke,
according to analysis of the dynamic system of SMNR, can be deduced as follows:

• As a result of Theorem 4 and Definition 4, the neural stem cells, Nsc, can invade the SMNR system if
λ5 > 0.

• As a result of Theorem 5 and Definition 5, this means that the neural stem cells, Nsc > 0, can invade
C and D.

• As a result of Theorem 6 and Definition 6, this means that the neural stem cells, Nsc > 0, can eliminate
the damage D.

• The SMNR model is unstable, given that the model uses mature neural stem cells, where the neural stem
cells can help the brain to inhibit inflammation during a stroke; however, it is not always enough to
substitute all dead cells with new neural stem cells [3,27].

3. Numerical Experiments

The aim of this section is to study the parameters of the systems (1)–(5) and (11)–(16), in order to
determine those that affect the behavior of the modified models, by using numerical simulations. One
of the main problems in modeling and simulating the interactions between microglia and endogenous
neural stem cells is that few parameter values are known. Therefore, we listed the parameters which
could be determined from the stroke model of [1]. The other parameters were determined from
experimental data of other brain injuries which involve similar biological processes. Furthermore,
we obtained some parameter values by simulations using the Mathematica software (11.2, Wolfram,
Champaign, IL, USA) with the command NDSolve, in order to study the influence of the interactions
during the stroke and the possible therapeutic value of neural stem cells. Tables 1 and 2 show the
reference sets of parameter values, along with the corresponding simulation results.

Table 1. Parameters values for the stroke-microglia-damage (SMD) model.

The SMD Model

Parameters Values Meaning Sources

α 0.38 Source of resting microglia [1]
R1 0.12 Rate the activation of resting microglia into M1 [1]
R2 0.017 Rate the activation of resting microglia into M2 [35]
δ 0.2854 Rate of the damage produced by M1 [1]
β1 0.1 Rate of effect the damage on C(t) [1]
β0 0.05 Rate of dying C through stroke [1]
μ 0.003 Death rate of M0 simulation
γ1 0.05 Death rate of M1 simulation
γ2 0.06 Death rate of M2 simulation
r1 0.05 Damage clearance by M1 [1]
r2 0.0125 Damage clearance by M2 [1]

The numerical simulations in Tables 1 and 2 appeared in the SMD and the SMNR models.
The microglial cells at stroke onset had high proinflammatory activation (i.e., high level of M1),
which caused an increase of damage in the region, affecting brain cells as well as neural stem cells
during the 72 h period. On the other hand, when the rate of the anti-inflammatory phenotype
microglia (M2) became higher than that of the M1, the brain was assisted in recovery and the neural
stem cells were stimulated to generate new cells to compensate for lost brain cells. These dynamics
started approximately on the third day after stroke onset. The parameters of the SMD model, in the
simulation, were fixed as μ = 0.003, γ1 = 0.05, and γ2 = 0.06. The parameters of the SMNR model,
in the simulation, were fixed as R3 = 0.11, K1 = 0.75, K2 = 0.91, β2 = 0.2, and μ = 0.053. In the
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SMD model, M1 > M2 and we set R1 = 0.12 [1] and R2 = 0.017 [35]. In the SMNR model, M2 > M1,
the source of resting microglia was α = 0.38, and the rate of the anti-inflammatory cytokines (R2) was
greater than that of the proinflammatory cytokines (R1) in the recovery stage. Accordingly, we set
R1 = 0.12 [1] and estimated R2 = 0.26. The dynamics of the systems were given by solving the systems
numerically and then plotting the time series of the solutions of the system (1)–(5) and (11)–(16) for
the parameters, which were solved using the fourth-order Runge–Kutta (RK4) method to obtain more
stable and convergent solutions. The simulations of SMD and SMNR were carried out for the time
spans of three days (72 h) and thirty days, respectively with a step size of 10−4 in the RK4 method.
The SMD model described the inflammatory process where activation of the microglia cells peaks
around three days (72 h) from stroke onset [1,2]. Neural stem cells increase the proliferation and the
migration from the subventricular zone to the brain in thirty days and peaking around seven days
after stroke [3,27]. Therefore, the SMNR model studied thirty days after stroke to investigate the
interactions between microglia and neurogenesis after stroke. The accuracy of solutions by using the
RK4 method of the SMD model and the best numerical solution of the model was obtained at 38 steps.
While the accuracy of solutions by using the RK4 method of the SMNR model and the best numerical
solution of the model was obtained at 35 steps. The reliability and accuracy of the proposed numerical
method can be seen from the residual error which is shown in Figures 1 and 2. Figure 1 shows the
residual error for the SMD model at the number of steps and the residual error at the time. While
Figure 2 shows the residual error for the SMNR model at the number of steps and the residual errors
at the time. By comparing the results in our study of microglial activation and the damage during
the first three days after stroke onset and the recovery stage within the first thirty days after stroke
onset with the effects of neural stem cells and those of the study in [40], we found that the studies
agreed, in that the extended proinflammatory activation of microglia may inhibit neurogenesis and
contribute to additional neuronal loss. Hence, the behavioural responses of microglia can lead to an
increase in damage in the brain or its capability to recover. In this study, we focused on the importance
and contribution of neural stem cells in transitioning to the recovery stage, as well as the interaction
between microglia and neural stem cells. The generation of neural stem cells was considered to lead to
a decrease in damage to the brain, compared to their absence. The behaviors of the solutions of the
SMD and SMNR models are shown in Figure 3. It can be seen, in the SMD model, that the population
of microglial cells M1 had a shallow increase, asides from shifting to a steep curve at approximately
15–30 h, and peaked at around 72 h. On the other hand, we can observe that M2 had a low level
after stroke onset and, after three days, reached a stable level. The population of M1 began to shift
into the steep curve (the second stage) with an increase of M2. Furthermore, the damage increased
sharply in the initial stage and decreased in the second stage. On the other hand, in the SMNR model,
the response of the neural stem cells began after the initial stage, helping the brain cells to repair
damaged cells and lost cells, depending on whether the number of living cells was greater than that of
the dead cells. As depicted in Figure 3, the curve of neural stem cells increased and then decreased
during the 15 days following stroke onset; this can be explained by the ability of neural stem cells
to inhibit inflammation, as has been studied in [3], where the survival of neural stem cells seemed
to be prevented, with up to 80% of the new neurons dying within two weeks after their generation
in vivo. Furthermore, the curve of neural stem cells in Figure 3 reached its peak during the first week,
in agreement with studies in rats and mice, where the increase in proliferation of neural stem cells
peaked at around 7 days after ischemic injury [27].
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Table 2. Parameters values for the stroke-microglia-neural stem cells-recovery (SMNR) model.

The SMNR Model

Parameters Values Biological Meaning Sources

α 0.38 Source of resting microglia [1]
R1 0.12 Rate the activation of resting microglia intoM1 [1]
R2 0. 26 Rate the activation of resting microglia into M2 estimated
R3 0.11 The transition rate of M1 → M2 simulation
K1 0.91 Rate of interaction between M1 and NSC simulation
K2 0.75 Rate of interaction between M2 and NSC simulation
δ 0.2854 Rate of the damage produced by M1 [1]
β1 0.1 Rate of effect the damage on C(t) [1]
β2 0.2 Rate of effectNSC on C(t) simulation
β0 0.05 Rate of dying C through stroke [1]
μ 0.053 Death rate of M0 simulation
γ1 0.015 Death rate of M1 [35]
γ2 0.015 Death rate of M2 [35]
σ 0.015 Death rate of NSC [38]
r1 0.05 Damage clearance by M1 [1]
r2 0.0125 Damage clearance by M2 [1]
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Figure 1. Residual error for the step and time of the numerical method in the SMD model.
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Figure 2. Residual error for the step and time of the numerical method in the SMNR model.
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Figure 3. The behaviour of the SMD model within 72 h from stroke onset and the SMNR model within
30 days after stroke onset.
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4. Conclusions

We modified two models—SMD ((1)–(5)) and SMNR ((11)–(16))—based on the model of
Leah et al. [40], in order to study the impact of the microglial activation stage and the interaction
between microglia and neural stem cells during a stroke. The dynamic models of the effects of microglia
and the interaction between neural stem cells and microglia in stroke over time were studied both
analytically and numerically. From the results of the analysis and simulation of both models, two states
of microglial cells (M1 to M2) emerged from the resting state. In the first disease stage, the activation
of microglial cells went from resting-state microglia to either of the states M1 or M2. The results of
this interaction led to increased damage in the brain after stroke onset when M2 was very low, there
was no shift from M1 to M2, and no generation of neural stem cells occurred in the first 72 h after the
stroke. Subsequently, in the recovery stage, the rate of M1 decreased and the rate of M2 increased
and the neural stem cells began to generate. Subsequent to that, the rate of damage decreased. The
instability of the SMNR model can be explained: in the nervous system, the number of endogenous
neural stem cells is very low under normal physiological conditions, showing a very limited capacity
for cell replacement under normal physiological conditions [20,21]. Understanding the biology in vivo
of neural stem cells could lead to new therapeutic strategies for brain repair by endogenous neural
stem cells [20,21], encouraging inflammatory inhibition. In conclusion, our modified models can lead
to lead to an understanding of the effectiveness risks of the inflammatory responses associated with
strokes and their positive and negative effects on the brain in stroke patients, as well as the general
dynamics of microglial effects on neural stem cells, both during stroke and in the recovery stage. In the
future, we will expand this work to study the mechanisms that improve, stimulate, and generate the
neural stem cells in the early stage, and where that information could contribute to understanding the
effects of therapeutic strategies. Additionally, it could be interesting to incorporate the dynamics of
anti-inflammatory and proinflammatory cytokines from microglia and the cytokines of endogenous
neural stem cells into the SMNR model, in order to describe the interaction processes of the different
types of cytokines in ischemic stroke.
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Abstract: This paper discusses scattered data interpolation by using cubic Timmer triangular patches.
In order to achieve C1 continuity everywhere, we impose a rational corrected scheme that results
from convex combination between three local schemes. The final interpolant has the form quintic
numerator and quadratic denominator. We test the scheme by considering the established dataset as
well as visualizing the rainfall data and digital elevation in Malaysia. We compare the performance
between the proposed scheme and some well-known schemes. Numerical and graphical results are
presented by using Mathematica and MATLAB. From all numerical results, the proposed scheme is
better in terms of smaller root mean square error (RMSE) and higher coefficient of determination (R2).
The higher R2 value indicates that the proposed scheme can reconstruct the surface with excellent fit
that is in line with the standard set by Renka and Brown’s validation.

Keywords: scattered data interpolation; cubic timmer triangular patches; cubic ball triangular patches;
cubic Bezier triangular patches; convex combination

1. Introduction

Many computer graphics and vision problems involve scattered data interpolation (SDI). SDI
methods aims to build a smooth function from a set of data, which consist of functional values
corresponding to points, which do not obey any structure or order between their relative locations.
These methods have a wide range of uses in surface reconstruction, visualization, image restoration,
computer graphics, surface deformation, image processing, engineering, and technology, etc.

Most researchers have investigated surface interpolation based on triangulations of scattered
data and there are several scattered data fitting techniques, such as the Delaunay triangulation
method [1], radial basis function (RBF) [2], and moving least square (MLS) [3]. Very recently, new

Mathematics 2020, 8, 159; doi:10.3390/math8020159 www.mdpi.com/journal/mathematics103
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techniques for interpolating scattered data have been developed [1,4,5], which can be implemented in
fast algorithms [6].

The most popular method that is usually used to generate the surface of scattered from the data
points is Delaunay triangulation method [7]. It is a very famous method, applied to produce the
triangle meshes, where vertices of the triangle are made up of the sample data points.

The property of shape preserving interpolation is an important technique usually applied in curve
and surface modeling. Several research papers [2,7–13] have been published on shape preservation in
the last couple of years. Ibraheem et al. [14] proposed a scheme that is suitable for surface reconstruction
and deformation. The objective of the scheme is to develop a local positivity preserving when the data
points are used.

A new big data infrastructure for the management of cultural items was proposed by Su et al. [15].
It is a multilayer architecture to create new applications based on the modules that were offered by
APIs. Streams of data from social networks are mostly captured by this module to handle and update
the information. They tested their system by created an application of the Android devices called the
Smart Search Museum. This application will access the map that has all the museums of a given area in
Italy. Nowadays, the demand for information monitoring and recommendation technology is getting
bigger, which is suggested by the systems proposed by [1]. They proposed a novel, collaborative,
and user-centered approach for big data application.

This study is an extension of the paper discussed by Ali et al. [16]. The main objective of this
study is to construct the SDI using Timmer triangular patches, which are used to visualize the energy
data i.e., spatial interpolation in visualizing rainfall data. Firstly, we triangulate the domain data using
Delaunay triangulation. Next, we specify the derivatives at the data points and assign Timmer ordinate
values for each triangular patch. Lastly, we generate the Timmer triangular patches of the surface. The
main novelty of this work is that we construct new cubic triangular Timmer patches and apply them
for scattered data interpolation. The proposed scheme has higher accuracy as well as requiring smaller
CPU times (in seconds) than some existing schemes.

The rest of the paper is organized as follows. The method of the study is discussed in Section 2
including the derivation of cubic Timmer triangular patches with some examples. In Section 3,
we discuss the derivation of the sufficient condition for C1 continuity on all adjacent triangles.
Numerical and graphical results including comparison with some established schemes are presented
in Section 4. In the final section, some conclusions and recommendations for future studies are made.

2. Cubic Timmer Triangular Patches

Ali et al. [16] introduced a new cubic triangular basis function, which was actually the extension
of the univariate cubic Timmer basis proposed by Timmer [17]. The new cubic Timmer triangular
patch is different from the cubic Ball and cubic Bezier triangular patches [16].

The cubic Timmer patch is defined as follows [16]:

T(u, v, w) =
∑

i+ j+k=3

T3
i jk(u, v, w)ti, j,k. (1)

Equation (1) can be written as

T(u, v, w) = u2(2u− 1)t300 + 4u2vt210 + 4u2wt201

+v2(2v− 1)t030 + 4v2ut120 + 4v2wt021

+w2(2w− 1)t003 + 4w2ut102

+4w2vt012 + 6uvwt111

(2)

where ti jk denotes the control point, while T3
i jk(u, v, w), i + j + k = 3 are cubic Timmer triangular basis

functions defined in [16]. Some properties of the Timmer triangle patch described in Equation (1) are
the following:
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(a) Partition of unity: The new cubic Timmer triangular basis satisfies:

3∑
i=0

T3
i jk(u, v, w) = 1.

(b) Symmetry: The surfaces generated from two different ordering of its control points will look
the same.

(c) Positivity: In each of the cubic Timmer triangular basis functions, the positivity or nonnegativity
behavior T3

ijk(u, v, w) ≥ 0 is fulfilled, except for the following: T3
300(u, v, w) ≤ 0 when 1

2 ≤ u ≤ 1

and both T3
201(u, v, w) ≤ 0 and T3

210(u, v, w) ≤ 0 when 0 ≤ u ≤ 1
2 .

(d) Convex hull: The Timmer triangular patches may not lie within the convex hull of the control
polygon. If the positivity property is fulfilled for the Timmer triangular patches as discussed in
(c), it will satisfy the convex hull property.

Figures 1–3 show the cubic Timmer triangular basis functions, the Timmer ordinates for the cubic
Timmer triangular patch, and the cubic Timmer triangular bases, respectively.

  
(a) ଴ܶ଴ଷଷ ,ݑ) ,ݒ ଴ܶଵଶଷ (b) (ݓ ,ݑ) ,ݒ  (ݓ

  
(c) ࢀ૙૛૚૜ ,࢛) ,࢜ ૙૜૙૜ࢀ (d) (࢝ ,࢛) ,࢜  (࢝

Figure 1. Cont.
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(e) ࢀ૚૙૛૜ ,࢛) ,࢜ ૚૚૚૜ࢀ (f) (࢝ ,࢛) ,࢜  (࢝

  
(g) ࢀ૚૛૙૜ ,࢛) ,࢜ ૛૙૚૜ࢀ (h) (࢝ ,࢛) ,࢜  (࢝

  
(i) ࢀ૛૚૙૜ ,࢛) ,࢜ ૜૙૙૜ࢀ (j) (࢝ ,࢛) ,࢜  (࢝

Figure 1. Some cubic Timmer triangular basis functions.
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Figure 2. Control nets for cubic Timmer triangular patch.

Figure 3. Cubic Timmer triangular bases.

Then, one set of control points is used to construct the surface of cubic Timmer triangular patch.
Table 1 shows the control point used to construct the surfaces in Figure 4.

Table 1. Control points.

x −4.0 −4.0 −4.0 −4.0 −1.5 1.0 3.5 1.0 −1.5 −1.5
y 3.5 1.0 −1.5 −4.0 −4.0 −4.0 −4.0 −1.5 −1.5 −1.5
z 20.25 9.00 1.0.25 24.00 10.25 9.00 20.25 4.75 4.75 3.50
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(a) 3D linear interpolation 

 
(b) Cubic Timmer triangular patch 

 
(c) Cubic Bѐzier triangular patch 

Figure 4. Cont.
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(d) Cubic Ball triangular patch 

Figure 4. Surface interpolation.

It is observed from Figure 4 that cubic Timmer triangular patches lie in close vicinity of the control
polygon as compared to cubic Bèzier and Ball triangular patches, respectively. The cubic Bèzier and
Ball triangular patches satisfy the convex hull property while the cubic Timmer triangular, in general,
does not obey the convex hull property. However, cubic Timmer triangular patches are close to the
control polyhedron.

3. Derivation of Sufficient Condition for C1 Continuity on Adjacent Triangles

In this section, we show in detail the derivation of the sufficient condition that have been
considered in Ali et al. [2]. The derivatives of T with respect to the direction s =

(
sx, sy, sz

)
=

sxV1 + syV2 + szV3, sx + sy + sz = 0 are given by:

DsT(u, v, w) = sx
∂T
∂u

+ sy
∂T
∂v

+ sz
∂T
∂w

. (3)

From Equation (2), it can be shown that

∂T
∂u = 4v2t120 + 4w2t102 + 6vwt1

111
∂T
∂v =

(
6v2 − 2v

)
t030 + 8vwt021 + 4w2t012

∂T
∂w = (6w2 − 2w)t003 + 4v2t021 + 8vwt012

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭. (4)

Local Scheme

Consider a triangle with vertices W1, W2, W3, barycentric coordinates u, v, w, and edges e1 =

(0,−1, 1), e2 = (1, 0,−1), e3 = (0, 0, 1). Any point on the triangle can be expressed as

W = uW1 + vW2 + wW3, u + v + w = 1. (5)

We use the following two methods of convex combination among the three local schemes as
described below:

T(u, v, w) =
vwT1 + uwT2 + uvT3

vw + uw + uv
(6)

where the local scheme Ti, i = 1, 2, 3 is obtained by replacing the inner ordinate with ti
111, i = 1, 2, 3.

The derivations of all three local schemes are described in the following paragraphs.
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Let n1, n2, n3 be the inward normal direction to the line segment W2W3, W3W1,W1W2 as shown in
Figure 5, where

n1 = −e3 +
e3.e1

|e1|2
e1, n2 = −e1 +

e1.e2

|e2|2
e2, n1 = −e2 +

e2.e3

|e3|2
e3 (7)

Figure 5. Inward normal direction to the edges of triangle.

The normal derivatives of local scheme T1, T2, T3 are defined by

Dn1T1 = (4t120 − 2t021 − 3t030)v2 + (4t102 − 2t012 − 3t003)w2

+2
(
3t1

111 − 2t021 − 2t012
)
vw + vt030 + wt003

Dn2T2 = (4t120 − 2t021 − 3t030)u2 + (4t102 − 2t012 − 3t003)w2

+2
(
3t2

111 − 2t021 − 2t012
)
vw + vt030 + wt003

Dn3T3 = (4t120 − 2t021 − 3t030)u2 + (4t102 − 2t012 − 3t003)v2

+2
(
3t2

111 − 2t021 − 2t012
)
uv + ut030 + vt003

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
. (8)

The boundary ordinates are given as follows [2]:

t210 = t300 +
1
4

[
(x2 − x1)Tx(W1) + (y2 − y1)Ty(W1)

]
,

t201 = t300 +
1
4

[
(x1 − x3)Tx(W1) + (y1 − y3)Ty(W1)

]
,

t012 = t030 +
1
4

[
(x3 − x2)Tx(W2) + (y3 − y2)Ty(W2)

]
,

t120 = t030 +
1
4

[
(x2 − x1)Tx(W2) + (y2 − y1)Ty(W2)

]
,

t102 = t003 +
1
4

[
(x1 − x3)Tx(W3) + (y1 − y3)Ty(W3)

]
,

and
t012 = t003 +

1
4

[
(x3 − x2)Tx(W3) + (y3 − y2)Ty(W3)

]
.

where the first partial derivatives Tx(W1), Ty(W1) are estimated by using Goodman et al. [18] method.
The inner ordinates i.e., ti

111, i = 1, 2, 3 are obtained by using two different methods i.e., Goodman and
Said [8] and Foley and Opitz [19]. The following paragraphs describes both methods.
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The inner ordinates by using Goodman and Said [8] method are given as follows [2]:

a1
111 =

2
3
(a120 + a102) +

1
3
(a021 + a012) − 1

2
(a030 + a003),

a2
111 =

2
3
(a210 + a012) +

1
3
(a201 + a102) − 1

2
(a300 + a003),

and
a3

111 =
2
3
(a201 + a021) +

1
3
(a210 + a120) − 1

2
(a300 + a030).

Foley and Opitz’s [19] method is as follows. Assume two adjacent triangles, L1, L2 as shown in
Figure 6 with vertices Ei and Fi with e1 as a common edge (see Figure 6).

 

Figure 6. Two adjacent cubic triangular patches for Foley and Opitz [19].

The following equations must be satisfied to produce C1 continuity along the common edge.

n201 = r2m210 + 2stm021 + 2rsm120 + s2m030 + 2rtm1
111 + t2m012 , (9)

n210 = r2m201 + 2stm012 + 2rtm102 + s2m021 + 2rsm1
111 + t2m003 , (10)

m201 = u2n201 + 2vwn012 + 2uwn102 + v2n021 + 2uvn1
111 + w2n003 , (11)

m201 = u2n210 + 2vwn021 + 2uvn120 + v2n030 + 2uwn1
111 + w2n012 , (12)

where F1 = rE1 + sE2 + tE3 and E1 = uF1 + vF2 + wF3. Equations (9) and (10) will be added together
to obtain the inner ordinate m1

111. Then, solve for m1
111:

m1
111 = 1

2u(v+w)
(n201 + n210) − u2(m210 + m201) − v2(m030 + m021)

−w2(m012 + m003) − 2vw(m021 + m012) − uvm120 − 2uwm102.
(13)

This calculation is similar to obtain the inner ordinate n1
111. Adding the Equations (11) and (12)

and the value of n1
111 is given as:

n1
111 = 1

2r(s+t) (m201 + m210) − r2(n210 + n201) − s2(n030 + n021) − t2(n012 + n003)

− 2st(n021 + n012) − rsn120 − 2rtn102.
(14)
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To produce the final interpolant, two methods of convex combination mentioned in Equation (6)
will be used. The final scheme of scattered data interpolation using cubic Timmer triangular patch can
be expressed as Theorem 3.

Theorem 3: The final interpolating surface T on each triangle can be expressed as:

T(u, v, w) = α1T1(u, v, w) + α2T2(u, v, w) + α3T3(u, v, w)

where
α1 =

vw
vw + uv + uw

,α2 =
uw

vw + uv + uw
,α3 =

uv
vw + uv + uw

Equivalently

T(u, v, w) =
∑

i + j + k = 3,
i � 1, j � 1, k � 1,

ti jkT(u, v, w) + 6uvw
(
α1t1

111 + β2t2
111 + γ3t3

111

)
. (15)

Another version of convex combination scheme is presented in Goodman and Said [8] and is
given as follows:

α1 =
v2w2

v2w2 + u2v2 + u2w2 ,α2 =
u2w2

v2w2 + u2v2 + u2w2 , α3 =
u2v2

v2w2 + u2v2 + u2w2 . (16)

For the purpose of numerical comparison later, we denoted convex combination used in Equation
(6) as Choice 1; meanwhile, Goodman and Said [8] is Choice 2.

Theorem 4: The rational corrected interpolant defined by (8) is in the form quantic numerator and quadratic
denominator.

Proof. From Equation (8), the resulting interpolant is degree 7 i.e., degree five in numerator and degree
two in denominator. �

The following Algorithm 1 can be used to construct surface form scattered date.

Algorithm 1. Construction scattered data interpolation

Input: Data points

1. Triangulate the domain by using Delaunay triangulation.
2. Specify the derivatives at the data points using [18] then assign Timmer ordinates values for each

triangular patch.
3. Generate the triangular patches of the surfaces by using cubic Timmer triangular patches.
4. Calculate CPU time (in seconds), RMSE, maximum error and R2.

Output: Surface reconstruction
Steps 1–4 are repeated for different test function.

4. Results and Discussions

To test the capability of the proposed scattered data interpolation scheme, we use six well-known
test functions F1(x, y), F2(x, y), F3(x, y), F4(x, y), F5(x, y), and F6(x, y) as shown in Figure 7 [20]. All
numerical simulation and graphical visualization are done by using MATLAB R2019a version on Intel®

Core i5–6200U 2.3GHz with Turbo Boost up to 2.8GHz.
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(a) ܨଵ(ݔ, ,ݔ)ଶܨ (b) (ݕ  (ݕ

 

 

(c) ܨଷ(ݔ, ,ݔ)ସܨ (d) (ݕ  (ݕ

 

 

(e) ܨହ(ݔ, ,ݔ)଺ܨ (f) (ݕ  (ݕ

Figure 7. Test functions.

1. Franke’s exponential function

F1(x, y) = 0.75e−(
(9x−2)2+(9y−2)2

4 ) + 0.75e−(
(9x+1)2

49 +
9y+1

10 ) + 0.50e−(
(9x−7)2+(9y−3)2

4 ) − 0.20e−((9x−4)2+(9y−7)2);

2. Cliff function

F2(x, y) =
tanh(9y− 9x) + 1

9
;

3. Saddle function

F3(x, y) =
1.25 + cos(4.5y)

6 + 6(3x− 1)2 ;

4. Gentle function
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F4(x, y) =
exp
(
−
(

81
16

)(
(x− 0.5)2 + (y− 0.5)2

))
3

;

5. Steep function

F5(x, y) =
exp
(
−
(

81
4

)(
(x− 0.5)2 + (y− 0.5)2

))
3

;

6. Sphere function

F6(x, y) =
1
9

√
64− 81

(
(x− 0.5)2 + (y− 0.5)2

)
− 0.5.

We use three datasets i.e., 36, 65, and 100 number of points, as shown in Tables 2–4.

Table 2. Thirty-six datasets.

X Y F1(x,y) F2(x,y) F3(x,y) F4(x,y) F5(x,y) F6(x,y)

0.0000 0.0000 0.7664 0.1111 1.3333 0.1207 1.34E-05 0.0386

0.5000 0.0000 0.4349 2.74E-05 1.3833 0.4280 0.0021 0.2349

1.0000 0.0000 0.1076 3.38E-09 1.2833 0.1207 1.34E-05 0.0386

0.1500 0.1500 1.1370 0.1111 1.3382 0.2027 0.0023 0.2383

0.7000 0.1500 0.4304 1.11E-05 1.3020 0.3077 0.0124 0.2922

0.5000 0.2000 0.5345 0.0010 1.3128 0.3647 0.0539 0.3367

0.2500 0.3000 1.0726 0.1580 1.2423 0.2528 0.0418 0.3292

0.4000 0.3000 0.7134 0.0315 1.2421 0.3298 0.1211 0.3603

0.7500 0.4000 0.5903 0.0004 1.2139 0.2454 0.0768 0.3471

0.8500 0.2500 0.5088 4.53E-06 1.2607 0.1908 0.0079 0.2779

0.5500 0.4500 0.3823 0.0315 1.1613 0.3300 0.3012 0.3861

0.0000 0.5000 0.4818 0.2222 1.1747 0.0940 0.0021 0.2349

0.2000 0.4500 0.6458 0.2198 1.1412 0.2119 0.0512 0.3352

0.4500 0.5500 0.2946 0.1907 1.1037 0.3300 0.3012 0.3861

0.6000 0.6500 0.1920 0.1580 1.1552 0.3241 0.1726 0.3704

0.2500 0.7000 0.2930 0.2222 1.1240 0.2528 0.0418 0.3292

0.4000 0.8000 0.0515 0.2221 1.1887 0.3467 0.0440 0.3307

0.6500 0.7500 0.1372 0.1907 1.1961 0.3166 0.0596 0.3397

0.8000 0.8500 0.0823 0.1580 1.2431 0.2389 0.0045 0.2600

0.8500 0.6500 0.1412 0.0059 1.2043 0.1834 0.0177 0.3032

1.0000 0.5000 0.1610 2.74E-05 1.2199 0.0940 0.0021 0.2349

1.0000 1.0000 0.0359 0.1111 1.2712 0.1207 1.34E-05 0.0386

0.5000 1.0000 0.1460 0.2222 1.3346 0.4280 0.0021 0.2349

0.1000 0.8500 0.2935 0.2222 1.2363 0.1676 0.0011 0.2125

0.0000 1.0000 0.2703 0.2222 1.3029 0.1207 1.34E-05 0.0386

0.2500 0.0000 0.8189 0.0024 1.4069 0.3119 0.0006 0.1911
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Table 2. Cont.

X Y F1(x,y) F2(x,y) F3(x,y) F4(x,y) F5(x,y) F6(x,y)

0.7500 0.0000 0.2521 3.05E-07 1.3150 0.3119 0.0006 0.1911

0.2500 1.0000 0.2222 0.2222 1.3496 0.3119 0.0006 0.1911

0.0000 0.2500 0.8026 0.2198 1.2683 0.1001 0.0006 0.1911

0.7500 1.0000 0.0810 0.2198 1.2913 0.3119 0.0006 0.1911

0.0000 0.7500 0.3395 0.2222 1.1987 0.1001 0.0006 0.1911

1.0000 0.2500 0.2302 3.05E-07 1.2573 0.1001 0.0006 0.1911

1.0000 0.7500 0.0504 0.0024 1.2295 0.1001 0.0006 0.1911

0.1900 0.1900 1.2118 0.1111 1.3229 0.2256 0.0068 0.2733

0.3200 0.7500 0.2029 0.2221 1.1477 0.3012 0.0488 0.3338

0.7900 0.4600 0.4777 0.0006 1.2041 0.2181 0.0588 0.3393

Table 3. Sixty-five datasets.

X Y F1(x,y) F2(x,y) F3(x,y) F4(x,y) F5(x,y) F6(x,y)

0.0500 0.4500 0.5775 0.0024 1.1767 0.3119 0.0052 0.2649

0.0000 0.5000 0.4818 3.05E-07 1.1747 0.3119 0.0021 0.2349

0.0000 1.0000 0.2703 3.05E-07 1.3029 0.1001 1.34E-05 0.0386

0.0000 0.0000 0.7664 0.0024 1.3333 0.1001 1.34E-05 0.0386

0.1000 0.1500 1.0495 0.2198 1.3271 0.3119 0.0011 0.2125

0.1000 0.7500 0.3229 0.2222 1.1812 0.3119 0.0037 0.2534

0.1500 0.3000 1.0600 0.2222 1.2437 0.1001 0.0124 0.2922

0.2000 0.1000 1.0774 0.2198 1.3732 0.1001 0.0021 0.2349

0.2500 0.2000 1.1892 0.2010 1.3239 0.2100 0.0152 0.2985

0.3000 0.3500 0.8562 2.89E-06 1.1982 0.0955 0.0940 0.3530

0.3500 0.8500 0.1588 0.0212 1.2297 0.1082 0.0177 0.3032

0.5000 0.0000 0.4349 0.2220 1.3833 0.3955 0.0021 0.2349

0.5000 1.0000 0.1460 0.2220 1.3346 0.0955 0.0021 0.2349

0.5500 0.9500 0.1329 0.2010 1.2975 0.1082 0.0052 0.2649

0.2500 0.0000 0.8189 0.0004 1.4069 0.3373 0.0006 0.1911

0.7500 0.0000 0.2521 0.1580 1.3150 0.3241 0.0006 0.1911

1.0000 0.2500 0.2302 0.2198 1.2573 0.3582 0.0006 0.1911

1.0000 0.7500 0.0504 0.1580 1.2295 0.3096 0.0006 0.1911

0.7500 1.0000 0.0810 2.74E-05 1.2913 0.2979 0.0006 0.1911

0.2500 1.0000 0.2222 0.0642 1.3496 0.2784 0.0006 0.1911

0.0000 0.7500 0.3395 0.2163 1.1987 0.3195 0.0006 0.1911

0.0000 0.2500 0.8026 1.84E-06 1.2683 0.2851 0.0006 0.1911

0.8750 1.0000 0.0553 0.0002 1.2791 0.2484 0.0001 0.1321

1.0000 0.3750 0.2405 0.1907 1.2354 0.2746 0.0015 0.2242

1.0000 0.8750 0.0406 0.0002 1.2504 0.2135 0.0001 0.1321
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Table 3. Cont.

X Y F1(x,y) F2(x,y) F3(x,y) F4(x,y) F5(x,y) F6(x,y)

0.6250 1.0000 0.1124 0.0140 1.3099 0.2162 0.0015 0.2242

0.0000 0.3750 0.6464 4.53E-06 1.2134 0.1908 0.0015 0.2242

0.0000 0.1250 0.8220 1.11E-05 1.3151 0.1517 0.0001 0.1321

0.6000 0.2500 0.5050 0.0315 1.2723 0.1623 0.0768 0.3471

0.6000 0.6500 0.1920 0.0642 1.1552 0.1403 0.1726 0.3704

0.6000 0.8500 0.1196 3.38E-09 1.2376 0.1207 0.0228 0.3109

0.6500 0.7000 0.1585 2.74E-05 1.1796 0.0940 0.0940 0.3530

0.7000 0.2000 0.5070 0.1111 1.2855 0.1207 0.0240 0.3125

0.7000 0.6500 0.1854 0.2221 1.1796 0.4196 0.0940 0.3530

0.7000 0.9000 0.1021 0.2221 1.2611 0.0944 0.0058 0.2682

0.7500 0.1000 0.3475 0.0059 1.3058 0.3494 0.0037 0.2534

0.7500 0.3500 0.6368 0.0212 1.2296 0.3248 0.0596 0.3397

0.7500 0.8500 0.0948 0.2167 1.2421 0.3091 0.0079 0.2779

0.8000 0.4000 0.5729 0.0457 1.2187 0.3341 0.0440 0.3307

0.8000 0.6500 0.1608 0.2222 1.1975 0.2414 0.0342 0.3232

0.8500 0.2500 0.5088 0.2221 1.2607 0.2601 0.0079 0.2779

0.9000 0.3500 0.4588 0.2217 1.2366 0.2132 0.0083 0.2795

0.9000 0.8000 0.0654 3.21E-08 1.2336 0.1082 0.0021 0.2349

0.9500 0.9000 0.0473 3.21E-08 1.2555 0.2100 0.0002 0.1539

1.0000 0.0000 0.1076 0.2207 1.2833 0.3537 1.34E-05 0.0386

1.0000 0.5000 0.1610 0.0005 1.2199 0.1715 0.0021 0.2349

1.0000 1.0000 0.0359 0.0003 1.2712 0.3955 1.34E-05 0.0386

0.5625 1.0000 0.1292 0.0002 1.3218 0.3797 0.0019 0.2323

0.0000 0.4375 0.5564 0.0061 1.1907 0.2690 0.0019 0.2323

0.4250 0.2250 0.7025 0.1634 1.3040 0.3345 0.0643 0.3419

0.5750 0.4500 0.3940 0.2222 1.1673 0.0955 0.2828 0.3843

0.3732 0.5768 0.3115 0.1111 1.0857 0.1207 0.2136 0.3764

0.4475 0.3725 0.5128 0.1111 1.1864 0.1207 0.2268 0.3781

0.2013 0.8592 0.2658 0.1111 1.2395 0.1207 0.0040 0.2562

0.2611 0.7021 0.2857 0.1111 1.1232 0.1207 0.0459 0.3320

0.2024 0.5368 0.4564 0.1111 1.1098 0.1207 0.0540 0.3368

1.0000 0.1250 0.1552 0.1111 1.2760 0.1207 0.0001 0.1321

0.8750 0.0000 0.1796 0.1111 1.2958 0.1207 0.0001 0.1321

0.4750 0.7500 0.0247 0.1111 1.1632 0.1207 0.0928 0.3526

0.8625 0.5250 0.2938 0.1111 1.2049 0.1207 0.0230 0.3112

0.3750 0.0000 0.6331 0.1111 1.4141 0.1207 0.0015 0.2242

0.5273 0.1341 0.4668 0.1111 1.3433 0.1207 0.0218 0.3096

0.7058 0.5073 0.3878 0.1111 1.1818 0.1207 0.1412 0.3647

0.5037 0.5605 0.2694 0.1111 1.1187 0.1207 0.3094 0.3868

0.0000 0.6250 0.3892 0.1111 1.1689 0.1207 0.0015 0.2242
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Table 4. One hundred datasets.

X Y F1(x,y) F2(x,y) F3(x,y) F4(x,y) F5(x,y) F6(x,y)

0.0500 0.4500 0.5775 0.2221 1.1767 0.1199 0.0052 0.2649

0.0000 0.5000 0.4818 0.2222 1.1747 0.0940 0.0021 0.2349

0.0000 1.0000 0.2703 0.2222 1.3029 0.1207 0.0000 0.0386

0.0000 0.0000 0.7664 0.1111 1.3333 0.1207 0.0000 0.0386

0.1000 0.1500 1.0495 0.1580 1.3271 0.1676 0.0011 0.2125

0.1000 0.7500 0.3229 0.2222 1.1812 0.1578 0.0037 0.2534

0.1500 0.3000 1.0600 0.2082 1.2437 0.1866 0.0124 0.2922

0.2000 0.1000 1.0774 0.0315 1.3732 0.2480 0.0021 0.2349

0.2500 0.2000 1.1892 0.0642 1.3239 0.2658 0.0152 0.2985

0.3000 0.3500 0.8562 0.1580 1.1982 0.2784 0.0940 0.3530

0.3500 0.8500 0.1588 0.2222 1.2297 0.3362 0.0177 0.3032

0.5000 0.0000 0.4349 0.0000 1.3833 0.4280 0.0021 0.2349

0.5000 1.0000 0.1460 0.2222 1.3346 0.4280 0.0021 0.2349

0.5500 0.9500 0.1329 0.2221 1.2975 0.4030 0.0052 0.2649

0.6000 0.2500 0.5050 0.0004 1.2723 0.3373 0.0768 0.3471

0.6000 0.6500 0.1920 0.1580 1.1552 0.3241 0.1726 0.3704

0.6000 0.8500 0.1196 0.2198 1.2376 0.3582 0.0228 0.3109

0.6500 0.7000 0.1585 0.1580 1.1796 0.3096 0.0940 0.3530

0.7000 0.2000 0.5070 0.0000 1.2855 0.2979 0.0240 0.3125

0.7000 0.6500 0.1854 0.0642 1.1796 0.2784 0.0940 0.3530

0.7000 0.9000 0.1021 0.2163 1.2611 0.3195 0.0058 0.2682

0.7500 0.1000 0.3475 0.0000 1.3058 0.2851 0.0037 0.2534

0.7500 0.3500 0.6368 0.0002 1.2296 0.2484 0.0596 0.3397

0.7500 0.8500 0.0948 0.1907 1.2421 0.2746 0.0079 0.2779

0.8000 0.4000 0.5729 0.0002 1.2187 0.2135 0.0440 0.3307

0.8000 0.6500 0.1608 0.0140 1.1975 0.2162 0.0342 0.3232

0.8500 0.2500 0.5088 0.0000 1.2607 0.1908 0.0079 0.2779

0.9000 0.3500 0.4588 0.0000 1.2366 0.1517 0.0083 0.2795

0.9000 0.8000 0.0654 0.0315 1.2336 0.1623 0.0021 0.2349

0.9500 0.9000 0.0473 0.0642 1.2555 0.1403 0.0002 0.1539

1.0000 0.0000 0.1076 0.0000 1.2833 0.1207 0.0000 0.0386

0.0000 0.6250 0.3892 0.2222 1.1689 0.0955 0.0015 0.2242

0.6250 0.0000 0.3203 0.0000 1.3444 0.3955 0.0015 0.2242

0.8750 0.0000 0.1796 0.0000 1.2958 0.2100 0.0001 0.1321

0.0000 0.8750 0.3026 0.2222 1.2511 0.1082 0.0001 0.1321

0.4386 0.5114 0.3383 0.1750 1.1093 0.3271 0.3080 0.3867

0.1816 0.5822 0.4015 0.2221 1.1119 0.2009 0.0373 0.3258

0.4250 0.2250 0.7025 0.0059 1.3040 0.3494 0.0643 0.3419

0.4750 0.8500 0.0579 0.2220 1.2328 0.3756 0.0275 0.3167

0.4125 0.6855 0.1477 0.2206 1.1163 0.3319 0.1422 0.3649

0.5993 0.1237 0.4060 0.0000 1.3299 0.3653 0.0155 0.2992
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Table 4. Cont.

X Y F1(x,y) F2(x,y) F3(x,y) F4(x,y) F5(x,y) F6(x,y)

1.0000 0.1250 0.1552 0.0000 1.2760 0.1082 0.0001 0.1321

0.1250 1.0000 0.2516 0.2222 1.3261 0.2100 0.0001 0.1321

0.1875 0.8675 0.2679 0.2222 1.2461 0.2327 0.0030 0.2466

0.1250 0.0000 0.8467 0.0212 1.3699 0.2100 0.0001 0.1321

0.7500 0.7438 0.1181 0.1049 1.2083 0.2578 0.0282 0.3174

0.2545 0.7263 0.2787 0.2222 1.1378 0.2586 0.0349 0.3238

0.8938 0.4625 0.3559 0.0001 1.2152 0.1522 0.0140 0.2960

1.0000 0.6250 0.0831 0.0003 1.2176 0.0955 0.0015 0.2242

0.7844 0.5250 0.3500 0.0021 1.1939 0.2215 0.0640 0.3418

0.9063 0.6875 0.0943 0.0042 1.2145 0.1497 0.0058 0.2680

0.8859 0.5758 0.1981 0.0008 1.2056 0.1577 0.0145 0.2972

0.5375 0.7500 0.0842 0.2175 1.1755 0.3523 0.0914 0.3522

0.1886 0.4341 0.6915 0.2196 1.1520 0.2049 0.0428 0.3299

0.3112 0.4806 0.4971 0.2122 1.1082 0.2784 0.1607 0.3684

0.4943 0.3652 0.4735 0.0198 1.1972 0.3394 0.2306 0.3786

0.3528 0.5875 0.3139 0.2190 1.0840 0.3010 0.1841 0.3722

0.3750 1.0000 0.1842 0.2222 1.3542 0.3955 0.0015 0.2242

0.3125 0.9333 0.2109 0.2222 1.3034 0.3366 0.0037 0.2531

0.8441 0.8987 0.0676 0.1617 1.2570 0.2146 0.0012 0.2161

0.3954 0.4113 0.5277 0.1269 1.1525 0.3179 0.2278 0.3782

0.3899 0.3149 0.7178 0.0457 1.2291 0.3244 0.1303 0.3624

1.0000 0.5000 0.1610 0.0000 1.2199 0.0940 0.0021 0.2349

1.0000 1.0000 0.0359 0.1111 1.2712 0.1207 0.0000 0.0386

0.2500 0.0000 0.8189 0.0024 1.4069 0.3119 0.0006 0.1911

0.7500 0.0000 0.2521 0.0000 1.3150 0.3119 0.0006 0.1911

1.0000 0.2500 0.2302 0.0000 1.2573 0.1001 0.0006 0.1911

1.0000 0.7500 0.0504 0.0024 1.2295 0.1001 0.0006 0.1911

0.7500 1.0000 0.0810 0.2198 1.2913 0.3119 0.0006 0.1911

0.2500 1.0000 0.2222 0.2222 1.3496 0.3119 0.0006 0.1911

0.0000 0.7500 0.3395 0.2222 1.1987 0.1001 0.0006 0.1911

0.0000 0.2500 0.8026 0.2198 1.2683 0.1001 0.0006 0.1911

0.8750 1.0000 0.0553 0.2010 1.2791 0.2100 0.0001 0.1321

1.0000 0.3750 0.2405 0.0000 1.2354 0.0955 0.0015 0.2242

1.0000 0.8750 0.0406 0.0212 1.2504 0.1082 0.0001 0.1321

0.6250 1.0000 0.1124 0.2220 1.3099 0.3955 0.0015 0.2242

0.0000 0.3750 0.6464 0.2220 1.2134 0.0955 0.0015 0.2242

0.0000 0.1250 0.8220 0.2010 1.3151 0.1082 0.0001 0.1321

0.5625 1.0000 0.1292 0.2221 1.3218 0.4196 0.0019 0.2323

0.0000 0.4375 0.5564 0.2221 1.1907 0.0944 0.0019 0.2323

0.6500 0.4875 0.3944 0.0113 1.1735 0.2975 0.2107 0.3761
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Table 4. Cont.

X Y F1(x,y) F2(x,y) F3(x,y) F4(x,y) F5(x,y) F6(x,y)

0.0811 0.5625 0.4329 0.2222 1.1446 0.1376 0.0088 0.2815

0.1154 0.6538 0.3598 0.2222 1.1420 0.1614 0.0103 0.2865

0.3750 0.0000 0.6331 0.0003 1.4141 0.3955 0.0015 0.2242

0.3181 0.1035 0.9263 0.0046 1.3910 0.3299 0.0071 0.2745

0.5197 0.1873 0.5032 0.0006 1.3174 0.3669 0.0457 0.3318

0.4371 0.1016 0.6122 0.0005 1.3796 0.3829 0.0124 0.2921

0.1625 0.2125 1.1918 0.1580 1.3042 0.2034 0.0062 0.2704

0.2375 0.2875 1.1146 0.1580 1.2528 0.2460 0.0331 0.3222

0.0625 0.3125 0.8667 0.2198 1.2383 0.1310 0.0034 0.2507

0.7625 0.2625 0.6033 0.0000 1.2596 0.2488 0.0264 0.3154

0.6298 0.3677 0.5269 0.0020 1.2125 0.3115 0.1663 0.3694

0.5495 0.5455 0.2811 0.1071 1.1349 0.3299 0.3042 0.3863

0.4999 0.6340 0.1996 0.2040 1.1219 0.3394 0.2317 0.3787

0.5581 0.4443 0.3918 0.0254 1.1656 0.3287 0.2924 0.3852

0.4125 0.7796 0.0310 0.2219 1.1740 0.3467 0.0586 0.3392

5. Numerical Results

Delaunay triangulation for all datasets are shown in Figure 8. Meanwhile, Figures 9–11 show the
3D linear interpolant for the scattered datasets, respectively. The surface interpolation by using cubic
Timmer triangular patches with selected schemes are shown in Figures 12–23.

  

(a) 36 datasets (b) 65 datasets 

Figure 8. Cont.
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(c) 100 datasets 

Figure 8. Delaunay triangulation.

 

 

(a) ܨଵ(ݔ, ,ݔ)ଶܨ (b) (ݕ  (ݕ

 

 

(c) ܨଷ(ݔ, ,ݔ)ସܨ (d) (ݕ  (ݕ

 

 

(e) ܨହ(ݔ, ,ݔ)଺ܨ (f) (ݕ  (ݕ

Figure 9. 3D linear interpolant for 36 datasets.
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(a) ܨଵ(ݔ, ,ݔ)ଶܨ (b) (ݕ  (ݕ

 

 

(c) ܨଷ(ݔ, ,ݔ)ସܨ (d) (ݕ  (ݕ

 

 

(e) ܨହ(ݔ, ,ݔ)଺ܨ (f) (ݕ  (ݕ

Figure 10. 3D linear interpolant for 65 datasets.

 

 

(a) ܨଵ(ݔ, ,ݔ)ଶܨ (b) (ݕ  (ݕ

Figure 11. Cont.
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(c) ܨଷ(ݔ, ,ݔ)ସܨ (d) (ݕ  (ݕ

 

 

(e) ܨହ(ݔ, ,ݔ)଺ܨ (f) (ݕ  (ݕ

Figure 11. 3D linear interpolant for 100 datasets.

 

 

(a) ܨଵ(ݔ, ,ݔ)ଶܨ (b) (ݕ  (ݕ

 

 

(c) ܨଷ(ݔ, ,ݔ)ସܨ (d) (ݕ  (ݕ

Figure 12. Cont.
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(e) ܨହ(ݔ, ,ݔ)଺ܨ (f) (ݕ  (ݕ

Figure 12. Surface interpolation using Goodman and Said method and Choice 1 for 36 datasets.

 

 

(a) ܨଵ(ݔ, ,ݔ)ଶܨ (b) (ݕ  (ݕ

 

 

(c) ܨଷ(ݔ, ,ݔ)ସܨ (d) (ݕ  (ݕ

 

 

(e) ܨହ(ݔ, ,ݔ)଺ܨ (f) (ݕ  (ݕ

Figure 13. Surface interpolation using Goodman and Said method and Choice 2 for 36 datasets.
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(a) ܨଵ(ݔ, ,ݔ)ଶܨ (b) (ݕ  (ݕ

 

 

(c) ܨଷ(ݔ, ,ݔ)ସܨ (d) (ݕ  (ݕ

 

 

(e) ܨହ(ݔ, ,ݔ)଺ܨ (f) (ݕ  (ݕ

Figure 14. Surface interpolation using Foley and Opitz method and Choice 1 for 36 datasets.

 

 

(a) ܨଵ(ݔ, ,ݔ)ଶܨ (b) (ݕ  (ݕ

Figure 15. Cont.
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(c) ܨଷ(ݔ, ,ݔ)ସܨ (d) (ݕ  (ݕ

  

(e) ܨହ(ݔ, ,ݔ)଺ܨ (f) (ݕ  (ݕ

Figure 15. Surface interpolation using Foley and Opitz method and Choice 2 for 36 datasets.

 

 

(a) ܨଵ(ݔ, ,ݔ)ଶܨ (b) (ݕ  (ݕ

 

 

(c) ܨଷ(ݔ, ,ݔ)ସܨ (d) (ݕ  (ݕ

Figure 16. Cont.

125



Mathematics 2020, 8, 159

 

 

(e) ܨହ(ݔ, ,ݔ)଺ܨ (f) (ݕ  (ݕ

Figure 16. Surface interpolation using Goodman and Said method and Choice 1 for 65 datasets.

 

 

(a) ܨଵ(ݔ, ,ݔ)ଶܨ (b) (ݕ  (ݕ

 

 

(c) ܨଷ(ݔ, ,ݔ)ସܨ (d) (ݕ  (ݕ

 
 

(e) ܨହ(ݔ, ,ݔ)଺ܨ (f) (ݕ  (ݕ

Figure 17. Surface interpolation using Goodman and Said method and Choice 2 for 65 datasets.
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(a) ܨଵ(ݔ, ,ݔ)ଶܨ (b) (ݕ  (ݕ

 

 

(c) ܨଷ(ݔ, ,ݔ)ସܨ (d) (ݕ  (ݕ

 

 

(e) ܨହ(ݔ, ,ݔ)଺ܨ (f) (ݕ  (ݕ

Figure 18. Surface interpolation using Foley and Opitz method and Choice 1 for 65 datasets.

 

 

(a) ܨଵ(ݔ, ,ݔ)ଶܨ (b) (ݕ  (ݕ

Figure 19. Cont.
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(c) ܨଷ(ݔ, ,ݔ)ସܨ (d) (ݕ  (ݕ

 

 

(e) ܨହ(ݔ, ,ݔ)଺ܨ (f) (ݕ  (ݕ

Figure 19. Surface interpolation using Foley and Opitz method and Choice 2 for 65 datasets.

 
 

(a) ܨଵ(ݔ, ,ݔ)ଶܨ (b) (ݕ  (ݕ

  

(c) ܨଷ(ݔ, ,ݔ)ସܨ (d) (ݕ  (ݕ

Figure 20. Cont.
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(e) ܨହ(ݔ, ,ݔ)଺ܨ (f) (ݕ  (ݕ

Figure 20. Surface interpolation using Goodman and Said method and Choice 1 for 100 datasets.

 

 

(a) ܨଵ(ݔ, ,ݔ)ଶܨ (b) (ݕ  (ݕ

  

(c) ܨଷ(ݔ, ,ݔ)ସܨ (d) (ݕ  (ݕ

 

 

(e) ܨହ(ݔ, ,ݔ)଺ܨ (f) (ݕ  (ݕ

Figure 21. Surface interpolation using Goodman and Said method and Choice 2 for 100 datasets.
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(a) ܨଵ(ݔ, ,ݔ)ଶܨ (b) (ݕ  (ݕ

  

(c) ܨଷ(ݔ, ,ݔ)ସܨ (d) (ݕ  (ݕ

 

 

(e) (f) 

Figure 22. Surface interpolation using Foley and Opitz method and Choice 1 for 100 datasets.

 

 

(a) ܨଵ(ݔ, ,ݔ)ଶܨ (b) (ݕ  (ݕ

Figure 23. Cont.
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(c) ܨଷ(ݔ, ,ݔ)ସܨ (d) (ݕ  (ݕ

 

 

(e) ܨହ(ݔ, ,ݔ)଺ܨ (f) (ݕ  (ݕ

Figure 23. Surface interpolation using Foley and Opitz method and Choice 2 for 100 datasets.

Based on Figures 12–23, all schemes are capable of producing a smooth C1 surface. The 36,
65, and 100 datasets consist of 54, 100, and 164 triangular patches with C1 continuity for each edge,
respectively. Visually, the proposed scheme produces smooth surfaces for all datasets. However,
in order to measure the effectiveness of the proposed scattered data interpolation scheme, we calculate
root mean square error (RMSE), maximum error (Max error), coefficient of determination (R2),
and central processor unit (CPU) time in seconds. For the computation time, a comparison has been
made between two different methods to calculate the inner ordinates, i.e., Goodman and Said [8] and
Foley and Opitz [19] methods and two distinct calculation of local scheme denoted as Choice 1 and
Choice 2. The error analysis for 36, 65, and 100 data points are shown in Tables 5–7, respectively.

Table 5. Error analysis for 36 datasets.

Test Function Error
Goodman and Said Foley and Opitz

Choice 1 Choice 2 Choice 1 Choice 2

F1(x, y)

RMSE 0.025827 0.025901 0.026097 0.026458
R2 0.991858 0.991811 0.991687 0.991455

Max error 0.109091 0.110443 0.109642 0.110142
CPU time 3.666885 3.792837 3.531956 3.612421

F2(x, y)

RMSE 0.013091 0.013105 0.012899 0.012970
R2 0.982658 0.982620 0.983163 0.982978

Max error 0.049755 0.050222 0.048333 0.049466
CPU time 3.465182 3.581924 3.238475 3.418465
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Table 5. Cont.

Test Function Error
Goodman and Said Foley and Opitz

Choice 1 Choice 2 Choice 1 Choice 2

F3(x, y)

RMSE 0.006086 0.006097 0.005834 0.005897
R2 0.993518 0.993493 0.994043 0.993914

Max error 0.026836 0.026923 0.026082 0.026475
CPU time 3.381397 3.412042 3.362575 3.381239

F4(x, y)

RMSE 0.127280 0.127285 0.127392 0.127379
R2 0.999012 0.998742 0.998671 0.998923

Max error 0.335392 0.335392 0.335392 0.335392
CPU time 3.718293 3.819244 3.634124 3.801234

F5(x, y)

RMSE 0.006244 0.006326 0.005952 0.006095
R2 0.993218 0.993039 0.993837 0.993539

Max error 0.030589 0.031475 0.027931 0.028902
CPU time 3.931621 4.012938 3.544473 3.712645

F6(x, y)

RMSE 0.003587 0.003602 0.003980 0.003995
R2 0.997647 0.997628 0.997104 0.997082

Max error 0.015551 0.015589 0.015264 0.014997
CPU time 3.910817 3.912341 3.722930 3.800012

Table 6. Error analysis for 65 datasets.

Test Function Error
Goodman and Said Foley and Opitz

Choice 1 Choice 2 Choice 1 Choice 2

F1(x, y)

RMSE 0.015504 0.015586 0.015090 0.015246
R2 0.997066 0.997034 0.997221 0.997163

Max error 0.062431 0.063216 0.063829 0.066465
CPU time 9.012512 9.214511 8.912451 9.109472

F2(x, y)

RMSE 0.005162 0.005177 0.005015 0.005016
R2 0.997304 0.997288 0.997457 0.997454

Max error 0.030704 0.030792 0.031553 0.031558
CPU time 8.729935 9.497846 8.623959 8.761479

F3(x, y)

RMSE 0.003151 0.003163 0.003018 0.003091
R2 0.998263 0.998249 0.998406 0.998328

Max error 0.015383 0.015461 0.015825 0.016667
CPU time 8.910241 8.948517 8.891025 8.901256

F4(x, y)

RMSE 0.127247 0.127249 0.127274 0.127264
R2 0.998901 0.998703 0.998767 0.998513

Max error 0.333987 0.333987 0.333987 0.333987
CPU time 9.193316 9.201537 9.001285 9.182451

F5(x, y)

RMSE 0.004951 0.004980 0.004800 0.004877
R2 0.995737 0.995686 0.995992 0.995863

Max error 0.033110 0.033635 0.031342 0.031923
CPU time 8.901256 8.924514 8.802561 8.856126

F6(x, y)

RMSE 0.001953 0.001959 0.002122 0.002146
R2 0.999303 0.999298 0.999177 0.999158

Max error 0.010602 0.010715 0.009957 0.009725
CPU time 8.981256 8.992456 8.900128 8.941588
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Table 7. Error analysis for 100 datasets.

Test Function Error
Goodman and Said Foley and Opitz

Choice 1 Choice 2 Choice 1 Choice 2

F1(x, y)

RMSE 0.006834 0.006887 0.006660 0.006804
R2 0.999430 0.999421 0.999459 0.999435

Max error 0.034165 0.034446 0.032402 0.032503
CPU time 19.245752 19.157941 18.989466 19.015484

F2(x, y)

RMSE 0.003638 0.003644 0.003525 0.003568
R2 0.998661 0.998656 0.998742 0.998712

Max error 0.023940 0.024076 0.024344 0.025017
CPU time 17.772122 17.387878 17.726120 17.609815

F3(x, y)

RMSE 0.000997 0.001004 0.000960 0.001022
R2 0.999826 0.999824 0.999839 0.999817

Max error 0.004870 0.005009 0.004337 0.004622
CPU time 17.377007 17.801830 16.248355 16.449573

F4(x, y)

RMSE 0.127213 0.127209 0.127199 0.127200
R2 0.997790 0.997735 0.997851 0.997732

Max error 0.334366 0.334387 0.333155 0.333431
CPU time 18.517801 17.531418 17.221382 17. 582176

F5(x, y)

RMSE 0.002273 0.002299 0.002159 0.002221
R2 0.999101 0.999081 0.999189 0.999142

Max error 0.012672 0.012685 0.012559 0.012585
CPU time 19.092384 19.181738 18.463083 19.083249

F6(x, y)

RMSE 0.001116 0.001153 0.000867 0.000868
R2 0.999772 0.999757 0.999863 0.999862

Max error 0.007914 0.007917 0.005458 0.005459
CPU time 18.521953 19.728907 17.658403 18.307126

Based on Tables 5–7, the numerical results obtained by using the local scheme with Choice 2 gave
larger error than Choice 1 while most of the Foley and Opitz [19] method gave smaller error than the
Goodman and Said [8] method. In terms of CPU time (in seconds), the Goodman and Said [8] method
takes more time than the Foley and Opitz [19] method. Convex scheme using Choice 2 took longer
time than scheme with Choice 1. The main reason is because convex combination using Choice 2
requires more calculation than Choice 1. Furthermore, the reason the Foley and Opitz [19] method has
less time is that their scheme considers two triangular patches to calculate the inner ordinates while
the Goodman and Said [8] method needs to find the three inner ordinates for each triangular patch.

Hence, we conclude that the best scheme for scattered data interpolation is the cubic Timmer
triangular patches with convex combination of Choice 1 and the Foley and Opitz [19] method to
calculate the inner ordinates. Figure 24 shows the error comparison of the proposed cubic Timmer
triangular patch with all test functions using the best scheme mentioned above with different datasets.
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Figure 24. Comparison of the proposed method using the best schemes.
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Based on Figure 24, as the number of data points increased, the errors such as RMSE and Max
error will be decreased. For CPU time, when more data are used, it will take a longer time, while the
comparison using R2 shows that when the datasets used increases, the R2 value will increase too.

Next, we compare the proposed cubic Timmer triangular scheme with the established schemes
such as Karim and Saaban [21] and Goodman and Said [8]. We use 100 data points as shown in Table 4.
The numerical comparisons are shown in Table 8.

Table 8. Comparison with established schemes.

Test
Function

Error
100 Data Points

Goodman and Said [8] Karim and Saaban [21] Proposed Scheme

F1(x, y)

RMSE 0.006523 0.006543 0.006660
R2 0.999481 0.999477 0.999459

Max error 0.032346 0.033434 0.032402
CPU time 19.853309 19.740250 18.989466

F2(x, y)

RMSE 0.003486 0.003464 0.003525
R2 0.998770 0.998786 0.998742

Max error 0.023774 0.022634 0.024344
CPU time 18.454829 17.937833 17.726120

F3(x, y)

RMSE 0.000953 0.001151 0.000960
R2 0.999841 0.999768 0.999839

Max error 0.004293 0.005725 0.004337
CPU time 16.947552 16.851681 16.748355

F4(x, y)

RMSE 0.127205 0.127190 0.127200
R2 0.997654 0.998057 0.997735

Max error 0.334366 0.334366 0.334366
CPU time 18.045273 17.586388 17.582176

F5(x, y)

RMSE 0.002093 0.002060 0.002159
R2 0.999238 0.999262 0.999189

Max error 0.012460 0.012264 0.012559
CPU time 18.675766 18.590993 18.463083

F6(x, y)

RMSE 0.000873 0.000881 0.000867
R2 0.999861 0.999858 0.999863

Max error 0.005458 0.005458 0.005458
CPU time 17.956438 17.777269 17.658403

From Table 8, based on RMSE, max error, and R2, we can see clearly that cubic Timmer triangular
patch is on par with Karim and Saaban [21] and Goodman and Said [8] schemes. However, in terms
of CPU time (in seconds), the proposed scheme require smaller CPU time compared to the other
established methods. Thus, we believed that the proposed cubic Timmer triangular patch is suitable to
interpolate dense or big scattered datasets, since it requires less CPU time than [8] and [21].

To validate this, we test the proposed cubic Timmer triangular patch scheme by using the seamount
dataset obtained in MATLAB. The seamount dataset represents the surface of underwater mountain
that is located at 48.2◦S, 148.8◦W on the Louisville Ridge in the South Pacific in 1984. The seamount
data et contains 294 data points and it consists a set of longitude (X), latitude (Y), and depth-in-feet
(Z), as shown in Table 9. Table 9 shows 294 data points of the seamount dataset. There are about 566
triangles. Figures 25 and 26 show the Delaunay triangulation and the 3D visualization of the seamount
dataset, respectively. The surface interpolation of 566 triangular patches formed by using the proposed
cubic Timmer, cubic Ball, and cubic Bèzier are shown in Figure 27.
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Table 9. Seamount dataset.

X Y Z X Y Z X Y Z

211.18 −47.97 −4250 211.07 −48.18 −3050 211.19 −48.215 −1100
211.28 −47.97 −4250 211.11 −48.18 −2615 211.2 −48.215 −1000
211.1 −47.98 −4250 211.15 −48.18 −1850 211.21 −48.215 −975

211.38 −47.98 −4250 211.17 −48.18 −1730 211.22 −48.215 −925
211.45 −48 −4250 211.19 −48.18 −1150 211.23 −48.215 −725
211.23 −48.01 −3900 211.2 −48.18 −1025 211.24 −48.215 −800
211.31 −48.01 −3950 211.21 −48.18 −600 211.25 −48.215 −1050
210.98 −48.02 −4250 211.22 −48.18 −900 210.95 −48.22 −4050
211.13 −48.02 −3900 211.23 −48.18 −1050 211.07 −48.22 −3700
211.39 −48.02 −4000 211.24 −48.18 −800 211.11 −48.22 −2910
211.06 −48.03 −4050 211.25 −48.18 −950 211.15 −48.22 −2150
211.51 −48.03 −4250 211.26 −48.18 −1300 211.17 −48.22 −1750
211.19 −48.04 −3700 211.27 −48.18 −1370 211.19 −48.22 −1250
211.26 −48.04 −3730 211.28 −48.18 −1450 211.2 −48.22 −1150
211.32 −48.05 −3650 211.29 −48.18 −1490 211.21 −48.22 −1125
211.1 −48.06 −3800 211.31 −48.18 −1850 211.22 −48.22 −950

211.01 −48.07 −3980 211.34 −48.18 −2575 211.23 −48.22 −950
211.39 −48.07 −3700 211.38 −48.18 −3350 211.24 −48.22 −925
211.48 −48.07 −3980 211.19 −48.185 −1300 211.25 −48.22 −1125
211.17 −48.08 −3280 211.2 −48.185 −1050 211.27 −48.22 −1350
211.21 −48.08 −3100 211.21 −48.185 −650 211.29 −48.22 −1650
211.25 −48.08 −3140 211.22 −48.185 −770 211.31 −48.22 −1750
211.29 −48.08 −3250 211.23 −48.185 −750 211.34 −48.22 −2500
210.91 −48.09 −4250 211.24 −48.185 −620 211.38 −48.22 −3025
211.57 −48.09 −4250 211.25 −48.185 −950 211.42 −48.22 −3400
211.15 −48.1 −3150 211.26 −48.185 −1150 211.16 −48.23 −2200
211.19 −48.1 −3000 211.27 −48.185 −1000 211.18 −48.23 −1850
211.23 −48.1 −2850 211.28 −48.185 −1150 211.2 −48.23 −1500
211.27 −48.1 −3000 210.89 −48.19 −4250 211.22 −48.23 −1325
211.31 −48.1 −3100 211 −48.19 −3650 211.24 −48.23 −1375
211.34 −48.1 −3220 211.14 −48.19 −2300 211.26 −48.23 −1530
211.06 −48.11 −3630 211.16 −48.19 −1940 211.28 −48.23 −1680
211.47 −48.11 −3765 211.18 −48.19 −1550 211.3 −48.23 −2000
211.13 −48.12 −3170 211.2 −48.19 −1050 211.02 −48.24 −3700
211.17 −48.12 −2875 211.21 −48.19 −675 211.09 −48.24 −3325
211.21 −48.12 −2600 211.22 −48.19 −600 211.13 −48.24 −2875
211.25 −48.12 −2600 211.23 −48.19 −590 211.17 −48.24 −2200
211.29 −48.12 −2575 211.24 −48.19 −650 211.19 −48.24 −1850
211.32 −48.12 −2950 211.25 −48.19 −800 211.21 −48.24 −1600
211.53 −48.12 −4070 211.26 −48.19 −1050 211.23 −48.24 −1900
210.96 −48.14 −3920 211.27 −48.19 −950 211.25 −48.24 −1800
211.11 −48.14 −2950 211.28 −48.19 −1000 211.27 −48.24 −1930
211.15 −48.14 −2550 211.3 −48.19 −1780 211.29 −48.24 −2000
211.19 −48.14 −2350 211.19 −48.19 −1150 211.31 −48.24 −2250
211.23 −48.14 −2195 211.2 −48.195 −850 211.36 −48.24 −2800
211.27 −48.14 −2080 211.21 −48.195 −600 211.4 −48.24 −3220
211.3 −48.14 −2450 211.22 −48.195 −570 211.44 −48.24 −3500

211.34 −48.14 −2925 211.23 −48.195 −555 211.53 −48.24 −3650
211.38 −48.14 −3125 211.24 −48.195 −580 211.65 −48.24 −4250
211.04 −48.15 −3450 211.25 −48.195 −700 211.18 −48.25 −2150
211.16 −48.15 −2110 211.26 −48.195 −750 211.2 −48.25 −1840
211.18 −48.15 −2100 211.27 −48.195 −875 211.22 −48.25 −2275
211.2 −48.15 −1760 211.28 −48.195 −1020 211.24 −48.25 −2275
211.22 −48.15 −1920 211.05 −48.2 −3275 211.26 −48.25 −2150
211.24 −48.15 −1900 211.09 −48.2 −2865 211.28 −48.25 −2250
211.26 −48.15 −1750 211.13 −48.2 −2480 210.93 −48.26 −4250
211.28 −48.15 −2110 211.15 −48.2 −2025 211.11 −48.26 −3240
211.51 −48.15 −3950 211.17 −48.2 −1375 211.15 −48.26 −2675
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Table 9. Cont.

X Y Z X Y Z X Y Z

211.6 −48.15 −4250 211.18 −48.2 −1000 211.19 −48.26 −2100
211.09 −48.16 −2950 211.19 −48.2 −825 211.23 −48.26 −2575
211.13 −48.16 −2570 211.2 −48.2 −700 211.27 −48.26 −2400
211.15 −48.16 −1950 211.21 −48.2 −580 211.3 −48.26 −2550
211.17 −48.16 −1750 211.22 −48.2 −510 211.34 −48.26 −2820
211.19 −48.16 −1480 211.23 −48.2 −500 211.38 −48.26 −3050
211.2 −48.16 −1325 211.24 −48.2 −550 211.42 −48.26 −3400
211.21 −48.16 −1350 211.25 −48.2 −600 211.06 −48.28 −3725
211.23 −48.16 −1650 211.26 −48.2 −735 211.13 −48.28 −3120
211.25 −48.16 −1375 211.27 −48.2 −875 211.17 −48.28 −2800
211.27 −48.16 −1780 211.28 −48.2 −1150 211.21 −48.28 −3050
211.29 −48.16 −2125 211.29 −48.2 −1500 211.25 −48.28 −2925
211.31 −48.16 −2200 211.31 −48.2 −2150 211.28 −48.28 −2775
211.36 −48.16 −2940 211.36 −48.2 −3000 211.32 −48.28 −2920
211.42 −48.16 −3450 211.4 −48.2 −3380 211.36 −48.28 −3190
211.19 −48.165 −1150 211.48 −48.2 −3780 211.4 −48.28 −3260
211.2 −48.165 −1125 211.57 −48.2 −4025 211.49 −48.28 −3780

211.21 −48.165 −1150 211.18 −48.205 −950 211.59 −48.28 −4050
211.25 −48.165 −1125 211.19 −48.205 −800 211.26 −48.3 −3250
211.14 −48.17 −2250 211.2 −48.205 −740 211.3 −48.3 −3140
211.16 −48.17 −1875 211.21 −48.205 −595 210.99 −48.32 −4250
211.18 −48.17 −1340 211.22 −48.205 −595 211.08 −48.32 −3950
211.19 −48.17 −1075 211.23 −48.205 −490 211.15 −48.32 −3750
211.2 −48.17 −850 211.24 −48.205 −650 211.22 −48.32 −3630

211.21 −48.17 −850 211.25 −48.205 −748 211.28 −48.32 −3420
211.22 −48.17 −1100 211.26 −48.205 −850 211.36 −48.32 −3420
211.23 −48.17 −1375 211.27 −48.205 −1000 211.46 −48.32 −3735
211.24 −48.17 −1175 211.16 −48.21 −1700 211.56 −48.32 −4015
211.25 −48.17 −950 211.18 −48.21 −1200 211.66 −48.32 −4250
211.26 −48.17 −1300 211.19 −48.21 −1000 211.18 −48.35 −4010
211.28 −48.17 −1825 211.2 −48.21 −850 211.1 −48.37 −4250
211.3 −48.17 −1850 211.21 −48.21 −765 211.26 −48.37 −3950
211.32 −48.17 −2110 211.22 −48.21 −780 211.34 −48.37 −3850
211.19 −48.175 −1125 211.23 −48.21 −560 211.42 −48.37 −3900
211.2 −48.175 −800 211.24 −48.21 −750 211.5 −48.37 −4050

211.21 −48.175 −700 211.25 −48.21 −850 211.6 −48.39 −4250
211.22 −48.175 −1020 211.26 −48.21 −1040 211.22 −48.4 −4250
211.23 −48.175 −1175 211.27 −48.21 −1200 211.3 −48.42 −4250
211.24 −48.175 −900 211.28 −48.21 −1300 211.38 −48.42 −4250
211.25 −48.175 −900 211.3 −48.21 −1600
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Figure 25. Delaunay triangulation of seamount dataset.

Figure 26. 3D visualization of seamount dataset.

 
(a) Cubic Bѐzier triangular patch 

Figure 27. Cont.
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(b) Cubic Ball triangular patch 

 
(c) Cubic Timmer triangular patch 

Figure 27. Surface interpolation.

Then, we calculate the CPU time (in seconds) for each of the construction of the surfaces by using
different methods shown in Figure 27. CPU time taken by proposed cubic Timmer triangular patches
to construct the surface of the seamount dataset is 102.3931 s. Furthermore, cubic Bèzier and Ball
triangular patches required about 103.7781 s and 103.5014 s, respectively. Based on this example,
we conclude that the proposed cubic Timmer triangular patch required smaller CPU time especially
for big or dense scattered datasets. Furthermore, based on Renka and Brown [22], when the coefficient
of determination (R2) is 0.999, the interpolation method can be considered as excellent. Therefore, from
all numerical results, the proposed scheme is excellent.

6. Application on Real Data

In this section, the proposed scattered data interpolation using cubic Timmer triangular patch
is tested to visualize some real datasets. We use two different datasets i.e., the rainfall data and the
digital elevation data. All scattered data discussed in this section are irregularly distributed.
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6.1. Visualize the Rainfall Data

First, we test the proposed scattered data interpolation scheme to visualize rainfall data. Based on
our previous discussion, we apply the Foley and Opitz [19] method to calculate the inner ordinates
and local scheme of Choice 1. The rainfall data sites are obtained from Malaysian Meteorology
Department. The data are of average rainfall that were collected at some 25 major stations throughout
Peninsular Malaysia. We have chosen the rainfall data for three different months i.e., February, March,
and May 2007, as shown in Table 10. Figure 28 shows the Delaunay triangulation of rainfall data at the
collected stations.

Table 10. Rainfall data.

Station
Location Average Rainfall (mm)

Longitude Latitude Feb March May

Chuping 100.2667 6.4833 68.6 61.0 88.0
Langkawi Island 99.7333 6.3333 49.8 40.6 166.0

Alor Setar 100.4000 6.2000 99.4 277.8 67.4
Butterworth 100.3833 5.4667 31.6 58.9 143.2

Prai 100.4000 5.3500 33.8 208.1 153.4
Bayan Lepas 100.2667 5.3000 39.8 125.2 144.4

Ipoh 101.1000 4.5833 242.4 364.2 42.6
Cameron Highlands 101.3667 4.4667 117.2 252.0 223.2

Lubok Merbau 100.9000 4.8000 62.6 156.4 98.4
Sitiawan 100.7000 4.2167 49.8 44.4 26.8
Subang 101.5500 3.1167 199.0 329.2 68.2

Petaling Jaya 101.6500 3.1000 139.8 321.0 196.2
KLIA (Sepang) 101.7000 2.7167 78.6 186.2 188.8

Melaka 102.2500 2.2667 62.4 113.8 183.4
Batu Pahat 102.9833 1.8667 219.0 182.0 195.0

Kluang 103.3100 2.0167 39.4 92.4 130.2
Senai 103.6667 1.6333 176.3 148.6 296.0

Kota Bahru 102.2833 6.1667 7.0 115.2 109.2
Kuala Krai 102.2000 5.5333 16.6 166.0 238.7

Kuala Terengganu 103.1000 5.3833 0.2 121.0 64.8
Kuantan 103.2167 3.7833 35.2 79.2 270.4

Batu Embun 102.3500 3.9667 103.2 146.2 256.2
Temerloh 102.3833 3.4667 25.6 114.2 324.2

Muadzam Shah 103.0833 3.0500 85.0 131.6 204.8
Mersing 103.8333 2.4500 16.4 183.4 196.2
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Figure 28. Delaunay triangulation of rainfall data.

Figure 29 shows the 3D linear interpolant of the rainfall data for each month. The surface of
rainfall distribution in Malaysia of cubic Timmer triangular patches according to each month is shown
in Figure 30.

 

 

(a) February 2007 (b) March 2007 

 

(c) May 2007 

Figure 29. 3D Linear Interpolant of the rainfall data.
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(a) February 2007 (b) March 2007 

 

(c) May 2007 

Figure 30. Surface Interpolation using the proposed scheme.

Meanwhile, Table 11 shows all the surface interpolations show that the minimum value of the
average rainfall less than zero as shown in Table 11.

Table 11. Minimum value (mm).

Average Rainfall (mm) Minimum Value (mm)

Feb −259.9196
March −165.0851
May −71.3284

6.2. Visualize the Digital Elevation Data of Kalumpang Agricultural Station

Next, we test the proposed scattered data interpolation scheme to visualize the 160 digital elevation
data of Kalumpang Agricultural Station (3◦ 38′ N, 101.34′ E) located about 90 km northeast of Kuala
Lumpur, Malaysia (refer to z values in Table 12). We also apply the Foley and Opitz [19] method and
Choice 1 to calculate the inner ordinates and local scheme of the proposed cubic Timmer triangular
patch. Figure 31 shows the Delaunay triangulation for all 160 data points.
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Table 12. Digital elevation data of Kalumpang Agricultural Station.

X Y Z X Y Z X Y Z

0 0 73.70 6 6 81.40 14 4 83.60
0 1 75.00 6 7 82.90 14 5 83.40
0 2 76.20 7 0 72.25 14 6 84.40
0 3 77.40 7 1 74.40 14 7 85.45
0 4 78.60 7 2 75.85 15 0 79.00
0 5 79.70 7 3 77.40 15 1 80.30
0 6 80.80 7 4 79.10 15 2 82.20
0 7 81.70 7 5 80.50 15 3 82.20
1 0 73.25 7 6 81.60 15 4 83.80
1 1 74.60 7 7 83.50 15 5 83.90
1 2 75.80 8 0 72.80 15 6 84.75
1 3 77.25 8 1 74.70 15 7 85.70
1 4 78.45 8 2 76.00 16 0 79.75
1 5 79.70 8 3 77.80 16 1 81.60
1 6 80.85 8 4 79.60 16 2 82.70
1 7 82.20 8 5 80.95 16 3 82.80
2 0 72.90 8 6 82.15 16 4 84.25
2 1 74.10 8 7 83.40 16 5 84.25
2 2 75.60 9 2 77.00 16 6 85.20
2 3 77.00 9 3 78.00 16 7 85.90
2 4 78.60 9 4 80.25 17 0 80.40
2 5 79.60 9 5 81.40 17 1 81.50
2 6 81.15 9 6 82.50 17 2 83.30
2 7 82.30 9 7 83.80 17 3 83.30
3 0 72.25 10 2 77.55 17 4 84.75
3 1 73.80 10 3 79.20 17 5 84.75
3 2 75.70 10 4 80.70 17 6 85.45
3 3 76.80 10 5 81.75 17 7 86.10
3 4 78.40 10 6 83.15 18 0 81.20
3 5 79.80 10 7 84.15 18 1 82.10
3 6 81.10 11 2 78.40 18 2 83.80
3 7 82.40 11 3 79.80 18 3 83.80
4 0 72.20 11 4 81.20 18 4 85.15
4 1 73.70 11 5 82.30 18 5 85.10
4 2 75.50 11 6 83.45 18 6 85.60
4 3 77.00 11 7 84.65 18 7 86.20
4 4 78.40 12 1 77.50 19 0 81.70
4 5 79.80 12 2 80.40 19 1 82.75
4 6 81.05 12 3 80.40 19 2 84.25
4 7 82.45 12 4 82.80 19 3 84.25
5 0 71.15 12 5 82.80 19 4 85.40
5 1 73.75 12 6 83.70 19 5 85.40
5 2 75.75 12 7 84.70 19 6 85.80
5 3 77.15 13 1 78.50 19 7 86.30
5 4 78.50 13 2 80.80 20 0 82.50
5 5 79.90 13 3 80.80 20 1 82.80
5 6 81.40 13 4 83.50 20 2 84.60
5 7 82.60 13 5 83.50 20 3 84.60
6 0 72.15 13 6 84.00 20 4 85.10
6 1 73.75 13 7 85.00 20 5 85.60
6 2 75.80 14 0 78.50 20 6 86.00
6 3 77.25 14 1 79.30 20 7 86.50
6 4 78.80 14 2 81.60
6 5 80.20 14 3 81.10
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Figure 31. Delaunay triangulation for digital elevation data.

Figure 32 shows the 3D linear interpolant of the data points. The interpolating surfaces using the
proposed cubic Timmer, Karim and Saaban [21], and Goodman and Said [8] schemes are illustrated in
Figure 33. The final interpolating surface is constructed by combing all 269 triangular patches.

Figure 32. 3D linear interpolant for digital elevation data.
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(a) The proposed cubic Timmer triangular scheme 

 
(b) Karim and Saaban scheme 

 
(c) Goodman and Said scheme 

Figure 33. Surface Interpolation.

Based on Figure 33, all interpolating surface are visually pleasing. However, we can compare the
effectiveness of the proposed scheme by calculating the CPU time (in seconds). The proposed cubic
Timmer triangular scheme took about 33.6956 s to construct the surface. Furthermore, the Karim and
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Saaban [21] scheme required 33.8426 s while the Goodman and Said [8] scheme required 33.9239 s
to interpolate the surface of digital elevation data. Hence, we can conclude that the proposed cubic
Timmer triangular scheme is the best scheme in terms of CPU time compared to other schemes.

7. Conclusions and Future Work

In this paper, the cubic Timmer triangular patches, as implemented in Ali et al. [16], is applied
to interpolate the scattered data. Goodman and Said [8] and Foley and Opitz [19] schemes are used
in order to calculate the inner ordinates for each local scheme. It is observed that the cubic Timmer
triangular patches offer lower CPU time (computational cost) as compared to the cubic Bezier and Ball
triangular patches methods. Moreover, the simulation error shows that the cubic Timmer triangular
patches have the same values as obtained from Goodman and Said schemes. In addition, we infer
from the obtained results that the cubic Timmer triangular patches give better results as compared to
some established schemes when the datasets are increasing. Therefore, we can preserve the positivity
of the rainfall data by constructing the shape preservation of cubic Timmer triangular patches in our
main studies in future.
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