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Historically, the study of monomial ideals became fashionable after the pioneering work by Richard Stanley in 1975 on the upper bound conjecture for spheres. On the other hand, since the early 1990s, under the strong influence of Gröbner bases, binomial ideals became gradually fashionable in commutative algebra. The last ten years have seen a surge of research work in the study of monomial and binomial ideals. Remarkable developments in, for example, finite free resolutions, syzygies, Hilbert functions, toric rings, as well as cohomological invariants of ordinary powers, and symbolic powers of monomial and binomial ideals, have been brought forward. The theory of monomial and binomial ideals has many benefits from combinatorics and Göbner bases. Simultaneously, monomial and binomial ideals have created new and exciting aspects of combinatorics and Göbner bases.

In the present Special Issue, particular attention was paid to monomial and binomial ideals arising from combinatorial objects including finite graphs, simplicial complexes, lattice polytopes, and finite partially ordered sets, because there is a rich and intimate relationship between algebraic properties and invariants of these classes of ideals and the combinatorial structures of their combinatorial counterparts. This volume gives a brief summary of recent achievements in this area of research. It will stimulate further research that encourages breakthroughs in the theory of monomial and binomial ideals. This volume provides graduate students with fundamental materials in this research area. Furthermore, it will help researchers find exciting activities and avenues for further exploration of monomial and binomial ideals.

The editors express our thanks to the contributors to the Special Issue. Funds for APC (article processing charge) were partially supported by JSPS (Japan Society for the Promotion of Science) Grants-in-Aid for Scientific Research (S) entitled "The Birth of Modern Trends on Commutative Algebra and Convex Polytopes with Statistical and Computational Strategies" (JP 26220701). The publication of this volume is one of the main activities of the grant.
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Abstract: In this article, we discuss new characterizations of Cohen-Macaulay bipartite edge ideals. For arbitrary bipartite edge ideals $I(G)$, we also discuss methods to recognize regular elements on $I(G)^{s}$ for all $s \geq 1$ in terms of the combinatorics of the graph $G$.
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## 1. Introduction

The interplay between the combinatorics of finite simple graphs $G$ and the algebra of the underlying edge ideals $I(G)$ has been studied by various researches during the last few decades. The algebraic invariants that have been particularly prone to combinatorial interpretation are regularity, projective dimension, depth, and Betti numbers. In this article, we study the depth of powers of edge ideals of bipartite graphs. Combinatorics of bipartite graphs have been particularly ripe with interesting algebraic counterparts in the edge ideals and their powers. Interested readers are referred to [1-3], etc. In this paper, we continue the study pursued by the same authors in [3]. We study the closely related topics of combinatorial characterization of regular elements and Cohen-Macaulayness of various powers of bipartite edge ideals.

In section two of this paper, we offer a new characterization of Cohen-Macaulay bipartite edge ideals. We characterize it using colon ideals of the form $\left(I(G)^{2}: e\right)$, where $e$ is an edge/generator of $I(G)$, somehow in the same way as it is done in $[3,4]$, etc., in the study of regularity. An often quoted and important characterization of Cohen-Macaulay bipartite edge ideals is due to Herzog-Hibi in [2]. In this article, we also give a new proof of this characterization ([2]). One important feature of our proof is that it does not use Hall's marriage theorem or any variant of it as it was done in [2]. Throughout this article, we refer to $S$ as the polynomial ring $\mathbf{k}\left[x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}\right]$. Our main results in this section are as follows:

```
Theorem 1. Let \(G\) be a bipartite graph with partition \(V_{1}=\left\{x_{1}, \ldots, x_{n}\right\}\) and \(V_{2}=\left\{y_{1}, \ldots, y_{n^{\prime}}\right\}\). Then the following are equivalent
```

1. $S / I(G)$ is Cohen-Macaulay
2. $n=n^{\prime}$ and there exists a re-ordering of the vertex sets $V_{1}, V_{2}$ such that
(a) $x_{i} y_{i} \in I(G)$ for all $i$
(b) If $x_{i} y_{j} \in I(G)$ then $i \leq j$.
(c) If $x_{i} y_{j}, x_{j} y_{k} \in I(G)$ then $x_{i} y_{k} \in E$.
3. $I(G)$ is unmixed and $S / I(G)$ is connected in codimension one.
4. $n=n^{\prime}$ and there exists exactly $n$ edges $e_{1}, \ldots, e_{n}$ such that $\left(I(G)^{2}: e_{i}\right)=I(G)$ and for $i \neq j, e_{i}$ and $e_{j}$ are disjoint.
5. $n=n^{\prime}$ and there exists exactly $n$ edges $e_{1}, \ldots, e_{n}$ such that $\left(I(G)^{2}: e_{i}\right)$ is Cohen-Macaulay and for $i \neq j$, $e_{i}$ and $e_{j}$ are disjoint.

For arbitrary bipartite edge ideals, it is often hard to compute the depth of powers of its edge ideals $I(G)^{s}$ for all $s \geq 1$. Even if $G$ is Cohen-Macaulay, it is not so easy to compute the depth $S / I(G)^{s}$ for $s \geq 2$. It is well known that depth $S / I(G)^{s}$ is asymptotically equal to the number of connected components of $G([5])$. An important invariant related to the study of depth $S / I(G)^{s}$ is the dstab $I(G)$ which measures the minimal $t$ for which depth $S / I(G)^{t}$ equals the number of connected components of $G$. To study such invariants the same authors in [3] characterized regular elements on $I(G)^{s}$ for any unmixed bipartite graphs $G$. In the third section of this paper we characterize elements of the form $x_{v}-y_{\mu}$ that are regular on the powers $I(G)^{s}$ of a bipartite edge ideal $G$. This is a generalization of the similar result proved in [3]. Our characterization turns out to be the exactly same as the $\star$-condition proved there. To signify its usefulness we call it the neighborhood properties (we refer to the definition in Definition 12) Our main result proved here is as follows:

Theorem 2. Let $G$ be a bipartite graph and suppose that $x_{\mu} \in V_{1}$ and $y_{v} \in V_{2}$ satisfies the neighborhood properties. Then $x_{\mu}-y_{v}$ is an regular element on $S / I(G)^{s}$ for all $s$.

## 2. Structure of Cohen-Macaulay and Unmixed Bipartite Graphs

A characterization theorem for Cohen-Macaulay bipartite graphs was given by Herzog-Hibi in [2].
Theorem 3. (Herzog-Hibi, [2]) Let $G$ be a bipartite graph with partition $V_{1}=\left\{x_{1}, \ldots, x_{n}\right\}$ and $V_{2}=$ $\left\{y_{1}, \ldots, y_{n^{\prime}}\right\}$. Then the following are equivalent

1. $\quad S / I(G)$ is Cohen-Macaulay
2. $n=n^{\prime}$ and there exists a re-ordering of the vertex sets $V_{1}, V_{2}$ such that
(a) $x_{i} y_{i} \in I(G)$ for all $i$
(b) If $x_{i} y_{j} \in I(G)$ then $i \leq j$.
(c) If $x_{i} y_{j}, x_{j} y_{k} \in I(G)$ then $x_{i} y_{k} \in E$.

The following theorem is an improvement of the Herzog-Hibi characterization (Theorem 3). We are grateful to Prof. Huneke for the ideas presented in this proof. It is important to notice here that the following theorem does not make use of the Halls marriage theorem which is an important element of any proofs known to us of Theorem 3.

Definition 1. (Definition, p. 498, [6]) Let I be an ideal in a polynomial ring $S$ such that $I=P_{1} \cap \cdots \cap P_{k}, P_{i} \in$ $\operatorname{Spec}(S), 1 \leq i \leq k$. We say that the ring $S / I$ is connected in codimension one if for any two primes $Q^{\prime}, Q^{\prime \prime} \in \operatorname{Min}(S / I)$, there is a sequence of minimal primes $Q^{\prime}=Q_{1}, \ldots, Q_{r}=Q^{\prime \prime} \in \operatorname{Min}(S / I)$ such that for each $i=1,2, \ldots, r-1, h t\left(Q_{i}+Q_{i+1}\right)=1$ in $S / I$.

Theorem 4. Let $G$ be a bipartite graph with partition $V_{1}=\left\{x_{1}, \ldots, x_{n}\right\}$ and $V_{2}=\left\{y_{1}, \ldots, y_{n^{\prime}}\right\}$. Then the following are equivalent

1. $\quad S / I(G)$ is Cohen-Macaulay
2. $n=n^{\prime}$ and there exists a re-ordering of the vertex sets $V_{1}, V_{2}$ such that
(a) $x_{i} y_{i} \in I(G)$ for all $i$
(b) If $x_{i} y_{j} \in I(G)$ then $i \leq j$.
(c) If $x_{i} y_{j}, x_{j} y_{k} \in I(G)$ then $x_{i} y_{k} \in E$.
3. $I(G)$ is unmixed and $S / I(G)$ is connected in codimension one.

Proof. First we show $(2) \Rightarrow(1)$. We prove by induction on $n$. If $n=1$, then $I(G)=\left(x_{1} y_{1}\right)$ and hence clearly $S / I(G)$ is Cohen-Macaulay. Now assume that the result is true for $n-1$ and let $G$ be a graph
which satisfies the conditions $(a)-(c)$ of (2) on $2 n$ vertices (with partition $V_{1}=\left\{x_{1}, \ldots, x_{n}\right\}$ and $\left.V_{2}=\left\{y_{1}, \ldots, y_{n}\right\}\right)$. Consider

$$
\begin{equation*}
0 \rightarrow \frac{S}{\left(I(G): x_{1}\right)} \rightarrow \frac{S}{I(G)} \rightarrow \frac{S}{\left(\left(I(G), x_{1}\right)\right.} \rightarrow 0 \tag{1}
\end{equation*}
$$

Notice that $\left(I(G), x_{1}\right)=\left(I\left(G^{\prime}\right), x_{1}\right)$, where $G^{\prime}$ is the graph obtained by deleting $x_{1}$ and $y_{1}$ from $G$. Clearly $G^{\prime}$ satisfies the conditions $(a)-(c)$ of $(2)$ and hence $S / I\left(G^{\prime}\right)$ is Cohen-Macaulay (on $2 n-2$ vertices) by induction. So $S /\left(I(G), x_{1}\right)$ is Cohen-Macaulay of dimension $n$. Let $\left\{y_{1}, y_{i_{1}}, \ldots, y_{i_{k}}\right\} \subseteq$ $\left(I(G): x_{1}\right)$ for some $i_{1}, \ldots, i_{k}$. Let $x_{i_{j}} y_{l} \in I(G)$ for some $1 \leq j \leq k$. As $x_{1} y_{i_{j}} \in I(G)$ by the condition (c), $x_{1} y_{l} \in I(G)$ and hence $l \in\left\{1, i_{1}, \ldots ., i_{k}\right\}$. So $\left(I(G): x_{1}\right)=\left(I\left(G^{\prime \prime}\right), y_{1}, \ldots, y_{i_{k}}\right)$, where $G^{\prime \prime}$ is the graph obtained from $G$ by deleting $x_{1}, y_{1}, x_{i_{2}}, y_{i_{2}}, \ldots, x_{i_{k}}, y_{i_{k}}$. But by induction, $S / I\left(G^{\prime}\right)$ is Cohen-Macaulay of dimension $n-k$. Hence $S /\left(I(G): x_{1}\right)$ is Cohen-Macaulay of dimension $n$. Now in (1), both $S /(I(G)$ : $\left.x_{1}\right)$ and $S /\left(I(G), x_{1}\right)$ are Cohen-Macaulay of dimension $n$, we have $S / I(G)$ is also Cohen-Macaulay of dimension $n$ ((Proposition 1.2.9, [7]) and the fact that dimension of $S / I(G)$ is the maximum of the dimensions of $S /\left(I(G): x_{1}\right)$ and $\left.S /\left(I(G), x_{1}\right)\right)$.

The implication (1) $\Rightarrow(3)$ is a consequence of (Corollary 2.4, [6]).
We finally show $(3) \Rightarrow(2)$. We first observe that $n=n^{\prime}$ as $I(G)$ is unmixed and both $\left(x_{1}, \ldots, x_{n}\right)$ and $\left(y_{1}, \ldots, y_{n^{\prime}}\right)$ are minimal primes. Next, we prove that the existence of conditions $(a)$ and $(b)$ by induction. Let $\varnothing \neq L \subset\{1, \ldots ., n\}$ and define

$$
y^{L}=\prod_{i \in L} y_{i} \quad x^{L}=\prod_{i \in L} x_{i} \quad T_{L}=\left\{j \mid x_{j} y_{i} \notin I(G) \text { for any } i \in L\right\} \quad u^{L}=y^{L} x^{T_{L}}
$$

Note that $u^{L} \notin I(G)$ for any subset $S \subseteq\{1, \ldots, n\}$. We now consider the ideals $\left(I(G): u^{L}\right)$. If $L^{\prime}=\{1, \ldots, n\}$ then $\left(I(G): u^{L^{\prime}}\right)=\left(x_{1}, \ldots, x_{n}\right)$ which shows that $\left(x_{1}, \ldots, x_{n}\right) \in \operatorname{Ass}(I(G))$. Since $I(G)$ is unmixed, we have ht $I(G)=n$. Clearly for any $L \subseteq\{1, \ldots ., n\},\left(I(G): u^{L}\right)=\left(x_{j_{1}}, \ldots, x_{j_{t}}, y_{l_{1}}, \ldots ., y_{l_{t^{\prime}}}\right)$ where for each $1 \leq i \leq t, x_{j} y_{r_{i}} \in I(G)$ for some $r_{i} \in S$ and for each $1 \leq k \leq t^{\prime}, x_{w_{k}} y_{l_{k}} \in I(G)$ for some $w_{k} \in T_{s}$. Since $I(G)$ is unmixed of height $n$ and $\left(x_{j_{1}}, \ldots, x_{j_{t}}, y_{l_{1}}, \ldots ., y_{l_{t^{\prime}}}\right) \in \operatorname{Ass}(I(G))$, we have $t+t^{\prime}=n$.

Now choose $y_{i}$ with minimum vertex degree. Without loss of generality we may assume $i=1$. Let $x_{1}, \ldots, x_{t}$ be neighbors of $y_{1}$ and $L=\{1\}$. Then as in the previous paragraph, consider $\left(I(G): u^{L}\right)=$ $\left(x_{1}, \ldots, x_{t}, y_{l_{1}}, \ldots, y_{l_{n-t}}\right)$. After relabeling, we may assume $y_{1}, \ldots, y_{t}$ are only connected to $x_{1}, \ldots, x_{t}$. Let $G^{\prime}$ be the induced subgraph on $x_{1}, \ldots, x_{t}, y_{1}, \ldots ., y_{t}$. By our choice of $y_{1}$, of minimal vertex degree $t$, notice that every other vertex $y_{j}$ has to have vertex degree at least $t$. In other words, since $t$ is minimal, each vertex $y_{i}, 1 \leq i \leq t$ in $G^{\prime}$ has at least $t$ neighbors and hence $G^{\prime}$ is a complete bipartite graph.

Since $S / I(G)$ is connected in codimension one and $\left(x_{1}, \ldots, x_{n}\right),\left(y_{1}, \ldots, y_{n}\right) \in \operatorname{Ass}(I(G))$, there exists a sequence of minimal primes $\left(x_{1}, \ldots, x_{n}\right)=P_{1}, \ldots, P_{r}=\left(y_{1}, \ldots, y_{n}\right)$ such that ht $\left(P_{i}+P_{i+1}\right)=1$ in $S / I(G)$. If any minimal prime $P_{l}$ of $I(G)$ does not contain some $x_{i}, 1 \leq i \leq t$ then it has to contain every $y_{j}, 1 \leq j \leq t$ (as $G^{\prime}$,as defined in the previous paragraph, is a complete bipartite graph). Let $1 \leq l \leq r$ such that for all $1 \leq i \leq l, P_{i}$ contains all of $x_{1}, \ldots, x_{t}$ (alternatively, $P_{i}$ 's do not contain any of $y_{1}, \ldots, y_{t}$ ). Now $P_{l+1}$ does not contain at least one of $x_{1}, \ldots, x_{t}$, hence it has to contain all $y_{1}, \ldots, y_{t}$. So ht $\left(P_{l}+P_{l+1}\right) \geq t$ in $S / I(G)$. Thus $t=1$ and hence $y_{1}$ is only connected to $x_{1}$.

Now consider $\left(I(G), x_{1}\right)$. Since $I(G)$ is an intersection of minimal primes, $\left(I(G), x_{1}\right)$ is an intersection of minimal primes of $I(G)$ containing $x_{1}$. Thus any minimal prime of $\left(I(G), x_{1}\right)$ is a minimal prime of $I(G)$, and so $\left(I(G), x_{1}\right)$ is unmixed. We now show that $\left(I(G), x_{1}\right)$ is connected at codimension one. Any minimal prime of $I(G)$ has to contain either $x_{1}$ or $y_{1}$ (as it is minimal it cannot contain both as $y_{1}$ is only connected to $\left.x_{1}\right)$. Let $P^{\prime}, P^{\prime \prime} \in \operatorname{Min}\left(I(G), x_{1}\right)$. As $P^{\prime}, P^{\prime \prime} \in \operatorname{Min} I(G)$,
there exists a sequence of minimal primes $P^{\prime}=P_{1}, \ldots, P_{r}=P^{\prime \prime}$ such that ht $P_{i}+P_{i+1}=1$. For any $1 \leq i \leq r$,

$$
P_{i}^{\prime}=\left\{\begin{array}{ll}
P_{i} & \text { if } x_{1} \in P_{i} \\
\left(P_{i} \backslash\left\{y_{1}\right\}\right) \cup\left\{x_{1}\right\} & \text { if } x_{1} \notin P_{i}
\end{array} .\right.
$$

The sequence $P^{\prime}=P_{1}^{\prime}, \ldots, P_{r}^{\prime}=P^{\prime \prime}$ defined as before has the property that ht $P_{i}^{\prime}+P_{i+1}^{\prime}=1$ and hence $\left(I(G), x_{1}\right)$ is connected in codimension one. Now notice that $\left(I(G), x_{1}\right)=\left(I\left(G^{\prime \prime}\right), x_{1}\right)$ where $G^{\prime \prime}$ is the graph obtained from $G$ by deleting $x_{1}$. By induction hypothesis, $S / I\left(G^{\prime \prime}\right)$ is Cohen-Macaulay. So there exists an ordering $\left\{x_{2}, \ldots ., x_{n}\right\}$ and $\left\{y_{2}, \ldots, y_{n}\right\}$ satisfying $(a)-(b)$ of (2). As $y_{1}$ is only connected to $x_{1}, G$ also satisfies $(a)-(b)$ of (2).

To prove that condition (c) holds, take $x_{i} y_{j}$ and $x_{j} y_{k}$ in $E(G)$ such that $i, j, k$ are distinct. Assume that $x_{i} y_{k}$ is not an edge. Then there is a minimal prime $P$ that does not contain either $x_{i}$ or $y_{k}$ as the ideal generated by all $x$-variables except $x_{i}$ and all $y$-variables except $y_{k}$ is a prime ideal that contains $I(G)$ and does not contain $x_{i}$ or $y_{k}$. Now because $I(G)$ is unmixed, height of this prime has to be $n$. Since $x_{i}$ and $y_{k}$ are not in $P$, we get that $y_{j}$ and $x_{j}$ are both in $P$. As $P$ contains at least one of $x_{m}$ or $y_{m}$ for all $m$, one observes that height of $P$ is strictly bigger than $n$, which is a contradiction.

The following remark is extremely crucial for our work.
Remark 1. If $G$ is a bipartite graph and $a b$ is an edge then from (Theorem 6.7, [4]) we get $\left.\left(I(G)^{2}: a b\right)\right)=$ $I(G)+(u v \mid u \in N(a), v \in N(b))$.

Theorem 5. Let $G$ be a bipartite graph with partition $V_{1}=\left\{x_{1}, \ldots, x_{n}\right\}$ and $V_{2}=\left\{y_{1}, \ldots, y_{n^{\prime}}\right\}$. Then the following are equivalent

1. $\quad S / I(G)$ is Cohen-Macaulay
2. $n=n^{\prime}$ and there exists exactly $n$ edges $e_{1}, \ldots, e_{n}$ such that $\left(I(G)^{2}: e_{i}\right)=I(G)$ and for $i \neq j, e_{i}$ and $e_{j}$ are disjoint.
3. $n=n^{\prime}$ and there exists exactly $n$ edges $e_{1}, \ldots, e_{n}$ such that $S /\left(I(G)^{2}: e_{i}\right)$ is Cohen-Macaulay and for $i \neq j, e_{i}$ and $e_{j}$ are disjoint.

Proof. First, we show (1) $\Leftrightarrow(2)$. If $S / I(G)$ is Cohen-Macaulay, we have ordering $x_{1}, \ldots, x_{n}$ and $y_{1}, \ldots, y_{n}$ of the vertices of $G$ which satisfies the conditions of Theorem 4. Condition (c) implies for all $i, I(G)^{2}: x_{i} y_{i}=I(G)$ and conditions $(a)$ and $(b)$ implies for $i \neq j\left(I(G)^{2}: x_{i} y_{j}\right) \neq I(G)$.

Now suppose there exist, after possible reordering, $e_{1}=x_{1} y_{1}, \ldots ., e_{n}=x_{n} y_{n}$ which satisfied the conditions of (2). First, we show that if $G_{i}$ is the induced subgraph obtained by deleting $x_{i}$ and $y_{i}$ then the edge ideal $J_{i}$ related to $G_{i}$ satisfies the condition with $e_{1}, \ldots, e_{i-1}, e_{i+1}, \ldots, e_{n}$. Without loss of generality, we prove this for $G_{1}$. Clearly $\left(J_{1}^{2}: e_{i}\right)=J_{1}$ for $2 \leq i \leq n$. Suppose there exists an edge $x_{i} y_{j}, i \neq j$ such that $\left(J_{1}^{2}: x_{i} y_{j}\right)=J_{1}$. Without loss of generality we may assume $i=2, j=3$. As $\left(I(G)^{2}: x_{2} y_{3}\right) \neq I(G)$ and $x_{1} y_{1}$ is an edge we can conclude that there exists a minimal generator of $\left(I(G)^{2}: x_{2} y_{3}\right.$ ) which is an edge that is either of the form $x_{1} y_{l}$ or $x_{m} y_{1}$ (Theorem 6.7, [4]). Again without loss of generality we may assume it is of the form $x_{1} y_{l}$ as the proof for the other follows simply by interchanging roles of $x$ and $y$. So $x_{1} y_{3}$ and $x_{2} y_{l}$ are edges in $G$ (Theorem 6.7, [4]). As $\left(J_{1}^{2}: x_{2} y_{3}\right)=J_{1}$ we conclude $x_{3} y_{2}$ is an edge in $G$. As $\left(I(G)^{2}: x_{3} y_{3}\right)=I(G)$ we observe that $x_{1} y_{2}$ has to be an edge in $G$. So $l \neq 2,3$. Without loss of generality we may assume $l=4$. Now $\left(I(G)^{2}: x_{2} y_{2}\right)=I(G)$ so $x_{3} y_{4}$ has to be an edge in $G$. Again $\left(I(G)^{2}: x_{3} y_{3}\right)=I(G)$ hence $x_{1} y_{4}$ is an edge in $G$ contradicting the assumption. So we may assume for all $i$ the edge ideal $I\left(G_{i}\right)$ of the graph $G_{i}$ obtained by deleting $x_{i}$ and $y_{i}$ satisfies the conditions in (2).

Now by induction we may assume the result holds for $n-1$. Pick $e_{i}=x_{i} y_{i}$ such that $y_{i}$ has minimum degree. Let $G^{\prime}$ be the induced subgraph on vertices other than $x_{i}, y_{i}$ with edge ideal $I\left(G^{\prime}\right)$. As $I\left(G^{\prime}\right)$ satisfies the condition it is Cohen-Macaulay by induction. Without loss of generality we may
assume $i=1$ and ordering that gives ordering of previous theorem for $I\left(G^{\prime}\right)$ is $x_{2}, \ldots, x_{n}, y_{2}, \ldots, y_{n}$. As $y_{2}$ has degree one in $G^{\prime}$ it can have at most degree 2 in $G$. If $x_{1} y_{2}$ is not an edge, due to minimality degree of $y_{1}$ is at most 1 . If $x_{1} y_{2}$ is an edge in $G$ and $x_{i} y_{1}$ is an edge in $G$ for $i>2$, as $\left(I(G)^{2}: x_{1} y_{1}\right)=I(G)$, we have $x_{i} y_{2}$ is an edge in $G$ and hence in $G^{\prime}$ contradicting the assumption. Now if $x_{1} y_{2}$ and $x_{2} y_{1}$ both are edges in $G$. Notice that $x_{2} y_{1}$ also satisfies the hypothesis $\left(I(G)^{2}: x_{2} y_{1}=I(G)\right)$. For, $x_{1}$ has to be connected to any neighbor of $x_{2}$ as $x_{1} y_{2}$ is an edge and $x_{2} y_{2}$ satisfies the hypothesis $\left(I(G)^{2}: x_{2} y_{2}=I(G)\right)$. This leads to a contradiction and hence no $x_{i}$ for $i>1$ is connected to $y_{1}$. This guarantees that conditions $(a)$ and $(b)$ of Theorem $4(2)$ is satisfied. The condition $(c)$ is satisfied as for all $i,\left(I(G)^{2}: x_{i} y_{i}\right)=I(G)$.

Next we show (1) $\Leftrightarrow(3)$. To prove the if part, we pick, without loss of generality, $y_{1}$ with minimum degree and the corresponding edge $e_{1}=x_{1} y_{1}$. If degree of $y_{1}$ more than one then degree of any other vertex is more than one; as $\left(I(G)^{2}: e_{1}\right)$ is Cohen-Macaulay this will be a contradiction to the fact that any Cohen-Macaulay bipartite graph should have a $y$-vertex of degree 1 (Theorem 3). So $y_{1}$ has degree one. Hence $\left(I(G)^{2}: e_{1}\right)=I(G)$ and $I(G)$ is Cohen-Macaulay.

For the only if part let $e_{1}=\left(x_{1} y_{1}\right), \ldots, e_{n}=\left(x_{n} y_{n}\right)$ be as the ordering prescribed by the Herzog-Hibi (Theorem 3) characterization. All we need to show is that $J=\left(I(G)^{2}: x_{i} y_{j}\right)$ is not Cohen-Macaulay for $i>j$. This follows as $\left(J^{2}: e\right)=J$ for $e=x_{j} y_{i}$ (which is a minimal monomial generator of $J$ ) as well as for $e_{1}, \ldots, e_{n}$. To see this first we show that $\left(J^{2}: e_{k}\right)=J$ for all $k$. Here at every step we use the description of colon ideal provided by (Theorem 6.7, [4]). If $x_{l} y_{m}$ is a minimal monomial generator of $\left(J^{2}: e_{k}\right)$ which is not in $J$ then $x_{l} y_{k}$ and $x_{k} y_{m}$ are in $J$. Both of them cannot belong to $I(G)$ as from $\left(I(G)^{2}: e_{k}\right)=I(G)$ that will imply $x_{l} y_{m}$ belongs to $I(G)$ and as a result will belong to $J$, contradicting the assumption. Without loss of generality assume $x_{k} y_{m}$ does not belong to $I(G)$. Then $x_{k} y_{j}$ and $x_{i} y_{m}$ is in $I(G)$. If $x_{l} y_{k}$ does not belong to $I(G)$ then $x_{l} y_{j}$ and $x_{i} y_{k}$ belong to $I(G)$. If $x_{l} y_{k}$ is in $I(G)$ as $x_{k} y_{j}$ is in $I(G)$ and $\left(I(G)^{2}: e_{k}\right)=I(G)$ we have $x_{l} y_{j}$ is in $I(G)$. In either case we have $x_{l} y_{j}$ and $x_{i} y_{m}$ belong to $I(G)$. Hence $x_{l} y_{m}$ belongs to $J$ contradicting our assumption.

Next we show that $\left(J^{2}: x_{j} y_{i}\right)=J$. If $x_{l} y_{k}$ is a minimal monomial generator of $\left(J^{2}: x_{j} y_{i}\right)$ which is not in $J$ then $x_{j} y_{k}$ and $x_{l} y_{i}$ is in $J$. As $x_{j} y_{k}$ is in $J$ it is either in $I(G)$ or $y_{k}$ is a neighbor of $x_{i}$ in $G$. If $x_{j} y_{k}$ is in $I(G)$ as $\left(I(G)^{2}: x_{j} y_{j}\right)=I(G)$ we have $x_{i} y_{k}$ is in $I(G)$. By symmetry $x_{l} y_{j}$ is in $I(G)$. Hence $x_{l} y_{k}$ is in $J$ contrary to the assumption. Hence $J$ is not Cohen-Macaulay.

The next theorem gives insight into the associated graded ring of a Cohen-Macaulay bipartite edge ideal. The proof of this theorem uses the description of the colon of the $n$th power of an edge ideal with $n-1$ edges introduced in [4].

Theorem 6. Let $I(G)$ be Cohen-Macaulay bipartite edge ideal with an ordering of vertices satisfying Theorem 3(2) and $e_{i}=x_{i} y_{i}$ for $1 \leq i \leq n$. Then for all $i$ and for all $k,\left(I(G)^{k}: e_{i}\right)=I(G)^{k-1}$. Hence $e_{i}$ s are non zero divisors in the associated graded ring of $I(G)$.

Proof. Let $f \in\left(I(G)^{k}: e_{i}\right) \subset\left(I(G)^{k-1}: e_{i}\right)$ be a minimal monomial generator of $\left(I(G)^{k}: e_{i}\right)$. By induction $\left(I(G)^{k-1}: e_{i}\right)=I(G)^{k-2}$. So $f=g h_{1} \ldots . h_{k-2}$ where $h_{j}$ s are minimal monomial generators of $I(G)$ and $g$ any monomial. So $e_{i} h_{1} \ldots h_{k-2} g \in I(G)^{k}$. As $f$ is a minimal monomial generator, without loss of generality we may assume $g$ is of degree 2 and $e_{i} h_{1} . . h_{k-2} g$ is a minimal monomial generator of $I(G)^{k}$. Let $g=x_{k} y_{l}, k \leq l$. If $g$ is an edge we are done. Otherwise by ([4], Theorem 6.7), $x_{k}$ and $y_{l}$ are even connected with respect to $e_{i} h_{1} \ldots h_{k-2}$. If $x_{i} y_{l}$ is an edge and for some $j, m, p, h_{j}=x_{m} y_{p}$ and $x_{m} y_{i}$ is an edge. Then by Theorem 4(2(c)) $x_{m} y_{l}$ is an edge and hence proceeding inductively we show $g$ is an edge and the result follows.

We illustrate this theorem for $k=3,4$.

Example 1. Let $S=\mathbf{k}\left[x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}\right]$ and $I=\left(x_{1} y_{1}, x_{2} y_{2}, x_{3} y_{3}, x_{1} y_{2}, x_{1} y_{3}, x_{2} y_{3}\right)$. One can check using Macaulay 2, that $\left(I^{3}: x_{1} y_{1}\right)=\left(I^{3}: x_{2} y_{2}\right)=\left(I^{3}: x_{3} y_{3}\right)=I^{2}$ and $\left(I^{4}: x_{1} y_{1}\right)=\left(I^{4}: x_{2} y_{2}\right)=\left(I^{4}\right.$ : $\left.x_{3} y_{3}\right)=I^{3}$.

In a private communication, Prof. Villarreal mentioned that results similar to Theorems 5 and 6 can be found in $[8,9]$.

## 3. Regular Elements in Powers of Bipartite Edge Ideals

This section presents methods to recognize regular elements on the power of bipartite edge ideals based on the combinatorics of the graph. We first present some examples to motivate the definition and the results.

Example 2. Consider the ring $S=\mathbf{k}\left[x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}\right]$ and the bipartite edge ideal $I(G)=$ $\left(x_{1} y_{1}, x_{2} y_{2}, x_{3} y_{3}, x_{1} y_{2}, x_{1} y_{3}, x_{2} y_{3}\right)$ corresponding to


Macaulay 2 computations show that $x_{3}-y_{1}$ is a regular element on $I(G)^{s}$ for $1 \leq s \leq 10$. Notice that $I(G)$ is Cohen-Macaulay. This can also be recovered from (Theorem 3.8, [3]).

One would be tempted to generalize that $x_{n}-y_{1}$ is always a regular element for bipartite graphs. But it is not always the case as it is shown in this example.

Example 3. Consider the ring $S=\mathbf{k}\left[x_{1}, x_{2}, x_{3}, y_{1}, y_{2}, y_{3}\right]$ and the bipartite edge ideal $I(G)=$ $\left(x_{1} y_{1}, x_{2} y_{2}, x_{3} y_{3}, x_{1} y_{2}, x_{2} y_{1}, x_{2} y_{3}\right)$ corresponding to


Macaulay2 computations show that $x_{3}-y_{1}$ is not a regular element $S / I(G)$ or $S / I(G)^{2}$.
Studying more such examples, we came up with the following definition involving the combinatorial nature of the graphs.

Definition 2. Let $G$ be a bipartite graph. Then $x_{\mu} \in V_{1}, y_{v} \in V_{2}$ satisfies the neighborhood condition if

$$
\begin{equation*}
N\left(x_{\mu}\right) \subseteq N\left(x_{a_{i}}\right) \text { for all } i, 1 \leq i \leq p \text { where } N\left(y_{v}\right)=\left\{x_{a_{1}}, \ldots, x_{a_{p}}\right\} . \tag{2}
\end{equation*}
$$

Remark 2. Condition (2) of Definition 2 is equivalent to the following condition

$$
N\left(y_{v}\right) \subseteq N\left(y_{b_{j}}\right) \text { for all } i, 1 \leq j \leq q \text { where } N\left(x_{\mu}\right)=\left\{y_{b_{1}}, \ldots, y_{b_{q}}\right\}
$$

Suppose (2) of Definition 2 is true. Then $\left\{y_{b_{1}}, \ldots, y_{b_{q}}\right\}=N\left(x_{\mu}\right) \subseteq N\left(x_{a_{i}}\right)$, where $N\left(y_{v}\right)=\left\{x_{a_{1}}, \ldots, x_{a_{p}}\right\}$. This means $x_{a_{i}} \in N\left(y_{b_{j}}\right)$ where $1 \leq i \leq p, 1 \leq j \leq q$. In other words, $N\left(y_{v}\right) \subseteq N\left(y_{b_{j}}\right)$, where $1 \leq j \leq q$. The other direction is analogous.

We show in [3] that $x_{n}-y_{1}$ is a regular element on $S / I(G)^{s}$ for all $s \geq 1$ when $G$ is an unmixed bipartite graph. Of course, when $G$ is unmixed bipartite, $x_{n}$ and $y_{1}$ satisfies the neighborhood conditions. In this section, we show that the difference of vertices which satisfies the neighborhood condition are the right candidates for being a regular element on $S / I(G)^{s}$ for any bipartite graph $G$.

Theorem 8 is the main theorem we study in this section. We break up the proof of this theorem into three main parts, where Theorem 7, Lemma 1 provide all the tools required to prove Theorem 8.

Theorem 7. Let $G$ be a bipartite graph and suppose that $x_{\mu} \in V_{1}$ and $y_{v} \in V_{2}$ satisfies the neighborhood properties. If $m$ is a monomial such that $m x_{\mu}^{k}, m y_{v}^{k} \in I(G)^{s}$, then $m \in I(G)^{s}$ for $s, k \geq 1$.

Proof. We prove by induction on $k$. Suppose $k=1$. Then $m x_{\mu}, m y_{v} \in I(G)^{s}$. As $m x_{\mu} \in I(G)^{s}$, then either $m \in I(G)^{s}$ or $m=m^{\prime} y_{t}$ for some $y_{t} \in N_{G}\left(x_{\mu}\right)$ and $m^{\prime} \in I(G)^{s-1}$. If $m \in I(G)^{s}$, then the claim is obviously true.

Suppose $m=m^{\prime} y_{t}$ with $m^{\prime} \in I(G)^{s-1} \backslash I(G)^{s}$. Let $m^{\prime}=a e_{1} \cdots e_{s-1}$ for $e_{1}, \ldots, e_{k} \in I(G), a \in S$. We assume $e_{i}=\left(x_{u_{i}} y_{v_{i}}\right), 1 \leq i \leq s-1$. Since $m y_{v} \in I(G)^{s}$, we have $m^{\prime} y_{t} y_{v} \in I(G)^{s}$. Thus

$$
\begin{align*}
m^{\prime} y_{t} y_{v} & =a e_{1} \cdots e_{s-1} y_{t} y_{v} \in I(G)^{s}  \tag{3}\\
& =b f_{1} \ldots f_{s} \text { for } f_{1}, \ldots, f_{s} \in I(G), b \in S
\end{align*}
$$

Suppose a neighbor of $y_{t}$ divides $a$, then clearly $m=m^{\prime} y_{t} \in I(G)^{s}$. Now suppose a neighbor of $y_{v}$ divides $a$. Since $x_{\mu}$ and $y_{v}$ satisfies the neighborhood properties, any neighbor of $y_{v}$ is also a neighbor of $y_{t}$ and hence $m=m^{\prime} y_{t} \in I(G)^{s}$.

Suppose that no neighbor of $y_{t}$ or $y_{v}$ divide $a$. Now in the decomposition in (3), if $y_{v}$ does not divide $f_{1} \cdots f_{s}$, then $f_{1} \cdots f_{s}$ divides $m^{\prime} y_{t}=m$ and hence $m \in I(G)^{s}$. Now if $y_{t}$ does not divide $f_{1} \cdots f_{s}$, then $f_{1} \cdots f_{s}$ divides $m^{\prime} y_{v}$. Thus $m^{\prime} y_{v}=b_{1} f_{1} \cdots f_{s}$. If $y_{v}$ divides $b_{1}$, then $f_{1} \cdots f_{s}$ divides $m^{\prime}$ and hence $m \in I(G)^{s}$. Now suppose $y_{v}$ divides, say $f_{1}=\left(x_{\delta} y_{v}\right)$. Again, since $x_{\mu}$ and $y_{v}$ satisfy the neighborhood properties, any neighbor of $y_{v}$ is a neighbor of $y_{t}$ and hence $m=m^{\prime} y_{t}=b_{1}\left(x_{\delta} y_{t}\right) f_{2} \cdots f_{s} \in I(G)^{s}$.

Now suppose that $y_{t} y_{v}$ divides $f_{1} \cdots f_{s}$. Since $y_{t} y_{v}$ divides $f_{1} \cdots f_{s}$, we assume, without loss of generality, $f_{1}=x_{u_{1}} y_{t}$ and $f_{2}=\left(x_{u_{2}} y_{v}\right)$. Thus we have

$$
\begin{align*}
m^{\prime} y_{t} y_{v} & =a f_{1} f_{2} e_{3} \cdots e_{s-1} y_{v_{1}} y_{v_{2}} \in I(G)^{s}  \tag{4}\\
& =b f_{1} \ldots f_{s} \text { for } f_{1}, \ldots, f_{s} \in I(G), b \in S
\end{align*}
$$

Now a neighbor of $y_{v_{1}}$, say $x_{0}$, divides $a$, then

$$
m=m^{\prime} y_{t}=a^{\prime}\left(x_{0} y_{v_{1}}\right)\left(x_{u_{1}} y_{t}\right) e_{2} \cdots e_{s-1} \in I(G)^{s} \text { where } a=a^{\prime} x_{0}
$$

Similarly if a neighbor of $y_{v_{2}}$, say $x_{0}$, divides $a$, then

$$
m=m^{\prime} y_{t}=a^{\prime \prime}\left(x_{0} y_{v_{2}}\right) e_{1}\left(x_{u_{2}} y_{t}\right) e_{2} \cdots e_{s-1} \in I(G)^{s} \text { where } a=a^{\prime \prime} x_{0}
$$

Now suppose no neighbor of $y_{v_{1}}$ or $y_{v_{2}}$ divides $a$. Consider (4). If $y_{v_{1}}$ does not divide $f_{3} \cdots f_{s}$, then

$$
\begin{aligned}
m^{\prime} y_{t} y_{v} & =a f_{1} f_{2} e_{3} \cdots e_{s-1} y_{v_{1}} y_{v_{2}} \\
& =b^{\prime} y_{v_{1}} f_{1} \cdots f_{s}=b^{\prime} y_{v_{1}}\left(x_{u_{1}} y_{t}\right)\left(x_{u_{2}} y_{v}\right) f_{3} \cdots f_{s} \\
& =b^{\prime}\left(x_{u_{1}} y_{v_{1}}\right)\left(x_{u_{2}} y_{t}\right) f_{3} \cdots f_{s} y_{v} \\
& =b^{\prime} e_{1}\left(x_{u_{2}} y_{t}\right) f_{3} \cdots f_{s} y_{v}
\end{aligned}
$$

Deleting $y_{v}$ on both sides, we get $m=m^{\prime} y_{t}=b^{\prime}\left(x_{u_{1}} y_{v_{1}}\right)\left(x_{u_{2}} y_{t}\right) f_{3} \cdots f_{s} \in I(G)^{s}$. Thus we assume $y_{v_{1}}$ divides $f_{3} \cdots f_{s}$ and hence assume, without loss of generality $f_{3}=\left(x_{u_{3}} y_{v_{1}}\right)$. Now we have

$$
\begin{align*}
m^{\prime} y_{t} y_{v} & =a f_{1} f_{2} f_{3} e_{4} \cdots e_{s-1} y_{v_{2}} y_{v_{3}} \in I(G)^{s}  \tag{5}\\
& =b f_{1} \ldots f_{s} \text { for } f_{1}, \ldots, f_{s} \in I(G), b \in S
\end{align*}
$$

Now if $y_{v_{2}}$ does not divides $f_{4} \cdots f_{s}$, then

$$
\begin{aligned}
m^{\prime} y_{t} y_{v} & =a f_{1} f_{2} f_{3} e_{4} \cdots e_{s-1} y_{v_{2}} y_{v_{3}} \\
& =b^{\prime} y_{v_{2}} f_{1} \cdots f_{s}=b^{\prime} y_{v_{2}}\left(x_{u_{1}} y_{t}\right)\left(x_{u_{2}} y_{v}\right) f_{3} \cdots f_{s} \\
& =b^{\prime}\left(x_{u_{1}} y_{t}\right)\left(x_{u_{2}} y_{v_{2}}\right) f_{3} \cdots f_{s} y_{v} \\
& =b^{\prime} f_{1} e_{2} f_{3} \cdots f_{s} y_{v}
\end{aligned}
$$

Deleting $y_{v}$ on both sides we get $m=m^{\prime} y_{t}=b^{\prime} f_{1} e_{2} f_{3} \cdots f_{s} \in I(G)^{s}$.
Thus we assume $y_{v_{2}}$ divide $f_{4} \cdots f_{s}$ and hence assume, without loss of generality, $f_{4}=\left(x_{u_{4}} y_{v_{2}}\right)$. We now have

$$
\begin{align*}
m^{\prime} y_{t} y_{v} & =a f_{1} f_{2} f_{3} f_{4} e_{5} \cdots e_{s-1} y_{v_{3}} y_{v_{4}} \in I(G)^{s}  \tag{6}\\
& =b f_{1} \ldots f_{s} \text { for } f_{1}, \ldots, f_{s} \in I(G), b \in S
\end{align*}
$$

We continue in the same fashion and arrive at the $j$-th decomposition

$$
\begin{align*}
m^{\prime} y_{t} y_{v} & =a f_{1} \cdots f_{2 j-1} f_{2 j} e_{2 j+1} \cdots e_{s-1} y_{v_{2 j-1}} y_{v_{2 j}} \in I(G)^{s}  \tag{7}\\
& =b f_{1} \ldots f_{s} \text { for } f_{1}, \ldots, f_{s} \in I(G), b \in S
\end{align*}
$$

Also $f_{2 r-1}=\left(x_{u_{2 r-1}} y_{v_{2 r-3}}\right)$ and $f_{2 r}=\left(x_{u_{2 r}} y_{v_{2 r-2}}\right)$ for $2 \leq r \leq j$. Now if a neighbor of $y_{v_{2 j-1}}$, say $x_{0}$, divides $a$, then

$$
\begin{array}{r}
m=m^{\prime} y_{t}=a^{\prime}\left(x_{0} y_{v_{2 j-1}}\right) f_{1} e_{2} f_{3} e_{4} \cdots e_{2 j-2} f_{2 j-1} e_{2 j} e_{2 j+1} \cdots e_{s-1} \in I(G)^{s}  \tag{8}\\
\text { where } a=a^{\prime} x_{0}
\end{array}
$$

If a neighbor of $y_{v_{2 j}}$, say $\left(x_{0}\right)$, divides $a$, then

$$
\begin{array}{r}
m=m^{\prime} y_{t}=a^{\prime}\left(x_{0} y_{v_{2 j}}\right) e_{1}\left(x_{u_{2}} y_{t}\right) e_{3} f_{4} e_{5} f_{6} \cdots e_{2 j-1} f_{2 j} e_{2 j+1} e_{2 j+2} \cdots e_{s-1} \in I(G)^{s}  \tag{9}\\
\text { where } a=a^{\prime} x_{0}
\end{array}
$$

Now suppose no neighbor of $y_{v_{2 j-1}}$ or $y_{v_{2 j}}$ divides $a$. Now consider (7). If $y_{v_{2 j-1}}$ does not divide $f_{2 j+1} \cdots f_{s}$, then

$$
\begin{align*}
m^{\prime} y_{t} y_{v} & =a f_{1} \cdots f_{2 j-1} f_{2 j} e_{2 j+1} \cdots e_{s-1} y_{v_{2 j-1}} y_{v_{2 j}}  \tag{10}\\
& =b^{\prime} y_{v_{2 j-1}} f_{1} \cdots f_{s} \\
& =b^{\prime} e_{1}\left(x_{u_{2}} y_{t}\right) e_{3} f_{4} e_{5} f_{6} \cdots f_{2 j-2} e_{2 j-1} f_{2 j} f_{2 j+2} \cdots f_{s} y_{v}
\end{align*}
$$

Deleting $y_{v}$ on both sides we have $m=m^{\prime} y_{t}=b^{\prime} e_{1}\left(x_{u_{2}} y_{t}\right) e_{3} f_{4} e_{5} f_{6} \cdots f_{2 j-2} e_{2 j-1} f_{2 j} f_{2 j+2} \cdots f_{s} \in$ $I(G)^{s}$. Thus we assume $y_{v_{2 j-1}}$ divides $f_{2 j+1} \cdots f_{s}$ and hence assume, without loss of generality, $f_{2 j+1}=$ $\left(x_{u_{2 j+1}} y_{v_{2 j-1}}\right)$. We now have

$$
\begin{align*}
m^{\prime} y_{t} y_{v} & =a f_{1} \cdots f_{2 j-1} f_{2 j} f_{2 j+1} e_{2 j+2} \cdots e_{s-1} y_{v_{2 j-1}} y_{v_{2 j}} \in I(G)^{s}  \tag{11}\\
& =b f_{1} \ldots f_{s} \text { for } f_{1}, \ldots, f_{s} \in I(G), b \in S
\end{align*}
$$

Again, if $y_{v_{2 j}}$ does not divide $f_{2 j+2} \cdots f_{s}$, then

$$
\begin{align*}
m^{\prime} y_{t} y_{v} & =a f_{1} \cdots f_{2 j-1} f_{2 j} f_{2 j+1} e_{2 j+2} \cdots e_{s-1} y_{v_{2 j-1}} y_{v_{2 j}}  \tag{12}\\
& =b^{\prime} y_{v_{2 j}} f_{1} \cdots f_{s} \\
& =b^{\prime} f_{1} e_{2} f_{3} e_{4} f_{5} \cdots f_{2 j-1} e_{2 j} f_{2 j+2} f_{2 j+2} \cdots f_{s} y_{v}
\end{align*}
$$

Deleting $y_{v}$ on both sides, we get $m=m^{\prime} y_{t}=b^{\prime} f_{1} e_{2} f_{3} e_{4} f_{5} \cdots f_{2 j-1} e_{2 j} f_{2 j+2} f_{2 j+2} \cdots f_{s} \in I(G)^{s}$. Thus we assume $y_{v_{2 j}}$ divides $f_{2 j+2} \cdots f_{s}$ and hence assume, without loss of generality, $f_{2 j+2}=$ $\left(x_{u_{2 j+2}} y_{v_{2 j}}\right)$.

Continuing in the same fashion we may reach the final decomposition

$$
\begin{align*}
m^{\prime} y_{t} y_{v} & =a f_{1} \cdots f_{s-1} y_{v_{s-2}} y_{v_{s-1}} \in I(G)^{s}  \tag{13}\\
& =b f_{1} \ldots f_{s} \text { for } f_{1}, \ldots, f_{s} \in I(G), b \in S
\end{align*}
$$

Recall that every stage we make sure that none of the neighbors of the $y$ 's appearing in $f_{1}, \ldots, f_{s-1}$ divide $a$. Thus a neighbor of $y_{v_{s-2}}$ or $y_{v_{s-1}}$ divides $a$. Now we can use the decomposition in (8) and (9) to show that $m \in I(G)^{s}$ depending on whether $s-2$ or $s-1$ is odd or even. This concludes the proof of claim of this theorem in $k=1$ case.

Now assume by induction, that if $m x_{\mu}^{l}, m y_{v}^{l} \in I(G)^{s}$ for $1 \leq l \leq k-1$, then $m \in I(G)^{s}$. Suppose $m x_{\mu}^{k}, m y_{v}^{k} \in I(G)^{s}$. We also assume that $k \leq s$. For, if $k>s$, then $m x \mu^{s}, m y_{v}^{s} \in I(G)^{s}$ and hence by induction hypothesis, we have $m \in I(G)^{s}$.

We claim that it is enough to show that $m x_{\mu}^{k-1} \in I(G)^{s}$ or $m y_{v}^{k-1} \in I(G)^{s}$. Suppose we show that $m x_{\mu}^{k-1} \in I(G)^{s}$. We now have $m x_{\mu}^{k-1}, m y_{v}^{k} \in I(G)^{s}$. Thus $m x_{\mu}^{k-1} y_{v}, m y_{v}^{k-1} y_{v} \in I(G)^{s}$ and hence $\left(m y_{v}\right) x_{\mu}^{k-1},\left(m y_{v}\right) y_{v}^{k-1} \in I(G)^{s}$. Since $m y_{v}$ is a monomial, we use induction hypothesis to conclude that $m y_{v} \in I(G)^{s}$. Thus we now have $m x_{\mu}^{k-1}, m y_{v} \in I(G)^{s}$. As before, we have $\left(m x_{\mu}^{k-2}\right) x_{\mu},\left(m x_{\mu}^{k-2}\right) y_{v} \in$ $I(G)^{s}$. Again, since $m x_{\mu}^{k-2}$ is a monomial, we use induction hypothesis to conclude that $m x_{\mu}^{k-2} \in I(G)^{s}$. We now have $m x_{\mu}^{k-2}, m y_{v} \in I(G)^{s}$. We continue the process to get $m x_{\mu}^{2}, m y_{v} \in I(G)^{s}$. We still have $\left(m x_{\mu}\right) x_{\mu},\left(m x_{\mu}\right) y_{v} \in I(G)^{s}$. Since $m x_{\mu}$ is a monomial, by induction hypothesis, we get $m x_{\mu} \in I(G)^{s}$. We now have $m x_{\mu}, m y_{v} \in I(G)^{s}$. This is the $k=1$ case. We now use the induction hypothesis to get $m \in I(G)^{s}$. On the other hand, if we show that $m y_{v}^{k-1} \in I(G)^{s}$, then we can analogously show that $m \in I(G)^{s}$.

Now we go to the induction step. We have $m x_{\mu}^{k}, m y_{v}^{k} \in I(G)^{s}$. Since $m x_{\mu}^{k} \in I(G)^{s}$ and $m x_{\mu}^{l} \notin I(G)^{s}$ for any $l<k$, we have $m=m^{\prime} y_{t_{1}} \cdots y_{t_{k}}$ where $m^{\prime} \in I(G)^{s-k}, y_{t_{1}}, \ldots, y_{t_{k}} \in N_{G}\left(x_{\mu}\right)$ and not all $y_{t_{1}}, \ldots, y_{t_{k}}$ may be distinct. Suppose a neighbor of $y_{t_{1}}, \ldots, y_{t_{k}}$ divides $a$, then $m x_{\mu}^{k-1} \in I(G)^{s}$.

Now suppose no neighbor of $y_{t_{1}}, \ldots, y_{t_{k}}$ divide $a$. Since $m y_{v}^{k} \in I(G)^{s}$ we have

$$
\begin{align*}
m y_{v}^{k} & =m^{\prime} y_{t_{1}} \cdots y_{t_{k}} y_{v}^{k} \in I(G)^{s}  \tag{14}\\
& =b f_{1} \cdots f_{s} \text { where } f_{1}, \ldots, f_{s} \in I(G), b \in S
\end{align*}
$$

We observe that $m^{\prime}$ may be written divisible by many minimal monomial generators of $I(G)^{s-k}$. We can take $m^{\prime}=a e_{1} \ldots e_{s-k}$ such that $\frac{m^{\prime}}{e_{1} \ldots e_{s-k}}$ has smallest number of $x$ variables in common with $f_{1} \ldots . f_{s}$.

It is clear that $y_{v}^{k}$ must divide $f_{1} \ldots . f_{s}$, otherwise $m y_{v}^{l} \in I(G)^{s}$ for some $l<k$ and hence $m y_{v}^{k-1} \in$ $I(G)^{s}$. Recall the no neighbor of $y_{t_{1}}, \ldots, y_{t_{k}}$ divides $a$. Thus we can assume that no neighbor of $y_{v}$, divides $a$ as that will make $m x_{\mu}^{k-1} \in I(G)^{s}$. So without loss of generality we may assume for $1 \leq i \leq k, f_{i}=x_{u_{i}} y_{v}$ where for every $j, e_{j}=x_{u_{j}} y_{v_{j}}$.

Now we observe that if any neighbor of $y_{v_{i}}$ for $1 \leq i \leq k$ divide $a$ then, clearly, $m x_{\mu}^{k-1} \in I(G)^{s}$. For, without loss of generality, say $x_{0} y_{v_{1}}$ is an edge where $x_{0}$ divides $a$. As $x_{u_{1}} y_{v}$ is an edge, so is $x_{u_{1}} y_{t_{1}}$ (by neighborhood properties). Thus we have $m=\left(\frac{a}{x_{0}}\right)\left(x_{0} y_{v_{1}}\right) e_{2} \ldots . e_{s-k}\left(x_{u_{1}} y_{t_{1}}\right) \ldots y_{t_{k}} \in I(G)^{s-k+1}$. Hence this will force $m x_{\mu}^{k-1} \in I(G)^{s}$. So we assume no neighbor of $y_{v_{i}}$ for $1 \leq i \leq k$ divide $a$.

As there are $s$ many $x$ variables in $f_{1} \cdots f_{s}$ and $k<s$, some of the $x$ variables of $f_{1} \cdots f_{s}$ divides $a$. We also have that no neighbor of any $y_{t_{i}}$ divides $a$ and $y_{v}^{k}$ divides $f_{1} \cdots f_{s}$. Let $f_{k+1}=x_{0} y_{v_{k+1}}$ where $x_{0}$ divides $a$ and $e_{k+1}=x_{u_{k+1}} y_{v_{k+1}}$. We may write $m^{\prime}=a^{\prime} e_{1} \ldots e_{k} f_{k+1} e_{k+2} \ldots . e_{s-k}$ where $a^{\prime}=\left(\frac{a}{x_{0}} x_{u_{k+1}}\right)$. But this is an expression of $m^{\prime}$ with $a^{\prime}$ having less number of $x$ variables in common with $f_{1} \ldots f_{s}$ than $a$ which is a contradiction. Thus, one of the neighbors of $y_{v_{i}}$ for some $1 \leq i \leq k$ divides $a$ and hence $m \in I(G)^{s}$.

Lemma 1. Let $G$ be a bipartite graph and suppose that $x_{\mu} \in V_{1}$ and $y_{v} \in V_{2}$ satisfies the neighborhood properties. Now assume $m_{1}, \ldots, m_{k} \in S$ are monomials of the same degree such that $\left(m_{1}+\cdots+m_{k}\right)\left(x_{\mu}-\right.$ $\left.y_{v}\right) \in I(G)^{s}$. Further suppose,

$$
\begin{align*}
& m_{1} x_{\mu}=m_{2} y_{v}  \tag{15}\\
& m_{i} x_{\mu}=m_{i+1} y_{v} \text { for } 2 \leq i \leq k-1  \tag{16}\\
& m_{1} y_{v}, m_{k} x_{\mu} \in I(G)^{s} \tag{17}
\end{align*}
$$

Then $m_{j} \in I(G)^{s}$ for $1 \leq j \leq k$.
Proof. First, assume that $N_{G}\left(y_{v}\right)=\left\{x_{v_{1}}, \ldots, x_{v_{p}}\right\}$. We prove by induction on $k$. If $k=1$, then clearly the claim is true by Theorem 7. By induction, assume the claim is true for $\left(m_{1}+\cdots+m_{l}\right)\left(x_{\mu}-y_{v}\right) \in$ $I(G)^{s}$ satisfying (15)-(17) and $l \leq k-1$. Now suppose we have

$$
\left(m_{1}+\cdots+m_{k}\right)\left(x_{\mu}-y_{v}\right) \in I(G)^{s}
$$

satisfying (15)-(17). We show that $m_{1} \in I(G)^{s}$. This will show that $\left(m_{2}+\cdots+m_{k}\right)\left(x_{\mu}-y_{v}\right) \in I(G)^{s}$ satisfying (15)-(17). Thus by induction hypothesis we have $m_{j} \in I(G)^{s}$ for $2 \leq j \leq k$ proving the claim.

From (15), we have $m_{1}=m y_{v}$ and $m_{2}=m x_{v}$ where $m \in S$, a monomial. From (16), we have $m_{3}=\frac{m_{2} x_{\mu}}{y_{v}}=\frac{m x_{\mu}^{2}}{y_{v}}$. Subsequently, we show that

$$
\begin{equation*}
m_{i}=\frac{m x_{\mu}^{i-1}}{y_{v}^{i-2}} \text { for } 2 \leq i \leq k \tag{18}
\end{equation*}
$$

Since $m_{1} y_{v} \in I(G)^{s}$, we have $m_{1} \in I(G)^{s}$ or $m_{1}=a e_{1} \cdots e_{s-1} x_{v_{t}}$ for some $t \in\{1, \ldots, p\}$ where $N_{G}\left(y_{v}\right)=\left\{x_{v_{1}}, \ldots, x_{v_{p}}\right\}$.

Suppose $m_{1}=a e_{1} \cdots e_{s-1} x_{v_{1}}$. Since $m_{1}=m y_{v}, y_{v}$ divides $a$ or one of the $e_{i}$ 's. If $y_{v}$ divides $a$, then $m_{1} \in I(G)^{s}$.

Now suppose $y_{v}$ divides, say $e_{1}=x_{v_{b}} y_{v}$ for some $b \in\{1, \ldots, p\}$. Since $m_{1}=m y_{v}$, we have $m=a e_{2} \cdots e_{s-1} x_{v_{1}} x_{v_{b}}$. Using this equality in (18), we have

$$
m_{k}=\frac{m x_{\mu}^{k-1}}{y_{v}^{k-2}}=\frac{a e_{2} \cdots e_{s-1} x_{v_{1}} x_{v_{b}} x_{\mu}^{k-1}}{y_{v}^{k-2}}
$$

Since $y_{v}$ does not divide $a$, then $y_{v}$ divides some of the $e_{1}, \ldots, e_{s-k}$ and hence we have $k-2 \leq s-2$ or $k \leq s$. Without loss of generality, assume $y_{v}$ divides $e_{2}, \ldots, e_{k-1}$. Thus

$$
m_{k}=a e_{k} \cdots e_{s-1} x_{v_{1}}^{l_{1}} \cdots x_{v_{p}}^{l_{p}} x_{\mu}^{k-1} \text { where } \sum_{j=1}^{p} l_{j}=k
$$

Let $\mathfrak{u}=a e_{k} \cdots e_{s-1} x_{v_{1}}^{l_{1}} \cdots x_{\nu_{p}}^{l_{p}}$. Now as $m_{k} x_{\mu} \in I(G)^{s}$, we have $\mathfrak{u} x_{\mu}^{k} \in I(G)^{s}$. Also, notice that

$$
\mathfrak{u} y_{v}^{k}=\frac{m_{k}}{x_{\mu}^{k-1}} y_{v}^{k}=\frac{m}{y_{v}^{k-2}} y_{v}^{k}=m y_{v}^{2}=m_{1} y_{v} \in I(G)^{s}
$$

Since $\mathfrak{u}$ is a monomial, we have $\mathfrak{u} \in I(G)^{s}$, by Theorem 7. Now $m_{1}=\mathfrak{u} y_{v}^{k-1} \in I(G)^{s}$ and hence we are done.

We now prove one of the main results of this section. In this theorem, we attempt to rearrange the sum $m_{1}+\cdots+m_{k}$ into a configuration shown in the previous lemma.

Theorem 8. Let $G$ be a bipartite graph and suppose that $x_{\mu} \in V_{1}$ and $y_{v} \in V_{2}$ satisfies the neighborhood properties. Then $x_{\mu}-y_{v}$ is an regular element on $S / I(G)^{s}$ for all $s$.

Proof. Consider $\left(m_{1}+\cdots+m_{k}\right)\left(x_{\mu}-y_{v}\right) \in I(G)^{s}$ where $m_{i}$ 's are monomials of the same degree. We prove $m_{1}, \ldots, m_{k} \in I(G)^{s}$ by induction on $k$.

Suppose $k=1$ and $m_{1}\left(x_{\mu}-y_{v}\right)=m_{1} x_{\mu}-m_{1} y_{v} \in I(G)^{s}$. Thus $m_{1} x_{\mu}, m_{1} y_{v} \in I(G)^{s}$. Now we use Theorem 7, to show that $m_{1} \in I(G)^{s}$ proving the base case of induction.

Suppose $\left(m_{1}+\cdots+m_{l}\right)\left(x_{\mu}-y_{v}\right) \in I(G)^{s}$ for $l \leq k-1$ implies $m_{1}, \ldots, m_{l} \in I(G)^{s}$. Now consider

$$
\begin{equation*}
\left(m_{1}+\cdots+m_{k}\right)\left(x_{\mu}-y_{v}\right)=m_{1} x_{\mu}-m_{1} y_{v}+m_{2} x_{\mu}-m_{2} y_{v}+\cdots+m_{k} x_{\mu}-m_{k} y_{v} \in I(G)^{s} . \tag{19}
\end{equation*}
$$

where all $m_{i}$ 's are distinct. We show $m_{i} \in I(G)^{s}$ for $1 \leq i \leq k$.
Observe that if $m_{1} x_{\mu}, m_{1} y_{v} \in I(G)^{s}$, then we have $m_{1}\left(x_{\mu}-y_{v}\right) \in I(G)^{s}$ and $\left(m_{2}+\cdots+m_{k}\right)\left(x_{\mu}-\right.$ $\left.y_{v}\right) \in I(G)^{s}$. Now we use induction hypothesis to show that $m_{i} \in I(G)^{s}$ for $1 \leq i \leq k$.

Now we first consider the following configuration, i.e., after possible re-ordering of $m_{i}{ }^{\prime}$ s we have

$$
\begin{align*}
& m_{1} x_{\mu}=m_{2} y_{v}  \tag{20}\\
& m_{i} x_{\mu}=m_{i+1} y_{v}, \text { for } 2 \leq i \leq k-1  \tag{21}\\
& m_{k} x_{\mu}=m_{1} y_{v} \tag{22}
\end{align*}
$$

We refer to this case as the $k$-cancellation case. Using (20), we get $m_{1}=m y_{v}$ and $m_{2}=m x_{\mu}$. Using this and (21), we get

$$
\begin{equation*}
m_{i}=\frac{m x_{\mu}^{i-1}}{y_{v}^{i-2}} \text { for } 3 \leq i \leq k \tag{23}
\end{equation*}
$$

Thus $m_{k}=\frac{m x_{\mu}^{k-1}}{y_{v}^{k-2}}$. Using this description in (22) we get $x_{\mu}^{k}=y_{v}^{k}$, a contradiction.
Now consider (19). Without loss of generality, after possible reordering, assume that $m_{1} x_{\mu}=m_{2} y_{v}$. If $m_{1} y_{v}=m_{2} x_{\mu}$, then we get $\left(m_{1}+m_{2}\right)\left(x_{\mu}-y_{v}\right) \in I(G)^{s}$ and $\left(m_{3}+\cdots+m_{k}\right)\left(x_{\mu}-y_{v}\right) \in I(G)^{s}$. Now using induction hypothesis, we get $m_{i} \in I(G)^{s}$.

Suppose, if $m_{1} y_{v}=m_{3} x_{\mu}$ we introduce the re-ordering

$$
\begin{array}{r}
m_{1}^{(1)}=m_{3}, m_{2}^{(1)}=m_{1}, m_{3}^{(1)}=m_{2} \\
m_{i}^{(1)}=m_{i} \text { for } 4 \leq i \leq k-1
\end{array}
$$

Notice that $\left(m_{1}+\cdots+m_{k}\right)\left(x_{\mu}-y_{v}\right)=\left(m_{1}^{(1)}+\cdots+m_{k}^{(1)}\right)\left(x_{\mu}-y_{v}\right)$. Thus it is enough to show that $m_{i}^{(1)} \in I(G)^{s}$. Under this re-ordering $m_{1}^{(1)} x_{\mu}=m_{2}^{(1)} y_{v}$ and $m_{2}^{(1)} x_{\mu}=m_{3}^{(1)} y_{v}$. If $m_{1}^{(1)} y_{v}=$ $m_{3}^{(1)} x_{\mu}$, then we get $\left(m_{1}^{(1)}+m_{2}^{(1)}+m_{3}^{(1)}\right)\left(x_{\mu}-y_{v}\right) \in I(G)^{s}$ and $\left(m_{4}^{(1)}+\cdots+m_{k}^{(1)}\right)\left(x_{\mu}-y_{v}\right) \in I(G)^{s}$. Now using induction hypothesis, we get $m_{i}^{(1)} \in I(G)^{s}$ and hence $m_{i} \in I(G)^{s}$.

Now if $m_{1}^{(1)} y_{v}=m_{4}^{(1)} x_{\mu}$, we introduce a new ordering

$$
\begin{aligned}
& m_{1}^{(2)}=m_{4}^{(1)} \\
& m_{l}^{(2)}=m_{l-1}^{(1)} \text { for } 2 \leq l \leq 4 \\
& m_{q}^{(2)}=m_{q}^{(1)} \text { for } 5 \leq q \leq k
\end{aligned}
$$

As before we consider if $m_{1}^{(2)} y_{v}=m_{4}^{(2)} x_{\mu}$ or $m_{1}^{(2)} y_{v}=m_{5}^{(2)} x_{\mu}$ and introduce new ordering, if necessary.

We now continue this process and arrive at the $j$-th re-ordering defined as follows

$$
\begin{aligned}
& m_{1}^{(j)}=m_{j+2}^{(j-1)} \\
& m_{l}^{(j)}=m_{l-1}^{(j-1)} \text { for } 2 \leq l \leq j+2 \\
& m_{q}^{(j)}=m_{q}^{(j-1)} \text { for } j+3 \leq q \leq k
\end{aligned}
$$

with the following configuration

$$
m_{i}^{(j)} x_{\mu}=m_{i+1}^{(j)} y_{v} \text { for } 1 \leq i \leq j+1
$$

First, suppose $j=k-2$. As before, we consider two cases $m_{1}^{(j)} y_{v}=m_{j+2}^{(j)} x_{\mu}$ or $m_{1}^{(j)} y_{v} \neq m_{j+2}^{(j)} x_{\mu}$. If $m_{1}^{(j)} y_{v}=m_{j+2}^{(j)} x_{\mu}$, then we arrive at the $k$-cancellation case discussed above, which leads to a contradiction. So we have $m_{1}^{(j)} y_{v} \neq m_{j+2}^{(j)} x_{\mu}$ which is discussed separately in Lemma 1 , showing that $m_{i} \in I(G)^{s}$.

Now we assume $j<k-2$ and $m_{1}^{(j)} y_{v} \neq m_{t}^{(j)} x_{\mu}$ for $2 \leq t \leq k$. If $m_{j+2}^{(j)} x_{\mu} \neq m_{t}^{(j)} y_{v}$ for $j+3 \leq t \leq k$, then we have $\left(m_{1}^{(j)}+\cdots+m_{j+2}^{(j)}\right)\left(x_{\mu}-y_{v}\right) \in I(G)^{s}$ and $\left(m_{j+2}^{(j)}+\cdots+m_{k}^{(j)}\right)\left(x_{\mu}-y_{v}\right) \in I(G)^{s}$ and we use induction hypothesis to conclude that $m_{i}^{(j)} \in I(G)^{s}$ and hence $m_{i} \in I(G)^{s}$ for $1 \leq i \leq k$.

Thus assume $m_{j+2}^{(j)} x_{\mu}=m_{t}^{(j)} y_{v}$ for some $j+3 \leq t \leq k$. Now we use the ordering

$$
\begin{aligned}
& m_{j+3}^{(j, 1)}=m_{t}^{(j)}, m_{t}^{(j, 1)}=m_{j+3}^{(j)} \\
& m_{i}^{(j, 1)}=m_{i}^{(j)} \text { for } i \neq j+3, t
\end{aligned}
$$

with the configuration $m_{i}^{(j, 1)} x_{\mu}=m_{i+1}^{(j, 1)} y_{v}$ for $1 \leq i \leq j+2$.
Now if $m_{j+3}^{(j, 1)} x_{\mu} \neq m_{a}^{(j, 1)} y_{v}$ for $j+4 \leq a \leq k$, then $\left(m_{1}^{(j, 1)}+\cdots+m_{j+3}^{(j, 1)}\right)\left(x_{\mu}-y_{v}\right) \in I(G)^{s}$ and $\left(m_{j+4}^{(j, 1)}+\cdots+m_{k}^{(j, 1)}\right)\left(x_{\mu}-y_{v}\right) \in I(G)^{s}$ and we use induction hypothesis to conclude that $m_{i}^{(j, 1)} \in I(G)^{s}$ and hence $m_{i} \in I(G)^{s}$ for $1 \leq i \leq k$.

Now if $m_{j+3}^{(j, 1)} x_{\mu}=m_{a}^{(j, 1)} y_{v}$ for some $j+4 \leq a \leq k$, then we use the ordering as before

$$
\begin{aligned}
& m_{j+4}^{(j, 2)}=m_{a}^{(j, 1)}, m_{a}^{(j, 2)}=m_{j+4}^{(j, 1)} \\
& m_{i}^{(j, 2)}=m_{i}^{(j, 1)} \text { for } i \neq j+4, a
\end{aligned}
$$

with the configuration $m_{i}^{(j, 2)} x_{\mu}=m_{i+1}^{(j, 2)} y_{v}$ for $1 \leq i \leq j+3$.
We continue in the same fashion to reach $(j, l)$-th re-ordering to get

$$
\left(m_{1}^{(j, l)}+\cdots m_{k}^{(j, l)}\right)\left(x_{\mu}-y_{v}\right) \in I(G)^{s}
$$

with the following configuration

$$
m_{i}^{(j, l)} x_{\mu}=m_{i+1}^{(j, l)} y_{v} \text { for } 1 \leq i \leq j+l+1
$$

Suppose $j+l=k-2$, then $m_{1}^{(j, l)} y_{v}, m_{k}^{(j, l)} x_{\mu} \in I(G)^{s}$. Now using Lemma 1 we have $m_{i}^{(j, l)} \in$ $I(G)^{s}, 1 \leq i \leq k$ and hence $m_{i} \in I(G)^{s}$ for $1 \leq i \leq k$.

If $j+l<k-2$, then there exists a term $m_{b}^{(j, l)}$ such that $m_{b}^{(j, l)}\left(x_{\mu}-y_{v}\right) \in I(G)^{s}$ and $\left(\sum_{t \neq b} m_{t}^{(j, l)}\right)\left(x_{\mu}-y_{v}\right) \in I(G)^{s}$ and hence we are done by induction.

Corollary 1. Let $G$ be a bipartite graph. Suppose $x_{\mu} \in V_{1}, y_{v} \in V_{2}$. Then $x_{\mu}$ and $y_{v}$ satisfies the neighborhood properties, if and only if $x_{\mu}-y_{v}$ is regular on $S / I(G)^{s}$ for all s.

Proof. Suppose $x_{\mu}$ and $y_{v}$ satisfies the neighborhood properties, then $x_{\mu}-y_{v}$ is regular on $S / I(G)^{s}$ for all $s$ by Theorem 8.

Now if $x_{\mu}$ and $y_{v}$ does not satisfy the neighborhood properties, then there exists $y_{p}$ such that $x_{\mu} y_{p} \in E(G)$ and $x_{v 1} y_{p} \notin E(G)$ where $x_{v 1} \in N\left(y_{v}\right)$. Thus for all $s$ and $e=x_{v 1} y_{v 1} \in I(G)$,

$$
\begin{aligned}
e^{s-1}\left(x_{v 1} y_{p}\right)\left(x_{\mu}-y_{v}\right) & =e^{s-1}\left(\left(x_{v 1} y_{p}\right) x_{\mu}-\left(x_{v 1} y_{p}\right) y_{v}\right) \\
& =e^{s-1}\left(x_{v 1}\left(y_{p} x_{\mu}\right)-\left(x_{v 1} y_{v}\right) y_{p}\right)
\end{aligned}
$$

Since $y_{p} x_{\mu}, x_{v 1} y_{v} \in I(G)$, we get $e^{s-1}\left(x_{v 1} y_{p}\right)\left(x_{\mu}-y_{v}\right) \in I(G)^{s}$. Thus $x_{\mu}-y_{v}$ is not a regular element on $I(G)^{s}$.
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#### Abstract

We characterize the finite distributive lattices on which there exists a unique compatible algebra with straightening laws.


Keywords: distribuive lattice; algebras with straightening laws; order and chain polytopes

## 1. Introduction

Let $P$ be a finite partially ordered set (poset for short) and $\mathcal{I}(P)$ the distributive lattice of the poset ideals of $P$. A subset $\alpha$ of $P$ is a poset ideal of $P$ if it satisfies the following condition: for every $x \in \alpha$ and $y \in P$, if $y \leq x$, then $y \in \alpha$. By a famous theorem of Birkhoff [1], for every finite distributive lattice $L$, there exists a unique subposet $P$ of $L$ such that $L \cong \mathcal{I}(P)$. The order polytope $\mathcal{O}(P)$ and the chain polytope $\mathcal{C}(P)$ were introduced in [2]. In [3], it was shown that the toric ring $K[\mathcal{O}(P)]$ over a field $K$ is an algebra with straightening laws (ASL in brief) on the distributive lattice $\mathcal{I}(P)$ over the field $K$. In [4], it was shown that the ring $K[\mathcal{C}(P)]$ associated with the chain polytope shares the same property.

Let $S=K\left[x_{1}, \ldots, x_{n}, t\right]$ be the polynomial ring over a field $K$ and $\left\{w_{\alpha}\right\}_{\alpha \in \mathcal{I}(P)}$ be an arbitrary set of monomials in $x_{1}, \ldots, x_{n}$ indexed by $\mathcal{I}(P)$. Let $K[\Omega] \subset S$ be the toric ring generated over $K$ by the set of monomials $\Omega=\left\{\omega_{\alpha}\right\}_{\alpha \in \mathcal{I}(P)}$ where $\omega_{\alpha}=w_{\alpha} t$ for all $\alpha \in \mathcal{I}(P)$. Clearly, $K[\Omega]$ is a graded algebra if we set $\operatorname{deg}\left(\omega_{\alpha}\right)=1$ for all $\alpha \in \mathcal{I}(P)$. Let $\varphi: \mathcal{I}(P) \rightarrow K[\Omega]$ be the injective map defined by $\varphi(\alpha)=\omega_{\alpha}$ for all $\alpha \in \mathcal{I}(P)$. Assume that $K[\Omega]$ is an ASL on $\mathcal{I}(P)$ over $K$. According to [4], $K[\Omega]$ is a compatible ASL if each of its straightening relations is of the form $\varphi(\alpha) \varphi\left(\alpha^{\prime}\right)=\varphi(\beta) \varphi\left(\beta^{\prime}\right)$ with $\beta \subseteq \alpha \cap \alpha^{\prime}$ and $\beta^{\prime} \supseteq \alpha \cup \alpha^{\prime}$, where $\alpha, \alpha^{\prime}$ are incomparable elements in $\mathcal{I}(P)$. If $K[\Omega]$ and $K\left[\Omega^{\prime}\right]$ are compatible ASL on $\mathcal{I}(P)$ over $K$, we identify them if they have the same straightening relations. In this case, we write $K[\Omega] \equiv K\left[\Omega^{\prime}\right]$.

In ([4], Question 5.1), Hibi and Li asked the following questions:
(a) Given a finite poset $P$, find all possible compatible algebras with straightening laws on $\mathcal{I}(P)$ over $K$.
(b) For which posets $P$, does there exist a unique compatible ASL on $\mathcal{I}(P)$ over $K$ ?

In this note, we give a complete answer to question (b). Namely, we prove the following:
Theorem 1. Let $P$ be a finite poset. Then, the following statements are equivalent:
(i) There exists a unique compatible ASL on $\mathcal{I}(P)$ over $K$.
(ii) $K[\mathcal{O}(P)] \equiv K[\mathcal{C}(P)] \equiv K\left[\mathcal{C}\left(P^{*}\right)\right]$, where $P^{*}$ denotes the dual poset of $P$.
(iii) Each connected component of $P$ is a chain, that is, $P$ is a direct sum of chains.

An answer to question (a) seems to be quite difficult. In ([4], Example 5.2), it was observed that, if one considers the poset $P=\{a, b, c, d, e\}$ with $a<c<e$ and $b<c<d$, then there exist nine compatible ASL structures on $\mathcal{I}(P)$ over $K$, while if one considers $P=\{a, b, c, d\}$ with $a<c, b<c, b<d$, then there are three compatible ASL structures on $\mathcal{I}(P)$ over $K$, namely, $K[\mathcal{O}(P)], K[\mathcal{C}(P)]$, and $K\left[\mathcal{C}\left(P^{*}\right)\right]$.

## 2. Order Polytopes, Chain Polytopes, and Their Associated Toric Rings

Let $P=\left\{p_{1}, \ldots, p_{n}\right\}$ be a finite poset. For the basic terminology regarding posets used in this paper, we refer to [1] and ([5], Chapter 3). The order polytope $\mathcal{O}(P)$ is defined as

$$
\mathcal{O}(P)=\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}: 0 \leq x_{i} \leq 1,1 \leq i \leq n, \text { and } x_{i} \geq x_{j} \text { if } p_{i} \leq p_{j} \text { in } P\right\}
$$

In ([2], Corollary 1.3), it was shown that the vertices of $\mathcal{O}(P)$ are $\sum_{p_{i} \in \alpha} \mathbf{e}_{i}, \alpha \in \mathcal{I}(P)$. Here, $\mathbf{e}_{i}$ denotes the unit coordinate vector in $\mathbb{R}^{n}$. If $\alpha=\varnothing$, then the corresponding vertex in $\mathcal{O}(P)$ is the origin of $\mathbb{R}^{n}$.

The chain polytope $\mathcal{C}(P)$ is defined as

$$
\begin{gathered}
\mathcal{C}(P)=\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}: x_{i} \geq 0,1 \leq i \leq n\right. \\
\left.x_{i_{1}}+\cdots+x_{i_{r}} \leq 1 \text { if } p_{i_{1}}<\cdots<p_{i_{r}} \text { is a maximal chain in } P\right\} .
\end{gathered}
$$

In ([2], Theorem 2.2), it was proved that the vertices of $\mathcal{C}(P)$ are $\sum_{p_{i} \in A} \mathbf{e}_{i}$, where $A$ is an antichain in $P$. Recall that an antichain in $P$ is a subset of $P$ such that any two distinct elements in the subset are incomparable. Since every poset ideal is uniquely determined by its antichain of maximal elements, it follows that $\mathcal{O}(P)$ and $\mathcal{C}(P)$ have the same number of vertices. However, as it was observed in [2], $\mathcal{O}(P)$ and $\mathcal{C}(P)$ need not have the same number of $i$-dimensional faces for $i>0$. Therefore, in general, they are not combinatorial equivalent. Combinatorially, equivalence of order and chain polytopes are studied in [6].

The Toric Rings $K[\mathcal{O}(P)]$ and $K[\mathcal{C}(P)]$
To each subset $W \subset P$, we attach the squarefree monomial $u_{W} \in K\left[x_{1}, \ldots, x_{n}\right], u_{W}=\prod_{p_{i} \in W} x_{i}$. If $W=\varnothing$, then $u_{W}=1$. The toric ring $K[\mathcal{O}(P)]$, known as the Hibi ring associated with the distributive lattice $\mathcal{I}(P)$, is generated over $K$ by all the monomials $u_{\alpha} t \in S$, where $\alpha \in \mathcal{I}(P)$. The toric ring $K[\mathcal{C}(P)]$ is generated by all the monomials $u_{A} t$ where $A$ is an antichain in $P$. In addition, as we have already mentioned in the Introduction, both rings are algebras with straightening laws on $\mathcal{I}(P)$ over $K$.

We recall the definition of an ASL as it was introduced in [7]. For a quick introduction to this topic, we refer to [7] and ([8], Chapter XIII). Algebras with straightening laws turned out to be useful tools in studying determinantal rings. Let $K$ be a field, $R=\bigoplus_{i \geq 0} R_{i}$ with $R_{0}=K$ be a graded $K$-algebra, $H$ a finite poset, and $\varphi: H \rightarrow R$ an injective map which maps each $\alpha \in H$ to a homogeneous element $\varphi(\alpha) \in R$ with $\operatorname{deg} \varphi(\alpha) \geq 1$. A standard monomial in $R$ is a product $\varphi\left(\alpha_{1}\right) \varphi\left(\alpha_{2}\right) \cdots \varphi\left(\alpha_{k}\right)$ where $\alpha_{1} \leq \alpha_{2} \leq \cdots \leq \alpha_{k}$ in $H$.

Definition 1. The K-algebra $R$ is called an algebra with straightening laws on $H$ over $K$ if the following conditions hold:
(1) The set of standard monomials is a $K$-basis of $R$;
(2) If $\alpha, \beta \in H$ are incomparable and if $\varphi(\alpha) \varphi(\beta)=\sum c_{i} \varphi\left(\gamma_{i 1}\right) \ldots \varphi\left(\gamma_{i k_{i}}\right)$, where $c_{i} \in K \backslash\{0\}$ and $\gamma_{i 1} \leq \ldots \leq$ $\gamma_{i k_{i}}$, is the unique expression of $\varphi(\alpha) \varphi(\beta)$ as a linear combination of standard monomials, then $\gamma_{i 1} \leq \alpha, \beta$ for all $i$.

The above relations $\varphi(\alpha) \varphi(\beta)=\sum c_{i} \varphi\left(\gamma_{i 1}\right) \ldots \varphi\left(\gamma_{i k_{i}}\right)$ are called the straightening relations of $R$ and they generate all the relations of of $R$.

Let us go back to the toric rings $K[\mathcal{O}(P)]$ and $K[\mathcal{C}(P)]$.
One considers $\varphi: \mathcal{I}(P) \rightarrow K[\mathcal{O}(P)]$ defined by $\varphi(\alpha)=u_{\alpha} t$ for every $\alpha \in \mathcal{I}(P)$. As it was proved by Hibi in [3], $K[\mathcal{O}(P)]$ is an ASL on $\mathcal{I}(P)$ over $K$ with the straightening relations $\varphi(\alpha) \varphi(\beta)=\varphi(\alpha \cap \beta) \varphi(\alpha \cup$ $\beta$ ), where $\alpha, \beta$ are incomparable elements in $\mathcal{I}(P)$.

On the other hand, one defines $\psi: \mathcal{I}(P) \rightarrow K[\mathcal{C}(P)]$ by setting $\psi(\alpha)=u_{\max \alpha} t$ for all $\alpha \in \mathcal{I}(P)$ where $\max \alpha$ denotes the set of the maximal elements in $\alpha$. Note that, for every $\alpha \in \mathcal{I}(P), \max \alpha$ is an antichain in $P$ and each antichain $A \subset P$ determines a unique ideal $\alpha \in \mathcal{I}(P)$, namely, the poset ideal generated by $A$. Therefore, $\psi$ is an injective well defined map and by ([4], Theorem 3.1), the ring $K[\mathcal{C}(P)]$ is an ASL on $\mathcal{I}(P)$ over $K$ with the straightening relations

$$
\psi(\alpha) \psi(\beta)=\psi(\alpha * \beta) \psi(\alpha \cup \beta)
$$

where $\alpha * \beta$ is the poset ideal of $P$ generated by $\max (\alpha \cap \beta) \cap(\max \alpha \cup \max \beta)$.
We observe that one may also consider $K\left[\mathcal{C}\left(P^{*}\right)\right]$ as an ASL on $\mathcal{I}(P)$, where $P^{*}$ is the dual poset of $P$. We may define $\delta: \mathcal{I}(P) \rightarrow K\left[C\left(P^{*}\right)\right]$ by $\delta(\alpha)=u_{\min } \bar{\alpha}$ for $\alpha \in \mathcal{I}(P)$, where $\min \bar{\alpha}$ is the set of minimal elements in $\bar{\alpha}$ and $\bar{\alpha}$ is the filter $P \backslash \alpha$ of $P$. We recall that a filter $\gamma$ in $P$ (or dual order ideal) is a subset of $P$ with the property that for every $p \in \gamma$ and every $q \in P$ with $q \geq p$, we have $q \in \gamma$. Thus, a filter in $P$ is simply a poset ideal in the dual poset $P^{*}$. The ring $K\left[C\left(P^{*}\right)\right]$ is an ASL on $\mathcal{I}(P)$ over $K$ as well with the straightening relations

$$
\delta(\alpha) \delta(\beta)=\delta(\alpha \cap \beta) \delta(\alpha \circ \beta)
$$

for incomparable elements $\alpha, \beta \in \mathcal{I}(P)$, where $\alpha \circ \beta$ is the poset ideal of $P$ which is the complement in $P$ of the filter generated by $\min (\bar{\alpha} \cap \bar{\beta}) \cap(\min \bar{\alpha} \cup \min \bar{\beta})$. Let us also observe that all the algebras $K[\mathcal{O}(P)], K[\mathcal{C}(P)]$, and $K\left[\mathcal{C}\left(P^{*}\right)\right]$ are compatible algebras with straightening laws.

## 3. Proof of Theorem 1

We clearly have (i) $\Rightarrow$ (ii). Let us now prove (ii) $\Rightarrow$ (iii). By hypothesis, the straightening relations of $K[\mathcal{O}(P)], K[\mathcal{C}(P)]$, and $K\left[\mathcal{C}\left(P^{*}\right)\right]$ coincide. Therefore, we must have

$$
\begin{equation*}
\alpha \cap \beta=\alpha * \beta \text { and } \bar{\alpha} \cap \bar{\beta}=\overline{\alpha \circ \beta} \tag{1}
\end{equation*}
$$

for all $\alpha, \beta$ incomparable elements in $\mathcal{I}(P)$. From the second equality in (1), it follows that $\bar{\alpha} \cap \bar{\beta}$ is the filter of $P$ generated by $\min (\bar{\alpha} \cap \bar{\beta}) \cap(\min \bar{\alpha} \cup \min \bar{\beta})$. Assume that there exists two incomparable elements $p, p^{\prime} \in P$ such that there exists $q \in P$ with $q>p$ and $q>p^{\prime}$. Consider $\bar{\alpha}$ the filter generated by $p$ and $\bar{\beta}$ the filter generated by $p^{\prime}$. Then, $\min (\bar{\alpha} \cap \bar{\beta}) \cap(\min \bar{\alpha} \cup \min \bar{\beta})=\varnothing$, but obviously, $\bar{\alpha} \cap \bar{\beta} \neq \varnothing$. This shows that, for any two incomparable elements $p, p^{\prime} \in P$, there is no upper bound for $p$ and $p^{\prime}$.

Similarly, by using the first equality in Equation (1), we derive that, for any two incomparable elements $p, p^{\prime} \in P$, there is no lower bound for $p$ and $p^{\prime}$. This shows that every connected component of the poset $P$ is a chain.

Finally, we prove (iii) $\Rightarrow$ (i). Let $P$ be a poset such that all its connected components are chains and assume that the cardinality of $P$ is equal to $n$. Let $\left\{\omega_{\alpha}\right\}_{\alpha \in \mathcal{I}(P)}$ be the generators of $K[\Omega] \subset S$ and assume that the straightening relations of $K[\Omega]$ are $\varphi(\alpha) \varphi\left(\alpha^{\prime}\right)=\varphi(\beta) \varphi\left(\beta^{\prime}\right)$ where $\beta \subseteq \alpha \cap \alpha^{\prime}, \beta^{\prime} \supseteq \alpha \cup \alpha^{\prime}$, and $\alpha, \alpha^{\prime}$ are incomparable elements in $\mathcal{I}(P)$. We have to show that, for all $\alpha, \alpha^{\prime}$ incomparable elements in $\mathcal{I}(P)$, we have $\beta=\alpha \cap \alpha^{\prime}$ and $\beta^{\prime}=\alpha \cup \alpha^{\prime}$.

We proceed by induction on

$$
k=n-\left(\operatorname{rank}\left(\alpha \cup \alpha^{\prime}\right)-\operatorname{rank}\left(\alpha \cap \alpha^{\prime}\right)\right)
$$

Let us recall that, if $\gamma \in \mathcal{I}(P)$, then rank $\gamma$ denotes the rank of the subposet of $\mathcal{I}(P)$ consisting of all elements $\delta \in \mathcal{I}(P)$ with $\delta \subseteq \gamma$.

If $k=0$, that is, $\operatorname{rank}\left(\alpha \cup \alpha^{\prime}\right)-\operatorname{rank}\left(\alpha \cap \alpha^{\prime}\right)=n$, then $\alpha \cup \alpha^{\prime}=P$ and $\alpha \cap \alpha^{\prime}=\varnothing$, thus $\beta=\alpha \cap \alpha^{\prime}$ and $\beta^{\prime}=\alpha \cup \alpha^{\prime}$. Assume that the desired conclusion is true for $\operatorname{rank}\left(\alpha \cup \alpha^{\prime}\right)-\operatorname{rank}\left(\alpha \cap \alpha^{\prime}\right)=n-k$ with $k \geq 0$. Let us choose now $\alpha, \alpha^{\prime}$ incomparable in $\mathcal{I}(P)$ such that $\operatorname{rank}\left(\alpha \cup \alpha^{\prime}\right)-\operatorname{rank}\left(\alpha \cap \alpha^{\prime}\right)=n-k-1$ and assume that we have a straightening relation $\varphi(\alpha) \varphi\left(\alpha^{\prime}\right)=\varphi(\beta) \varphi\left(\beta^{\prime}\right)$ with $\beta \subsetneq \alpha \cap \alpha^{\prime}$ or $\beta^{\prime} \supsetneq \alpha \cup \alpha^{\prime}$. By duality, we may reduce to considering $\beta^{\prime} \supsetneq \alpha \cup \alpha^{\prime}$. In other words, in $K[\Omega]$, we have

$$
\omega_{\alpha} \omega_{\alpha^{\prime}}=\omega_{\beta} \omega_{\beta^{\prime}} \text {, with } \beta \subseteq \alpha \cap \alpha^{\prime} \text { and } \beta^{\prime} \supsetneq \alpha \cup \alpha^{\prime} \text {. }
$$

As $P$ is a direct sum of chains, we may find $p \in \max \left(\alpha \cup \alpha^{\prime}\right)$ and $q \in \beta^{\prime} \backslash\left(\alpha \cup \alpha^{\prime}\right)$ such that $q$ covers $p$ in $P$, that is, $q>p$ and there is no other element $q^{\prime}$ in $P$ with $q>q^{\prime}>p$. Without loss of generality, we may assume that $p \in \alpha^{\prime}$. Let $\alpha_{1}$ be the poset ideal of $P$ generated by $\alpha^{\prime} \cup\{q\}$. As all the connected components of $P$ are chains, we have $\alpha_{1}=\alpha^{\prime} \cup\{q\}$ since there are no other elements in $P$ which are smaller than $q$ except those that are on the same chain as $p$ and $q$, which are in $\alpha^{\prime}$. Moreover, by the choice of $q$, we have

$$
\alpha_{1} \subseteq \beta^{\prime} \text { and } \alpha \cap \alpha_{1}=\alpha \cap\left(\alpha^{\prime} \cup\{q\}\right)=\alpha \cap \alpha^{\prime}
$$

On the other hand,

$$
\begin{gathered}
\operatorname{rank}\left(\alpha \cup \alpha_{1}\right)-\operatorname{rank}\left(\alpha \cap \alpha_{1}\right)=\operatorname{rank}\left(\alpha \cup \alpha^{\prime} \cup\{q\}\right)-\operatorname{rank}\left(\alpha \cap \alpha^{\prime}\right) \\
=\operatorname{rank}\left(\alpha \cup \alpha^{\prime}\right)+1-\operatorname{rank}\left(\alpha \cap \alpha^{\prime}\right)=n-k .
\end{gathered}
$$

By the inductive hypothesis, it follows that $\varphi(\alpha) \varphi\left(\alpha_{1}\right)=\varphi\left(\alpha \cap \alpha_{1}\right) \varphi\left(\alpha \cup \alpha_{1}\right)$, or, equivalently, in $K[\Omega]$ we have the equality $\omega_{\alpha} \omega_{\alpha_{1}}=\omega_{\alpha \cap \alpha_{1}} \omega_{\alpha \cup \alpha_{1}}$. Thus, we have obtained the following equalities in $K[\Omega]$ :

$$
\omega_{\alpha} \omega_{\alpha^{\prime}}=\omega_{\beta} \omega_{\beta^{\prime}} \text { and } \omega_{\alpha} \omega_{\alpha_{1}}=\omega_{\alpha \cap \alpha^{\prime}} \omega_{\alpha \cup \alpha_{1}}
$$

This implies that

$$
\begin{equation*}
\omega_{\alpha \cap \alpha^{\prime}} \omega_{\alpha^{\prime}} \omega_{\alpha \cup \alpha_{1}}=\omega_{\beta} \omega_{\alpha_{1}} \omega_{\beta^{\prime}} \tag{2}
\end{equation*}
$$

In addition, we have:

$$
\alpha \cap \alpha^{\prime} \subset \alpha^{\prime} \subset \alpha \cup \alpha_{1} \text { and } \beta \subset \alpha \cap \alpha^{\prime}=\alpha \cap \alpha_{1} \subset \alpha_{1} \subset \beta^{\prime}
$$

This implies that the monomials in Equation (2) are distinct standard monomials in $K[\Omega]$, which is in contradiction to the condition that the standard monomials form a $K$-basis in $K[\Omega]$. Therefore, our proof is completed.
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#### Abstract

We present an algebraic algorithm to detect the existence of and to list all indecomposable even circuits in a given graph. We also discuss an application of our work to the study of directed cycles in digraphs.
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## 1. Introduction

Detecting the existence of cycles in graphs is a fundamental problem in graph theory (cf. [1-15]). Graph theoretic algorithms exist to enumerate both odd and even cycles. In [16], the first author, together with Francisco and Van Tuyl, gave an algebraic algorithm to detect and exhibit all induced odd cycles in an undirected graph. The work in [16] is an example of the rich interaction between commutative algebra and graph theory. In fact, using algebraic methods to study combinatorial structures and using combinatorial data to understand algebraic properties and invariants has evolved to be an active research topic in combinatorial commutative algebra in recent years (cf. [17,18] and references therein).

In the present paper, we continue this line of work and describe an algebraic algorithm to enumerate even circuits in an undirected graph; a circuit is a closed walk in which the edges are all distinct and a cycle is a closed walk in which the vertices are all distinct. We also discuss an application of our work to the problem of finding directed cycles in a directed graph (digraph). Let $G=(V, E)$ be a finite simple undirected graph on the vertex set $V=\left\{x_{1}, \ldots, x_{n}\right\}$. Let $\mathbb{k}$ be a field and identify the vertices in $V$ with the variables in $R=\mathbb{k}\left[x_{1}, \ldots, x_{n}\right]$. The edge ideal of $G$ is defined to be

$$
I(G)=\left\langle x_{i} x_{j} \mid x_{i} x_{j} \in E\right\rangle
$$

The construction of edge ideals of graphs was first introduced by Villarreal in [19] (see also [20,21] for edge ideals of simplicial complexes and hypergraphs) and has been an essential tool in various studies in this area of research. Our main result states that even circuits in $G$ can be detected by considering the reduced Jacobian dual of the edge ideal $I(G)$, a notion which we define in Section 2.

An even circuit is called indecomposable if it cannot be realized as the edge-disjoint union of two smaller even circuits. Our first theorem reads as follows, leaving unexplained terminology until Section 2.

Theorem 1. Let $G$ be a graph, $I=I(G)$, and $\phi$ the presentation matrix from the Taylor resolution of $I$. Then, the indecomposable even circuits of $G$ correspond exactly to the binomial minors of the reduced Jacobian dual $\overline{B(\phi)}$, which satisfy the following conditions:

1. the monomials in these binomials are square-free and relatively prime; and
2. the columns of the corresponding submatrices are pairwise center-distinct.

We focus on even circuits because they form a larger class than that of even cycles. With a slight modification of Condition (2), we can also obtain an algebraic characterization for cycles of even lengths in $G$ (see Remark 5). The proof of Theorem 1 is based on an ad hoc analysis of the possible forms of minors of the reduced Jacobian dual $\overline{B(\phi)}$.

Theorem 1 allows us to derive an algebraic algorithm to enumerate all indecomposable even circuits in a given graph that runs in polynomial time on the size of the edge set of the graph (see Algorithm 1). Our goal is not to compare the running time of our algorithm to that of existed ones, rather we aim to exhibit yet another interesting connection between commutative algebra and graph theory. Theorem 1 also has an algebraic consequence to finding defining equations for the Rees algebras of edge ideals of graphs (see Theorem 3).

Theorem 1 furthermore has an interesting application toward the study of directed cycles in digraphs. For a digraph $D$, we construct a bipartite graph $G=G(D)$ (see Definition 7). Note that this bipartite graph has a natural perfect matching, which we denote by $M_{D}$. There is an established equivalence between the directed cycles in $D$ and the even cycles in $G$ with a certain property that traces its roots back to work done by Dulmage and Mendelsohn in the 1950s (see, for example, [22,23]), which we restate for convenience. Specifically, again leaving unexplained terminology until later, we have:

Theorem 2. The directed cycles in a digraph $D$ correspond exactly to the even cycles in $G=G(D)$ in which a collection of alternating edges forms a subset of the perfect matching $M_{D}$.

Theorem 2, combined with Algorithm 1, gives an algebraic algorithm to enumerate all directed cycles in digraphs (see Corollary 4). As a consequence of Theorems 1 and 2, we are also able to translate the famous Caccetta-Häggkvist conjecture for directed cycles in digraphs to a statement about binomial minors of the Jacobian dual matrix (see Conjecture 5).

## 2. Preliminaries

In this section, we collect important notations and definitions used in the paper. For unexplained terminology in commutative algebra, we refer the reader to [24,25], and, in graph theory, we refer the reader to [26].

Algebra. Throughout the paper, $\mathbb{k}$ denotes an infinite field. Let $R=\mathbb{k}\left[x_{1}, \ldots, x_{n}\right]$ be a polynomial ring over $k$ and let $\mathfrak{m}=\left(x_{1}, \ldots, x_{n}\right)$. Let $I \subseteq R$ be an ideal and use $\mu(I)$ to denote the minimal number of generators of $I$. Let $\phi$ be a presentation matrix of $I$.

Definition 1. The Rees algebra of I is defined to be the graded ring

$$
\mathcal{R}(I)=R[I t]=\mathcal{R} \oplus I t \oplus I^{2} t^{2} \oplus \cdots \subseteq R[t] .
$$

Suppose that $I=\left(f_{1}, \ldots, f_{r}\right)$. Then, there exists a natural presentation of the Rees algebra of $I$, namely,

$$
R\left[T_{1}, \ldots, T_{r}\right] \xrightarrow{\theta} R[I t] \rightarrow 0,
$$

given by $T_{i} \mapsto f_{i}$ for $i=1, \ldots, r$, where $T_{1}, \ldots, T_{r}$ are indeterminates. Set $J=\operatorname{ker} \theta$. Then, $R[I t] \cong R\left[T_{1}, \ldots, T_{r}\right] / J$, and $J$ is referred to as the ideal of equations or defining ideal of $R[I t]$. Since $\phi\left(T_{i}\right)=f_{i} t$, we say that $T_{i}$ corresponds to the generator $f_{i}$ of $I$.

By the definition of a presentation matrix $\phi$, the linear (in the variables $T_{1}, \ldots, T_{r}$ ) equations of $J$ are generated by entries of the matrix $\left[T_{1} \ldots T_{r}\right] \cdot \phi$. When these entries are linear in $x_{1}, \ldots, x_{n}$, that
is, when the entries of $\phi$ are linear, then $\phi$ is the Jacobian matrix of these equations with respect to $T_{1}, \ldots, T_{r}$. In this setting, one can also define another Jacobian matrix of the same polynomials in [ $T_{1} \ldots T_{r}$ ] $\phi$ but with respect to $x_{1}, \ldots, x_{n}$. This new Jacobian matrix is usually denoted by $B(\phi)$ and referred to as the Jacobian dual of $\phi$. We now give the generalized version of this notion when the entries of $\phi$ are not necessarily all linear. See [Section 1.5] in [27,28] for further information on Jacobian duals.

Definition 2 (Jacobian dual). Let $r=\mu(I)$ and let $\phi$ be a presentation matrix of I with respect to a set of $r$ generators of I.

1. A Jacobian dual of $\phi$, denoted by $B(\phi)$, is defined to be a matrix, whose entries are in $R\left[T_{1}, \ldots, T_{r}\right]$ and linear in the variables $T_{1}, \ldots, T_{r}$, that satisfies the equation

$$
\left[T_{1} \ldots T_{r}\right] \cdot \phi=\left[x_{1} \ldots x_{n}\right] \cdot B(\phi)
$$

2. The reduced Jacobian dual of $\phi$, denoted by $\overline{B(\phi)}$, is defined to be $B(\phi) \otimes_{k} R / \mathfrak{m}$.

Observe that, given a fixed $\phi$, there may be more than one choice for $B(\phi)$, but $\overline{B(\phi)}$ exists uniquely up to elementary row and column rearrangements that come from re-orderings (see, for example, [28]). The matrix $B(\phi)$, or $\overline{B(\phi)}$, has served as a source for the higher degree generators of $J$ (see, e.g., [28-32]), with the emphasis being on minors of $\overline{B(\phi)}$.

Example 1. Consider the graph

corresponding to $I=\left(x_{1} x_{2}, x_{2} x_{3}, x_{3} x_{4}, x_{1} x_{4}, x_{4} x_{5}, x_{5} x_{6}, x_{6} x_{1}, x_{7} x_{8}\right)$. Then,
$\phi=\left[\begin{array}{cccccccccccccc}x_{3} & 0 & 0 & x_{4} & 0 & x_{6} & 0 & 0 & 0 & 0 & x_{3} x_{4} & x_{4} x_{5} & x_{5} x_{6} & x_{7} x_{8} \\ -x_{1} & x_{4} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & -x_{2} & -x_{1} & 0 & -x_{5} & 0 & 0 & 0 & 0 & 0 & -x_{1} x_{2} & 0 & 0 & 0 \\ 0 & 0 & x_{3} & -x_{2} & 0 & 0 & -x_{5} & 0 & 0 & -x_{6} & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & x_{3} & 0 & x_{1} & -x_{6} & 0 & 0 & 0 & -x_{1} x_{2} & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & x_{4} & x_{1} & 0 & 0 & 0 & -x_{1} x_{2} & 0 \\ 0 & 0 & 0 & 0 & 0 & -x_{2} & 0 & 0 & -x_{5} & x_{4} & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -x_{1} x_{2}\end{array}\right]$
where the remaining columns of $\phi$ correspond to the rest of the (quadratic) Koszul relations on disjoint pairs of edges. The Koszul relations involving $T_{1}$ have been included for illustration. Now,

$$
\begin{aligned}
& {\left[T_{1}, \ldots, T_{8}\right] \cdot \phi=} \\
& \quad\left(x_{3} T_{1}-x_{1} T_{2}, x_{4} T_{2}-x_{2} T_{3}, x_{3} T_{4}-x_{1} T_{3}, x_{4} T_{1}-x_{2} T_{4}, x_{3} T_{5}-x_{5} T_{3}, x_{6} T_{1}-x_{2} T_{7},\right. \\
& \quad x_{1} T_{5}-x_{5} T_{4}, x_{4} T_{6}-x_{6} T_{5}, x_{1} T_{6}-x_{5} T_{7}, x_{4} T_{7}-x_{6} T_{4}, x_{3} x_{4} T_{1}-x_{1} x_{2} T_{3}, \\
& \left.\quad x_{4} x_{5} T_{1}-x_{1} x_{2} T_{5}, x_{5} x_{6} T_{1}-x_{1} x_{2} T_{6}, x_{7} x_{8} T_{1}-x_{1} x_{2} T_{8}, \cdots\right) .
\end{aligned}
$$

When using these equations to form $B(\phi)$ as in Definition 2, the nonlinear terms (in the variables $x_{i}$ s) are ambiguous. For example, $x_{3} x_{4} T_{1}$ can be viewed as $x_{3}\left(x_{4} T_{1}\right)$ or as $x_{4}\left(x_{3} T_{1}\right)$. Different choices of $B(\phi)$ arise from different interpretations for each such nonlinear term in the $x_{i} s$. The coefficient of $x_{i}$ of the jth equation goes in the $(i, j)$ entry of $B(\phi)$. One such choice of $B(\phi)$ is
$B(\phi)=\left[\begin{array}{ccccccc}-T_{2} & 0 & -T_{3} & 0 & 0 & 0 & T_{5} \\ 0 & -T_{3} & 0 & -T_{4} & 0 & -T_{7} & 0 \\ T_{1} & 0 & T_{4} & 0 & T_{5} & 0 & 0 \\ 0 & T_{2} & 0 & T_{1} & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & -T_{3} & 0 & -T_{4} \\ 0 & 0 & 0 & 0 & 0 & T_{1} & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right.$
$T_{6}$
0
0
0
$-T_{7}$
0
0
0
$\left.\begin{array}{ccccc}-x_{2} T_{3} & -x_{2} T_{5} & -x_{2} T_{6} & 0 & \\ 0 & 0 & 0 & -x_{1} T_{8} & \\ x_{4} T_{1} & 0 & 0 & 0 & \\ 0 & x_{5} T_{1} & 0 & 0 & \\ 0 & 0 & x_{6} T_{1} & 0 & \cdots \\ 0 & 0 & 0 & 0 & \\ 0 & 0 & 0 & x_{8} T_{1} & \\ 0 & 0 & 0 & 0 & \end{array}\right]$

Tensoring with $R / \mathfrak{m}$ yields

$$
\overline{B(\phi)}=\left[\begin{array}{ccccccccccccccc}
-T_{2} & 0 & -T_{3} & 0 & 0 & 0 & T_{5} & 0 & T_{6} & 0 & 0 & 0 & 0 & 0 \\
0 & -T_{3} & 0 & -T_{4} & 0 & -T_{7} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \\
T_{1} & 0 & T_{4} & 0 & T_{5} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \\
0 & T_{2} & 0 & T_{1} & 0 & 0 & 0 & T_{6} & 0 & T_{7} & 0 & 0 & 0 & 0 & \\
0 & 0 & 0 & 0 & -T_{3} & 0 & -T_{4} & 0 & -T_{7} & 0 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & 0 & T_{1} & 0 & -T_{5} & 0 & -T_{4} & 0 & 0 & 0 & 0 & \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right] .
$$

Note that entries of $B(\phi)$ that result from interpretations of the nonlinear terms of $\phi$ become zero when passing to $\overline{B(\phi)}$. Thus, the nonzero columns of $\overline{B(\phi)}$ correspond precisely to the linear columns of $\phi$ and the 0 -rows of $\overline{B(\phi)}$ correspond to vertices that do not appear as endpoints of any path of length two in $G$. Such vertices can be isolated, part of a connected component consisting of a single edge, or the center vertex of a connected component that is a tree of diameter 2. Deleting zero-rows and zero-columns will not change the minors of a matrix. Thus, in practice, when focusing on minors, one can work with a smaller matrix $\phi^{\prime}$ defined by the linear columns of $\phi$, and assume that the content ideal, $I_{1}\left(\phi^{\prime}\right)$, is generated by a subset of the variables, say $x_{1}, \ldots, x_{d}$. In this case, $\left[T_{1}, \ldots, T_{r}\right] \cdot \phi^{\prime}=\left[x_{1}, \ldots, x_{d}\right] \cdot \overline{B(\phi)}$.

When $I$ is a monomial ideal, a particular presentation matrix $\phi$ of $I$ that we make use of comes from the Taylor resolution of $I$. We now recall the construction of the Taylor resolution and its presentation matrix (see $[33,34]$ for more details). For a collection $\mathcal{B}=\left\{f_{1}, \ldots, f_{r}\right\}$ of polynomials in $R$ and a subset $\sigma \subseteq \mathcal{B}$, let $f_{\sigma}$ denote the least common multiple of $\left\{f_{i} \mid f_{i} \in \sigma\right\}$.

Definition 3. Let $I \subseteq R$ be a monomial ideal with the unique set of monomial generators $\mathcal{B}=\left\{f_{1}, \ldots, f_{r}\right\}$. The Taylor resolution of I is the following complex:

$$
0 \rightarrow F_{r} \xrightarrow{\partial_{r}} F_{r-1} \xrightarrow{\partial_{r-1}} \cdots \xrightarrow{\partial_{2}} F_{1} \xrightarrow{\partial_{1}} I \rightarrow 0,
$$

where, for $p=1, \ldots, r, F_{p}=R^{\left(\begin{array}{r}r\end{array}\right)}$ is the free R-module of rank $\binom{r}{p}$ whose basis corresponds to all subsets of $p$ elements from $\mathcal{B}$, and the differential map $\partial_{p}: F_{p} \rightarrow F_{p-1}$ is defined, for each basis element $e_{\sigma} \in F_{p}$ corresponding to a subset $\sigma$ of cardinality $p$ in $\mathcal{B}$, by

$$
\partial_{p}\left(e_{\sigma}\right)=\sum_{f_{\ell} \in \sigma}(-1)^{\left|\left\{f_{j} \in \sigma \mid j<\ell\right\}\right|} \frac{f_{\sigma}}{f_{\sigma \backslash\left\{f_{\ell}\right\}}} e_{\sigma \backslash\left\{f_{\ell}\right\}}
$$

The presentation matrix of I from its Taylor resolution is the matrix corresponding to the map $F_{2} \xrightarrow{\partial_{2}} F_{1}$; its $\left(\left\{f_{j}\right\}, \tau\right)$-entry, for $\left\{f_{j}\right\} \subseteq \mathcal{B}, \tau \subseteq \mathcal{B}$ with $|\tau|=2$, is equal to 0 if $f_{j} \notin \tau$, equal to $(-1) \frac{f_{\tau}}{f_{j}}$ if $\tau=\left\{f_{j}, f_{k}\right\}$ and $j<k$, and equal to $\frac{f_{\tau}}{f_{j}}$ if $\tau=\left\{f_{j}, f_{k}\right\}$ and $j>k$.

The matrix $\phi$ in Example 1 is an instance of the presentation matrix that comes from the Taylor resolution of a monomial ideal. Another important notion that we use is minors and ideals of minors of a matrix.

Definition 4. Let $A$ be an $r \times s$ matrix whose entries are polynomials in $R$. For $t \leq \min \{r, s\}$, at $\times t$ minor of $A$ is the determinant of a $t \times t$ submatrix of $A$. The ideal in $R$ generated by all $t \times t$ minors of $A$ is often denoted by $I_{t}(A)$. A minor is binomial if it can be written as the sum (or difference) of two monomials in $R$.

Graph theory. An undirected graph $G=(V, E)$ consists of a set $V$ of distinct points, called the vertices, and a collection $E$ of unordered pairs of vertices, called the edges. We assume that all graphs in this paper are simple; that is, a graph has neither loops nor multiple edges. We write $x y$ for the undirected edge between vertices $x$ and $y$ in a graph.

Definition 5. Let $G$ be an undirected graph.

1. A walk is an alternating sequence of vertices and edges $x_{1}, e_{1}, x_{2}, e_{2}, \ldots, e_{s-1}, x_{s}$ such that $e_{i}=\left\{x_{i}, x_{i+1}\right\}$ for all $i=1, \ldots, s-1$. Such a walk is said to be closed if $x_{1}=x_{s}$.
2. A walk is called $a$ trail if its edges are distinct (while its vertices may repeat). A closed trail is called a circuit.
3. A walk is called a path if its edges and vertices are distinct (except possibly at $x_{1}=x_{s}$ ). A closed path is called a cycle.
4. The length of a walk is the number of edges that the walk transverses (including multiplicities). A walk is even (or odd) if its length is an even (or odd) number.

We often list only the vertices to indicate a walk since the edges are obvious from the vertices. The main graph-theoretic structure that our work captures in this paper is indecomposable even circuits, which we define below. We also recall a similar notion of primitive even closed walks.

Definition 6. Let $G$ be a graph .

1. An even circuit is indecomposable if it cannot be realized as the edge-disjoint union of two smaller even circuits.
2. An even closed walk is primitive if it does not contain an even closed subwalk.

Remark 1. There is a close connection between even closed walks in a graph $G$ and the equations of the Rees algebra of the edge ideal of $G$ (see [35]). In particular, suppose $x_{1}, e_{1}, x_{2}, e_{2}, \ldots, e_{2 s-1}, x_{2 s}, e_{2 s}$, where $e_{i}=\left\{x_{i}, x_{i+1}\right\}$ and $e_{2 s}=\left\{x_{2 s}, x_{1}\right\}$, is an even closed walk and $\theta\left(T_{i}\right)=e_{i}$ as in Definition 1. Then,

$$
\theta\left(\prod_{i=1}^{s} T_{2 i}-\prod_{i=1}^{s} T_{2 i-1}\right)=\prod_{i=1}^{s} e_{2 i}-\prod_{i=1}^{s} e_{2 i-1}=\prod_{i=1}^{2 s} x_{i}-\prod_{i=1}^{2 s} x_{i}=0
$$

so $\prod_{i=1}^{S} T_{2 i}-\prod_{i=1}^{S} T_{2 i-1} \in J$.
An application of our work is to directed graphs, thus we also recall basic terminology for directed graphs. A digraph $D=(Z, \vec{E})$ consists of a set $Z$ of distinct points, called the vertices, and a collection $\vec{E}$ of ordered pairs of vertices, called the directed edges. We also assume that all digraphs in this paper are simple digraphs. We write $x \rightarrow y$ for the directed edge from $x$ to $y$ in a digraph.

Directed walks, paths, circuits and cycles in a digraph can be defined similarly to those in an undirected graph with only one difference, that is, if $x_{1}, e_{1}, x_{2}, \ldots, e_{s-1}, x_{s}$ represents a directed walk from $x_{1}$ to $x_{s}$, then $e_{i}$ is the directed edge $x_{i} \rightarrow x_{i+1}$ for all $i=1, \ldots, s-1$.

The application of our work to directed cycles in digraphs is based on the following construction [36].

Definition 7. Let $D=(Z, \vec{E})$ be a digraph over the vertex set $Z=\left\{z_{1}, \ldots, z_{m}\right\}$. The bipartite graph $G(D)$, associated to $D$, is constructed as follows.

1. The vertices of $G(D)$ are $\left\{x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{m}\right\}$.
2. The edges of $G(D)$ are:
(a) $\left\{x_{i}, y_{i}\right\}$ for all $i=1, \ldots, m$; and
(b) $\left\{x_{i}, y_{j}\right\}$, for $i \neq j$, if $z_{i} \rightarrow z_{j}$ is an edge in $\vec{E}$.

It is easy to see that, for any digraph $D=(Z, \vec{E})$, the bipartite graph $G(D)$ has a perfect matching $\left\{e_{i}=\left\{x_{i}, y_{i}\right\} \mid i=1, \ldots, m\right\}$. We denote this perfect matching of $G(D)$ by $M_{D}$.

Example 2. Let $D$ be directed graph


Then, the bipartite graph $G=G(D)$ associated to $D$ is


## 3. Even Circuits in Graphs

In this section, we present an algebraic algorithm to enumerate indecomposable even circuits in a graph. Recall that $G=(V, E)$ is a simple graph on the vertex set $V=\left\{x_{1}, \ldots, x_{n}\right\}$ with $r=|E|$. For $I=I(G)$, fix $\phi$ to be the presentation matrix of $I=I(G)$ that results from the Taylor resolution of $I$, as in Definition 3. For the remainder of the paper, $\phi$ always refers to the Taylor presentation matrix unless otherwise noted.

We start with the following simple observation about $\phi$. Example 1 already illustrates the statements below, which are generally known but written here for ease of reference.

Lemma 1. If $G$ is a graph and $I=I(G)$, then the following statements hold.

1. The entries of $\phi$ are monomials in $\left\{x_{1}, \ldots, x_{n}\right\}$.
2. Every column of $\phi$ has precisely two nonzero entries.
3. The nonzero entries in each column of $\phi$ are either both linear or both quadratic.
4. Every linear column of $\phi$ corresponds to a path of length 2 in $G$ whose end-vertices are the nonzero entries of this column.
5. Every quadratic column of $\phi$ corresponds to a pair of disjoint edges.

Proof. The assertions are straightforward from the construction of the Taylor resolution of $I(G)$. Note that, in general, all relations on a set of monomials can be generated by pairwise relations (i.e., relations of two monomials). If $m_{1}, m_{2}$ are monomials, then a minimal relation between them has the form $a m_{1}+b m_{2}=0$ where $a=\left(l c m\left(m_{1}, m_{2}\right) / m_{1}\right)$ and $b=\left(l c m\left(m_{1}, m_{2}\right) / m_{2}\right)$ are monomials. If $m_{1} \neq m_{2}$ both have degree 2, then $a=m_{2}, b=m_{1}$ if $m_{1}, m_{2}$ have disjoint support. Otherwise, $a, b$ both have degree one. The results follow.

As above, we denote by $B(\phi)$ and $\overline{B(\phi)}$ the Jacobian dual and the reduced Jacobian dual of $\phi$, respectively. We obtain an immediate corollary of Lemma 1 when $\phi$ is assumed to be the Taylor presentation matrix of $I(G)$ for a graph $G$.

Corollary 1. The nonzero columns of $\overline{B(\phi)}$ are precisely the columns of $B(\phi)$ that correspond to linear columns of $\phi$. Particularly, each nonzero column of $\overline{B(\phi)}$ contains precisely two nonzero entries, each of which is a degree one monomial in $T_{1}, \ldots, T_{r}$.

Proof. By definition, the nonzero entries of $\overline{B(\phi)}$ come from nonzero entries of $B(\phi)$ that are contained in $\mathbb{k}\left[T_{1}, \ldots, T_{r}\right]$. Observe, by the equation

$$
\left[\begin{array}{lll}
T_{1} & \ldots & T_{r}
\end{array}\right] \cdot \phi=\left[\begin{array}{lll}
x_{1} & \ldots & x_{n} \tag{1}
\end{array}\right] \cdot B(\phi),
$$

that the columns of $B(\phi)$ correspond to columns of $\phi$. Moreover, by Lemma 1, the nonzero entries in each column of $\phi$ are of the same degrees (either linear or quadratic). It further follows from Equation (1) that the degree with respect to the $x_{i}$ s of nonzero entries of a column in $B(\phi)$ is exactly one less than that of the corresponding column of $\phi$. Hence, nonzero columns of $\overline{B(\phi)}$ correspond to columns without the $x_{i}$ s in $B(\phi)$, which correspond to columns of linear forms (and 0 ) in $\phi$. The second statement also follows from Lemma 1.

Remark 2. Note that, since zero columns of a matrix do not play any role in what follows, we could define $\overline{B(\phi)}$ to exclude all its zero columns. That is, we are working just with the (uniquely defined) columns of $\phi$, whose nonzero entries are linear, that result from binomial relations of edges in paths of length $2 \mathrm{in} G$. As mentioned above, zero rows of $\overline{B(\phi)}$ do not play a role and can be eliminated by using the content ideal of $\phi$ to define $B(\phi)$ rather than $\mathfrak{m}$. However, since zero rows do not affect minors, which are our main focus when using $\overline{B(\phi)}$, it is a matter of convenience to allow them.

As stated in Lemma 1, the linear columns of $\phi$ are generated by pairs of monomials corresponding to edges that share a vertex. In other words, the linear columns of $\phi$ correspond to paths of length 2 in the graph. It can be desirable for computational purposes to use a minimal presentation matrix for $\phi$ rather than the full Taylor presentation matrix. It is easy to check that there are three paths of length two in each triangle, yielding three linear relations, any two of which generate the third. Since this is the only redundancy among the linear relations for a graph, if the graph is triangle free, the linear columns of a minimal presentation matrix will be the same as the linear columns of the Taylor presentation matrix.

Since the linear columns arise from paths of length two, as seen in Lemma 1, the endpoints of each path are the nonzero entries of that column of $\phi$. These endpoints will thus be encoded in the corresponding column of $B(\phi)$ as the rows in which the nonzero entries appear. It is natural to expect that the third vertex, the midpoint of the path, would play a role.

Definition 8. We call two nonzero columns of $\overline{B(\phi)}$ center-distinct if their corresponding paths of length 2 in $G$ have distinct middle vertices. We also call the middle vertices of these paths of length 2 the mid-points of the corresponding columns.

Finding the mid-point of a column of $\overline{B(\phi)}$ can be done easily by examining the corresponding edges of $G$. If $T_{i}$ and $T_{j}$ are the two nonzero entries of a column of $\overline{B(\phi)}$ and $f_{i}, f_{j}$ are the corresponding edges of $G$ (that is, $\theta\left(T_{i}\right)=f_{i} t$, and $\left.\theta\left(T_{j}\right)=f_{j} t\right)$ ), then the mid-point of the column is $\operatorname{supp} f_{i} \cap \operatorname{supp} f_{j}$, or equivalently $\operatorname{gcd}\left(f_{i}, f_{j}\right)$.

The next lemma collects information that can be gleaned about a graph from minors of $\overline{B(\phi)}$ of a form that appears frequently in the remainder of the article.

Lemma 2. If $\overline{B(\phi)}$ has a minor of the form

$$
M=\left[\begin{array}{cccc}
T_{2} & 0 & \ldots & -T_{2 t-1}  \tag{2}\\
-T_{1} & T_{4} & \ldots & 0 \\
0 & -T_{3} & \ldots & 0 \\
\vdots & \vdots & \ldots & \vdots \\
0 & 0 & \ldots & T_{2 t}
\end{array}\right]
$$

then $G$ contains an even closed walk corresponding to $\operatorname{det} M$. Moreover,

1. the walk is primitive if and only if the columns of $M$ are pairwise center-distinct; and
2. the walk is a circuit if and only if the nonzero entries of $M$ are distinct, in which case the circuit is indecomposable if and only if the columns of $M$ are pairwise center-distinct.

Proof. Combining Equation (1) with Lemma 1 gives that each column of $M$ corresponds to a path of length 2 in $G$ whose end-vertices are labeled by the rows of $M$ corresponding to the nonzero entries in that column. By re-indexing the variables, we may assume that the rows of $M$ correspond to the variables $x_{1}, \ldots, x_{t}$. Then, the $i$ th column of $M$, for $1 \leq i \leq t-1$, corresponds to a path of length 2 from $x_{i}$ to $x_{i+1}$, and the last column of $M$ corresponds to a path of length 2 from $x_{t}$ to $x_{1}$. We denote those paths by $x_{i}, y_{i}, x_{i+1}$, for $i=1, \ldots, t-1$, and $x_{t}, y_{t}, x_{1}$. Furthermore, edges on these paths correspond to the variables $T_{1}, \ldots, T_{2 t}$. Hence, these paths glue together to form an even closed walk of length $2 t$ in $G$. Since $\operatorname{det} M=\prod_{i=1}^{t} T_{2 i}-\prod_{i=1}^{t} T_{2 i-1}$, we have that $\operatorname{det} M$ corresponds to an even closed walk in $G$, as in Remark 1. This walk is a circuit if and only if the $T_{i}$, and thus the corresponding edges, are distinct. Finally, the columns of $M$ are pairwise center-distinct if and only if the vertices $y_{1}, \ldots, y_{t}$ are pairwise distinct. Note that the vertices $x_{1}, \ldots, x_{t}$ are distinct by definition. This guarantees that the obtained closed walk or circuit of length $2 t$ in $G$ is primitive or indecomposable, respectively, if and only if the columns of $M$ are pairwise center-distinct.

We are now ready to prove the main result of the paper, Theorem 1. Note that relabeling the vertices or edges of a graph corresponds to rearranging the rows of $\phi$ or of $B(\phi)$. Such a rearrangement will not affect the minors of a matrix, thus, when convenient, a specific labeling of vertices can be used without loss of generality.

Theorem 1. Let $G$ be a graph. Then, the indecomposable even circuits of $G$ correspond exactly to the binomial minors of $\overline{B(\phi)}$, which satisfy the following conditions:

1. the monomials in these binomials are square-free and relatively prime; and
2. the columns of the corresponding submatrices are pairwise center-distinct.

Proof. Suppose that $C$ is an indecomposable even circuit in $G$. For ease of notation, select a labeling on the vertices and edges so that the edges of $C$ (in order) are $e_{1}, \ldots, e_{2 t}$, where $e_{i}=x_{i} x_{i+1}$ for $i<2 t$ and $e_{2 t}=x_{2 t} x_{1}$. Since $C$ is indecomposable, it is easy to see that $x_{1}, x_{3}, \ldots, x_{2 t-1}$ are pairwise distinct. Particularly, the linear relations of $I=I(G)$ include $x_{1} e_{2}-x_{3} e_{1}, x_{3} e_{4}-x_{5} e_{3}, \ldots, x_{2 t-1} e_{2 t}-x_{1} e_{2 t-1}$ which correspond to the following columns of $\phi$ :

$$
\left[\begin{array}{cccc}
-x_{3} & 0 & \ldots & 0 \\
x_{1} & 0 & \ldots & 0 \\
0 & -x_{5} & \ldots & 0 \\
0 & x_{3} & \ldots & 0 \\
\vdots & \vdots & \ldots & \vdots \\
\vdots & \vdots & \ldots & -x_{1} \\
0 & 0 & \ldots & x_{2 t-1} \\
\vdots & \vdots & \ldots & \vdots
\end{array}\right]
$$

where, for convenience, labelings were chosen so that $T_{i}$ corresponds to $e_{i}$ for $1 \leq i \leq 2 t$.
We can reorder the columns of $\phi$ so that these are the first $t$ columns. These columns produce $x_{1} T_{2}-x_{3} T_{1}, x_{3} T_{4}-x_{5} T_{3}, \ldots, x_{2 t-1} T_{2 t}-x_{1} T_{2 t-1}$ as linear equations of the Rees algebra $R[I t]$, which correspond to the first $t$ equations of $\left[x_{1} \ldots x_{n}\right] \cdot B(\phi)$. Thus, the first $t$ columns of $B(\phi)$ are:

$$
\left[\begin{array}{cccc}
T_{2} & 0 & \ldots & -T_{2 t-1} \\
0 & 0 & \ldots & 0 \\
-T_{1} & T_{4} & \ldots & 0 \\
0 & 0 & \ldots & 0 \\
0 & -T_{3} & \ldots & 0 \\
\vdots & \vdots & \ldots & \vdots \\
0 & 0 & \ldots & T_{2 t} \\
\vdots & \vdots & \ldots & \vdots
\end{array}\right] .
$$

By Corollary 1 , these columns of $B(\phi)$ are unchanged when passing to $\overline{B(\phi)}$. Consider the $t \times t$ submatrix $M$ of $\overline{B(\phi)}$ consisting of the first $t$ columns and the $t$ identified nonzero rows:

$$
M=\left[\begin{array}{cccc}
T_{2} & 0 & \ldots & -T_{2 t-1} \\
-T_{1} & T_{4} & \ldots & 0 \\
0 & -T_{3} & \ldots & 0 \\
\vdots & \vdots & \ldots & \vdots \\
0 & 0 & \ldots & T_{2 t}
\end{array}\right]
$$

Then, $\operatorname{det}(M)=\prod_{i=1}^{t} T_{2 i}-\prod_{i=1}^{t} T_{2 i-1}$. This is a binomial whose monomials are square-free and relatively prime. Observe further that, since $C$ is indecomposable, $x_{2}, x_{4}, \ldots, x_{2 t}$ are pairwise distinct. Therefore, the columns of $M$ are pairwise center-distinct.

Conversely, suppose that $M$ is a $t \times t$ submatrix of $\overline{B(\phi)}$ whose determinant is a binomial of degree $t$ with square-free and relatively prime monomials, and whose columns are pairwise center-distinct. It follows from Lemma 1 and Corollary 1 that each column of $M$ contains at most two nonzero entries. Since the monomials in $\operatorname{det}(M)$ are relatively prime, each column of $M$ must contain exactly two nonzero entries. Particularly, $M$ contains exactly $2 t$ nonzero entries. In addition, since the monomials in $\operatorname{det}(M)$ are relatively prime, $\operatorname{det}(M)$ contains exactly $2 t$ distinct variables. Thus, all the $2 t$ nonzero entries of $M$ are distinct. Since each row also contains at least two distinct entries in order for the monomials to be relatively prime, a simple counting argument guarantees exactly two nonzero entries per row as well.

Now, by rearranging the rows and columns of $M$, it is easy to put $M$ in a block-matrix form, where each nonzero block is of the form in Equation (2) and lies on the diagonal. Observe further that, if $M$ has more than one such block, then $\operatorname{det}(M)$ is not a binomial since all entries of $M$ are distinct. Therefore, we can assume that $M$ is exactly as in Equation (2). The result now follows from Lemma 2.

Theorem 1 gives us the following algebraic algorithm to detect the existence of and list all even circuits in a given graph $G$.

```
Algorithm 1 To enumerate all indecomposable even circuits in a given graph \(G\)
1. Form \(\phi\).
2. Compute \(\overline{B(\phi)}\).
3. for \(t\) from 1 to the rank of \(\overline{B(\phi)}\) compute all \(t \times t\) minors of \(\overline{B(\phi)}\).
4. Test if each minor satisfies the following conditions:
```

(a) its columns are pairwise center-distinct; and
(b) its determinant is a binomial whose monomials are square-free and relatively prime.
5. If the answer is "Yes", then return the rows and centers of the columns corresponding to the minor. These are the vertices of an indecomposable even circuit in $G$.

Remark 3. Note that only the linear columns of $\phi$ are necessary in this process and so in Step 1 only the linear relations need be considered. Note also that the Taylor resolution and its presentation matrix can be constructed in polynomial time on the number of generators of $I(G)$ (i.e., the number of edges in $G$ ). Note further that the computation of the determinant of a matrix can also be done in polynomial time on the size of the matrix, and the rank of $\overline{B(\phi)}$ is at most the number of edges in $G$. Finally, testing if the columns of a minor in $\overline{B(\phi)}$ are center-distinct can be done in polynomial time on the size of the minor, which is bounded by the number of edges in $G$. Thus, Algorithm 1 runs in polynomial time on the size of the edge set of $G$.

Example 3. Consider the following graph.


The nonzero columns of the reduced Jacobian dual of G corresponding to the Taylor presentation matrix $\phi$ are computed to be:

$$
\overline{B(\phi)}: \begin{gathered}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4} \\
x_{5}
\end{gathered}\left[\begin{array}{cccccccccc}
-T_{2} & T_{2} & 0 & 0 & 0 & 0 & 0 & 0 & -T_{4} & -T_{6} \\
0 & -T_{3} & T_{3} & 0 & 0 & 0 & -T_{4} & -T_{6} & 0 & 0 \\
T_{1} & 0 & -T_{1} & -T_{5} & T_{5} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -T_{6} & T_{6} & T_{2} & 0 & T_{3} & 0 \\
0 & 0 & 0 & T_{4} & 0 & -T_{4} & 0 & T_{2} & 0 & T_{3}
\end{array}\right],
$$

where the labels $x_{1}, \ldots, x_{5}$ indicate the variables of the corresponding rows. Furthermore, the mid-points of the columns are successively $x_{2}, x_{3}, x_{1}, x_{4}, x_{5}, x_{3}, x_{3}, x_{3}, x_{3}, x_{3}$. By evaluating the minors of $\overline{B(\phi)}$, the only binomial minor whose monomials are square-free and relatively prime is $T_{1} T_{4} T_{6}-T_{2} T_{3} T_{5}$, which corresponds to the only indecomposable even circuit $x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{3}, x_{1}$ in $G$. This minor appears using the submatrix formed by taking Rows 1,3,4 and Columns 1,5,9, for example, or the one formed by Rows 2,3, 4 and Columns $3,5,7$.

Remark 4. There can be binomial minors of $\overline{B(\phi)}$ whose monomials are neither square-free nor relatively prime. These minors may correspond to even closed walks which transverse an edge multiple times.

Example 4. Consider the following graph.


The nonzero columns of the reduced Jacobian dual of $I(G)$ with respect to the Taylor presentation matrix $\phi$ are computed to be:

$$
\begin{array}{ll} 
& x_{1} \\
& x_{2} \\
\overline{B(\phi)}: & x_{3} \\
x_{4} \\
& x_{5} \\
& x_{6}
\end{array}\left[\begin{array}{cccccccccc}
-T_{2} & T_{2} & 0 & 0 & -T_{4} & 0 & 0 & 0 & 0 & 0 \\
0 & -T_{3} & T_{3} & T_{4} & 0 & 0 & 0 & 0 & 0 & 0 \\
T_{1} & 0 & -T_{1} & 0 & 0 & -T_{5} & -T_{7} & 0 & 0 & 0 \\
0 & 0 & 0 & -T_{2} & T_{3} & 0 & 0 & -T_{6} & T_{6} & 0 \\
0 & 0 & 0 & 0 & 0 & T_{4} & 0 & 0 & -T_{7} & T_{7} \\
0 & 0 & 0 & 0 & 0 & 0 & T_{4} & T_{5} & 0 & -T_{5}
\end{array}\right],
$$

where the labels $x_{1}, \ldots, x_{6}$ indicate the variables of the corresponding rows. Furthermore, the mid-points of the columns are successively $x_{2}, x_{3}, x_{1}, x_{3}, x_{3}, x_{4}, x_{4}, x_{5}, x_{6}, x_{4}$.

The only binomial minor of $\overline{B(\phi)}$ is $T_{2} T_{3} T_{5} T_{7}-T_{1} T_{4}^{2} T_{6}$. This corresponds to submatrices formed using Rows $1,3,4,5$ and Columns $1,5,6,9$ for example, or Rows $2,3,4,6$ and Columns $3,4,7,8$. A monomial of this minor is not square-free. This indicates that $G$ contains an even closed walk $x_{2}, x_{3}, x_{4}, x_{5}, x_{6}, x_{4}, x_{3}, x_{1}, x_{2}$, but this walk is not a circuit because it transverses through the edge $T_{4}$ twice. Hence, $G$ has no indecomposable even circuits.

Remark 5. With basically the same proof as that of Theorem 1, it can be shown that the even cycles of $G$ correspond exactly to the binomial minors of $\overline{B(\phi)}$, which satisfy the following conditions:

1. the monomials in these binomials are square-free and relatively prime; and
2. the variables labeling the rows and the mid-points of the columns of the corresponding submatrices are pairwise distinct.

Example 5. Let $G$ be the graph in Example 3. As shown in Example 3, the only binomial minor of $\overline{B(\phi)}$ whose monomials are square-free and relatively prime is $T_{1} T_{4} T_{6}-T_{2} T_{3} T_{5}$. This minor is obtained by taking Rows $1,3,4$ and Columns $1,5,9$. In this minor, the mid-points of the columns are $x_{2}, x_{5}$ and $x_{3}$. On the other hand, the variables labeling the rows are $x_{1}, x_{3}$ and $x_{4}$. Clearly, we have a repeated $x_{3}$ among the mid-points and the row labels. Thus, this minor corresponds to an even indecomposable circuit, which is not a cycle.

Example 6. Let $G$ be the graph in Example 1. A binomial minor of $\overline{B(\phi)}$ whose monomials are square-free and relatively prime is $T_{2} T_{5} T_{7}-T_{1} T_{3} T_{6}$. This minor is obtained by taking Rows $1,3,5$ and Columns $1,5,9$. The mid-points of the columns are $x_{2}, x_{4}$ and $x_{6}$, and the variables labeling the rows are $x_{1}, x_{3}$ and $x_{5}$. Since these are distinct variables, this minor corresponds to an even cycle $x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}, x_{1}$.

We continue this section by discussing an algebraic consequence of Theorem 1 in finding defining equations for the Rees algebras of edge ideals of graphs. Recall that the Rees algebra $R[I t]$ of $I$ has a presentation $R\left[T_{1}, \ldots, T_{r}\right] \xrightarrow{\theta} R[I t] \rightarrow 0$, and $J=\operatorname{ker} \theta$ is called the defining ideal of $R[I t]$.

It was shown in [35] that the nonlinear equations of $J$ arise from the even closed walks in the graph G. An alternate proof of this fact appears in Chapter 10.1 of [24]. In addition, it was proved in [Corollary 10.1.5] of [24] that the generators correspond to primitive even closed walks and form a reduced Gröbner basis for $J$. The binomials corresponding to indecomposable even circuits of $G$ are thus known to be elements of $J$. However, there are elements of $J$ that do not correspond to indecomposable circuits, as seen in Example 4. It is worth noting that it was established in a more general setting that the maximal minors of $\overline{B(\phi)}$ are contained in $J$ (see, for example, [31]). A close
examination of the proof of Theorem 1 shows that any even closed walk in $G$ corresponds to a binomial minor of $\overline{B(\phi)}$.

Corollary 2. Let $G$ be a graph with edge ideal $I=I(G)$, and let $J$ be the defining ideal of $R[I t]$. Then, every nonlinear generator of $J$ appears as a binomial minor of $\overline{B(\phi)}$.

Proof. By the work in [35] and (Chapter 10.1 [24]), we have that the nonlinear generators of $J$ correspond to primitive even closed walks in G. Consider any primitive even closed walk $W$ in $G$ and, after a re-labeling, suppose that the vertices on $W$ are $x_{1}, \ldots, x_{2 t}$ (not necessarily distinct).

Observe that, since $W$ is primitive, if $x_{i}=x_{j}$ is a repeated vertex in $W$, then $i$ and $j$ are of different parity. View $W$ as the union of $t$ paths of length 2 , namely, $P_{i}=x_{2 i-1}, x_{2 i}, x_{2 i+1}$, for $i=1, \ldots t$ (where $x_{2 t+1}=x_{1}$ ). Then, the endpoints of each path $P_{i}$ are distinct vertices. Thus, $P_{i}$ corresponds to a column of $\overline{B(\phi)}$ with exactly two nonzero entries, appearing in the rows labeled by $x_{2 i-1} \neq x_{2 i+1}$. Selecting these columns and the corresponding nonzero rows results in a $t \times t$ submatrix $M_{W}$ of $\overline{B(\phi)}$.

As in the proof of Theorem 1, the rows and columns of $M_{W}$ can be rearranged so that $M_{W}$ is a block-matrix in which each block is of the form of Equation (2). If there are multiple blocks, then each corresponds to an even closed walk contained in $W$ by Lemma 2, a contradiction to the fact that $W$ is primitive. Therefore, $M_{W}$ is of the form in Equation (2), where the nonzero entries may not be distinct. Hence, the corresponding generator of $J$ is the same as $\operatorname{det}\left(M_{W}\right)$, which is a binomial minor of $\overline{B(\phi)}$.

Let $\mathbf{T}=\left[\begin{array}{lll}T_{1} \ldots & T_{r}\end{array}\right]$. Corollary 2 gives us the containment

$$
J \subseteq\left\langle\mathbf{T} \cdot \phi, I_{2}(\overline{B(\phi)}), I_{3}(\overline{B(\phi)}), \ldots, I_{k}(\overline{B(\phi)})\right\rangle
$$

where $k$ is the rank of $\overline{B(\phi)}$. The reverse containment fails to hold. In general, $I_{t}(\overline{B(\phi)})$ will contain monomials that are not in $J$. For instance, in Example 1, $T_{2} T_{3} \in I_{2}(\overline{B(\phi)})$ but $T_{2} T_{3} \notin J$. Interestingly, we see that by restricting to binomial minors we in fact obtain an equality. While not all binomial minors of $\overline{B(\phi)}$ are minimal generators of $J$, such minors correspond to multiples of binomials which come from (not necessarily primitive) even closed walks and are elements of $J$. The following lemma is used in proving the desired equality. For convenience, we consider 1 to be a trivial monomial.

Lemma 3. Suppose $\psi$ is an $n \times n$ matrix such that:

1. $\operatorname{det}(\psi)$ is a nonzero binomial; and
2. every column of $\psi$ has at most 2 nonzero entries.

Then, after row and column rearrangements, $\psi$ has a block decomposition

$$
\psi=\left[\begin{array}{ll}
X & W \\
Y & Z
\end{array}\right]
$$

where $\operatorname{det}(X)$ is a monomial, $\operatorname{det}(Z)$ is a binomial, $\operatorname{det}(\psi)=\operatorname{det}(X) \operatorname{det}(Z)$, and every row of $Z$ has at least two nonzero entries and every column of $Z$ has exactly two nonzero entries.

Proof. If every row of $\psi$ has at least two nonzero entries and every column of $\psi$ has exactly two nonzero entries, set $X, Y, W$ to be empty matrices and $Z=\psi$. Then, since an empty product is defined to be $1, \operatorname{det}(X)=1$ is a (degenerate) monomial, and the result holds. In particular, the result holds when $n=2$. Assume $n>2$.

Assume there exist $s$ rows of $\psi$ with a single nonzero entry. Since $\operatorname{det}(\psi) \neq 0$, every row and column of $\psi$ has at least one nonzero entry and no two rows (columns) have a single nonzero entry in the same column (row). Note also that row and column exchanges modify only the sign of the determinant and not the binomial nature. By performing row exchanges, we can rearrange all rows
with a single nonzero entry to come before all rows with multiple nonzero entries. That is, we may assume that $\psi$ has the form

$$
\psi=\left[\begin{array}{c|c}
D_{1} & 0 \\
\hline A_{1} & \psi_{1}
\end{array}\right]
$$

where $D_{1}$ is an $s \times s$ diagonal matrix, and $A_{1}$ is a matrix where each column has at most one nonzero entry. Observe that $\operatorname{det}\left(D_{1}\right)$ is a monomial and $\operatorname{det}(\psi)=\operatorname{det}\left(D_{1}\right) \operatorname{det}\left(\psi_{1}\right)$, thus $\operatorname{det}\left(\psi_{1}\right)$ is again a nonzero binomial. As before, each column of $\psi_{1}$ has either one or two nonzero entries and each row has at least one nonzero entry. Since $\psi_{1}$ is $n-s \times n-s$ with $s \geq 1$, by induction,

$$
\psi_{1}=\left[\begin{array}{ll}
X_{1} & W_{1} \\
Y_{1} & Z_{1}
\end{array}\right]
$$

where $\operatorname{det}\left(X_{1}\right)$ is a monomial, $\operatorname{det}\left(Z_{1}\right)$ is a binomial, $\operatorname{det}\left(\psi_{1}\right)=\operatorname{det}\left(X_{1}\right) \operatorname{det}\left(Z_{1}\right)$, and every row of $Z_{1}$ has at least two nonzero entries and every column of $Z_{1}$ has exactly two nonzero entries. Now,

$$
\psi=\left[\right]=\left[\begin{array}{c|c|c}
D_{1} & 0 & 0 \\
\hline A_{1}^{\prime} & X_{1} & W_{1} \\
\hline A_{1}^{\prime \prime} & Y_{1} & Z_{1}
\end{array}\right]
$$

where $A_{1}^{\prime}, A_{1}^{\prime \prime}$ consist of the appropriate rows of $A_{1}$. Set $Z=Z_{1}, X=\left[\begin{array}{c|c}D_{1} & 0 \\ \hline A_{1}^{\prime} & X_{1}\end{array}\right], W=\left[\begin{array}{c}0 \\ \hline W_{1}\end{array}\right]$, and $Y=\left[A_{1}^{\prime \prime} \mid Y_{1}\right]$. Note that

$$
\operatorname{det}(\psi)=\operatorname{det}\left(D_{1}\right) \operatorname{det}\left(\psi_{1}\right)=\operatorname{det}\left(D_{1}\right) \operatorname{det}\left(X_{1}\right) \operatorname{det}\left(Z_{1}\right)=\operatorname{det}(X) \operatorname{det}(Z)
$$

and the result follows.
Similarly, if any column of $\psi$ has a single nonzero entry, then by performing column exchanges, we may assume $\psi$ has the form

$$
\psi=\left[\begin{array}{c|c}
D_{2} & B_{2} \\
\hline 0 & \psi_{2}
\end{array}\right]
$$

where $D_{2}$ is a diagonal matrix. Observe that $\operatorname{det}(\psi)=\operatorname{det}\left(D_{1}\right) \operatorname{det}\left(\psi_{2}\right)$ and $\operatorname{det}\left(D_{2}\right)$ is a monomial, thus $\operatorname{det}\left(\psi_{2}\right)$ is again a nonzero binomial. As before, each column of $\psi_{2}$ has either one or two nonzero entries and each row has at least one nonzero entry and the result follows by induction as in the case above.

Note that in the above lemma, since the columns of $Z$ have two nonzero entries each and the columns of $\psi$ have at most two nonzero entries, it follows that $W=0$. To state our next result formally, for a matrix $M$, set $\operatorname{bi}\left(I_{t}(M)\right)$ to be the collection of $t \times t$ minors of $M$ that are binomials.

Theorem 3. Let $G$ be a graph with edge ideal $I=I(G)$. Let $J$ be the defining ideal of $R[I t]$ and let $k=$ rank $\overline{B(\phi)}$. Then,

$$
J=\left\langle\mathbf{T} \cdot \phi, \mathrm{bi}\left(I_{2}(\overline{B(\phi)})\right), \mathrm{bi}\left(I_{3}(\overline{B(\phi)})\right), \ldots, \mathrm{bi}\left(I_{k}(\overline{B(\phi)})\right)\right\rangle .
$$

Proof. One inclusion follows directly from Corollary 2.
For the reverse inclusion, suppose that $\psi$ is a $t \times t$ submatrix of $\overline{B(\phi)}$ with $\operatorname{det}(\psi)$ a binomial. We show that $\operatorname{det}(\psi) \in J$. Indeed, since $\operatorname{det}(\psi) \neq 0$, every row and column of $\psi$ has at least one nonzero entry and no two rows (columns) have a single nonzero entry in the same column (row). As noted before, each nonzero column of $\overline{B(\phi)}$ has precisely two nonzero entries. Thus, each column of $\psi$ has at most two nonzero entries. Applying Lemma 3, we can assume that $\psi=\left[\begin{array}{c|c}A & B \\ \hline C & \psi_{p}\end{array}\right]$ where $\psi_{p}$ is a
minor of $\psi$ in which every column has exactly two nonzero entries, every row has at least two nonzero entries, and $\operatorname{det}\left(\psi_{p}\right)$ is a nonzero binomial with $\operatorname{det}(\psi)=\operatorname{det}(A) \operatorname{det}\left(\psi_{p}\right)$. Thus, if $\operatorname{det}\left(\psi_{p}\right) \in J$, then $\operatorname{det}(\psi) \in J$.

Now, we can reorder the rows of $\psi_{p}$ so that the nonzero entries of the first column appear in the first two rows. Since the second row has at least two nonzero entries, we can rearrange the remaining columns of $\psi_{p}$ so that the $(2,2)$ entry is not zero. If the second nonzero entry of Column 2 is not in Row 1 , then we can rearrange the remaining rows so that the $(3,2)$ entry of $\psi_{p}$ is not zero. We can continue to rearrange the rows and columns of $\psi_{p}$ in this manner (see also Equation (2)) until for some row $i$, the remaining columns with nonzero entries in row $i$ have the second nonzero entry in row $j$ for some $j<i$. At this point, $\psi_{p}$ has the following form

$$
\psi_{p}=\left[\begin{array}{cccccc|c}
* & 0 & 0 & 0 & \cdots & 0 & \\
* & * & 0 & 0 & \cdots & 0 & \\
0 & * & * & 0 & \cdots & * & N \\
0 & 0 & * & * & \cdots & 0 & N \\
& & & \ddots & & & \\
0 & 0 & 0 & 0 & \cdots & * & \\
\hline & & 0 & & & \psi_{p+1}
\end{array}\right]
$$

where $*$ denotes a nonzero entry and the position of the second $*$ in the final column before $N$ is illustrative. Notice that $\psi_{p}$ has a minor of the form of Equation (2). In addition, $\psi_{p}$ has the form

$$
\psi_{p}=\left[\begin{array}{c|c|c}
L_{\psi_{p}} & 0 & N \\
\hline C_{\psi_{p}} & M_{\psi_{p}} & \\
\hline 0 & \psi_{p+1}
\end{array}\right]
$$

where $L_{\psi_{p}}$ is lower triangular (the empty matrix if $j=1$ ), and $M_{\psi_{p}}$ has the form of Equation (2). Note that

$$
\operatorname{det}\left(\psi_{p}\right)=\operatorname{det}\left(L_{\psi_{p}}\right) \operatorname{det}\left(M_{\psi_{p}}\right) \operatorname{det}\left(\psi_{p+1}\right)
$$

By Lemma 2, $\operatorname{det}\left(M_{\psi_{p}}\right) \in J$, and since $J$ is closed under multiplication, $\operatorname{det}(\psi) \in J$ as required.
Remark 6. It can be seen in the proof above that every row of $\psi_{p+1}$ has at least two nonzero entries and each column has either one or two nonzero entries. We can continue the process to get a block decomposition of $\psi$, in which the determinant is the product of the determinants of the diagonal blocks, each of which is either a monomial or a binomial coming from a block of the form of Equation (2). Hence, $\operatorname{det}(\psi)$ can be written as a product of monomials and of binomials coming from blocks of the form of Equation (2). Since minors of the form of Equation (2) correspond to (not necessarily primitive) even closed walks, these binomials are in J by [35]. Thus, not only are the binomial minors in J, if they are not irreducible, they factor as products of monomials and binomial elements of J.

In the proof of Theorem 3, the fact that $\operatorname{det}(\psi)$ was a binomial came from the statement. Since the entries of $\psi$ are not assumed to be distinct, it is possible for the product of two binomials to be a binomial. However, much of the proof holds if instead $\operatorname{det}(\psi)$ is assumed not to be a monomial. The following result demonstrates how to use this to obtain all nonlinear generators of $J$ from a single sized ideal of minors of $\overline{B(\phi)}$.

Corollary 3. Let $k=\operatorname{rank} \overline{B(\phi)}$. Then, all nonlinear generators of $J$ can be obtained as factors of generators of $I_{k}(\overline{B(\phi)})$.

Proof. By Corollary 2, every nonlinear generator of $J$ appears as some binomial minor of $\overline{B(\phi)}$. Let $f$ be a nonlinear generator of $J$ and let $M$ be the corresponding submatrix of $\overline{B(\phi)}$. Since $J$ is generated by primitive even walks, the monomials in $f$ are relatively prime, thus every column of $M$ contains exactly two nonzero entries. By performing row and column exchanges, write

$$
\overline{B(\phi)}=\left[\begin{array}{c|c}
M & * \\
\hline 0 & B_{2}
\end{array}\right] .
$$

The set of columns of $\overline{B(\phi)}$ used to form $M$ can be extended to a set of columns of full rank. That is, by selecting appropriate columns and rows from $B_{2}$, there is a $k \times k$ submatrix of $\overline{B(\phi)}$ of the form

$$
\widehat{M}=\left[\begin{array}{c|c}
M & * \\
\hline 0 & B_{2}^{\prime}
\end{array}\right]
$$

with nonzero determinant. Since $\operatorname{det}(\widehat{M})=\operatorname{det}(M) \operatorname{det}\left(B_{2}^{\prime}\right), f$ is a factor of an element of $I_{k}(\overline{B(\phi)})$ as desired.

## 4. Directed Cycles in Digraphs

In this part of the paper, we discuss an interesting application of our main result, Theorem 1, to the problem of detecting the existence of directed cycles in a given directed graph.

Let $D=(Z, \vec{E})$ be a directed graph over the vertex set $Z=\left\{z_{1}, \ldots, z_{m}\right\}$. Let $G=G(D)$ be the undirected bipartite graph constructed from $D$ as in Definition 7. Recall that $M_{D}$ represents the perfect matching $\left\{e_{i}=x_{i} y_{i} \mid i=1, \ldots, m\right\}$ in $G=G(D)$.

The connection between directed cycles in a digraph $D$ and even cycles in $G(D)$ is well established (see, for example, [22,23]). We present the following known result in a form that is convenient for applying Theorem 1. Note that, in an even circuit, we can start at any place and collect the first, third, fifth, etc. (all the odd ordered) edges, or collect the second, fourth, etc. (all the even ordered) edges. This way we get two sets of disjoint edges, each consisting of exactly half the number of edges on the circuit. We refer to each of these two sets a collection of alternating edges in the even circuit.

Theorem 2. The directed cycles in $D$ correspond exactly to the even cycles in $G=G(D)$ in which a collection of alternating edges forms a subset of the perfect matching $M_{D}$ in $G$.

Proof. We start the proof with the following observation. Consider an even circuit $C$ in $G$ with the property that its alternating edges form a subset of the perfect matching $M_{D}$. It can be seen that, if one transverses around $C$ on its edges and hits $x_{i}$ (or $y_{i}$ ) from an edge that is not in $M_{D}$, then the next edge of $C$ has to be $x_{i} y_{i}$. Since in a circuit the edges are distinct, this ensures that $C$ cannot contain $x_{i}$ (or $y_{i}$ ) more than once. That is, $C$ is a cycle (which is necessarily indecomposable). Thus, the indecomposable circuits in $G$ with the property that a collection of their alternating edges forms a subset of the perfect matching $M_{D}$ are exactly the even cycles in $G$ with the same property.

Suppose that $z_{i_{1}} \rightarrow z_{i_{2}} \rightarrow \cdots \rightarrow z_{i_{t}} \rightarrow z_{i_{1}}$ is a directed cycle in $D$. By the construction of $G$, it is easy to see that $x_{i_{1}}, y_{i_{2}}, x_{i_{2}}, y_{i_{3}}, x_{i_{3}}, \ldots, x_{i_{t}}, y_{i_{1}}, x_{i_{1}}$ is an indecomposable even circuit in $G$. Moreover, the collection of even edges in this circuit is $\left\{e_{i_{1}}, \ldots, e_{i_{t}}\right\}$, which is a subset of the perfect matching $M_{D}$.

Conversely, suppose that $G$ contains an indecomposable even circuit $C$ in which a collection of alternating edges form a subset of the perfect matching $M_{D}$. Since $G$ is bipartite, every edge in $G$ (and so any edge in $C$ ) connects a vertex $x_{i_{j}}$ to a vertex $y_{i_{k}}$. Thus, without loss of generality, we may assume that the circuit $C$ is of the form $x_{i_{1}}, y_{i_{2}}, x_{i_{2}}, y_{i_{3}}, x_{i_{3}}, \ldots, x_{i_{t}}, y_{i_{1}}, x_{i_{1}}$. Since $C$ is a circuit and $C$ contains $\left\{e_{i_{1}}, \ldots, e_{i_{t}}\right\}$, it follows that $i_{1}, \ldots, i_{t}$ are distinct indices. By the construction of $G$ again, we have a directed cycle $z_{i_{1}} \rightarrow z_{i_{2}} \rightarrow \cdots \rightarrow z_{i_{t}} \rightarrow z_{i_{1}}$ in $D$.

Example 7. Let $D$ be the directed graph in Example 2 and let $G=G(D)$ be its associated bipartite graph. It can be seen that $G$ has only one even cycle whose alternating edges form a subset of the perfect matching $M_{D}$, namely,
$x_{2}, y_{3}, x_{3}, y_{5}, x_{5}, y_{4}, x_{4}, y_{2}, x_{2}$. This even cycle of $G$ corresponds to the directed cycle $z_{2} \rightarrow z_{3} \rightarrow z_{5} \rightarrow z_{4} \rightarrow z_{2}$ in $D$.

Note that $z_{1}, z_{2}, z_{3}, z_{1}$ does not form a directed cycle in $D$ even though its undirected edges would form a triangle. This is reflected by the fact that there is no even cycle between $x_{1}, y_{1}, x_{2}, y_{2}, x_{3}, y_{3}$ in $G$. Furthermore, not all even cycles in $G$ would correspond to directed cycles in $D$. For instance, consider the even cycle $x_{1}, y_{3}, x_{3}, y_{5}, x_{5}, y_{4}, x_{4}, y_{2}, x_{1}$ in $G$. Neither collection of alternating edges of this cycle is a subset of the perfect matching $M_{D}$, and this even cycle does not correspond to any directed cycle in $D\left(z_{1}, z_{3}, z_{5}, z_{4}, z_{2}, z_{1}\right.$ does not form a directed cycle in D).

As a corollary of Theorem 2, we derive an algebraic algorithm to enumerate all directed cycles in a given digraph. Note that, by the proof of Theorem 2, indecomposable even circuits of $G=G(D)$, in which a collection of alternating edges is a subset of $M_{D}$, are exactly the even cycles in $G$ with the same property.

Corollary 4. Let $D$ be a digraph and let $G=G(D)$ be its corresponding bipartite graph. Let $\phi$ be the presentation of the edge ideal $I=I(G)$ of $G$ that results from its Taylor resolution. Let $\overline{B(\phi)}$ be its reduced Jacobian dual. Then, the directed cycles of length $t$ in $D$ correspond exactly to the binomial $t \times t$ minors of $\overline{B(\phi)}$ that satisfy the following conditions:

1. their columns are pairwise center-distinct;
2. their monomials are square-free and relatively prime; and
3. one of these monomials is the product of variables that correspond to a subset of the perfect matching $M_{D}$.

Proof. The assertion is a direct consequence of Theorems 1 and 2.
We recall the famous Caccetta-Häggkvist conjecture for directed cycles in digraphs [37].
Conjecture 4 (Caccetta-Häggkvist). Let $D$ be a digraph on $n$ vertices. Let $\ell \in \mathbb{N}$ and suppose that the outdegree of each vertex in $D$ is at least $\frac{n}{\ell}$. Then, $D$ contains a directed cycle of length at most $\ell$.

As a consequence of Theorems 1 and 2, we are able to present a Jacobian dual matrix interpretation of the Caccetta-Häggkvist conjecture as follows. Note that every cycle is an indecomposable even circuit, and that, for a bipartite graph, the two notions coincide.

Conjecture 5. Let $D$ be a digraph on $n$ vertices such that the outdegree of each vertex in $D$ is at least $\frac{n}{\ell}$. Let $\phi$ be the Taylor presentation matrix of $I(G(D))$. Then, for some $q \leq \ell, I_{q}(\overline{B(\phi)})$ contains a binomial with square-free, relatively prime terms, one of which is a product of elements of $M_{D}$.

By Theorems 1 and 2, Conjectures 4 and 5 are equivalent. Conjecture 5 can also be rephrased using the language of Rees algebras by using Theorem 3.

Conjecture 6. Let $D$ be a digraph on $n$ vertices such that the outdegree of each vertex in $D$ is at least $\frac{n}{\ell}$. If $J$ is the defining ideal of the Rees algebra $R[I(G(D)) t]$, then, for some $q \leq \ell$, J has a binomial generator of degree $q$ that is square-free and has relatively prime terms, one of which is a product of elements of $M_{D}$.

We conclude the paper with the observation that Conjecture 5 can be further translated into a problem in linear algebra. Notice that, if the outdegree of a vertex $z_{i}$ is at least $r$, then there are at least $r$ paths of length 2 using the edge $x_{i} y_{i}$ with $x_{i}$ as the mid-point. The corresponding linear relations $y_{i} T_{j_{i}}-y_{j} T_{i}$ give specific information about $r$ columns of $\overline{B(\phi)}$, each of which has an element from the perfect matching. If $D$ has $m$ vertices, this yields $m r$ columns of $\overline{B(\phi)}$, each of which contains an element from the perfect matching, which form a fertile source of potential minors using submatrices of the form of Equation (2) that would correspond to directed cycles in $D$.
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#### Abstract

Let $K[G]$ denote the edge ring of a finite connected simple graph $G$ on $[d]$ and mat $(G)$ the matching number of $G$. It is shown that $\operatorname{reg}(K[G]) \leq \operatorname{mat}(G)$ if $G$ is non-bipartite and $K[G]$ is normal, and that $\operatorname{reg}(K[G]) \leq \operatorname{mat}(G)-1$ if $G$ is bipartite.


Keywords: edge ring; edge polytope; regularity; matching number

Let $G$ be a finite connected simple graph on the vertex set $[d]=\{1, \ldots, d\}$ and let $E(G)$ be its edge set. Let $S=K\left[x_{1}, \ldots, x_{d}\right]$ denote the polynomial ring in $d$ variables over a field $K$. The edge ring of $G$ is the toric ring $K[G] \subset S$ which is generated by those monomials $x_{i} x_{j}$ with $\{i, j\} \in E(G)$. The systematic study of edge rings originated in [1]. It has been shown that $K[G]$ is normal if and only if $G$ satisfies the odd cycle condition ([2], p. 131). Thus, particularly if $G$ is bipartite, $K[G]$ is normal.

Let $\mathbf{e}_{1}, \ldots, \mathbf{e}_{d}$ denote the canonical unit coordinate vectors of $\mathbb{R}^{d}$. The edge polytope is the lattice polytope $\mathcal{P}_{G} \subset \mathbb{R}^{d}$ which is the convex hull of the finite set $\left\{\mathbf{e}_{i}+\mathbf{e}_{j}:\{i, j\} \in E(G)\right\}$. One has $\operatorname{dim} \mathcal{P}_{G}=d-1$ if $G$ is non-bipartite and $\operatorname{dim} \mathcal{P}_{G}=d-2$ if $G$ is bipartite. We refer the reader to ([2], Chapter 5) for the fundamental materials on edge rings and edge polytopes.

A matching of $G$ is a subset $M \subset E(G)$ for which $e \cap e^{\prime}=\varnothing$ for $e \neq e^{\prime}$ belonging to $M$. The matching number is the maximal cardinality of matchings of $G$. Let mat $(G)$ denote the matching number of $G$.

When $K[G]$ is normal, the upper bound of regularity of $K[G]$ can be explicitly described in terms of mat $(G)$. Our main result in the present paper is as follows:

Theorem 1. Let $G$ be a finite connected simple graph. Then
(a) If $G$ is non-bipartite and $K[G]$ is normal, then $\operatorname{reg} K[G] \leq \operatorname{mat}(G)$;
(b) If $G$ is bipartite, then $\operatorname{reg} K[G] \leq \operatorname{mat}(G)-1$.

Lemma 1 stated below, which provides information on lattice points belonging to the interiors of dilations of edge polytopes, is indispensable for the proof of Theorem 1.

Lemma 1. Suppose that $\left(a_{1}, \ldots, a_{d}\right) \in \mathbb{Z}^{d}$ belongs to the interior $q\left(\mathcal{P}_{G} \backslash \partial \mathcal{P}_{G}\right)$ of the dilation $q \mathcal{P}_{G}=\{q \alpha$ : $\left.\alpha \in \mathcal{P}_{G}\right\}$, where $q \geq 1$, of $\mathcal{P}_{G}$. Then $a_{i} \geq 1$ for each $1 \leq i \leq d$.

Proof. The facets of $\mathcal{P}_{G}$ are described in ([1], Theorem 1.7). When $W \subset[d]$, we write $G_{W}$ for the induced subgraph of $G$ on $W$. Since $K[G]$ is normal, it follows that $\mathcal{P}_{G}$ possesses the integer decomposition property ([2], p. 91). In other words, each $\mathbf{a} \in q \mathcal{P}_{G} \cap \mathbb{Z}^{d}$ is of the form

$$
\mathbf{a}=\left(\mathbf{e}_{i_{1}}+\mathbf{e}_{j_{1}}\right)+\cdots+\left(\mathbf{e}_{i_{q}}+\mathbf{e}_{j_{q}}\right)
$$

where $\left\{i_{1}, j_{1}\right\}, \ldots,\left\{i_{q}, j_{q}\right\}$ are edges of $G$.
(First Step) Let $G$ be non-bipartite. Let $i \in[d]$. Let $H_{1}, \ldots, H_{s}$ and $H_{1}^{\prime}, \ldots, H_{s^{\prime}}^{\prime}$ denote the connected components of $G_{[d] \backslash\{i\}}$, where each $H_{j}$ is bipartite and where each $H_{j^{\prime}}^{\prime}$ is non-bipartite. If $s=0$, then $i \in[d]$ is regular ([1], p. 414) and the hyperplane of $\mathbb{R}^{d}$ defined by the equation $x_{i}=0$ is a facet of $q \mathcal{P}_{G}$. Hence $a_{i}>0$.

Let $s \geq 1$ and $s^{\prime} \geq 0$. For each $1 \leq j \leq s$, we write $W_{j} \cup U_{j}$ for the vertex set of the bipartite graph $H_{j}$ for which there is $a \in W_{j}$ with $\{a, i\} \in E(G)$, where $U_{j}=\varnothing$ if $H_{j}$ is a graph consisting of a single vertex. Then $T=W_{1} \cup \cdots \cup W_{s}$ is independent ([1], p. 414). In other words, no edge $e \in E(G)$ satisfies $e \subset T$. Let $G^{\prime}$ denote the bipartite graph induced by $T$. Thus the edges of $G^{\prime}$ are $\{b, c\} \in E(G)$ with $b \in T$ and $c \in T^{\prime}=U_{1} \cup \cdots \cup U_{s} \cup\{i\}$. Since each induced subgraph $G_{W_{j} \cup U_{j} \cup\{i\}}$ is connected, it follows that $G^{\prime}$ is connected with $V\left(G^{\prime}\right)=T \cup T^{\prime}$ as its vertex set. Since the connected components of $G_{[d] \backslash V\left(G^{\prime}\right)}$ are $H_{1}^{\prime}, \ldots, H_{s^{\prime}}^{\prime}$, it follows that $T$ is fundamental ([1], p. 415) and the hyperplane of $\mathbb{R}^{d}$ defined by $\sum_{\xi \in T} x_{\xi}=\sum_{\xi^{\prime} \in T^{\prime}} x_{\xi^{\prime}}$ is a facet of $q \mathcal{P}_{G}$. Now, suppose that $a_{i}=0$. Since $\mathcal{P}_{G}$ possesses the integer decomposition property, one has $\sum_{\xi \in T} a_{\xi}=\sum_{\xi^{\prime} \in T^{\prime}} a_{\xi^{\prime}}$. Hence $\left(a_{1}, \ldots, a_{d}\right) \in \mathbb{Z}^{d}$ cannot belong to $q\left(\mathcal{P}_{G} \backslash \partial \mathcal{P}_{G}\right)$. Thus $a_{i}>0$, as desired.
(Second Step) Let $G$ be bipartite. If $G$ is a star graph with, say, $E(G)=\{\{1,2\},\{1,3\}, \ldots,\{1, d\}\}$, then $\mathcal{P}_{G}$ can be regarded to be the $(d-2)$ simplex of $\mathbb{R}^{d-1}$ with the vertices $(1,0, \ldots, 0),(0,1,0, \ldots, 0), \ldots,(0, \ldots, 0,1)$. Thus, since each $\left(a_{1}, \ldots, a_{d}\right) \in q \mathcal{P}_{G} \cap \mathbb{Z}^{d}$ satisfies $a_{1}=q$, the assertion follows immediately. In the argument below, one will assume that $G$ is not a star graph.

Let $i \in[d]$ and $H_{1}, \ldots, H_{s}$ be the connected components of $G_{[d] \backslash\{i\}}$. If $s=1$, then $i \in[d]$ is ordinary ([1], p. 414) and the hyperplane of $\mathbb{R}^{d}$ defined by the equation $x_{i}=0$ is a facet of $q \mathcal{P}_{G}$. Hence $a_{i}>0$.

Let $s \geq 2$. Let $W_{j} \cup U_{j}$ denote the vertex set of $H_{j}$ for which there is $a \in W_{j}$ with $\{a, i\} \in E(G)$. Since $G$ is not a star graph, one can assume that $U_{1} \neq \varnothing$. Then $T=W_{2} \cup \cdots \cup W_{s}$ is independent and the bipartite graph induced by $T$ is $G_{[d] \backslash\left(W_{1} \cup U_{1}\right)}$. Hence $T$ is acceptable ([1], p. 415) and the hyperplane of $\mathbb{R}^{d}$ defined by $\sum_{\xi \in W_{1}} x_{\xi}=\sum_{\xi^{\prime} \in U_{1}} x_{\xi^{\prime}}$ is a facet of $q \mathcal{P}_{G}$. Now, suppose that $a_{i}=0$. Since $\mathcal{P}_{G}$ possesses the integer decomposition property, one has $\sum_{\xi \in W_{1}} a_{\xi}=\sum_{\xi^{\prime} \in U_{1}} a_{\xi^{\prime}}$. Hence $\left(a_{1}, \ldots, a_{d}\right) \in \mathbb{Z}^{d}$ cannot belong to $q\left(\mathcal{P}_{G} \backslash \partial \mathcal{P}_{G}\right)$. Thus $a_{i}>0$, as required.

We say that a finite subset $L \subset E(G)$ is an edge cover of $G$ if $\cup_{e \in L} e=[d]$. Let $\mu(G)$ denote the minimal cardinality of edge covers of $G$.

Corollary 1. When $K[G]$ is normal, one has $q \geq \mu(G)$ if $q\left(\mathcal{P}_{G} \backslash \partial \mathcal{P}_{G}\right) \cap \mathbb{Z}^{d} \neq \varnothing$.
Proof. Since $\mathcal{P}_{G}$ possesses the integer decomposition property, Lemma 1 guarantees that, if $\mathbf{a} \in q\left(\mathcal{P}_{G} \backslash \partial \mathcal{P}_{G}\right) \cap \mathbb{Z}^{d}$, one has $q \geq \mu(G)$.

Once Corollary 1 is established, to complete the proof of Theorem 1 is a routine job on computing the regularity of normal toric rings.

Proof of Theorem 1. In each of the cases (a) and (b), since the edge ring $K[G]$ is normal, it follows that the Hilbert function of $K[G]$ coincides the Ehrhart function ([2], p. 100) of the edge polytope $\mathcal{P}_{G}$, which says that the Hilbert series of $K[G]$ is of the form

$$
\left(h_{0}+h_{1} \lambda+\cdots+h_{s} \lambda^{s}\right) /(1-\lambda)^{\left(\operatorname{dim} \mathcal{P}_{G}\right)+1}
$$

with each $h_{i} \in \mathbb{Z}$ and $h_{s} \neq 0$. One has

$$
s=\left(\operatorname{dim} \mathcal{P}_{G}+1\right)-\min \left\{q \geq 1: q\left(\mathcal{P}_{G} \backslash \partial \mathcal{P}_{G}\right) \cap \mathbb{Z}^{d} \neq \varnothing\right\} .
$$

Now, Corollary 1 guarantees that

$$
s \leq\left(\operatorname{dim} \mathcal{P}_{G}+1\right)-\mu(G)
$$

Finally, since $\mu(G)=d-\operatorname{mat}(G)$ ([3], Lemma 2.1), one has

$$
\operatorname{reg} K[G]=s \leq \operatorname{dim} \mathcal{P}_{G}-(d-1)+\operatorname{mat}(G)
$$

as required.
Rafael H. Villarreal informed us that part (b) of Theorem 1 can also be deduced from ([4], Theorem 14.4.19).

When $K[G]$ is non-normal, the behavior of regularity is curious.
Proposition 1. For given integers $0 \leq r \leq m$, there exists a finite connected simple graph $G$ such that $\operatorname{reg} K[G]=r$, and

$$
\operatorname{mat}(G)=\left\{\begin{array}{l}
m, \text { if } G \text { is non-bipartite, } \\
m+1, \text { if } G \text { is bipartite }
\end{array}\right.
$$

Proof. In the non-bipartite case, let $H$ be the complete graph with $2 r$ vertices. Its matching number is $r$. We know from ([5], Corollary 2.12) that reg $K[H]=r$. At one vertex of $H$ we attach a path graph of length $2(m-r)$ and call this new graph $G$. Then $\operatorname{mat}(G)=m$ and $\operatorname{reg} K[G]=\operatorname{reg} K[H]=r$, as $K[G]$ is just a polynomial extension of $K[H]$.

In the bipartite case, let $H$ be the bipartite graph of type $(r+1, r+1)$. The matching number is $r+1$. Indeed, $K[H]$ may be viewed as a Hibi ring whose regularity is well-known, see for example ([6], Theorem 1.1). At one vertex of $H$ we attach a path graph of length $2(m-r)$ and call this new graph $G$. Then $\operatorname{mat}(G)=m+1$ and $\operatorname{reg} K[G]=\operatorname{reg} K[H]=r$, for the same reason as before.

These bounds for the regularity of $K[G]$ are generally only valid if $K[G]$ is normal. Consider, for example, the graph $G$ which consists of two disjoint triangles combined as a path of length $\ell$. Then the defining ideal of $K[G]$ is generated by a binomial of degree $\ell+3$, and hence reg $K[G]=\ell+2$, while the matching number of $G$ is $2+\lceil\ell / 2\rceil$.

Question 1. Let $m$ be a positive integer, and consider the set $\mathcal{S}_{m}$ of finite connected simple graphs with matching number $m$.

- Is there a bound for reg $K[G]$ with $G \in \mathcal{S}_{m}$ ?
- If such a bound exists, is it a linear function of $m$ ?
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#### Abstract

Studying Hilbert functions of concrete examples of normal toric rings, it is demonstrated that for each $1 \leq s \leq 5$, an $O$-sequence $\left(h_{0}, h_{1}, \ldots, h_{2 s-1}\right) \in \mathbb{Z}_{\geq 0}^{2 s}$ satisfying the properties that (i) $h_{0} \leq h_{1} \leq$ $\cdots \leq h_{s-1}$, (ii) $h_{2 s-1}=h_{0}, h_{2 s-2}=h_{1}$ and (iii) $h_{2 s-1-i}=h_{i}+(-1)^{i}, 2 \leq i \leq s-1$, can be the $h$-vector of a Cohen-Macaulay standard G-domain.
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## 1. Background

In the paper [1] published in 1989, several conjectures on Hilbert functions of Cohen-Macaulay integral domains are studied.

Let $A=\bigoplus_{n=0}^{\infty} A_{n}$ be a standard $G$-algebra [2]. Thus $A$ is a Noetherian commutative graded ring for which (i) $A_{0}=K$ a field, (ii) $A=K\left[A_{1}\right]$ and (iii) $\operatorname{dim}_{K} A_{1}<\infty$. The Hilbert function of $A$ is defined by

$$
H(A, n)=\operatorname{dim}_{K} A_{n}, \quad n=0,1,2, \ldots
$$

Let $\operatorname{dim} A=d$ and $v=H(A, 1)=\operatorname{dim}_{K} A_{1}$. A classical result ([3], Chapter 5, Section 13) says that $H(A, n)$ is a polynomial for $n$ sufficiently large and its degree is $d-1$. It follows that the sequence $h(A)=\left(h_{0}, h_{1}, h_{2}, \ldots\right)$, called the $h$-vector of $A$, defined by the formula

$$
(1-\lambda)^{d} \sum_{n=0}^{\infty} H(A, n) \lambda^{n}=\sum_{i=0}^{\infty} h_{i} \lambda^{i}
$$

has finitely many non-zero terms with $h_{0}=1$ and $h_{1}=v-d$. If $h_{i}=0$ for $i>s$ and $h_{s} \neq 0$, then we write $h(A)=\left(h_{0}, h_{1}, \ldots, h_{s}\right)$.

Let $Y_{1}, \ldots, Y_{r}$ be indeterminates. A non-empty set $M$ of monomials $Y_{1}^{a_{1}} \cdots Y_{r}^{a_{r}}$ in the variables $Y_{1}, \ldots, Y_{r}$ is said to be an order ideal of monomials if, whenever $m \in M$ and $m^{\prime}$ divides $m$, then $m^{\prime} \in M$. Equivalently, if $Y_{1}^{a_{1}} \cdots Y_{r}^{a_{r}} \in M$ and $0 \leq b_{i} \leq a_{i}$, then $Y_{1}^{b_{1}} \cdots Y_{r}^{b_{r}} \in M$. In particular, since $M$ is non-empty, $1 \in M$. A finite sequence $\left(h_{0}, h_{1}, \ldots, h_{s}\right)$ of non-negative integers is said to be an $O$-sequence if there exists an order ideal $M$ of monomials in $Y, \ldots, Y_{r}$ with each $\operatorname{deg} Y_{i}=1$ such that $h_{j}=|\{m \in M \mid \operatorname{deg} m=j\}|$ for any $0 \leq j \leq s$. In particular, $h_{0}=1$. If $A$ is Cohen-Macaulay, then $h(A)=\left(h_{0}, h_{1}, \ldots, h_{s}\right)$ is an $O$-sequence ([2], p. 60). Furthermore, a finite sequence ( $h_{0}, h_{1}, \ldots, h_{s}$ ) of integers with $h_{0}=1$ and $h_{s} \neq 0$ is
the $h$-vector of a Cohen-Macaulay standard $G$-algebra if and only if $\left(h_{0}, h_{1}, \ldots, h_{s}\right)$ is an $O$-sequence ([2], Corollary 3.11).

An $O$-sequence $\left(h_{0}, h_{1}, \ldots, h_{s}\right)$ with $h_{s} \neq 0$ is called flawless ([1], p. 245) if (i) $h_{i} \leq h_{s-i}$ for $0 \leq i \leq[s / 2]$ and (ii) $h_{0} \leq h_{1} \leq \cdots \leq h_{[s / 2]}$. A standard $G$-domain is a standard $G$-algebra which is an integral domain. It was conjectured ([1], Conjecture 1.4) that the $h$-vector of a Cohen-Macaulay standard G-domain is flawless. Niesi and Robbiano ([4], Example 2.4) succeeded in constructing a Cohen-Macaulay standard $G$-domain with (1,3,5,4,4,1) its $h$-vector. Thus, in general, the $h$-vector of a Cohen-Macaulay standard $G$-domain is not flawless.

In the present paper, it is shown that, for each $1 \leq s \leq 5$, an $O$-sequence

$$
\left(h_{0}, h_{1}, \ldots, h_{s-1}, h_{s}, \ldots, h_{2 s-2}, h_{2 s-1}\right) \in \mathbb{Z}_{\geq 0}^{2 s}
$$

satisfying the properties that
(i) $h_{0} \leq h_{1} \leq \cdots \leq h_{s-1}$,
(ii) $h_{2 s-1}=h_{0}, \quad h_{2 s-2}=h_{1}$,
(iii) $h_{2 s-1-i}=h_{i}+(-1)^{i}, 2 \leq i \leq s-1$
can be the $h$-vector of a normal toric ring arising from a cycle of odd length. In particular, the above $O$-sequence, which is non-flawless for each of $s=4$ and $s=5$, can be the $h$-vector of a Cohen-Macaulay standard G-domain.

## 2. Toric Rings Arising from Odd Cycles

Let $C_{2 s+1}$ denote a cycle of length $2 s+1$, where $s \geq 1$, on $[2 s+1]=\{1,2, \ldots, 2 s+1\}$ with the edges

$$
\begin{equation*}
\{1,2\},\{2,3\}, \ldots,\{2 s-1,2 s\},\{2 s, 2 s+1\},\{2 s+1,1\} . \tag{1}
\end{equation*}
$$

A finite set $W \subset[2 s+1]$ is called stable in $C_{2 s+1}$ if none of the sets of (1) is a subset of $W$. In particular, the empty set $\varnothing$ and $\{1\},\{2\}, \ldots,\{2 s+1\}$ are stable. Let $S=K\left[x_{1}, \ldots, x_{2 s+1}, y\right]$ denote the polynomial ring in $2 s+2$ variables over $K$. The toric ring of $C_{2 s+1}$ is the subring $K\left[C_{2 s+1}\right]$ of $S$ which is generated by those squarefree monomials $\left(\prod_{i \in W} x_{i}\right) y$ for which $W \subset[2 s+1]$ is stable in $C_{2 s+1}$. It follows that $K\left[C_{2 s+1}\right]$ can be a standard $G$-algebra with each $\operatorname{deg}\left(\prod_{i \in W} x_{i}\right) y=1$. It is shown ([5], Theorem 8.1) that $K\left[C_{2 s+1}\right]$ is normal. In particular, $K\left[C_{2 s+1}\right]$ is a Cohen-Macaulay standard $G$-domain. Now, we discuss when $K\left[C_{2 s+1}\right]$ is Gorenstein. Here a Cohen-Macaulay ring is called Gorenstein if it has finite injective dimension.

Theorem 1. The toric ring $K\left[C_{2 s+1}\right]$ is Gorenstein if and only if either $s=1$ or $s=2$.
Proof. Since the $h$-vector of $K\left[C_{3}\right]$ is $(1,1)$ and since the $h$-vector of $K\left[C_{5}\right]$ is $(1,6,6,1)$, it follows from ([2], Theorem 4.4) that each of $K\left[C_{3}\right]$ and $K\left[C_{5}\right]$ is Gorenstein.

Now, we show that $K\left[C_{2 s+1}\right]$ is not Gorenstein if $s \geq 3$. Let $s \geq 3$. Write $\mathcal{Q}_{C_{2 s+1}} \subset \mathbb{R}^{2 s+1}$ for the stable set polytope of $C_{2 s+1}$. Thus $\mathcal{Q}_{2_{2 s+1}}$ is the convex hull of the finite set

$$
\left\{\sum_{i \in W} \mathbf{e}_{i}: W \text { is a stable set of } G\right\} \subset \mathbb{R}^{2 s+1}
$$

where $\mathbf{e}_{1}, \ldots, \mathbf{e}_{2 s+1} \in \mathbb{R}^{2 s+1}$ are the canonical unit coordinate vectors of $\mathbb{R}^{2 s+1}$ and where $\sum_{i \in \varnothing} \mathbf{e}_{i}=$ $(0, \ldots, 0) \in \mathbb{R}^{2 s+1}$. One has $\operatorname{dim} \mathcal{Q}_{2 s+1}=2 s+1$. Then ([6], Theorem 4) says that $\mathcal{Q}_{C_{2 s+1}}$ is defined by the following inequalities:

- $0 \leq x_{i} \leq 1$ for all $1 \leq i \leq 2 s+1$;
- $\quad x_{i}+x_{i+1} \leq 1$ for all $1 \leq i \leq 2 s$;
- $x_{1}+x_{2 s+1} \leq 1$;
- $\quad x_{1}+\cdots+x_{2 s+1} \leq s$.

It then follows that each of $\mathcal{Q}_{C_{2 s+1}}$ and $2 \mathcal{Q}_{C_{2 s+1}}$ has no interior lattice points and that $(1, \ldots, 1)$ is an interior lattice point of $3 \mathcal{Q}_{C_{2 s+1}}$. Furthermore, (Ref. [7], Theorem 4.2) guarantees that the inequality

$$
x_{1}+\cdots+x_{2 s+1} \leq s
$$

defines a facet of $\mathcal{Q}_{C_{2 s+1}}$. Let $\mathcal{P}_{s}=3 \mathcal{Q}_{C_{2 s+1}}-(1, \ldots, 1)$. Thus the origin of $\mathbb{R}^{2 s+1}$ is an interior lattice point of $\mathcal{P}_{s}$ and the inequality

$$
x_{1}+\cdots+x_{2 s+1} \leq s-1
$$

defines a facet of $\mathcal{P}_{s}$. This fact together with [8] implies that $\mathcal{P}_{s}$ is not reflexive. In other words, the dual polytope $\mathcal{P}_{s}^{\vee}$ of $\mathcal{P}_{s}$ defined by

$$
\mathcal{P}_{s}^{\vee}=\left\{\mathbf{y} \in \mathbb{R}^{2 s+1}:\langle\mathbf{x}, \mathbf{y}\rangle \leq 1 \text { for all } \mathbf{x} \in \mathcal{P}_{s}\right\}
$$

is not a lattice polytope, where $\langle\mathbf{x}, \mathbf{y}\rangle$ is the usual inner product of $\mathbb{R}^{2 s+1}$. It then follows from ([9], Theorem (1.1)) (and also from ([5], Theorem 8.1)) that $K\left[C_{2 s+1}\right]$ is not Gorenstein, as desired.

It is known ([2], Theorem 4.4) that a Cohen-Macaulay standard G-domain $A$ is Gorenstein if and only if the $h$-vector $h(A)=\left(h_{0}, \ldots, h_{s}\right)$ is symmetric, i.e., $h_{i}=h_{s-i}$ for $0 \leq i \leq[s / 2]$. Hence the $h$-vector of the toric ring $K\left[C_{2 s+1}\right]$ is not symmetric when $s \geq 3$.

Example 1. By using Normaliz [10], the h-vector of the toric ring $K\left[C_{7}\right]$ is $(1,21,84,85,21,1)$.

## 3. Non-Flawless $O$-Sequences of Normal Toric Rings

We now come to concrete examples of non-flawless $O$-sequences which can be the $h$-vectors of normal toric rings.

Example 2. The $h$-vector of the toric ring $K\left[C_{9}\right]$ is

$$
(1,66,744,2305,2304,745,66,1)
$$

Furthermore,

$$
(1,187,5049,37247,96448,96449,37246,5050,187,1)
$$

is the $h$-vector of the toric ring $K\left[C_{11}\right]$.
We conclude the present paper with the following
Conjecture 1. The h-vector of the toric ring $K\left[C_{2 s+1}\right]$ of $C_{2 s+1}$ is of the form

$$
\left(1, h_{1}, h_{2}, h_{3}, \ldots, h_{i}, \ldots, h_{s-1}, h_{s-1}+(-1)^{s-1}, \ldots, h_{i}+(-1)^{i}, \ldots, h_{3}-1, h_{2}+1, h_{1}, 1\right) .
$$
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#### Abstract

We show that Cohen-Macaulay and $\left(\mathrm{S}_{2}\right)$ properties are equivalent for the second power of an edge ideal. We give an example of a Gorenstein squarefree monomial ideal $I$ such that $S / I^{2}$ satisfies the Serre condition $\left(\mathrm{S}_{2}\right)$, but is not Cohen-Macaulay.
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## 1. Introduction

Let $K$ be a fixed field. Let $S=K\left[x_{1}, \ldots, x_{n}\right]$ be a polynomial ring with $\operatorname{deg} x_{i}=1$ for all $i \in[n]=\{1,2, \ldots, n\}$. Let $I$ be a squarefree monomial ideal.

For a Stanley-Reisner ring $S / I$, the Cohen-Macaulay and $\left(S_{2}\right)$ properties are different in general. For instance, consider the Stanley-Reisner ring of a non-Cohen-Macaulay manifold, e.g., a torus, which satisfies the $\left(\mathrm{S}_{2}\right)$ condition. However, for some special classes of such rings, they are known to be equivalent. The quotient ring of the edge ideal of a very well-covered graph (see [1]) and a Stanley-Reisner ring with "large" multiplicity (see [2] for the precise statement) are such examples. What about the powers of squarefree monomial ideals?

As for the third and larger powers, the following is proven in [3]:
Theorem 1. Let I be a squarefree monomial ideal. Then, the following conditions are equivalent for a fixed integer $m \geq 3$ :

1. $S / I$ is a complete intersection.
2. $S / I^{m}$ is Cohen-Macaulay.
3. $S / I^{m}$ satisfies the Serre condition $\left(S_{2}\right)$.

Then, what about the second power of a squarefree monomial ideal? This is the theme of this article. If the second power $I^{2}$ is Cohen-Macaulay, $I$ is not necessarily a complete intersection. Gorenstein ideals with height three give such examples.

In Section 3, we prove that the Cohen-Macaulay and $\left(S_{2}\right)$ properties are equivalent for the second power of a squarefree monomial ideal generated in degree two:

Theorem 2. Let I be a squarefree monomial ideal generated in degree two. Then, the following conditions are equivalent:

1. $S / I^{2}$ is Cohen-Macaulay.
2. $S / I^{2}$ satisfies the Serre condition $\left(S_{2}\right)$.

In Section 4, we first give an upper bound of the number of variables in terms of the dimension of $S / I$ when $I$ is a squarefree monomial ideal generated in degree two and $S / I^{2}$ has the Cohen-Macaulay (equivalently $\left(\mathrm{S}_{2}\right)$ ) property. Using a computer, we classify squarefree monomial ideals $I$ generated in degree two with $\operatorname{dim} S / I \leq 4$ such that $S / I^{2}$ have the Cohen-Macaulay (equivalently $\left(\mathrm{S}_{2}\right)$ ) property. Since not many examples of squarefree monomial ideals I generated in degree two such that $S / I^{2}$ are Cohen-Macaulay are known, new examples might be useful. See [4,5] for the two- and three-dimensional cases, respectively, and [6,7] for the higher dimensional case. See also [6,8] for the fact that for a very well-covered graph $G$, the second power $I(G)^{2}$ is not Cohen-Macaulay if the edge ideal $I(G)$ of $G$ is not a complete intersection.

In Section 5, we give an example of a Gorenstein squarefree monomial ideal $I$ such that $S / I^{2}$ satisfies the Serre condition $\left(\mathrm{S}_{2}\right)$, but is not Cohen-Macaulay. Hence, the Cohen-Macaulay and $\left(\mathrm{S}_{2}\right)$ properties are different for the second power in general.

## 2. Preliminaries

### 2.1. Stanley-Reisner Ideals

We recall some notation on simplicial complexes and their Stanley-Reisner ideals. We refer the reader to $[9-11]$ for the detailed information.

Set $V=[n]=\{1,2, \ldots, n\}$. A nonempty subset $\Delta$ of the power set $2^{V}$ of $V$ is called a simplicial complex on $V$ if the following two conditions are satisfied: (i) $\{v\} \in \Delta$ for all $v \in V$, and (ii) $F \in \Delta$, $H \subseteq F$ imply $H \in \Delta$. An element $F \in \Delta$ is called a face of $\Delta$. The dimension of $F$, denoted by $\operatorname{dim} F$, is defined by $\operatorname{dim} F=|F|-1$. The dimension of $\Delta$ is defined by $\operatorname{dim} \Delta=\max \{\operatorname{dim} F: F \in \Delta\}$. We call a maximal face of $\Delta$ a facet of $\Delta$. Let $\mathcal{F}(\Delta)$ denote the set of all facets of $\Delta$. We call $\Delta$ pure if all its facets have the same dimension. We call $\Delta$ connected if for any pair $(p, q), p \neq q$, of vertices of $\Delta$, there is a chain $p=p_{0}, p_{1}, p_{2}, \ldots, p_{k}=q$ of vertices of $\Delta$ such that $\left\{p_{i-1}, p_{i}\right\} \in \Delta$ for $i=1,2, \ldots, k$.

The Stanley-Reisner ideal $I_{\Delta}$ of $\Delta$ is defined by:

$$
I_{\Delta}=\left(x_{i_{1}} x_{i_{2}} \cdots x_{i_{p}}: 1 \leq i_{1}<\cdots<i_{p} \leq n,\left\{x_{i_{1}}, \ldots, x_{i_{p}}\right\} \notin \Delta\right) .
$$

The quotient ring $K[\Delta]=K\left[x_{1}, \ldots, x_{n}\right] / I_{\Delta}$ is called the Stanley-Reisner ring of $\Delta$.
We say that $\Delta$ is a Cohen-Macaulay (resp. Gorenstein) complex if $K[\Delta]$ is a Cohen-Macaulay (resp. Gorenstein) ring. A Gorenstein complex $\Delta$ is called Gorenstein* if $x_{i}$ divides some minimal monomial generator of $I_{\Delta}$ for each $i$.

For a face $F \in \Delta$, the link and star of $F$ are defined by:

$$
\begin{aligned}
\operatorname{link}_{\Delta} F & =\{H \in \Delta: H \cup F \in \Delta, H \cap F=\varnothing\} \\
\operatorname{star}_{\Delta} F & =\{H \in \Delta: H \cup F \in \Delta\}
\end{aligned}
$$

The Stanley-Reisner ideal $I_{\Delta}$ of $\Delta$ has the minimal prime decomposition:

$$
I_{\Delta}=\bigcap_{F \in \mathcal{F}(\Delta)} P_{F}
$$

where $P_{F}=(x \in[n] \backslash F)$ for each $F \in \mathcal{F}(\Delta)$. We call $I_{\Delta}$ unmixed if all $P_{F}$ have the same height for $F \in \mathcal{F}(\Delta)$. Note that $\Delta$ is pure if and only if $I_{\Delta}$ is unmixed. We define the $\ell^{\text {th }}$ symbolic power of $I_{\Delta}$ by:

$$
I_{\Delta}^{(\ell)}=\bigcap_{F \in \mathcal{F}(\Delta)} P_{F}^{\ell}
$$

For a Noetherian ring $A$, the following condition $\left(S_{i}\right)$ for $i=1,2, \ldots$ is called Serre's condition:

$$
\left(S_{i}\right) \text { depth } A_{P} \geq \min \{\text { height } P, i\} \text { for all } P \in \operatorname{Spec}(A)
$$

See [12] for more information for Stanley-Reisner rings satisfying Serre's condition $\left(S_{i}\right)$.
To introduce a characterization of the $\left(\mathrm{S}_{2}\right)$ property for the second symbolic power of a Stanley-Reisner ideal, we first define the diameter of a simplicial complex. Let $\Delta$ be a connected simplicial complex. For $p, q$ being two vertices of $\Delta$, the distance between $p$ and $q$ is the minimal length $k$ of chains $p=p_{0}, p_{1}, p_{2}, \ldots, p_{k}=q$ of vertices of $\Delta$ such that $\left\{p_{i-1}, p_{i}\right\} \in \Delta$ for $i=1,2, \ldots, k$. The diameter, denoted by diam $\Delta$, is the maximal distance between two vertices in $\Delta$. We set $\operatorname{diam} \Delta=\infty$ if $\Delta$ is disconnected. The $\left(\mathrm{S}_{2}\right)$ property of the second symbolic power of a Stanley-Reisner ideal is characterized as follows:

Theorem 3. ([7], Corollary 3.3) Let $\Delta$ be a pure simplicial complex. Then, the following conditions are equivalent:

1. $S / I_{\Delta}^{(2)}$ satisfies $\left(S_{2}\right)$.
2. $\operatorname{diam}\left(\operatorname{link}_{\Delta} F\right) \leq 2$ for any face $F \in \Delta$ with $\operatorname{dim} \operatorname{link}_{\Delta} F \geq 1$.

### 2.2. Edge Ideals

Let $G$ be a graph, which means a finite simple graph, which has no loops and multiple edges. We denote by $V(G)$ (resp. $E(G)$ ) the set of vertices (resp. edges) of $G$. We call $F \subseteq V(G)$ an independent set of $G$ if any $e \in E(G)$ is not contained in $F$. The independence complex $\Delta(G)$ of $G$ is defined by:

$$
\Delta(G)=\{F \subset V(G): e \nsubseteq F \text { for any } e \in E(G)\}
$$

which is a simplicial complex on the vertex set $V(G)$. We define $\alpha(G)$ by:

$$
\alpha(G)=\operatorname{dim} \Delta(G)+1
$$

We define the neighbor set $N_{G}(a)$ of a vertex $a$ of $G$ by:

$$
N_{G}(a)=\{b \in V: a b \in E(G)\}
$$

Set $N_{G}[a]:=\{a\} \cup N_{G}(a)$, which is called the closed neighbor set of a vertex $a$ of $G$. For $S \subseteq V(G)$, we denote by $G \backslash S$ the induced subgraph on the vertex set $V(G) \backslash S$. Set $G_{S}:=G \backslash N_{G}[S]$, where $N_{G}[S]:=\cup_{x \in S} N_{G}[x]$. If $S \in \Delta(G)$, then:

$$
\operatorname{link}_{\Delta(G)}(S)=\Delta\left(G_{S}\right)
$$

See ([11], Lemma 7.4.3). For $a b \in E(G)$, set $G_{a b}:=G \backslash\left(N_{G}(a) \cup N_{G}(b)\right)$.
Set $V(G)=\{1, \ldots, n\}$. Then, the edge ideal of $G$, denoted by $I(G)$, is a squarefree monomial ideal of $S=K\left[x_{1}, \ldots, x_{n}\right]$ defined by:

$$
I(G)=\left(x_{i} x_{j}:\left\{x_{i}, x_{j}\right\} \in E(G)\right)
$$

Note that $I(G)=I_{\Delta(G)}$. We call $G$ well-covered (or unmixed) if $I(G)$ is unmixed.
Theorem 4 ([13,14]). Let G be a graph. Then, the following conditions are equivalent:

1. $G$ is triangle-free.
2. $\quad I(G)^{(2)}=I(G)^{2}$.

Theorem 5 ([15]). Let G be a graph. Then, the following conditions are equivalent:

1. $G$ is triangle-free, and $I(G)$ is Gorenstein.
2. $S / I(G)^{2}$ is Cohen-Macaulay.

## 3. The Second Power of Edge Ideals

In this section, we show that the Cohen-Macaulay and $\left(\mathrm{S}_{2}\right)$ properties are equivalent for the second power of an edge ideal.

Lemma 1. Let $G$ be a graph with $\alpha(G) \geq 2$. The following conditions are equivalent:

1. $S / I(G)^{(2)}$ satisfies the $\left(S_{2}\right)$ property,
2. $G$ is a well-covered graph and satisfies $\operatorname{diam} \Delta\left(G_{F}\right) \leq 2$ for all the independent sets $F$ of $G$ such that $|F| \leq \alpha(G)-2$,
3. $G_{a b}$ is well-covered and satisfies $\alpha\left(G_{a b}\right)=\alpha(G)-1$ for all $a b \in E(G)$.

Proof. (1) $\Leftrightarrow(2)$ : By [12], Theorem 8.3, $I(G)$ satisfies the $\left(S_{2}\right)$ property if so does $S / I(G)^{(2)}$. Using [12], Corollary 5.4, we obtain that $\Delta(G)$ is pure. This means that $G$ is well-covered, and thus:

$$
\operatorname{dim}_{\operatorname{link}}^{\Delta(G)}(F)=\operatorname{dim} \Delta(G)-|F|
$$

and $\operatorname{link}_{\Delta(G)}(F)=\Delta\left(G_{F}\right)$. The result is implied by Theorem 3 .
$(2) \Rightarrow$ (3): For all $a b \in E(G)$, we have:

$$
\alpha\left(G_{a b}\right) \leq \alpha(G)-1
$$

Let $F$ be an independent set of $G_{a b}$. If $|F|<\alpha(G)-1$, then $|F| \leq \alpha(G)-2$. Recall that $G_{a b}=G \backslash\left(N_{G}(a) \cup N_{G}(b)\right)$ and $F \subseteq V\left(G_{a b}\right)$. This implies that $a, b \notin N_{G}[F]$. Hence, we obtain that $\{a, b\}$ is an edge of $G_{F}$. In other words, $\{a, b\}$ is not an independent set of $G_{F}$. By the assumption, $\operatorname{diam} \Delta\left(G_{F}\right) \leq 2$, there is a vertex $c \in V\left(G_{F}\right)$ such that $\{a, c\},\{c, b\}$ are independent sets of $G_{F}$. Thus, $a c, b c \notin E\left(G_{F}\right)$. Hence, $c \in V\left(G_{a b}\right)$. Therefore, $F \cup\{c\}$ is an independent of $G_{a b}$. Then, $G_{a b}$ is well-covered, and moreover, $\alpha\left(G_{a b}\right)=\alpha(G)-1$.
$(3) \Rightarrow(2)$ : By [15], Lemma $4.1(2), G$ is a well-covered graph. We will prove that diam $\Delta\left(G_{F}\right) \leq 2$ for all independent set $F$ with $|F| \leq \alpha(G)-2$ by induction on $\alpha(G)$.

If $\alpha(G)=2$, then we must prove $\operatorname{diam} \Delta(G) \leq 2$. For all $a, b \in V(G)$, we assume $\{a, b\} \notin \Delta(G)$. Then, $a b \in E(G)$. By the assumption, $\alpha\left(G_{a b}\right)=\alpha(G)-1=1>0$. Therefore, we can take a vertex $c$ in $G_{a b}$, and thus, $a c, b c \notin E(G)$. Hence, $\{a, c\},\{b, c\} \in \Delta(G)$. Therefore, we conclude that diam $\Delta(G) \leq 2$.

Let $\alpha(G)>2$, and suppose that the assertion is true for all graphs $G^{\prime}$ with the same structure as $G$ satisfying the condition " $G_{a b}$ is well-covered and satisfies $\alpha\left(G_{a b}\right)=\alpha(G)-1$ for all ab $\in E(G)$ " with $\alpha\left(G^{\prime}\right)<\alpha(G)$. For all independent set $F$ of $G$ such that $|F| \leq \alpha(G)-2$, we divide the proof into the following two cases:

Case 1: $F=\varnothing$. In this case, we need to prove that $\operatorname{diam} \Delta(G) \leq 2$. In fact, using the same argument as above, we obtain $\operatorname{diam} \Delta(G) \leq 2$.

Case 2: $F \neq \varnothing$. Let $x \in F$. Recall that $G$ is a well-covered graph, and thus, we have $\alpha\left(G_{x}\right)=\alpha(G)-1$. Hence, $|F \backslash\{x\}|=|F|-1 \leq \alpha(G)-3=\alpha\left(G_{x}\right)-2$. Note that for all $a b \in E\left(G_{x}\right)$, we have that $\left(G_{x}\right)_{a b}$ and $\left(G_{a b}\right)_{x}$ are two induced subgraphs of $G$ on vertex set $V(G) \backslash\left(N_{G}[x] \cup N_{G}(a) \cup\right.$ $\left.N_{G}(b)\right)$. Thus, $\left(G_{x}\right)_{a b}=\left(G_{a b}\right)_{x}$. By the assumption and [15], Lemma $4.1(1),\left(G_{a b}\right)_{x}$ is a well-covered graph with $\alpha\left(\left(G_{a b}\right)_{x}\right)=\alpha\left(G_{a b}\right)-1$. Therefore, $\left(G_{x}\right)_{a b}$ is also a well-covered graph. Moreover,

$$
\alpha\left(\left(G_{x}\right)_{a b}\right)=\alpha\left(\left(G_{a b}\right)_{x}\right)=\alpha\left(G_{a b}\right)-1=\alpha(G)-2=\alpha\left(G_{x}\right)-1
$$

Thus, $G_{x}$ has the same structure as $G$ satisfying the condition " $G_{a b}$ is well-covered and satisfies $\alpha\left(G_{a b}\right)=\alpha(G)-1$ for all $a b \in E(G)^{\prime \prime}$ with $\alpha\left(G_{x}\right)<\alpha(G)$. By the induction hypothesis, we obtain $\operatorname{diam} \Delta\left(\left(G_{x}\right)_{F \backslash\{x\}}\right) \leq 2$. Note that:

$$
\left(G_{x}\right)_{F \backslash\{x\}}=G_{x} \backslash N_{G}[F \backslash\{x\}]=G \backslash\left(N_{G}[x] \cup N_{G}[F \backslash\{x\}]\right)=G \backslash\left(N_{G}[F]\right)=G_{F}
$$

Therefore, $\Delta\left(G_{F}\right)=\Delta\left(\left(G_{x}\right)_{F \backslash\{x\}}\right)$. Therefore, we conclude that diam $\Delta\left(G_{F}\right) \leq 2$.
Then, we get the following theorem.
Theorem 6. Let $G$ be a graph. The following conditions are equivalent:

1. $S / I(G)^{2}$ satisfies the $\left(S_{2}\right)$ property,
2. $S / I(G)^{2}$ is Cohen-Macaulay,
3. $G$ is triangle-free, and $G_{a b}$ is a well-covered graph with $\alpha\left(G_{a b}\right)=\alpha(G)-1$ for all ab $\in E(G)$.

Proof. By the statements of Conditions (1), (2) and (3), without loss of generality, we can assume that $G$ contains no isolated vertices.
(2) $\Leftrightarrow(3)$ : By [15], Theorem $4.4, S / I(G)^{2}$ is Cohen-Macaulay if and only if $G$ is triangle-free and in $W_{2}$, which is a well-covered graph such that the removal of any vertex of $G$ leaves a well-covered graph with the same independence number as $G$. By [15], Lemma 4.2, this is equivalent to the condition that $G$ is triangle-free and $G_{a b}$ is a well-covered graph with $\alpha\left(G_{a b}\right)=\alpha(G)-1$ for all $a b \in E(G)$.
$(2) \Rightarrow(1)$ : It is obvious.
$(1) \Rightarrow(3)$ : If $\alpha(G)=1$, then $G$ is a complete graph. By the assumption, $G$ is one edge. Therefore, the statement holds true. Now, we assume $\alpha(G) \geq 2$. We know that $S / I(G)^{2}$ satisfies that $\left(S_{2}\right)$ property if and only if $S / I(G)^{(2)}$ satisfies the $\left(S_{2}\right)$ property and $I(G)^{2}$ has no embedded associated prime, which means $I(G)^{2}=I(G)^{(2)}$. By Theorem 4 and Lemma 1, $G$ is triangle-free, and $G_{a b}$ is well-covered with $\alpha\left(G_{a b}\right)=\alpha(G)-1$ for all $a b \in E(G)$.

Question. If $S / I(G)^{(2)}$ satisfies the $\left(S_{2}\right)$ property, then is it Cohen-Macaulay?

The question is affirmative if $G$ is a triangle-free graph by Theorems 4 and 6 .

## 4. Classification

The purpose of the section is to classify all graphs $G$ such that $S / I(G)^{2}$ is Cohen-Macaulay with dimension less than five. First, we give an upper bound of the number of vertices of a graph $G$ such that $S / I(G)^{2}$ is Cohen-Macaulay.

### 4.1. Upper Bound of the Number of Vertices

Theorem 7 (Upper bound). Let $G$ be a graph with the vertex set [ $n$ ]. Suppose $G$ has no isolate vertex. If $S / I(G)^{2}$ is $d$-dimensional Cohen-Macaulay, where $d \geq 3$, then we have $n \leq \frac{d^{2}+3 d-2}{2}$.

Proof. We prove this by induction on $d$. For $d=3$, we have $n \leq 8$ by [5] (see Proposition 3). Set $N(d)=\frac{d^{2}+3 d-2}{2}$. Let $n$ be the number of vertices of $G$ such that $S / I(G)^{2}$ is $d$-dimensional and Cohen-Macaulay. Let $i \in[n]$. Then, we have $n=\left|V\left(\operatorname{star}_{\Delta(G)}\{i\}\right)\right|+\mid\left([n] \backslash V\left(\operatorname{star}_{\Delta(G)}\{i\}\right) \mid\right.$. Since $G$ is triangle-free by Theorem 5, an edge among $\{i, p\},\{i, q\}$ and $\{p, q\}$ belongs to $\Delta(G)$ for any $p, q \in\left([n] \backslash V\left(\operatorname{star}_{\Delta(G)}\{i\}\right)\right.$, where $p \neq q$. By the definition of $\operatorname{star}_{\Delta(G)}\{i\}$, we have $\{i, p\},\{i, q\} \notin \Delta(G)$. Then, we have $\{p, q\} \in \Delta(G)$. By the fact that $I(G)$ is generated in degree two, all minimal non-faces of $\Delta(G)$ have cardinality two. Now, we know that $\{p, q\} \in \Delta(G)$ for any $p, q \in\left([n] \backslash V\left(\operatorname{star}_{\Delta(G)}\{i\}\right)\right.$; hence, we have $[n] \backslash V\left(\operatorname{star}_{\Delta(G)}\{i\}\right) \in \Delta(G)$. By the assumption that $S / I(G)^{2}$ is $d$-dimensional, we have $\left|[n] \backslash V\left(\operatorname{star}_{\Delta(G)}\{i\}\right)\right| \leq d$. Since $\Delta(G)$ is Gorenstein*, so is $\operatorname{link}_{\Delta(G)}\{i\}$ by [10], Theorem
5.1. By Theorem 5, $I_{\operatorname{link}_{\Delta(G)}\{i\}}$ is Cohen-Macaulay. Hence, $\left|V\left(\operatorname{star}_{\Delta(G)}\{i\}\right)\right|=\left|V\left(\operatorname{link}_{\Delta(G)}\{i\}\right)\right|+1 \leq$ $N(d-1)+1$ by the induction hypothesis. Therefore, $n \leq N(d-1)+d+1=\frac{(d-1)^{2}+3(d-1)-2}{2}+d+1=$ $\frac{d^{2}+3 d-2}{2}=N(d)$.

### 4.2. Classification

In this subsection, we classify all graphs $G$ such that $S / I(G)^{2}$ is Cohen-Macaulay with dimension less than five.

Proposition 1. (One-dimensional case) Let $G$ be a graph with the vertex set $[n]$. Suppose $G$ has no isolate vertex. Then, $S / I(G)^{2}$ is one-dimensional Cohen-Macaulay if and only if $n=2$ and $I(G)=\left(x_{1} x_{2}\right)$.

Proposition 2 ([4]). (Two-dimensional case) Let $G$ be a graph with the vertex set $[n]$. Suppose $G$ has no isolate vertex. Then, $S / I(G)^{2}$ is two-dimensional Cohen-Macaulay if and only if $I(G)$ is one of the following up to the permutation of variables:

1. If $n=4$, then $\left(x_{1} x_{3}, x_{2} x_{4}\right)$.
2. If $n=5$, then $\left(x_{1} x_{3}, x_{1} x_{4}, x_{2} x_{3}, x_{2} x_{5}, x_{4} x_{5}\right)$.

Proposition 3 ([5]). (Three-dimensional case) Let $G$ be a graph with the vertex set $[n]$. Suppose $G$ has no isolate vertex. Then, $S / I(G)^{2}$ is three-dimensional Cohen-Macaulay if and only if $I(G)$ is one of the following up to the permutation of variables:

1. If $n=6$, then $\left(x_{1} x_{4}, x_{2} x_{5}, x_{3} x_{6}\right)$.
2. If $n=7$, then $\left(x_{1} x_{5}, x_{1} x_{6}, x_{2} x_{5}, x_{2} x_{7}, x_{3} x_{4}, x_{6} x_{7}\right)$.
3. If $n=8$, then $\left(x_{1} x_{2}, x_{1} x_{5}, x_{1} x_{8}, x_{2} x_{3}, x_{3} x_{4}, x_{4} x_{5}, x_{4} x_{8}, x_{5} x_{6}, x_{6} x_{7}, x_{7} x_{8}\right)$.

Using a computer with Nauty [16] and CoCoA [17], we classify four-dimensional case: By Theorem 7, it is enough to search for them up to $n=13$.

Theorem 8. (Four-dimensional case) Let $G$ be a graph with the vertex set $[n]$. Suppose $G$ has no isolate vertex. Then, $S / I(G)^{2}$ is four-dimensional Cohen-Macaulay if and only if $I(G)$ is one of the following up to the permutation of variables:

1. If $n=8$, then $\left(x_{1} x_{5}, x_{2} x_{6}, x_{3} x_{7}, x_{4} x_{8}\right)$.
2. If $n=9$, then $\left(x_{1} x_{5}, x_{2} x_{6}, x_{3} x_{7}, x_{1} x_{8}, x_{4} x_{8}, x_{4} x_{9}, x_{5} x_{9}\right)$.
3. If $n=10$, then
(a) $\left(x_{1} x_{5}, x_{2} x_{6}, x_{3} x_{7}, x_{1} x_{8}, x_{4} x_{8}, x_{2} x_{9}, x_{4} x_{9}, x_{5} x_{9}, x_{4} x_{10}, x_{5} x_{10}, x_{6} x_{10}\right)$.
(b) $\quad\left(x_{1} x_{5}, x_{2} x_{6}, x_{1} x_{7}, x_{3} x_{7}, x_{3} x_{8}, x_{5} x_{8}, x_{2} x_{9}, x_{4} x_{9}, x_{4} x_{10}, x_{6} x_{10}\right)$.
4. If $n=11$, then
(a) $\left(x_{1} x_{5}, x_{2} x_{6}, x_{3} x_{7}, x_{1} x_{8}, x_{4} x_{8}, x_{2} x_{9}, x_{4} x_{9}, x_{5} x_{9}, x_{3} x_{10}, x_{4} x_{10}, x_{5} x_{10}, x_{6} x_{10}, x_{4} x_{11}, x_{5} x_{11}, x_{6} x_{11}, x_{7} x_{11}\right)$.
(b) $\left(x_{1} x_{5}, x_{2} x_{6}, x_{1} x_{7}, x_{3} x_{7}, x_{3} x_{8}, x_{5} x_{8}, x_{2} x_{9}, x_{4} x_{9}, x_{1} x_{10}, x_{4} x_{10}, x_{6} x_{10}, x_{4} x_{11}, x_{5} x_{11}, x_{6} x_{11}, x_{7} x_{11}\right)$.
5. If $n=12$, then
$\left(x_{1} x_{5}, x_{2} x_{6}, x_{1} x_{7}, x_{3} x_{7}, x_{2} x_{8}, x_{4} x_{8}, x_{2} x_{9}, x_{3} x_{9}, x_{5} x_{9}, x_{1} x_{10}, x_{4} x_{10}, x_{6} x_{10}, x_{4} x_{11}, x_{5} x_{11}, x_{6} x_{11}\right.$,
$\left.x_{7} x_{11}, x_{3} x_{12}, x_{5} x_{12}, x_{6} x_{12}, x_{8} x_{12}\right)$.
6. If $n=13$, then
$\left(x_{1} x_{5}, x_{2} x_{6}, x_{1} x_{7}, x_{3} x_{7}, x_{2} x_{8}, x_{4} x_{8}, x_{2} x_{9}, x_{3} x_{9}, x_{5} x_{9}, x_{1} x_{10}, x_{3} x_{10}, x_{4} x_{10}, x_{6} x_{10}, x_{3} x_{11}, x_{5} x_{11}, x_{6} x_{11}\right.$
$\left.x_{8} x_{11}, x_{2} x_{12}, x_{4} x_{12}, x_{5} x_{12}, x_{7} x_{12}, x_{4} x_{13}, x_{6} x_{13}, x_{7} x_{13}, x_{9} x_{13}\right)$

See [18] for the concrete algorithm we used. By Theorem 6 in this case, the Cohen-Macaulay property is equivalent to the $\left(S_{2}\right)$ property, which is independent of the base field $K$.

## 5. Example

In this section, we give an example of a Gorenstein squarefree monomial ideal $I$ such that $S / I^{2}$ satisfies the Serre condition $\left(\mathrm{S}_{2}\right)$, but it is not Cohen-Macaulay.

The Cohen-Macaulay property of $I_{\Delta}^{2}$ implies the "Gorenstein" property of $I_{\Delta}$. More precisely:

Theorem 9 ([7]). Let $\Delta$ be a simplicial complex on $[n]$. Suppose that $S / I_{\Delta}^{2}$ is Cohen-Macaulay over any field $K$. Then, $\Delta$ is Gorenstein for any field $K$.

In [7], the authors asked the following question:
Question. Let $\Delta$ be a simplicial complex on $[n]$. Let $S=K\left[x_{1}, \ldots, x_{n}\right]$ be a polynomial ring for a fixed field $K$. Suppose $\Delta$ satisfies the following conditions:

1. $\Delta$ is Gorenstein.
2. $S / I_{\Delta}^{2}$ satisfies the Serre condition $\left(S_{2}\right)$.

Then, is it true that $S / I_{\Delta}^{2}$ is Cohen-Macaulay?
Using a list in [19] and CoCoA, we have the following counter-example:
Example 1. Let $K$ be a field of characteristic zero. Set:

$$
I_{\Delta}=\left(x_{1} x_{10}, x_{3} x_{9}, x_{2} x_{9}, x_{7} x_{8}, x_{2} x_{8}, x_{4} x_{7}, x_{5} x_{6}, x_{3} x_{6}, x_{4} x_{5}, x_{6} x_{8} x_{10}, x_{2} x_{5} x_{10}, x_{1} x_{4} x_{9}, x_{1} x_{3} x_{7}\right)
$$

Then, the following conditions hold:

1. $\Delta$ is Gorenstein.
2. $S / I_{\Delta}^{2}$ satisfies the Serre condition $\left(S_{2}\right)$.
3. $S / I_{\Delta}^{2}$ is not Cohen-Macaulay.

We explain how to find the example. The manifold page of Lutz [19] gives a classification of all triangulations $\Delta$ of the three-sphere with 10 vertices, which shows that there are 247,882 types. Using Theorem 3, we checked the Serre condition $\left(\mathrm{S}_{2}\right)$ for them, and there were only nine types such that $S / I_{\Delta}^{2}$ satisfies the Serre condition $\left(\mathrm{S}_{2}\right)$. Among the nine types, there was only one simplicial complex $\Delta$ such that $S / I_{\Delta}^{2}$ is not Cohen-Macaulay, which is the above example. Note that a triangulation $\Delta$ of a sphere is always Gorenstein. See [18] for more information.
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#### Abstract

Let $G$ be a finite simple graph on $n$ vertices. Let $J_{G} \subset K\left[x_{1}, \ldots, x_{n}\right]$ be the cover ideal of $G$. In this article, we obtain syzygies, Betti numbers, and Castelnuovo-Mumford regularity of $J_{G}^{s}$ for all $s \geq 1$ for certain classes of graphs $G$.
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## 1. Introduction

In this article, we compute the resolution, syzygies, and Betti numbers of powers of certain classes of squarefree monomial ideals. As a by-product, we obtain the expression for the regularity of powers of these classes of ideals. Computation of minimal free resolution and syzygies of ideals and modules over polynomial rings have always attracted researchers in commutative algebra and algebraic geometry. Recently, there has been much interest in studying the homological aspects of squarefree monomial ideals in polynomial rings. As these ideals have strong combinatorial connections, problems in this area have attracted both commutative algebrists and combinatorists. Even in this case, there are only very few cases of ideals for which explicit computation of the resolution, including the complete description of syzygies, is done. The main open problems in this area are to find/construct minimal free resolutions in more cases, and to introduce new ideas and structures ([1] Remark 2.6). There are even less results on the resolution of powers of ideals. If $I$ is generated by a regular sequence, then $I^{s}$ is a determinantal ideal and hence the minimal free resolution of $I^{s}$ can be obtained by using the Eagon-Northcott complex [2]. As the maps in this resolution may not be degree preserving, the computation of graded Betti numbers and more generally the computation of the syzygies may not be possible. In the work by the authors of [3], they explicitly compute the graded Betti numbers of $I^{s}$ if $I$ is a homogeneous complete intersection in a polynomial ring.

Among the resolutions, linear resolutions are possibly the simplest to describe. Let $R=$ $K\left[x_{1}, \ldots, x_{n}\right]$, where $K$ is a field. If $I$ is the defining ideal of the rational normal curve in $\mathbb{P}^{n-1}$, then Conca proved that $I^{s}$ has a linear resolution for all $s$ [4]. Herzog, Hibi, and Zheng proved that if $I$ is a monomial ideal generated in degree 2, then $I$ has linear resolution if and only if $I$ has linear quotients if and only if $I^{s}$ has a linear resolution for all $s \geq 1$ [5]. It was proved by Conca and Herzog [6], that if $I$ is a polymatroidal ideal in $R$, then $I$ has linear quotients. Moreover, they proved that the product of polymatroidal ideals are polymatroidal. Therefore, if $I$ is polymatroidal, then $I^{s}$ has linear resolution for all $s \geq 1$. If $I$ is a lexsegment ideal, then Ene and Olteanu proved that $I$ has linear resolution if and only if $I$ has linear quotients if and only if $I^{s}$ has linear resolution for all $s \geq 1$ if and only if $I^{s}$ has linear quotients for all $s \geq 1$ [7].

In all the above-mentioned results, the authors do not compute the syzygy modules. In general, it is a nontrivial task to compute the syzygy modules, even when the resolution is linear. It was shown by Kodiyalam [8], and independently by Cutkosky, Herzog, and Trung [9], that if $I$ is a homogeneous ideal in a polynomial ring, then there exist non-negative integers $d, e$ and $s_{0}$ such that $\operatorname{reg}\left(I^{s}\right)=d s+e$ for all $s \geq s_{0}$, where reg $(-)$ denote the Castelnuovo-Mumford regularity. Kodiyalam proved that $d \leq \operatorname{deg}(I)$, where $\operatorname{deg}(I)$ denotes the largest degree of a homogeneous minimal generator of $I$. In general, the stability index $s_{0}$ and the constant term $e$ are hard to compute. There have been discrete attempts in identifying $s_{0}$ and $e$ for certain classes of ideals.

Recently, there have been a lot of activity in studying the interplay between the combinatorial properties of graphs and the algebraic properties of ideals associated to graphs. For a finite simple graph $G$ on the vertex set $\left\{x_{1}, \ldots, x_{n}\right\}$, let $J_{G} \subset R=K\left[x_{1}, \ldots, x_{n}\right]$, where $K$ is a field, denote the cover ideal of $G$ (see Section 2 for the definition). It may be noted that $J_{G}=\cap_{\left\{x_{i}, x_{j}\right\} \in E(G)}\left(x_{i}, x_{j}\right)$ is the Alexander dual of the edge ideal of $I$ (see Section 2 for the definition). Although the connection between algebraic properties of the edge ideal and combinatorial properties of the graph has been studied extensively, not much is known about the connection between the properties of the cover ideal and the graph. In [10], Seyed Fakhari studied certain homological properties of symbolic powers of cover ideals of very well covered and bipartite graphs. It was shown that if $G$ is a very well covered graph and $J_{G}$ has a linear resolution, then $J_{G}^{(s)}$ has a linear resolution for all $s \geq 1$. Furthermore, it was proved that if $G$ is a bipartite graph with $n$ vertices, then for $s \geq 1$,

$$
\operatorname{reg}\left(J_{G}^{s}\right) \leq s \operatorname{deg}\left(J_{G}\right)+\operatorname{reg}\left(J_{G}\right)+1 .
$$

Hang and Trung [11] studied unimodular hypergraphs and proved that if $\mathcal{H}$ is a unimodular hypergraph on $n$ vertices and rank $r$ and $J_{\mathcal{H}}$ is the cover ideal of $\mathcal{H}$, then there exists a non-negative integer $e \leq \operatorname{dim}\left(R / J_{\mathcal{H}}\right)-\operatorname{deg}\left(J_{\mathcal{H}}\right)+1$, such that

$$
\operatorname{reg} J_{\mathcal{H}}^{s}=\operatorname{deg}\left(J_{\mathcal{H}}\right) s+e
$$

for all $s \geq \frac{r n}{2}+1$. Since bipartite graphs are unimodular, their results hold true in the case of bipartite graphs as well. While the first result gives an upper bound for the constant term, the later result gives the upper bound for both the stability index and the constant term.

In this article, we obtain the complete description of the minimal free resolution, including the syzygies, of $J_{G}^{s}$ for some classes of multipartite graphs. The paper is organized as follows. In Section 2, we collect the preliminaries required for the rest of the paper. We study the resolution of powers of cover ideals of certain bipartite graphs in Section 3. If $G$ is a complete bipartite graph, then $J_{G}$ is a regular sequence and hence the minimal graded free resolution of $J_{G}^{s}$ can be obtained from (Theorem 2.1 in the work by the authors of [3]). We then move on to study some classes of bipartite graphs which are not complete. We obtain the resolution, syzygies and Betti numbers of powers of cover ideals of certain bipartite graphs, and as a by-product, we obtain expression for the regularity of powers of these ideals. Section 4 is devoted to the study of resolution and regularity of powers of cover ideals of certain complete multipartite graphs.

The main results of this article are the following: When $G$ is the cycle of length three or the complete graph on 4 vertices, we describe the graded minimal free resolution of $J_{G}^{s}$ for all $s \geq 1$. This allow us to compute the Betti numbers, Hilbert series and the regularity of $J_{G}^{s}$ for all $s \geq 1$. As a consequence, for cover ideals of complete tripartite and 4-partite graphs, we obtain precise expressions for the Betti numbers and the regularity of $J_{G}^{s}$. We conclude our article with a conjecture on the resolution of $J_{G}^{s}$ for all $s \geq 1$, where $G$ is a complete multipartite graph.

## 2. Preliminaries

In this section, we set the notation for the rest of the paper. All the graphs that we consider in this article are finite, simple, and without isolated vertices. For a graph $G, V(G)$ denotes the set of all
vertices of $G$ and $E(G)$ denotes the set of all edges of $G$. A graph $G$ is said to be a "complete multipartite" graph if $V(G)$ can be partitioned into sets $V_{1}, \ldots, V_{k}$ for some $k \geq 2$, such that $\{x, y\} \in E(G)$ if and only if $x \in V_{i}$ and $y \in V_{j}$ for $i \neq j$. When $k=2$, the graph is called a "complete bipartite" graph. If $k=2$ with $\left|V_{1}\right|=m$ and $\left|V_{2}\right|=n$, we denote the corresponding complete bipartite graph by $K_{m, n}$ or by $K_{V_{1}, V_{2}}$. If $G$ and $H$ are graphs, then $G \cup H$ denote the graph on the vertex set $V(G) \cup V(H)$ with $E(G \cup H)=E(G) \cup E(H)$. A graph $G$ is called a "bipartite" graph if $V(G)=V_{1} \sqcup V_{2}$ such that $\{x, y\} \in E(G)$ only if $x \in V_{1}$ and $y \in V_{2}$. A subset $w=\left\{x_{i_{1}}, \ldots, x_{i_{r}}\right\}$ of $V(G)$ is said to be a vertex cover of $G$ if $w \cap e \neq \varnothing$ for every $e \in E(G)$. A vertex cover is said to be minimal if it is minimal with respect to inclusion.

Let $G$ be a graph with $V(G)=\left\{x_{1}, \ldots, x_{n}\right\}$. Let $K$ be a field and $R=K\left[x_{1}, \ldots, x_{n}\right]$. The edge ideal of $G$ is defined to be $I(G)=\left\langle\left\{x_{i} x_{j}:\left\{x_{i}, x_{j}\right\} \in E(G)\right\}\right\rangle \subset R$ and the cover ideal of $G$ is defined to be $J_{G}=\left\langle x_{i_{1}}, \ldots, x_{i_{r}}:\left\{x_{i_{1}}, \ldots, x_{i_{r}}\right\}\right.$ is a (minimal) vertex cover of $\left.G\right\rangle$ It can also be seen that $J_{G}$ is the Alexander dual of $I(G)$.

Let $S=R / I$, where $R$ is a polynomial ring over $K$ and $I$ a homogeneous ideal of $R$. For a finitely generated graded $S$-module $M=\oplus M_{i}$, set

$$
t_{i}^{S}(M)=\max \left\{j: \operatorname{Tor}_{i}^{S}(M, K)_{j} \neq 0\right\}
$$

with $t_{i}^{S}(M)=-\infty$ if $\operatorname{Tor}_{i}^{S}(M, K)=0$. The Castelnuovo-Mumford regularity, denoted by $\operatorname{reg}_{S}(M)$, of an $S$-module $M$ is defined to be

$$
\operatorname{reg}_{S} M=\max \left\{t_{i}^{S}(M)-i: i \geq 0\right\}
$$

## 3. Bipartite Graphs

In this section, we study the regularity of powers of cover ideals of certain bipartite graphs. We begin with a simple observation concerning the vertex covers of a bipartite graph.

Proposition 1. Let $G$ be a bipartite graph on $n+m$ vertices. Then $G$ is a complete bipartite graph if and only if $J_{G}$ is generated by a regular sequence that has disjoint supports.

Proof. Let $V(G)=X \sqcup Y$ be the partition of the vertex set of $G$ with $X=\left\{x_{1}, \ldots, x_{n}\right\}$ and $Y=\left\{y_{n+1}, \ldots, y_{n+m}\right\}$. First, note that $J_{G}$ is generated by a regular sequence if and only if for any two minimal vertex covers $w, w^{\prime}, w \cap w^{\prime}=\varnothing$. If $G=K_{n, m}$, then $J_{G}=\left(x_{1} \cdots x_{n}, y_{n+1} \cdots y_{n+m}\right)$ which is a regular sequence. Conversely, suppose $G$ is not a complete bipartite graph. As $G$ is a bipartite graph, note that $\prod_{x_{i} \in X} x_{i}, \prod_{y_{j} \in Y} y_{j} \in J_{G}$ are minimal generators of $J_{G}$. Therefore, there exist $x_{i_{0}} \in X$ and $y_{i_{0}} \in Y$ such that $\left\{x_{i_{0}}, y_{i_{0}}\right\} \notin E(G)$. Then $w=\left\{x_{i}, y_{j}: i \neq i_{0}\right.$ and $\left.y_{j} \in N_{G}\left(x_{i_{0}}\right)\right\}$ is a minimal vertex cover of $G$ that intersects $X$ as well as $Y$ nontrivially. Therefore $J_{G}$ is not a complete intersection.

First we discuss the regularity of powers of cover ideals of complete bipartite graphs. As the cover ideal of a complete bipartite graph is a complete intersection, the result is a consequence of (Theorem 2.1 in the work by the authors of [3]).

Remark 1. Let $J=J_{K_{m, n}}$ be the cover ideal of the complete bipartite graph $K_{m, n}, m \leq n$. Then $\operatorname{reg}\left(J^{s}\right)=$ $s n+m-1$ for all $s \geq 1$.

Proof. Consider the ideal $I=\left(T_{1}, T_{2}\right) \subset R=K\left[T_{1}, T_{2}\right]$ with $\operatorname{deg} T_{1}=m$ and $\operatorname{deg} T_{2}=n$. It follows from (Theorem 2.1 in the work by the authors of [3]) that the resolution of $I^{s}$ is

$$
\begin{equation*}
0 \rightarrow \bigoplus_{\substack{a_{1}+a_{2}=s+1 \\ a_{i} \geq 1}} R\left(-a_{1} m-a_{2} n\right) \rightarrow \bigoplus_{a_{1}+a_{2}=s} R\left(-a_{1} m-a_{2} n\right) \rightarrow I^{s} \rightarrow 0 \tag{1}
\end{equation*}
$$

Note that $J=\left(x_{1} \cdots x_{m}, y_{m+1} \cdots y_{m+n}\right)$. Set $x_{1} \cdots x_{m}=T_{1}$ and $y_{m+1} \cdots y_{m+n}=T_{2}$. Then, $J^{s}$ has the minimal free resolution as in (1). If $m \leq n$, then $\operatorname{reg}\left(J^{s}\right)=s n+m-1$.

It follows from Remark 1 that in the case of the complete bipartite graph $K_{m, n}$, the stability index is 1 and the constant term is $\tau-1$, where $\tau$ is the size of a minimum vertex cover.

If the graph is not a complete bipartite graph, then the cover ideal is no longer a complete intersection. If $G$ is a Cohen-Macaulay bipartite graph, then it was shown by F. Mohammadi and S. Moradi that the vertex cover ideals are weakly polymatroidal. Therefore, they have linear quotients and hence all the powers have linear resolution (Theorem 2.2 in the work by the authors of [12]). It would be quite a challenging task to obtain the syzygies and Betti numbers of powers of cover ideals of all bipartite graphs. Therefore, we restrict our attention to some structured subclasses of bipartite graphs.


Figure 1. $K_{U_{1}, V} \cup K_{U_{2}, V_{2}}$.
Notation 1. For disjoint vertex sets $U$ and $V$, let $K_{U, V}$ denote the complete bipartite graph on $U \sqcup V$. Let $U_{1}=\left\{x_{1}, \ldots, x_{k}\right\}, U_{2}=\left\{x_{k+1}, \ldots, x_{n}\right\}, V_{1}=\left\{y_{1}, \ldots, y_{r}\right\}$, and $V_{2}=\left\{y_{r+1}, \ldots, y_{m}\right\}$. Let $U=$ $U_{1} \cup U_{2}$ and $V=V_{1} \cup V_{2}$. In the following, we consider the bipartite graph $G$ on the vertex set $U \sqcup V$ with edges $E(G)=E\left(K_{U_{1}, V}\right) \cup E\left(K_{U_{2}, V_{2}}\right)$. An illustrative figure can be seen in Figure 1 above. Note that although the vertex sets of $K_{U_{1}, V}$ and $K_{U_{2}, V_{2}}$ are not disjoint, the edge sets are. The figure on the left is an example of such a graph with $U_{1}=\left\{x_{1}, x_{2}, x_{3}\right\}, U_{2}=\left\{x_{4}, x_{5}, x_{6}, x_{7}\right\}, V_{1}=\left\{y_{1}, y_{2}, y_{3}, y_{4}\right\}$ and $V_{2}=\left\{y_{5}, y_{6}\right\}$.

Theorem 1. Let $U=U_{1} \sqcup U_{2}$ and $V=V_{1} \sqcup V_{2}$ be a collection of vertices with $|U|=n$, $\left|U_{i}\right|=n_{i},|V|=m,\left|V_{i}\right|=m_{i}$ and $1 \leq n_{i}, m_{i}$ for $i=1,2$. Let $G$ be the bipartite graph $K_{U_{1}, V} \cup K_{U_{2}, V_{2}}$. Let $R=K\left[x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right]$. Let $J_{G} \subset R$ denote the cover ideal of $G$. Then the graded minimal free resolution of $R / J_{G}$ is of the form

$$
0 \longrightarrow R\left(-n-m_{2}\right) \oplus R\left(-m-n_{1}\right) \longrightarrow R\left(-\left(n_{1}+m_{2}\right)\right) \oplus R(-m) \oplus R(-n) \longrightarrow R .
$$

In particular,

$$
\operatorname{reg}\left(J_{G}\right)=\max \left\{n+m_{2}-1, m+n_{1}-1\right\}
$$

Proof. It can easily be seen that the cover ideal $J_{G}$ is generated by $g_{1}=x_{1} \cdots x_{n}, g_{2}=y_{1} \cdots y_{m}$, and $g_{3}=x_{1} \cdots x_{n_{1}} y_{m_{1}+1} \cdots y_{m}$. Set $X_{1}=x_{1} \cdots x_{n_{1}} ; X_{2}=x_{n_{1}+1} \cdots x_{n} ; Y_{1}=y_{1} \cdots y_{m_{1}}$ and $\Upsilon_{2}=y_{m_{1}+1} \cdots y_{m}$. Then we can write $g_{1}=X_{1} X_{2}, g_{2}=Y_{1} \Upsilon_{2}$ and $g_{3}=X_{1} \Upsilon_{2}$.

Consider the minimal graded free resolution of $R / J_{G}$ over $R$ :

$$
\cdots \longrightarrow F \xrightarrow{\partial_{2}} R(-n) \oplus R(-m) \oplus R\left(-\left(n_{1}+m_{2}\right)\right) \xrightarrow{\partial_{1}} R,
$$

where $\partial_{1}\left(e_{1}\right)=g_{1}, \partial_{1}\left(e_{2}\right)=g_{2}$, and $\partial_{1}\left(e_{3}\right)=g_{3}$.
Let $a e_{1}+b e_{2}+c e_{3} \in \operatorname{ker} \partial_{1}$. Then $a X_{1} X_{2}+b Y_{1} Y_{2}+c X_{1} Y_{2}=0$. Solving the above equation, it can be seen that,

$$
\operatorname{ker} \partial_{1}=\operatorname{Span}_{R}\left\{Y_{2} e_{1}-X_{2} e_{3}, X_{1} e_{2}-Y_{1} e_{3}\right\}
$$

Also, it is easily verified that these two generators are $R$-linearly independent. Therefore, ker $\partial_{1} \cong$ $R^{2}$. Note that $\operatorname{deg}\left(Y_{2} e_{1}-X_{2} e_{3}\right)=n+m_{2}$ and $\operatorname{deg}\left(X_{1} e_{2}-Y_{1} e_{3}\right)=n_{1}+m$. Therefore, we get the minimal free resolution of $R / J_{G}$ as

$$
0 \longrightarrow R\left(-n-m_{2}\right) \oplus R\left(-m-n_{1}\right) \xrightarrow{\partial_{2}} R\left(-\left(n_{1}+m_{2}\right)\right) \oplus R(-m) \oplus R(-n) \xrightarrow{\partial_{1}} R
$$

where $\partial_{2}(a, b)=a\left(Y_{2} e_{1}-X_{2} e_{3}\right)+b\left(X_{1} e_{2}-Y_{1} e_{3}\right)$. The regularity assertion follows immediately from the resolution.

Our aim is to compute the syzygies and the Betti numbers of $J_{G}^{s}$, where $J_{G}$ is the cover ideal discussed in Theorem 1. For this purpose, we first study the resolution of powers of the ideal $\left(X_{1} X_{2}, X_{1} Y_{2}, Y_{1} Y_{2}\right)$ and obtain the resolution and regularity of the cover ideal as a consequence. It is known from the work by the authors of [5] that all the powers of this ideal has a linear resolution. We explicitly compute the syzygies and Betti numbers for the powers of this ideal.

Theorem 2. Let $R=K\left[X_{1}, X_{2}, Y_{1}, Y_{2}\right]$ and $J=\left(X_{1} X_{2}, X_{1} Y_{2}, Y_{1} Y_{2}\right)$ be an ideal of $R$. Then, for $s \geq 2$, the minimal free resolution of $R / J^{s}$ is of the form

$$
0 \longrightarrow R^{\binom{s}{2}} \longrightarrow R^{2\binom{s+1}{2}} \longrightarrow R^{\binom{s+2)}{2}} \longrightarrow R,
$$

and $\operatorname{reg}\left(J^{s}\right)=2 s$.

Proof. Denote the generators of $J$ by $g_{1}=X_{1} X_{2}, g_{2}=X_{1} Y_{2}$, and $g_{3}=Y_{1} Y_{2}$. Note that $J$ is the edge ideal of $P_{4}$, the path graph on the vertices $\left\{X_{1}, X_{2}, Y_{1}, Y_{2}\right\}$. Since $P_{4}$ is chordal, it follows that $R / J^{s}$ has a linear resolution for all $s \geq 1$ [5]. Now we compute the Betti number of the $R / J^{s}$. Write

$$
\left(g_{1}, g_{2}, g_{3}\right)^{s}=\left(g_{1}^{s}, g_{1}^{s-1}\left(g_{2}, g_{3}\right), g_{1}^{s-2}\left(g_{2}, g_{3}\right)^{2}, \ldots, g_{1}\left(g_{2}, g_{3}\right)^{s-1},\left(g_{2}, g_{3}\right)^{s}\right)
$$

where

$$
\left(g_{2}, g_{3}\right)^{t}=\left(g_{2}^{t}, g_{2}^{t-1} g_{3}, g_{2}^{t-2} g_{3}^{2}, \ldots, g_{2} g_{3}^{t-1}, g_{3}^{t}\right)
$$

For $i \geq j$, set $M_{i, j}=g_{1}^{s-i} g_{2}^{i-j} g_{3}^{j}=\left(X_{1} X_{2}\right)^{s-i} Y_{2}^{i} Y_{1}^{j} X_{1}^{i-j}$. It follows that $\mu\left(J^{s}\right)=\frac{(s+1)(s+2)}{2}$.
Set $\beta_{1}=\frac{(s+1)(s+2)}{2}$. Let $\left\{e_{p, q} \mid 0 \leq p \leq s ; 0 \leq q \leq p\right\}$ denote the standard basis for $R^{\beta_{1}}$. Let $\partial_{1}: R^{\beta_{1}} \longrightarrow R$ be the map $\partial_{1}\left(e_{p, q}\right)=M_{p, q}$. As $g_{i}$ 's are monomials, the kernel is generated by binomials of the form $m_{i, j} M_{i, j}-m_{k, l} M_{k, l}$, where $m_{p, q}$ 's are monomials in $R$. Since the resolution of $R / J^{s}$ is linear, it is enough to find the linear syzygy relations among the generators of $\operatorname{ker}\left(\partial_{1}\right)$. To find these linear syzygies, we need to find conditions on $i, j, k, l$ such that $\frac{M_{i, j}}{M_{k, l}}$ is equal to $\frac{X_{p}}{Y_{q}}$ or $\frac{Y_{q}}{X_{p}}$ for some $p, q$. First of all, note that for such linear syzygies, $|i-k|,|j-l| \leq 1$. If $i=k$ and $j=l+1$, then $\frac{M_{i, j}}{M_{i, j+1}}=\frac{g_{3}}{g_{2}}=\frac{Y_{1}}{X_{1}}$. We get the same relation if $i=k$ and $j=l-1$. If $i=k+1$ and $j=l$, then $\frac{M_{i, j}}{M_{i-1, j}}=\frac{g_{2}}{g_{1}}=\frac{Y_{2}}{X_{2}}$. As before, $i=k-1$ yields the same relation. Therefore, the kernel is minimally generated by

$$
\left\{Y_{1} e_{i, j}-X_{1} e_{i, j+1}, X_{2} e_{i, j}-Y_{2} e_{i-1, j} \mid 0 \leq j<i \leq s\right\} .
$$

Hence, $\mu\left(\operatorname{ker} \partial_{1}\right)=2\binom{s+1}{2}$. Write the basis elements of $R^{2\binom{s+1}{2}}$ as

$$
\left\{e_{1, i, p}, e_{2, i, q} \mid 1 \leq i \leq s, 0 \leq p<i \text { and } 0 \leq q<i\right\}
$$

and define $\partial_{2}: R^{2\binom{s+1}{2}} \longrightarrow R^{\beta_{1}}$ by

$$
\begin{aligned}
\partial_{2}\left(e_{1, i, p}\right) & =Y_{1} e_{i, p}-X_{1} e_{i, p+1} \\
\partial_{2}\left(e_{2, i, q}\right) & =X_{2} e_{i, q}-Y_{2} e_{i-1, q}
\end{aligned}
$$

By (Proposition 3.2 in the work by the authors of [13]), $\operatorname{pdim}\left(R / J^{s}\right)=3$ for all $s \geq 2$. Hence we conclude that the minimal graded free resolution of $R / J^{s}$ is of the form

$$
0 \longrightarrow R^{\beta_{3}} \longrightarrow R^{2\binom{s+1}{2}} \xrightarrow{\partial_{2}} R^{\left(\frac{s+2}{2}\right)} \xrightarrow{\partial_{1}} R .
$$

Therefore,

$$
\beta_{3}-2\binom{s+1}{2}+\binom{s+2}{2}-1=0
$$

so that $\beta_{3}=\binom{s}{2}$. Now we compute the generators of the second syzygy. Again, as the resolution is linear, it is enough to compute linear generators. First, note that

$$
B=\left\{Y_{2} e_{1, i, j}-X_{2} e_{1, i+1, j}+Y_{1} e_{2, i+1, j}-X_{1} e_{2, i+1, j+1} \mid 0 \leq j<i<s\right\} \subseteq \operatorname{ker} \partial_{2}
$$

It can easily be verified that $B$ is $R$-linearly independent. As $\mu\left(\operatorname{ker} \partial_{2}\right)=\binom{s}{2}, B$ generates $\operatorname{ker} \partial_{2}$. Let $\left\{E_{i, j} \mid 0 \leq j<i<s\right\}$ denote the standard basis for $R^{\left(\frac{s}{2}\right)}$. Define $\partial_{3}: R^{\left({ }_{2}^{s}\right)} \rightarrow R^{s(s+1)}$ by

$$
\partial_{3}\left(E_{i, j}\right)=Y_{2} e_{1, i, j}-X_{2} e_{1, i+1, j}+X_{1} e_{2, i+1, j}-Y_{1} e_{2, i+1, j+1}
$$

Therefore, we get the minimal free resolution of $R / J^{s}$ as

$$
0 \rightarrow R^{\binom{s}{2}} \xrightarrow{\partial_{3}} R^{2\binom{s+1}{2}} \xrightarrow{\partial_{2}} R^{\left(\frac{s+2}{2}\right)} \xrightarrow{\partial_{1}} R .
$$

As the resolution is linear, reg $J^{s}=2 s$.
As an immediate application of the previous theorem, we obtain resolution and regularity of powers of the cover ideals of graphs discussed in Theorem 1.

Corollary 1. Let $U=U_{1} \sqcup U_{2}$ and $V=V_{1} \sqcup V_{2}$ be a collection of vertices with $|U|=n,\left|U_{i}\right|=n_{i}$, $|V|=m,\left|V_{i}\right|=m_{i}$ and $1 \leq n_{i}, m_{i}$ for $i=1,2$. Let $G$ be the bipartite graph $K_{U_{1}, V} \cup K_{U_{2}, V_{2}}$. Let $R=K\left[x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right]$. Let $J_{G} \subset R$ denote the cover ideal of $G$. Then the minimal free resolution of $R / J_{G}^{s}$ is of the form

$$
0 \longrightarrow R^{\binom{s}{2}} \longrightarrow R^{2\binom{s+1}{2}} \longrightarrow R^{\binom{s+2}{2}} \longrightarrow R
$$

Moreover,

$$
\operatorname{reg} J_{G}^{s}=\max \left\{\begin{array}{ll}
(s-j) n_{1}+(s-i) n_{2}+j m_{1}+i m_{2} & \text { for } 0 \leq j \leq i \leq s \\
(s-j) n_{1}+(s-i) n_{2}+(j+1) m_{1}+i m_{2}-1 & \text { for } 0 \leq j<i \leq s \\
(s-j) n_{1}+(s-i+1) n_{2}+j m_{1}+i m_{2}-1 & \text { for } 0 \leq j<i \leq s \\
(s-j) n_{1}+(s-i) n_{2}+(j+1) m_{1}+(i+1) m_{2}-2 & \text { for } 0 \leq j<i<s
\end{array} .\right.
$$

Proof. Let $R=K\left[x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right]$. Then $J_{G}=\left(x_{1} \cdots x_{n}, y_{1} \cdots y_{m}, x_{1} \cdots x_{n_{1}} y_{m_{1}+1} \cdots y_{m}\right)$. Set $X_{1}=x_{1} \cdots x_{n_{1}}, X_{2}=x_{n_{1}+1} \cdots x_{n}, Y_{1}=y_{1} \cdots y_{m_{1}}$ and $Y_{2}=y_{m_{1}+1} \cdots y_{m}$. Then $J_{G}=$ $\left(X_{1} X_{2}, Y_{1} Y_{2}, X_{1} Y_{2}\right)$. Therefore, it follows from Theorem 1 that $J_{G}^{s}$ has the given minimal free resolution.

To compute the regularity, we need to obtain the degrees of the syzygies. Following the notation in the proof of Theorem 1, we can see that

$$
\begin{aligned}
\operatorname{deg} e_{i, j} & =(s-j) n_{1}+(s-i) n_{2}+j m_{1}+i m_{2} \\
\operatorname{deg} e_{1, i, j} & =(s-j) n_{1}+(s-i) n_{2}+(j+1) m_{1}+i m_{2} \\
\operatorname{deg} e_{2, i, j} & =(s-j) n_{1}+(s-i+1) n_{2}+j m_{1}+i m_{2} \\
\operatorname{deg} E_{i, j} & =(s-j) n_{1}+(s-i) n_{2}+(j+1) m_{1}+(i+1) m_{2} .
\end{aligned}
$$

Therefore, the assertion on the regularity follows.

### 3.1. Discussion

It has been proved by Hang and Trung [11] that if $G$ is a bipartite graph on $n$ vertices and $J_{G}$ is the cover ideal of $G$, then there exists a non-negative integer $e$, such that for $s \geq n+2, \operatorname{reg}\left(J_{G}^{s}\right)=$ $\operatorname{deg}\left(J_{G}\right) s+e$, where $\operatorname{deg}\left(J_{G}\right)$ denote the maximal degree of minimal monomial generators of $J_{G}$. It follows from Remark 1 that if $G=K_{n, m}$ with $n \geq m$, then $e=m-1$ and the index of stability is 1 . If the graph is not a complete bipartite graph, then $e$ does not uniformly represent a combinatorial invariant associated to the graph as can be seen in the computations below. We compute the polynomial $\operatorname{reg}\left(J_{G}^{S}\right)$ for some classes of bipartite graphs that are considered in Corollary 1. We see that $e$ depends on the relation between the integers $n_{1}, n_{2}, m_{1}$ and $m_{2}$. Just to illustrate the computation of the polynomial from Corollary 1, we compute $\operatorname{reg}\left(J_{G}^{S}\right)$ in some cases below:

1. If $m_{1}=m_{2}=1$, then it can be seen that for $s \geq 2$,

$$
\operatorname{reg}\left(J_{G}^{s}\right)=\max \left\{(s-j) n_{1}+(s-i+1) n_{2}+j m_{1}+i m_{2}-1: 0 \leq j<i \leq s\right\}
$$

Since $(s-j) n_{1}+(s-i+1) n_{2}+j m_{1}+i m_{2}-1=s\left(n_{1}+n_{2}\right)+j\left(1-n_{1}\right)+i\left(1-n_{2}\right)+n_{2}-1$ and $n_{1}>1, n_{2}>1$, this expression attains maximum when $i$ and $j$ attain minimum, i.e., if $j=0$ and $i=1$. Therefore, $\operatorname{reg}\left(J_{G}^{s}\right)=n s$. Thus, in this case, $e=0$. It can also be noted that, since $n \geq 2$, it follows from Theorem 1 that $\operatorname{reg}\left(J_{G}\right)=n$. Therefore, in this case, the stability index is also equal to 1 .
2. If $n_{1}=n_{2}=m_{1}=m_{2}=\ell>1$, then for $s \geq 2$,

$$
\operatorname{reg}\left(J_{G}^{s}\right)=\max \left\{(s-j) n_{1}+(s-i) n_{2}+(j+1) m_{1}+(i+1) m_{2}-2: 0 \leq j<i \leq s\right\} .
$$

Therefore, $\operatorname{reg}\left(J_{G}^{s}\right)=2 \ell s+(2 \ell-2)$, and therefore $e=2 \ell-2$. Note that in this case, the stability index is 2 .
3. $n_{1} \geq m_{2} \geq n_{2}=m_{1}$ : Note that, in this case, $\operatorname{deg}\left(J_{G}\right)=n_{1}+m_{2}$. We have

$$
\operatorname{reg}\left(J_{G}^{s}\right)=\max \left\{(s-j) n_{1}+(s-i) n_{2}+(j+1) m_{1}+(i+1) m_{2}-2: 0 \leq j<i<s\right\} .
$$

Since $(s-j) n_{1}+(s-i) n_{2}+(j+1) m_{1}+(i+1) m_{2}-2=s\left(n_{1}+n_{2}\right)+j\left(m_{1}-n_{1}\right)+i\left(m_{2}-n_{2}\right)+$ $m_{1}+m_{2}-2$. Since $n_{1} \geq m_{1}$ and $m_{2} \geq n_{2}$, the above expression attains the maximum when $i$ attains the maximum and $j$ attains the minimum, i.e., if $i=s-1$ and $j=0$. Therefore, $\operatorname{reg}\left(J_{G}^{s}\right)=\left(n_{1}+m_{2}\right) s+\left(n_{2}+m_{1}-2\right)$ and hence $e=n_{2}+m_{1}-2$.
4. $n_{1} \geq n_{2}=m_{1} \geq m_{2}$ : In this case, $\operatorname{deg}\left(J_{G}\right)=n$ and

$$
\operatorname{reg}\left(J_{G}^{s}\right)=\max \left\{(s-j) n_{1}+(s-i) n_{2}+(j+1) m_{1}+(i+1) m_{2}-2: 0 \leq j<i<s\right\} .
$$

As in the previous case, one can conclude that the maximum is attained when $i=1$ and $j=0$. Therefore, $\operatorname{reg}\left(J_{G}^{s}\right)=n s+\left(2 m_{2}-2\right)$. Thus $e=2 m_{2}-2$.
5. $\quad n_{2}=m_{1} \geq n_{1} \geq m_{2}$ : As done earlier, one can conclude that $\operatorname{reg}\left(J_{G}\right)^{s}=n s+\left(2 m_{2}-2\right)$, and therefore $e=2 m_{2}-2$.

Remark 2. If $G=K_{U_{1}, V} \cup K_{U_{2}, V_{2}} \cup K_{U_{3}, V_{3}}$, for some set of vertices $U_{i}, V_{i}$, then one can still describe the complete resolution and the regularity of $J_{G}^{s}$ using a similar approach. However, the resulting syzygies are not so easy to describe though the generating sets are similar. Therefore, we restrict ourselves to the above discussion.

## 4. Complete Multipartite Graphs

In this section our goal is to understand the resolution and regularity of the powers of cover ideals of complete $m$-partite graphs. Let $G$ be a complete $m$-partite graph and let $J_{G}$ be the cover ideal of $G$. Let $R=K\left[x_{1}, \ldots, x_{m}\right]$. It is known that the cover ideal $J_{G}$ of complete graph $G=K_{m}$ is generated by all squarefree monomials $x_{1} x_{2} \cdots \hat{x}_{i} \cdots x_{m}$ of degree $m-1$. Moreover one can also identify this cover ideal with the squarefree Veronese ideal $I=I_{m, m-1}$, and thus it is a polymatroidal ideal [14]. Therefore, by the results of Conca-Herzog [6] and Herzog-Hibi [15], we have

Remark 3. The cover ideal $J_{G}$ of the complete graph $G=K_{m}$ has linear quotients and hence has linear resolution. Moreover $J_{G}^{s}$ has linear resolution for all $s \geq 1$.

If $I$ is an ideal of $R$ all of whose powers have linear resolution, then depth $R / I^{k}$ is a non-increasing function of $k$ and depth $R / I^{k}$ is constant for all $k \gg 0$, ([14] Proposition 2.1). Further, we have,

Remark 4. (Corollary 3.4 in the work of [14]) Let $R=K\left[x_{1}, \cdots, x_{m}\right]$ and $J_{G}$ be the cover ideal of $G=K_{m}$. Then

$$
\operatorname{depth} R / J_{G}^{s}=\max \{0, m-s-1\}
$$

In particular, depth $R / J_{G}^{s}=0$ for all $s \geq m-1$.

### 4.1. Complete Tripartite:

We first describe the graded minimal free resolution of $J_{K_{3}}^{s}$ for all $s \geq 1$. We also obtain the Hilbert series of the powers.

Theorem 3. Let $R=K\left[x_{1}, x_{2}, x_{3}\right]$ and $I=\left(x_{1} x_{2}, x_{1} x_{3}, x_{2} x_{3}\right)$. Then, the graded minimal free resolution of $R / I$ is of the form

$$
0 \rightarrow R(-3)^{2} \rightarrow R(-2)^{3} \rightarrow R
$$

For $s \geq 2$, the graded minimal free resolution of $R / I^{s}$ is of the form:

$$
0 \rightarrow R(-2 s-2)^{\left(\frac{s}{2}\right)} \rightarrow R(-2 s-1)^{\left.22^{\left(\frac{s}{2}+1\right.} 2\right)} \rightarrow R(-2 s)^{\left(\frac{s+2}{2}\right)} \rightarrow R
$$

so that $\operatorname{reg}_{R}\left(I^{s}\right)=2 s$. Moreover, the Hilbert series of $R / I^{s}$ is given by

$$
H\left(R / I^{s}, t\right)=\frac{1+2 t+3 t^{2}+\cdots+2 s t^{2 s-1}-\left(\binom{s+2}{2}-2 s-1\right) t^{2 s}}{(1-t)}
$$

Proof. It is clear that the resolution of $I$ is as given in the assertion of the theorem. Since $I$ is the cover ideal of $K_{3}, I^{s}$ has linear minimal free resolution for all $s \geq 1$. Note also that by ([16] Lemma 3.1), depth $R / I^{s}=0$ for all $s \geq 2$ so that $\operatorname{pdim} R / I^{s}=3$ for all $s \geq 2$. Therefore, the minimal free resolution of $R / I^{s}$ is of the form

$$
0 \rightarrow R(-2 s-2)^{\beta_{3}} \xrightarrow{\partial_{3}} R(-2 s-1)^{\beta_{2}} \xrightarrow{\partial_{2}} R(-2 s)^{\beta_{1}} \xrightarrow{\partial_{1}} R .
$$

Now we describe the syzygies and Betti numbers of $R / I^{s}$ for $s \geq 2$. Let $g_{1}=x_{1} x_{2}, g_{2}=x_{1} x_{3}$ and $g_{3}=x_{2} x_{3}$. The generators of $I^{s}$ are of the form $g_{1}^{\ell_{1}} g_{2} g_{3} g_{3}^{\ell_{3}}$, where $0 \leq \ell_{1}, \ell_{2}, \ell_{3} \leq s$ and $\ell_{1}+\ell_{2}+\ell_{3}=s$. Set $f_{\ell_{1}, \ell_{2}, \ell_{3}}=g_{1}^{\ell_{1}} g_{2}^{\ell_{2}} g_{3}^{\ell_{3}}=x_{1}^{s-\ell_{3}} x_{2}^{s-\ell_{2}} x_{3}^{s-\ell_{1}}$. It is easy to see that $\mu\left(I^{s}\right)=\binom{s+2}{2}$, as the cardinality
of a minimal generating set of $I^{s}$ is same as the total number of non-negative integral solution of $\ell_{1}+\ell_{2}+\ell_{3}=s$, which is $\binom{s+2}{2}$.

Let $\left\{e_{\ell_{1}, \ell_{2}, \ell_{3}}: 0 \leq \ell_{1}, \ell_{2}, \ell_{3} \leq s ; \ell_{1}+\ell_{2}+\ell_{3}=s\right\}$ denote the standard basis for $R^{\left({ }_{2}^{+2}\right)}$ and consider the map $\partial_{1}: R^{\left(s_{2}^{+2}\right)} \rightarrow R$ defined by $\partial_{1}\left(e_{\ell_{1}, \ell_{2}, \ell_{3}}\right)=f_{\ell_{1}, \ell_{2}, \ell_{3}}$. As $f_{\ell_{1}, \ell_{2}, \ell_{3}}$ 's are monomials, the kernel is generated by binomials of the form $m_{\ell_{1}, \ell_{2}, \ell_{3}} f_{\ell_{1}, \ell_{2}, \ell_{3}}-m_{t_{1}, t_{2}, t_{3}} f_{t_{1}, t_{2}, t_{3}}$, where $m_{i, j, k}$ 's are monomials in $R$. Also, as the minimal free resolution is linear, the kernel is generated in degree 1 . Note that $\frac{f_{\ell_{1}, \ell_{2}, \ell_{3}}}{f_{t_{1}, t_{2}, t_{3}}}=x_{1}^{t_{3}-\ell_{3}} x_{2}^{t_{2}-\ell_{2}} x_{3}^{t_{1}-\ell_{1}}$. Therefore, for $\frac{f_{\ell_{1}, \ell_{2}, \ell_{3}}}{f_{t_{1}, t_{2}, t_{3}}}$ to be a linear fraction, $\left|t_{i}-\ell_{i}\right| \leq 1$ for $i=1,2,3$.

Let $t_{3}=\ell_{3}, t_{2}=\ell_{2}+1$ and $t_{1}=\ell_{1}-1$. The corresponding linear syzygy relation is

$$
\begin{equation*}
x_{3} \cdot f_{\ell_{1}, \ell_{2}, \ell_{3}}-x_{2} \cdot f_{\ell_{1}-1, \ell_{2}+1, \ell_{3}}=0 \tag{2}
\end{equation*}
$$

where $1 \leq \ell_{1} \leq s$, and $0 \leq \ell_{2}, \ell_{3} \leq s-1$. Note that the number of such relations is equal to the number of integral solution to $\left(\ell_{1}-1\right)+\ell_{2}+\ell_{3}=s$, i.e., $\binom{s+1}{2}$. Similarly, if $t_{3}=\ell_{3}+1, t_{2}=\ell_{2}-1$ and $t_{1}=\ell_{1}$, then we get the corresponding linear syzygy relation as

$$
\begin{equation*}
x_{2} \cdot f_{\ell_{1}, \ell_{2}, \ell_{3}}-x_{1} \cdot f_{\ell_{1}, \ell_{2}-1, \ell_{3}+1}=0, \tag{3}
\end{equation*}
$$

where $0 \leq \ell_{1}, \ell_{3} \leq s-1$ and $1 \leq \ell_{2} \leq s$. Note that the linear syzygy relation obtained by fixing $\ell_{2}$ and taking $\left|\ell_{i}-t_{i}\right|=1$ for $i=1,2$

$$
x_{3} \cdot f_{\ell_{1}, \ell_{2}, \ell_{3}}-x_{1} \cdot f_{\ell_{1}-1, \ell_{2}, \ell_{3}+1}=0
$$

can be obtained from Equations (2) and (3) by setting the $\ell_{i}$ 's appropriately. Therefore,
$\operatorname{ker} \partial_{1}=\left\langle x_{3} \cdot e_{\ell_{1}, \ell_{2}, \ell_{3}}-x_{2} \cdot e_{\ell_{1}-1, \ell_{2}+1, \ell_{3}}, x_{2} \cdot e_{\ell_{1}-1, \ell_{2}+1, \ell_{3}}-x_{1} \cdot e_{\ell_{1}-1, \ell_{2}, \ell_{3}+1}: 1 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3} \leq s-1\right\rangle$.
As there are $\binom{s+1}{2}$ minimal generators of type (2) and (3), $\mu\left(\operatorname{ker} \partial_{1}\right)=\beta_{2}=2\binom{s+1}{2}$. Write the standard basis of $R^{2\binom{s+1}{2}}$ as

$$
B_{2}=\left\{\begin{array}{l}
e_{1,\left(\ell_{2}+1, \ell_{3}\right), \ell_{1}-1} \\
e_{2,( }\left(\ell_{1}, \ell_{2}\right), \ell_{3}
\end{array}: 1 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3} \leq s-1\right\}
$$

and define $\partial_{2}: R^{2\binom{(+1}{2}} \rightarrow R^{\binom{s+2}{2}}$ by

$$
\begin{aligned}
\partial_{2}\left(e_{1,\left(\ell_{2}+1, \ell_{3}\right), \ell_{1}-1}\right) & =x_{2} \cdot e_{\ell_{1}-1, \ell_{2}+1, \ell_{3}}-x_{1} \cdot e_{\ell_{1}-1, \ell_{2}, \ell_{3}+1} \\
\partial_{2}\left(e_{2,\left(\ell_{1}, \ell_{2}\right), \ell_{3}}\right) & =x_{3} \cdot e_{\ell_{1}, \ell_{2}, \ell_{3}}-x_{2} \cdot e_{\ell_{1}-1, \ell_{2}+1, \ell_{3}}
\end{aligned}
$$

From the equation, $\beta_{3}-2\binom{(s+1)}{2}+\binom{s+2}{2}-1=0$, it follows that $\beta_{3}=\binom{s}{2}$. Now, we describe ker $\partial_{2}$. For $2 \leq \ell_{1} \leq s$ and $0 \leq \ell_{2}, \ell_{3} \leq s-2$, set

$$
E_{\ell_{1}, \ell_{2}, \ell_{3}}=-x_{3} \cdot e_{2,\left(\ell_{1}-1, \ell_{2}\right), \ell_{3}+1}+x_{2} \cdot e_{2,\left(\ell_{1}-1, \ell_{2}+1\right), \ell_{3}}+x_{2} \cdot e_{1,\left(\ell_{2}+2, \ell_{3}\right), \ell_{1}-2}-x_{3} \cdot e_{1,\left(\ell_{2}+1, \ell_{3}\right), \ell_{1}-1}
$$

Note that

$$
B_{3}=\left\{E_{\ell_{1}, \ell_{2}, \ell_{3}}: 2 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3} \leq s-2\right\} \subset \operatorname{ker} \partial_{2} .
$$

Let $N=\operatorname{ker} \partial_{2}$. We claim that $\bar{B}_{3}=\left\{\bar{E}_{\ell_{1}, \ell_{2}, \ell_{3}}\right\}$ is a basis for $N / \mathfrak{m} N$. It is enough to prove that $\bar{B}_{3}$ is $R / \mathfrak{m}$-linearly independent. Suppose $\sum_{\ell_{1}, \ell_{2}, \ell_{3}} \alpha_{\ell_{1}, \ell_{2}, \ell_{3}} \bar{E}_{\ell_{1}, \ell_{2}, \ell_{3}}=\overline{0}$. Since $B_{3} \subset N_{1}$ and $\mathfrak{m} N \subset \oplus_{r \geq 2} N_{r}$, the above equation implies that $\sum \alpha_{\ell_{1}, \ell_{2}, \ell_{3}} E_{\ell_{1}, \ell_{2}, \ell_{3}}=0$. In the above equation, the coefficient of $e_{2,(i, j), k}=-x_{3} \alpha_{i+1, j, i-1}+x_{2} \alpha_{i+1, j-1, k}$ and coefficient of $e_{1,(i, j), k}=x_{2} \alpha_{k+2, j-2, i}-x_{3} \alpha_{k+1, j-1, i}$. As the set $B_{2}$ is linearly independent in $R^{2\binom{(+1}{2}}$, all of these coefficients have to be zero, i.e., $\alpha_{i, j, k}=0$ for all $i, j, k$.

This proves our claim and hence $N=\left\langle B_{3}\right\rangle$. Let $\left\{H_{\ell_{1}, \ell_{2}, \ell_{3}}: 2 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3} \leq s-2\right\}$ denote the standard basis of $R^{\left(\frac{s}{2}\right)}$. Define $\partial_{3}: R^{\left(\frac{s}{2}\right)} \rightarrow R^{2\binom{(s+1)}{2}}$ by $\partial_{3}\left(H_{\ell_{1}, \ell_{2}, \ell_{3}}\right)=E_{\ell_{1}, \ell_{2}, \ell_{3}}$. As pdim $\left(R / I^{s}\right)=3$, this map is injective and the resolution is complete.

It can also be seen that $\operatorname{deg} e_{\ell_{1}, \ell_{2}, \ell_{3}}=2 \mathrm{~s}$, $\operatorname{deg} e_{1,\left(\ell_{2}+1, \ell_{3}\right), \ell_{1}-1}=\operatorname{deg} e_{2,\left(\ell_{1}, \ell_{2}\right), \ell_{3}}=2 \mathrm{~s}+1$ and $\operatorname{deg} H_{\ell_{1}, \ell_{2}, \ell_{3}}=2 s+2$. Therefore, we get the minimal graded free resolution of $R / I^{s}$ as

$$
0 \rightarrow R(-2 s-2))^{\left(\frac{s}{2}\right)} \xrightarrow{\partial_{3}} R(-2 s-1)^{2\binom{(s+1)}{2}} \xrightarrow{\partial_{2}} R(-2 s)^{\binom{s+2}{2}} \xrightarrow{\partial_{1}} R .
$$

Therefore, the Hilbert series of $R / I^{s}$ is given by

$$
\begin{aligned}
H\left(R / I^{s}, t\right) & =\frac{1-\binom{s+2}{2} t^{2 s}+2\binom{s+1}{2} t^{2 s+1}-\binom{s}{2} t^{2 s+2}}{(1-t)^{3}} \\
& =(1-t)^{-2} \frac{\left(1-\binom{s+2}{2} t^{2 s}+2\binom{s+1}{2} t^{2 s+1}-\binom{s}{2} t^{2 s+2}\right)}{(1-t)}
\end{aligned}
$$

By expanding $(1-t)^{-2}$ in the power series form and multiplying with the numerator, we get the required expression.

We now proceed to compute the minimal graded free resolution of powers of complete tripartite graphs.

Notation 2. Let $G$ denote a complete tripartite graph with $V(G)=V_{1} \sqcup V_{2} \sqcup V_{3}$ and $E(G)=\{\{a, b\}: b \in$ $\left.V_{i}, b \in V_{j}, i \neq j\right\}$. Set $V_{1}=\left\{x_{1}, \ldots, x_{\ell}\right\}, V_{2}=\left\{y_{1}, \ldots, y_{m}\right\}$ and $V_{3}=\left\{z_{1}, \ldots, z_{n}\right\}$. Let $J_{G}$ denote the vertex cover ideal of $G$. Let $X=\prod_{i=1}^{\ell} x_{i}, Y=\prod_{j=1}^{m} y_{i}$ and $Z=\prod_{k=1}^{n} z_{i}$. It can be seen that $J_{G}=(X Y, X Z, Y Z)$.

Theorem 4. Let $R=K\left[x_{1}, \ldots x_{m_{1}}, y_{1}, \ldots, y_{m_{2}}, z_{1}, \ldots, z_{m_{3}}\right]$. Let $G$ be a complete tripartite graph as in Notation 2. Let $J_{G} \subset R$ denote the cover ideal of $G$. Then for all $s \geq 2$, the minimal free resolution of $R / J_{G}^{s}$ is of the form

$$
0 \rightarrow R^{\left(\frac{s}{2}\right)} \xrightarrow{\partial_{3}} R^{2\binom{(s+1}{2}} \xrightarrow{\partial_{2}} R^{\binom{s+2}{2}} \xrightarrow{\partial_{1}} R .
$$

Set $\alpha=\left(s-\ell_{3}\right) m_{1}+\left(s-\ell_{2}\right) m_{2}+\left(s-\ell_{1}\right) m_{3}$. Then for all $s \geq 2$,

$$
\operatorname{reg}\left(J_{G}^{s}\right)=\max \begin{cases}\alpha, & \text { for } 0 \leq \ell_{1}, \ell_{2}, \ell_{3} \leq s \\ \alpha+m_{3}-1, & \text { for } 1 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3} \leq s-1 \\ \alpha+2 m_{3}-2, & \text { for } 2 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3} \leq s-2\end{cases}
$$

Proof. Taking $X_{1}=x_{1}, X_{2}=x_{2}$ and $X_{3}=x_{3}$ in Theorem 3, it follows that the minimal free resolution of $S / J_{G}^{s}$ is of the given form:

$$
0 \rightarrow R^{\left(\frac{s}{2}\right)} \xrightarrow{\partial_{3}} R^{2\binom{(s+1}{2}} \xrightarrow{\partial_{2}} R^{\binom{s+2}{2}} \xrightarrow{\partial_{1}} R .
$$

We now compute the degrees of the generators and hence obtain the regularity. Let $\operatorname{deg} X_{1}=m_{1}$, $\operatorname{deg} X_{2}=m_{2}$, and $\operatorname{deg} X_{3}=m_{3}$. Then, it follows that

$$
\operatorname{deg} e_{\ell_{1}, \ell_{2}, \ell_{3}}=\operatorname{deg}\left(X_{1}^{s-\ell_{3}} X_{2}^{s-\ell_{3}} X_{3}^{s-\ell_{1}}\right)=\left(s-\ell_{3}\right) m_{1}+\left(s-\ell_{2}\right) m_{2}+\left(s-\ell_{1}\right) m_{3} .
$$

We observe that

$$
\begin{gathered}
\operatorname{deg} e_{1,\left(\ell_{2}+1, \ell_{3}\right), \ell_{1}-1}=\operatorname{deg} e_{2,\left(\ell_{1}, \ell_{2}\right), \ell_{3}}=\operatorname{deg} e_{\ell_{1}, \ell_{2}, \ell_{3}}+\operatorname{deg} X_{3} \\
\operatorname{deg} H_{\ell_{1}, \ell_{2}, \ell_{3}}=\operatorname{deg} e_{\ell_{1}, \ell_{2}, \ell_{3}}+2 \operatorname{deg} X_{3} .
\end{gathered}
$$

Therefore,

$$
\operatorname{reg}\left(J_{G}^{s}\right)=\max \begin{cases}\operatorname{deg} e_{\ell_{1}, \ell_{2}, \ell_{3}}, & \text { for } 0 \leq \ell_{1}, \ell_{2}, \ell_{3} \leq s \\ \operatorname{deg} e_{\ell_{1}, \ell_{2}, \ell_{3}}+\operatorname{deg}\left(X_{3}\right)-1, & \text { for } 1 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3} \leq s-1 \\ \operatorname{deg} e_{\ell_{1}, \ell_{2}, \ell_{3}}+2 \operatorname{deg}\left(X_{3}\right)-2, & \text { for } 2 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3} \leq s-2\end{cases}
$$

where $\ell_{1}+\ell_{2}+\ell_{3}=s$. Let $\alpha=\operatorname{deg} e_{\ell_{1}, \ell_{2}, \ell_{3}}$. Then the regularity assertion follows.
Observe that the above expression for $\operatorname{reg}\left(J_{G}^{s}\right)$ is not really in the form $d s+e$. Given a graph, one can compute $d$ and $e$ by studying the interplay between the cardinality of the partitions. For example, suppose the graph is unmixed, i.e., all the partitions are of same cardinality. Then, $\operatorname{reg}\left(J_{G}^{s}\right)=$ $2 \ell s+(2 \ell-2)$ for all $s \geq 2$, where $\ell=m_{1}=m_{2}=m_{3}$. Note also that the stabilization index in this case is 2. As in Section 3.1, one can derive various expressions for $\operatorname{reg}\left(J_{G}^{s}\right)$ for different cases as well. Consider the arithmetic progression $m_{1}=m+2 r, m_{2}=m$, and $m_{3}=m+r$ :

Corollary 2. Let $m$, $r$ be any two positive integers. Let $m_{1}=m+2 r, m_{2}=m$, and $m_{3}=m+r$ in Theorem 4. Then for all $s \geq 2$, we have

$$
\operatorname{reg}\left(J_{G}^{s}\right)=s(2 m+3 r)+2 m-2
$$

Proof. By Theorem 4, $\alpha=\left(s-\ell_{3}\right) m_{1}+\left(s-\ell_{2}\right) m_{2}+\left(s-\ell_{1}\right) m_{3}$. Therefore, we get

$$
\alpha=s(3 m+3 r)-\ell_{3}(m+2 r)-\ell_{2}(m)-\ell_{1}(m+r) .
$$

Using Theorem 4, we have for all $s \geq 2$,

$$
\operatorname{reg}\left(J_{G}^{s}\right)=\max \begin{cases}\alpha, & \text { for } 0 \leq \ell_{1}, \ell_{2}, \ell_{3} \leq s \\ \alpha+(m+r)-1, & \text { for } 1 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3} \leq s-1 \\ \alpha+2(m+r)-2, & \text { for } 2 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3} \leq s-2\end{cases}
$$

where $\ell_{1}+\ell_{2}+\ell_{3}=s$. As regularity $\operatorname{reg}\left(J_{G}^{S}\right)$ is maximum of all the numbers, we need to maximize the value of $\alpha$. For this to happen, negative terms in $\alpha$ should be minimum. The coefficient of $\ell_{3}$ is largest among the negative terms in $\alpha$, so $\ell_{3}$ should be assigned the least value. After $\ell_{3}$, assign the minimum value to $\ell_{1}$, and finally take $\ell_{2}=s-\ell_{1}-\ell_{3}$. For example, to get the maximum of $\alpha$ when $2 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3} \leq s-2$, put $\ell_{3}=0, \ell_{1}=2$, and $\ell_{2}=s-2$. We get for all $s \geq 2$

$$
\operatorname{reg}\left(J_{G}^{s}\right)=\max \begin{cases}s(2 m+3 r), & \text { for } 0 \leq \ell_{1}, \ell_{2}, \ell_{3}, \ell_{4} \leq s \\ s(2 m+3 r)+m-1, & \text { for } 1 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3}, \ell_{4} \leq s-1 \\ s(2 m+3 r)+2 m-2, & \text { for } 2 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3}, \ell_{4} \leq s-2\end{cases}
$$

For all $m \geq 1$, and for all $s \geq 2$, we get

$$
\operatorname{reg}\left(J_{G}^{s}\right)=s(2 m+3 r)+2 m-2
$$

### 4.2. Complete 4-Partite Graphs

We now describe the resolution and regularity of powers of cover ideals of 4-partite graphs. For this purpose, we first study the resolution of powers of cover ideal of the complete graph $K_{4}$.

Theorem 5. Let $R=K\left[x_{1}, x_{2}, x_{3}, x_{4}\right]$ and $I=\left(x_{1} x_{2} x_{3}, x_{1} x_{2} x_{4}, x_{1} x_{3} x_{4}, x_{2} x_{3} x_{4}\right)$. Then, for $s \geq 3$, the minimal graded free resolution of $R / I^{s}$ is of the form

$$
0 \rightarrow R(-3 s-3)^{\beta_{4}} \longrightarrow R(-3 s-2)^{\beta_{3}} \longrightarrow R(-3 s-1)^{\beta_{2}} \longrightarrow R(-3 s)^{\beta_{1}} \longrightarrow R
$$

where

$$
\beta_{1}=\binom{s+3}{3}, \beta_{2}=3\binom{s+2}{3}, \beta_{3}=3\binom{s+1}{3}, \text { and } \beta_{4}=\binom{s}{3} .
$$

In particular, $\operatorname{reg}_{R}\left(I^{s}\right)=3$ s. Moreover the Hilbert series of $R / I^{s}$ is given by

$$
\begin{aligned}
H\left(R / I^{s}, t\right) & =\frac{1+2 t+3 t^{2}+4 t^{3}+\cdots+3 s t^{3 s-1}-\left(\binom{s+3}{3}-3 s-1\right) t^{3 s}+\binom{s}{3} t^{3 s+1}}{(1-t)^{2}} \\
& =\frac{\sum_{i=0}^{3 s-1}(i+1) t^{i}-\left(\binom{s+3}{3}-3 s-1\right) t^{3 s}+\binom{s}{3} t^{3 s+1}}{(1-t)^{2}}
\end{aligned}
$$

Proof. By Remark 3, $I^{s}$ has linear resolution for all $s \geq 1$. Moreover, by Remark 4, depth $R / I^{s}=0$ for all $s \geq 3$, and therefore $\operatorname{pdim} R / I^{s}=4$ for all $s \geq 3$. Therefore, the minimal graded free resolution of $R / I^{s}$, for $s \geq 3$, is of the form

$$
0 \rightarrow R(-3 s-3)^{\beta_{4}} \xrightarrow{\partial_{4}} R(-3 s-2)^{\beta_{3}} \xrightarrow{\partial_{3}} R(-3 s-1)^{\beta_{2}} \xrightarrow{\partial_{2}} R(-3 s)^{\beta_{1}} \xrightarrow{\partial_{1}} R .
$$

Let $g_{1}=x_{1} x_{2} x_{3}, g_{2}=x_{1} x_{2} x_{4}, g_{3}=x_{1} x_{3} x_{4}$ and $g_{4}=x_{2} x_{3} x_{4}$. The minimal generators of $I^{s}$ are of the form $g_{1}^{\ell_{1}} g_{2}^{\ell_{2}} g_{3}^{\ell_{3}} g_{4}^{\ell_{4}}$ where $0 \leq \ell_{i} \leq s$ for every $i$ and $\ell_{1}+\ell_{2}+\ell_{3}+\ell_{4}=s$. The number of non-negative integral solution to the linear equation $\ell_{1}+\ell_{2}+\ell_{3}+\ell_{4}=s$ is $\binom{s+3}{3}$. Therefore, we have $\mu\left(J^{s}\right)=\beta_{1}=\binom{s+3}{3}$. Note that $g_{1}^{\ell_{1}} g_{2}^{\ell_{2}} g_{3}^{\ell_{3}} g_{4}^{\ell_{4}}=x_{1}^{s-\ell_{4}} x_{2}^{s-\ell_{3}} x_{3}^{s-\ell_{2}} x_{4}^{s-\ell_{1}}$ with $0 \leq \ell_{1}, \ell_{2}, \ell_{3}, \ell_{4} \leq s$. Set $f_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}}=x_{1}^{s-\ell_{4}} x_{2}^{s-\ell_{3}} x_{3}^{s-\ell_{2}} x_{4}^{s-\ell_{1}}$. Let

$$
\left\{e_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}}: 0 \leq \ell_{1}, \ell_{2}, \ell_{3}, \ell_{4} \leq s \text { and } \ell_{1}+\ell_{2}+\ell_{3}+\ell_{4}=s\right\}
$$

denote the standard basis of $R^{\binom{s+3}{3}}$ and consider the map $\partial_{1}: R{ }^{\left({ }^{5+3}{ }_{3}\right)} \rightarrow R$ defined by $\partial_{1}\left(e_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}}\right)=$ $f_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}}$. Now we find the minimal generators for ker $\partial_{1}$.

Let $f_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}}, f_{t_{1}, t_{2}, t_{3}, t_{4}}$ be any two minimal monomial generators of $I^{s}$. It is known that the kernel of $\partial_{1}$ is generated by binomials of the form $m_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}} f_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}}-m_{t_{1}, t_{2}, t_{3}, t_{4}} f_{t_{1}, t_{2}, t_{3}, t_{4}}$, where $m_{i, j, k, l}$ 's are monomials in $R$. As the syzygy is generated by linear binomials, we need to find conditions on $\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}$ such that $\frac{f_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}}}{f_{1}, \ell_{2}, t_{3}, t_{4}}$ is equal to $\frac{x_{i}}{x_{j}}$ for some $i, j$. Observe that

$$
\frac{f_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}}}{f_{t_{1}, t_{2}, t_{3}, t_{4}}}=x_{1}^{t_{4}-\ell_{4}} x_{2}^{t_{3}-\ell_{3}} x_{3}^{t_{2}-\ell_{2}} x_{4}^{t_{1}-\ell_{1}}
$$

Suppose $t_{4}=\ell_{4}+1, t_{3}=\ell_{3}-1$ and $t_{j}=\ell_{j}$ for $j=1,2$. Then we get the linear syzygy relation

$$
\begin{equation*}
x_{2} f_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}}-x_{1} f_{\ell_{1}, \ell_{2}, \ell_{3}-1, \ell_{4}+1}=0 \tag{4}
\end{equation*}
$$

Fixing $t_{3}$ and $t_{4}$ with $1 \leq t_{3}+t_{4} \leq s$, there are as many linear syzygies are there as the number of solutions of $t_{1}+t_{2}=s-\left(t_{3}+t_{4}\right)$. Therefore, for the pair $\left(t_{3}, t_{4}\right)$, there are $\binom{s+1}{2}+\binom{s}{2}+\cdots+\binom{2}{2}=$ $\binom{s+2}{3}$ number of solutions. Similarly, for each pair $\left(t_{4}, t_{2}\right),\left(t_{4}, t_{1}\right),\left(t_{3}, t_{2}\right),\left(t_{3}, t_{1}\right)$ and $\left(t_{2}, t_{1}\right)$, we get $\binom{s+2}{3}$ linear syzygies. Note that the syzygies $x_{4} f_{t_{1}+1, t_{2}-1, t_{3}, t_{4}}-x_{3} f_{t_{1}, t_{2}, t_{3}, t_{4}}$ and $x_{3} f_{t_{1}, t_{2}, t_{3}, t_{4}}-x_{2} f_{t_{1}, t_{2}-1, t_{3}+1, t_{4}}$ give rise to another linear syzygy $x_{4} f_{t_{1}+1, t_{2}-1, t_{3}, t_{4}}-x_{2} f_{t_{1}, t_{2}-1, t_{3}+1, t_{4}}$. The same linear syzygy can also be obtained from a combination of linear syzygies that arise out of the pairs $\left(t_{1}, t_{4}\right)$ and $\left(t_{3}, t_{4}\right)$. Therefore, to get a minimal generating set, we only need to consider the linear syzygies corresponding to the pairs $\left(t_{1}, t_{2}\right),\left(t_{2}, t_{3}\right)$, and $\left(t_{3}, t_{4}\right)$. For each such pair, we have $\binom{s+2}{3}$ number of linear syzygies. Therefore, $\beta_{2}=3\binom{s+2}{3}$.

Write the basis elements of $R^{3(5+2)}$ as

$$
B_{2}=\left\{\begin{array}{l}
e_{\left(1, \ell_{1}-1, \ell_{2}\right), \ell_{3}+1, \ell_{4}} \\
e_{\left(2, \ell_{1}-1, \ell_{4}\right), \ell_{2}+1, \ell_{3}} \\
e_{\left(3, \ell_{3}, \ell_{4}\right), \ell_{1}, \ell_{2}}
\end{array}: 1 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3}, \ell_{4} \leq s-1\right\}
$$

and define $\partial_{2}: R^{3\binom{s+1}{2}} \longrightarrow R^{\beta_{1}}$ by

$$
\begin{aligned}
\partial_{2}\left(e_{\left.\left(1, \ell_{1}-1, \ell_{2}\right), \ell_{3}+1, \ell_{4}\right)}\right) & =x_{2} e_{\ell_{1}-1, \ell_{2}, \ell_{3}+1, \ell_{4}}-x_{1} e_{\ell_{1}-1, \ell_{2}, \ell_{3}, \ell_{4}+1} ; \\
\partial_{2}\left(e_{\left.\left(2, \ell_{1}-1, \ell_{4}\right), \ell_{2}+1, \ell_{3}\right)}\right. & =x_{3} e_{\ell_{1}-1, \ell_{2}+1, \ell_{3}, \ell_{4}} x_{2} e_{\ell_{1}-1, \ell_{2}, \ell_{3}+1, \ell_{4} ;} \\
\partial_{2}\left(e_{\left.\left(3, \ell_{3}, \ell_{4}\right), \ell_{1}, \ell_{2}\right)}\right. & =x_{4} e_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}}-x_{3} e_{\ell_{1}-1, \ell_{2}+1, \ell_{3}, \ell_{4}} .
\end{aligned}
$$

Now, we decipher the Betti numbers $\beta_{3}$ and $\beta_{4}$ to complete the resolution. The Hilbert series of $R / I^{s}$ is

$$
H\left(R / I^{s}, t\right)=\frac{\left(1-\beta_{1} t^{3 s}+\beta_{2} t^{3 s+1}-\beta_{3} t^{3 s+2}+\beta_{4} t^{3 s+3}\right)}{(1-t)^{4}}=\frac{p(t)}{(1-t)^{4}}
$$

As $\operatorname{dim} R / I^{s}=2$, the polynomial $p(t)$ has a factor $(1-t)^{2}$. Note that $(1-t)^{2}$ is a monic polynomial of degree 2 , therefore we can write $p(t)=(1-t)^{2} \cdot q(t)$, where

$$
\begin{equation*}
q(t)=\beta_{4} t^{3 s+1}+\left(2 \beta_{4}-\beta_{3}\right) t^{3 s}+a_{3 s-1} t^{3 s-1}+\cdots+a_{1} t+1 \tag{5}
\end{equation*}
$$

On the other hand, we also have

$$
\begin{align*}
\frac{p(t)}{(1-t)^{2}} & =\left(\sum_{n \geq 0}(n+1) t^{n}\right)\left(1-\beta_{1} t^{3 s}+\beta_{2} t^{3 s+1}-\beta_{3} t^{3 s+2}+\beta_{4} t^{3 s+3}\right)  \tag{6}\\
& =\sum_{n=0}^{3 s-1}(n+1) t^{n}+\left(3 s+1-\beta_{1}\right) t^{3 s}+\left(3 s+2-2 \beta_{1}+\beta_{2}\right) t^{3 s+1}+\sum_{j \geq 3 s+2} a_{j} t^{j}
\end{align*}
$$

For the expressions in Equations (5) and (6) to be equal, their respective coefficients should be equal. In particular, we should have that

$$
\beta_{4}=3 s+2-2 \beta_{1}+\beta_{2} \text { and } 2 \beta_{4}-\beta_{3}=3 s+1-\beta_{1}
$$

On substituting $\beta_{1}=\binom{s+3}{3}$ and $\beta_{2}=3\binom{s+2}{3}$, we get $\beta_{4}=\binom{s}{3}$ from the first equation and substituting the value in the second equation, we get $\beta_{3}=3\binom{s+1}{3}$. Now we verify that $a_{j}=0$ for all $j \geq 3 s+2$. Note that for $r \geq 2$, the coefficient of $t^{3 s+r}$ in Equation (6) is

$$
a_{3 s+r}=(3 s+r+1)+(r-2) \beta_{4}-(r-1) \beta_{3}+r \beta_{2}-(r+1) \beta_{1} .
$$

As $1-\beta_{1}+\beta_{2}-\beta_{3}+\beta_{4}=0$, this equation is reduced to $a_{3 s+r}=(3 s+3)-\beta_{3}+2 \beta_{2}-3 \beta_{1}$. Applying the binomial identify $\binom{n+1}{r+1}=\binom{n}{r+1}+\binom{n}{r}$ repeatedly, we get $a_{3 s+r}=0$ for all $r \geq 2$. Hence the Hilbert series of $R / I^{s}$ is

$$
H\left(R / I^{s}, t\right)=\frac{1+2 t+3 t^{2}+4 t^{3}+\cdots+3 s t^{3 s-1}-\left(\binom{s+3}{3}-3 s-1\right) t^{3 s}+\binom{s}{3} t^{3 s+1}}{(1-t)^{2}}
$$

We now complete the description of the resolution. Write the basis elements of $R^{3\binom{s+1}{3}}$ as

$$
B_{3}=\left\{\begin{array}{l}
E_{1, \ell_{1}, \ell_{2}, \ell_{3}, \ell_{4} ;} ; \\
\left.E_{2, \ell_{1}, \ell_{2}, \ell_{3}, \ell_{4},}: 2 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3}, \ell_{4} \leq s-2\right\} \\
E_{3, \ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}},
\end{array}\right\} .
$$

Note that $\left|B_{3}\right|=3\binom{s+1}{3}$. Now define the map $\partial_{3}: R^{3\binom{s+1}{3}} \longrightarrow R^{3\binom{s+2}{3}}$ by

$$
\begin{aligned}
\partial_{3}\left(E_{\left.1, \ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}\right)}=\right. & x_{4} e_{\left(2, \ell_{1}-1, \ell_{4}\right), \ell_{2}+1, \ell_{3}}+x_{4} e_{\left(1, \ell_{1}-1, \ell_{2}\right), \ell_{3}+1, \ell_{4}}-x_{3} e_{\left(3, \ell_{3}, \ell_{4}\right), \ell_{1}-1, \ell_{2}+1} \\
& -x_{3} e_{\left(2, \ell_{1}-2, \ell_{4}\right), \ell_{2}+2, \ell_{3}}-x_{3} e_{\left(1, \ell_{1}-2, \ell_{2}+1\right), \ell_{3}+1, \ell_{4}}+x_{1} e_{\left(3, \ell_{3}, \ell_{4}+1\right), \ell_{1}-1, \ell_{2}} ; \\
\partial_{3}\left(E_{\left.2, \ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}\right)}=\right. & x_{4} e_{\left(1, \ell_{1}-1, \ell_{2}\right), \ell_{3}+1, \ell_{4}-x_{3} e_{\left(1, \ell_{1}-2, \ell_{2}+1\right), \ell_{3}+1, \ell_{4}}-x_{2} e_{\left(3, \ell_{3}+1, \ell_{4}\right), \ell_{1}-1, \ell_{2}}} \\
& +x_{1} e_{\left(3, \ell_{3}, \ell_{4}+1\right), \ell_{1}-1, \ell_{2}} \\
\partial_{3}\left(E_{\left.3, \ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}\right)}=\right. & x_{3} e_{\left(1, \ell_{1}-2, \ell_{2}+1\right), \ell_{3}+1, \ell_{4}}-x_{2} e_{\left(2, \ell_{1}-2, \ell_{4}\right), \ell_{2}+1, \ell_{3}+1}-x_{2} e_{\left(1, \ell_{1}-2, \ell_{2}\right), \ell_{3}+2, \ell_{4}} \\
& +x_{1} e_{\left(2, \ell_{1}-2, \ell_{4}+1\right), \ell_{2}+1, \ell_{3}}
\end{aligned}
$$

We now compute the kernel of $\partial_{3}$. Consider the set

$$
A=\left\{H_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}}: 3 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3}, \ell_{4} \leq s-3\right\},
$$

where

$$
\begin{aligned}
H_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}}= & x_{4} E_{3, \ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}}-x_{3} E_{2, \ell_{1}-1, \ell_{2}+1, \ell_{3}, \ell_{4}}-x_{3} E_{3, \ell_{1}-1, \ell_{2}+1, \ell_{3}, \ell_{4}}+x_{2} E_{1, \ell_{1}-1, \ell_{2}, \ell_{3}+1, \ell_{4}} \\
& -x_{1} E_{1, \ell_{1}-1, \ell_{2}, \ell_{3}, \ell_{4}+1}+x_{1} E_{2, \ell_{1}-1, \ell_{2}, \ell_{3}, \ell_{4}+1}
\end{aligned}
$$

It can be verified that $\partial_{3}\left(H_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}}\right)=0$, i.e., $A \subseteq \operatorname{ker} \partial_{3}$. Let $\ell_{1}^{\prime}=\ell_{1}-3$, then one has $\ell_{1}^{\prime}+\ell_{2}+$ $\ell_{3}+\ell_{4}=s-3$. The cardinality of $A$ is equal to the total number of non-negative integral solution of this linear equation, which is $\binom{s}{3}$. As in the proof of Theorem 3, it can be seen that ker $\partial_{3}=\langle A\rangle$. Write the basis elements of $R{ }^{\left(\frac{5}{3}\right)}$ as $B_{4}=\left\{G_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}}: 3 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3}, \ell_{4} \leq s-3\right\}$ and define the map $\partial_{4}: R^{\binom{s}{3}} \longrightarrow R^{3\binom{s+1}{3}}$ by

$$
\partial_{4}\left(G_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}}\right)=H_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}} .
$$

This is an injective map, and therefore we get the complete resolution:

$$
0 \rightarrow R(-3 s-3)^{\beta_{4}} \longrightarrow R(-3 s-2)^{\beta_{3}} \longrightarrow R(-3 s-1)^{\beta_{2}} \longrightarrow R(-3 s)^{\beta_{1}} \longrightarrow R
$$

Note that in the above proof, we used $s \geq 3$ only to conclude that $\operatorname{pdim}\left(R / I^{s}\right)=4$. By Remark 4, $\operatorname{depth}(R / I)=2$, and therefore $\operatorname{pdim}(R / I)=2$. Similarly, $\operatorname{depth}\left(R / I^{2}\right)=1$ and hence $\operatorname{pdim}\left(R / I^{2}\right)=$ 3. This forces $\partial_{2}$ to be injective when $s=1$ and $\partial_{3}$ to be injective when $s=2$. The computations of syzygies in the cases of resolution of $R / I$ and $R / I^{2}$ remain the same as given in the above proof. Therefore, we get resolutions truncated at $R^{\beta_{2}}$ in the case of $R / I$ and truncated at $R^{\beta_{3}}$ in the case of $R / I^{2}$, with the expressions for $\beta_{2}$ and $\beta_{3}$ coinciding with the ones given in the proof. Therefore, we can conclude that in this case, $\operatorname{reg}\left(I^{s}\right)=3 s$ for all $s \geq 1$.

As an immediate consequence, we obtain an expression for the asymptotic regularity of cover ideals of complete 4-partite graphs.

Theorem 6. Let $G$ denote a complete 4-partite graph with $V(G)=\sqcup_{i=1}^{4} V_{i}$ and $E(G)=\{\{a, b\}: a \in$ $\left.V_{i}, b \in V_{j}, i \neq j\right\}$. Set $V_{i}=\left\{x_{i 1}, \ldots, x_{i m_{i}}\right\}$ for $i=1, \ldots, 4$. Let $J_{G} \subset R=K\left[x_{i j}: 1 \leq i \leq 4 ; 1 \leq j \leq m_{i}\right]$ denote the cover ideal of $G$. Then the minimal free resolution of $R / J_{G}^{s}$ is of the form

$$
0 \rightarrow R^{\binom{5}{3}} \longrightarrow R^{3\binom{5+1}{3}} \longrightarrow R^{3\binom{5+2}{3}} \longrightarrow R^{\binom{5+3}{3}} \longrightarrow R .
$$

Set $\alpha=\left(s-\ell_{4}\right) m_{1}+\left(s-\ell_{3}\right) m_{2}+\left(s-\ell_{2}\right) m_{3}+\left(s-\ell_{1}\right) m_{4}$. Furthermore, we have

$$
\operatorname{reg}\left(J_{G}^{s}\right)=\max \begin{cases}\alpha, & \text { for } 0 \leq \ell_{1}, \ell_{2}, \ell_{3}, \ell_{4} \leq s \\ \alpha+m_{4}-1, & \text { for } 1 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3}, \ell_{4} \leq s-1 \\ \alpha+2 m_{4}-2, & \text { for } 2 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3}, \ell_{4} \leq s-2 \\ \alpha+3 m_{4}-3, & \text { for } 3 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3}, \ell_{4} \leq s-3\end{cases}
$$

where $\ell_{1}+\ell_{2}+\ell_{3}+\ell_{4}=s$.
Proof. Let $X_{i}=\prod_{j=1}^{m_{i}} x_{i j}$. Then $J_{G}=\left(X_{1} X_{2} X_{3}, X_{1} X_{2} X_{4}, X_{1} X_{3} X_{4}, X_{2} X_{3} X_{4}\right)$. Then it follows from Theorem 5 that the minimal free resolution of $R / J_{G}^{s}$ is of the given form

$$
0 \rightarrow R^{\binom{5}{3}} \longrightarrow R^{3\binom{s+1}{3}} \longrightarrow R^{3\binom{s+2}{3}} \longrightarrow R^{\binom{s+3}{3}} \longrightarrow R
$$

To compute the regularity of $R / J_{G}^{s}$, we first need to find the degree's of the generators of the syzygies. Following the notation of Theorem 5, we have

$$
\begin{aligned}
\operatorname{deg} \ell_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}} & =\operatorname{deg}\left(X_{1}^{s-\ell_{4}} X_{2}^{s-\ell_{3}} X_{3}^{s-\ell_{2}} X_{4}^{s-\ell_{1}}\right)=\left(s-\ell_{4}\right) m_{1}+\left(s-\ell_{3}\right) m_{2}+\left(s-\ell_{2}\right) m_{3}+\left(s-\ell_{1}\right) m_{4}, \\
\operatorname{deg} e_{\left(1, \ell_{1}-1, \ell_{2}\right), \ell_{3} \ell_{4}} & =\operatorname{deg} e_{\left(2, \ell_{1}-1, \ell_{4}\right), \ell_{2}+1, \ell_{3}=\operatorname{deg} e_{\left(3, \ell_{3}, \ell_{4}\right), \ell_{1}, \ell_{2}}=\operatorname{deg} e_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}}+\operatorname{deg}\left(X_{4}\right),}^{\operatorname{deg} E_{1, \ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}}}=\begin{array}{c}
\operatorname{deg} E_{2, \ell_{1}, \ell_{2}, \ell_{3} \ell_{4}}=\operatorname{deg} E_{3, \ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}}=\operatorname{deg} e_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}}+2 \operatorname{deg}\left(X_{4}\right), \\
\operatorname{deg} G_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}}
\end{array}=\operatorname{deg} e_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}}+3 \operatorname{deg}\left(X_{4}\right) .
\end{aligned}
$$

Therefore, by setting $\alpha=\operatorname{deg} e_{\ell_{1}, \ell_{2}, \ell_{3}, \ell_{4}}$, we get

$$
\operatorname{reg}\left(J_{G}^{s}\right)=\max \begin{cases}\alpha, & \text { for } 0 \leq \ell_{1}, \ell_{2}, \ell_{3}, \ell_{4} \leq s \\ \alpha+\operatorname{deg}\left(X_{4}\right)-1, & \text { for } 1 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3}, \ell_{4} \leq s-1 \\ \alpha+2 \operatorname{deg}\left(X_{4}\right)-2, & \text { for } 2 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3}, \ell_{4} \leq s-2 \\ \alpha+3 \operatorname{deg}\left(X_{4}\right)-3, & \text { for } 3 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3}, \ell_{4} \leq s-3\end{cases}
$$

where $\ell_{1}+\ell_{2}+\ell_{3}+\ell_{4}=s$.
Here also, we have obtained an expression for $\operatorname{reg}\left(J_{G}^{s}\right)$ not in the form of a linear polynomial. However, as we have demonstrated in the previous cases, this can always be derived for a given graph. Analyzing the interplay between the cardinalities of the partitions, one can obtain the polynomial expression. Let $m_{1}=m_{2}=m_{3}=m_{4}=m$. Then,

$$
\begin{aligned}
\alpha & =\left(s-\ell_{4}\right) m_{1}+\left(s-\ell_{3}\right) m_{2}+\left(s-\ell_{2}\right) m_{3}+\left(s-\ell_{1}\right) m_{4} \\
& =\left(4 s-\left(\ell_{1}+\ell_{2}+\ell_{3}+\ell_{4}\right)\right) m=3 m s
\end{aligned}
$$

Therefore $\operatorname{reg}\left(J_{G}^{s}\right)=3 m s+(3 m-3)$ for all $s \geq 3$.
Corollary 3. Let $m, r$ be any two positive integers. Consider the arithmetic progression $m_{1}=m, m_{2}=m+r$, $m_{3}=m+2 r$, and $m_{4}=m+3 r$ in Theorem 6 . Then, for all $s \geq 3$, we have

$$
\operatorname{reg}\left(J_{G}^{s}\right)=s(3 m+6 r)+3 m-3
$$

Proof. We have from Theorem $6, \alpha=\left(s-\ell_{4}\right) m_{1}+\left(s-\ell_{3}\right) m_{2}+\left(s-\ell_{2}\right) m_{3}+\left(s-\ell_{1}\right) m_{4}$. On substituting the values of $m_{i}^{\prime} \operatorname{s}$ in $\alpha$, we get

$$
\alpha=s(4 m+6 r)-m \ell_{4}-(m+r) \ell_{3}-(m+2 r) \ell_{2}-(m+3 r) \ell_{1}
$$

By Theorem 6, we have for all $s \geq 3$,

$$
\operatorname{reg}\left(J_{G}^{s}\right)=\max \begin{cases}\alpha, & \text { for } 0 \leq \ell_{1}, \ell_{2}, \ell_{3}, \ell_{4} \leq s \\ \alpha+(m+3 r)-1, & \text { for } 1 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3}, \ell_{4} \leq s-1 \\ \alpha+2(m+3 r)-2, & \text { for } 2 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3}, \ell_{4} \leq s-2 \\ \alpha+3(m+3 r)-3, & \text { for } 3 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3}, \ell_{4} \leq s-3\end{cases}
$$

where $\ell_{1}+\ell_{2}+\ell_{3}+\ell_{4}=s$. To achieve the maximum value of $\alpha$, negative terms in $\alpha$ should be minimum. The coefficient of $\ell_{1}$ in negative terms in $\alpha$ is largest, so $\ell_{1}$ should be assigned the minimum value. After assigning the minimum value to $\ell_{1}$, assign the minimum value to $\ell_{2}$, and, similarly, the minimum value to $\ell_{3}$. Then assign $\ell_{4}=s-\ell_{1}-\ell_{2}-\ell_{3}$. For instance, to get the maximum of $\alpha$ when $1 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3}, \ell_{4} \leq s-1$, put $\ell_{1}=1, \ell_{2}=0, \ell_{3}=0$, and $\ell_{4}=s-1$. With appropriate substitution, we get for all $s \geq 3$

$$
\operatorname{reg}\left(J_{G}^{s}\right)=\max \begin{cases}s(3 m+6 r), & \text { for } 0 \leq \ell_{1}, \ell_{2}, \ell_{3}, \ell_{4} \leq s \\ s(3 m+6 r)+m-1, & \text { for } 1 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3}, \ell_{4} \leq s-1 \\ s(3 m+6 r)+2 m-2, & \text { for } 2 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3}, \ell_{4} \leq s-2 \\ s(3 m+6 r)+3 m-3, & \text { for } 3 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \ell_{3}, \ell_{4} \leq s-3\end{cases}
$$

Clearly for all $m \geq 1$, and for all $s \geq 3$, we get

$$
\operatorname{reg}\left(J_{G}^{s}\right)=s(3 m+6 r)+3 m-3
$$

### 4.3. Complete m-Partite Graphs

Let $G$ be a complete graph on $m$-vertices. Then the cover ideal $J_{G}$ of $G$ is generated by $\left\{x_{1} \cdots \hat{x}_{i} \cdots x_{m}: 1 \leq i \leq m\right\}$. It follows from Remark 4 that depth $R / J_{G}^{s}=0$ for all $s \geq m-1$. Moreover, by Remark 3, we know that $R / J_{G}^{s}$ has linear resolution for all $s \geq 1$. Therefore, the minimal graded free resolution of $R / J_{G}^{s}$ for all $s \geq m-1$ is of the form

$$
0 \rightarrow R(-s(m-1)-m+1)^{\beta_{m}} \longrightarrow \rightarrow \cdots \rightarrow R(-s(m-1)-1)^{\beta_{2}} \longrightarrow R(-s(m-1))^{\beta_{1}} \longrightarrow R
$$

Let $g_{1}, g_{2}, \ldots, g_{m}$ be the minimal generators $J_{G}$. Then, the elements in $J_{G}^{s}$ consist of elements $T_{\ell_{1}, \ell_{2}, \ldots, \ell_{m}}=g_{1}^{\ell_{1}} g_{2}^{\ell_{2}} \cdots g_{m}^{\ell_{m}}$, such that $\ell_{1}+\ell_{2}+\cdots+\ell_{m}=s$ and $0 \leq \ell_{i} \leq s$. Therefore the total number of elements in $J_{G}^{s}$ is same as the total number of non-negative integral solution to the linear equation $\ell_{1}+\ell_{2}+\cdots+\ell_{m}=s$, which is $\binom{s+m-1}{m-1}$. Thus, $\mu\left(J_{G}^{s}\right)=\binom{s+m-1}{m-1}$. Therefore, $\beta_{1}=\binom{s+m-1}{m-1}$.

Let $\left\{e_{\ell_{1}, \ell_{2}, \ldots, \ell_{m}} \mid 0 \leq \ell_{i} \leq s\right.$; and $\left.\ell_{1}+\ell_{2}+\cdots+\ell_{m}=s\right\}$ denote the standard basis for $R^{\beta_{1}}$. Let $\partial_{1}: R^{\beta_{1}} \longrightarrow R$ be the map $\partial_{1}\left(e_{\ell_{1}, \ell_{2}, \ldots, \ell_{m}}\right)=T_{\ell_{1}, \ell_{2}, \ldots, \ell_{m}}$. As done in the proofs of Theorems 3 and 5 , we can see that the first syzygy is given by the relations of the form

$$
x_{i} \cdot T_{\ell_{1}, \ell_{2}, \cdots, \ell_{i-1}, \ell_{i}-1, \ell_{i+1}+1, \cdots, \ell_{m}}-x_{i+1} \cdot T_{\ell_{1}, \ell_{2}, \cdots, \ell_{i-1}, \ell_{i}, \ell_{i+1}, \cdots, \ell_{m}}=0
$$

for each $1 \leq i \leq m-1$. Set $\ell_{i}-1=\ell_{i}^{\prime}$ and $\ell_{i+1}+1=\ell_{i+1}^{\prime}$. Then it can be seen that, for each $1 \leq i \leq m-1$, there exist as many such relations as the number of non-negative integer solutions of $\ell_{1}+\cdots+\ell_{i}^{\prime}+\cdots \ell_{m}=s-1$. Therefore, the total number of such linear relations is $(m-1)\binom{s+m-2}{m-1}$. Therefore $\beta_{2}=\binom{m-1}{1}\binom{s+m-2}{m-1}$. However it is not very difficult to realize that writing down the higher syzygy relations are quite challenging. Based on Theorems 3 and 5 and some of the experimental results using the computational commutative algebra package Macaulay 2 [17], we propose the following conjecture.

Conjecture 1. Let $R=K\left[x_{1}, x_{2}, \ldots, x_{m}\right]$ and let $J$ be the cover ideal of the complete graph $K_{m}$. The minimal graded free resolution of $R / I^{s}$ for all $s \geq m-1$ is of the form

$$
0 \rightarrow R(-s(m-1)-m+1)^{\beta_{m}} \longrightarrow \cdots \longrightarrow R(-s(m-1)-1)^{\beta_{2}} \longrightarrow R(-s(m-1))^{\beta_{1}} \longrightarrow R
$$

where

$$
\beta_{i}=\binom{m-1}{i-1}\binom{s+m-i}{m-1}
$$

Notice that proving the above conjecture will give the Betti numbers of powers of cover ideals of complete $m$-partite graphs. We conclude our article by proposing an expression for the regularity of powers of the cover ideals of complete $m$-partite graphs:

Conjecture 2. Let $G$ denote a complete m-partite graph with $V(G)=\sqcup_{i=1}^{m} V_{i}$ and $E(G)=\{\{a, b\}: a \in$ $\left.V_{i}, b \in V_{j}, i \neq j\right\}$. Set $V_{i}=\left\{x_{i 1}, \ldots, x_{i n_{i}}\right\}$ for $i=1, \ldots, m$. Let $J_{G} \subset R=K\left[x_{i j}: 1 \leq i \leq m ; 1 \leq j \leq n_{i}\right]$ denote the cover ideal of $G$. Let $0 \leq \ell_{1}, \ell_{2}, \ldots, \ell_{m} \leq s$ be integers such that $\ell_{1}+\ell_{2}+\cdots+\ell_{m}=s$. Set

$$
\alpha=s \cdot\left(\sum_{i=1}^{m} n_{i}\right)-\sum_{i=1}^{m} n_{i} \ell_{m+1-i}
$$

Then for all $s \geq m-1$, one has

$$
\operatorname{reg}\left(J_{G}^{s}\right)=\max \begin{cases}\alpha, & \text { for } 0 \leq \ell_{1}, \ell_{2}, \cdots, \ell_{m} \leq s, \\ \alpha+n_{m}-1, & \text { for } 1 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \cdots, \ell_{m} \leq s-1 \\ \alpha+2\left(n_{m}-1\right), & \text { for } 2 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \cdots, \ell_{m} \leq s-2 \\ & \vdots \\ \alpha+(m-1)\left(n_{m}-1\right), & \text { for } m-1 \leq \ell_{1} \leq s, 0 \leq \ell_{2}, \cdots, \ell_{m} \leq s-(m-1)\end{cases}
$$
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#### Abstract

In this short note we give an elementary description of the linear part of the minimal free resolution of a Stanley-Reisner ring of a simplicial complex $\Delta$. Indeed, the differentials in the linear part are simply a compilation of restriction maps in the simplicial cohomology of induced subcomplexes of $\Delta$. Along the way, we also show that if a monomial ideal has at least one generator of degree 2 , then the linear strand of its minimal free resolution can be written using only $\pm 1$ coefficients.
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## 1. Introduction

Let $\mathbb{k}$ be a field and $S=\mathbb{k}\left[x_{1}, \ldots, x_{n}\right]$ be the polynomial ring over it. Consider a finitely generated graded $S$-module $M$, and its minimal free resolution $\mathbb{F}_{\bullet}$. The linear part $[1] \operatorname{lin}\left(\mathbb{F}_{\bullet}\right)$ of $\mathbb{F} \bullet$ has the same modules as $\mathbb{F}_{\bullet}$, and its differential $d^{\text {lin }}$ is obtained from the differential $d$ of $\mathbb{F} \bullet$ by deleting all non-linear entries in the matrices representing $d$ in some basis of $\mathbb{F}_{\bullet}$.

The main result of this short note is an explicit description of $\operatorname{lin}\left(\mathbb{F}_{\bullet}\right)$ in the case where $M=\mathbb{k}[\Delta]$ is the Stanley-Reisner ring of a simplicial complex $\Delta$. It is well-known that $\mathbb{F}_{\bullet}$ is multigraded and generated as $S$-module in squarefree multidegrees. By Hochster's formula, it holds that

$$
\operatorname{Tor}_{i}^{S}(\mathbb{k}[\Delta], \mathbb{k})_{U} \cong \widetilde{H}^{\# U-i-1}\left(\Delta_{U} ; \mathbb{k}\right)
$$

where $U \subseteq\{1, \ldots, n\}$ is a squarefree multidgree and $\Delta_{U}:=\{F \in \Delta: F \subseteq U\}$ is the restriction of $\Delta$. Therefore, $\operatorname{lin}\left(\mathbb{F}_{i}\right)$ is isomorphic to the direct sum of modules of the form $\widetilde{H}^{\# U-i-1}\left(\Delta_{U}\right) \otimes_{\mathbb{k}} S(-U)$. The differential $d^{\text {lin }}$ turns out to be simply a compilation of all the restriction maps $\widetilde{H}^{i}\left(\Delta_{U}\right) \rightarrow$ $\widetilde{H}^{i}\left(\Delta_{U \backslash u}\right),\left.\omega \mapsto \omega\right|_{U \backslash u}$, induced by the inclusions $\Delta_{U \backslash u} \subset \Delta_{U}$.

Theorem 1. Let $\mathbb{k}[\Delta]$ be the Stanley-Reisner ring of a simplicial complex $\Delta$ and let $\mathbb{F} \bullet$ denote its minimal free resolution. The linear part $\operatorname{lin}\left(\mathbb{F}_{\bullet}\right)$ of $\mathbb{F} \bullet$ is isomorphic to the complex with modules

$$
\operatorname{lin}\left(\mathbb{F}_{i}\right)=\bigoplus_{U \subseteq[n]} \widetilde{H}^{\# U-i-1}\left(\Delta_{U}\right) \otimes_{\mathbb{k}} S(-U),
$$

and the components of the differential are given by

$$
\begin{array}{clr}
\widetilde{H}^{j}\left(\Delta_{U}\right) \otimes_{\mathbb{k}} S(-U) & \longrightarrow & \tilde{H}^{j}\left(\Delta_{U \backslash u}\right) \otimes_{\mathbb{k}} S(-U \backslash u) \\
\omega \otimes s & \left.\longmapsto(-1)^{\alpha(u, U)} \omega\right|_{U \backslash u} \otimes x_{u} s
\end{array}
$$

This extends the result of Reiner and Welker ([2], Theorem 3.2), which describes the maps in the linear strand of $\mathbb{F}_{\bullet}$. An alternative description of $\operatorname{lin}\left(\mathbb{F}_{\bullet}\right)$ in terms of the Alexander dual of $\Delta$ was given by Yanagawa ([3], Theorem 4.1).

Example 1. Let $\Delta$ be the simplicial complex with vertex set $\{a, b, c, d, e\}$ and facets $\{a, c, d\},\{b, d, e\},\{c, d, e\}$ and $\{b, c\}$. Its Stanley-Reisner ideal is $I_{\Delta}=\langle a b, a c, b c d, b c e\rangle$. A minimal free resolution $\mathbb{F} \bullet$ is given by the following complex:


The linear entries are marked in boldface. We indicate the relevant induced subcomplexes of $\Delta$ in Figure 1. There, the arrows indicate non-zero linear entries in the matrices of $\mathbb{F}$. . They correspond to non-zero restriction maps in the zero- or one-dimensional cohomology.


Figure 1. The induced subcomplexes of $\Delta$ from Example 1. The arrows indicate non-zero linear coefficients.

As a special case of Theorem 1, we obtain a very simple and explicit description of the 1-linear strand of $\mathbb{F}_{\bullet}$ (this is the strand containing the quadratic generators of $I_{\Delta}$ ). In particular, we show that the maps in the 1 -linear strand can always be written using only $\pm 1$ coefficients, see Corollary 1 . This extends and simplifies the results of Horwitz [4] and Chen [5], who constructed the minimal free resolution of $I_{\Delta}$ under the assumption that $I_{\Delta}$ is generated by quadrics and has a linear resolution.

This article is structured as follows. In Section 2 we set up notational conventions and recall various preliminaries. In the subsequent Section 3 we prove our main result. In the last section, we ask several open questions and pose a conjecture.

## 2. Notation and Preliminaries

For $n \in \mathbb{N}$ we write $[n]:=\{1, \ldots, n\}$. To simplify the notation, we set $U \backslash u:=U \backslash\{u\}$ and $U \cup u:=U \cup\{u\}$ for $U \subseteq[n]$ and $u \in[n]$.

Throughout the paper let $\mathbb{k}$ denote a fixed field and $S=\mathbb{k}\left[x_{1}, \ldots, x_{n}\right]$. Further, we write

$$
\mathfrak{m}:=\left\langle x_{1}, \ldots, x_{n}\right\rangle
$$

for the unique maximal graded ideal in $S$. We only consider the fine $\mathbb{Z}^{n}$-grading on $S$, i.e., the degree of $x_{i}$ is the $i$-th unit vector in $\mathbb{Z}^{n}$. Squarefree multidegrees are identified with subsets of [ $n$ ]. In particular, for $U \subseteq[n]$, we write $S(-U)$ for the free cyclic $S$-module whose generator is in degree $U$.

### 2.1. The Linear Part

Let $M$ be a finitely generated graded $S$-module. We consider its minimal free resolution

$$
\mathbb{F}_{\bullet}: 0 \longleftarrow M \longleftarrow \mathbb{F}_{0} \stackrel{\mathrm{~d}_{1}}{\longleftarrow} \cdots \stackrel{\mathrm{~d}_{n}}{\longleftarrow} \mathbb{F}_{n} \longleftarrow 0
$$

There is a natural filtration on $\mathbb{F}_{\bullet}$, which is given by

$$
\mathcal{F}^{j}\left(\mathbb{F}_{i}\right):=\mathfrak{m}^{j-i} \mathbb{F}_{i} .
$$

The associated graded complex $\operatorname{lin}\left(\mathbb{F}_{\bullet}\right)$ is called the linear part of $\mathbb{F}_{\bullet}$. It was introduced in [1], but see also ([6], Chapter 5). Note that $\operatorname{lin}\left(\mathbb{F}_{i}\right) \cong \mathbb{F}_{i}$ as $S$-modules, but the differentials on the complexes are different. Indeed, $\operatorname{lin}\left(\mathbb{F}_{\bullet}\right)$ can be constructed alternatively by choosing a basis for $\mathbb{F}_{\bullet}$, representing its differential in this basis by matrices, and deleting all non-linear entries, that is, entries in $\mathfrak{m}^{2}$.

### 2.2. Simplicial Chains and Cochains

Let $\Delta$ be a simplicial complex with vertex set $[n]$. For the convenience of the reader, we recall the definitions of the chain and cochain complexes of $\Delta$. For keeping track of the signs, we use the notation

$$
\alpha(A, B):=\#\{(a, b) \in A \times B: a>b\}
$$

for subsets $A, B \subseteq[n]$. We further set $\alpha(a, B)=\alpha(\{a\}, B)$. The (augmented oriented) chain complex of $\Delta$ is the complex of $\mathbb{k}$-vector spaces $\widetilde{C}_{\bullet}(\Delta)$, where $\widetilde{C}_{d}(\Delta)$ is the $\mathbb{k}$-vector space spanned by the $d$-faces of $\Delta$, and the differential is given by

$$
\partial(F)=\sum_{i \in F}(-1)^{\alpha(i, F)} F \backslash i .
$$

Here, we consider the empty set as the unique face of dimension -1 . Note that the definition of $\alpha(i, F)$ depends on the ordering of $[n]$. The (augmented oriented) cochain complex of $\Delta$ is the dual complex $\widetilde{C}^{\bullet}(\Delta):=\operatorname{hom}_{\mathbb{k}}\left(\widetilde{C}_{\bullet}(\Delta), \mathbb{k}\right)$. We write $F^{*} \in \widetilde{C}^{d}(\Delta)$ for the basis element dual to a $d$-face $F \in \Delta$. In this basis, the differential on $\widetilde{C}^{\bullet}(\Delta)$ can be written as

$$
\partial\left(F^{*}\right)=\sum_{i \in[n] \backslash F}(-1)^{\alpha(i, F)}(F \cup i)^{*}
$$

Here, we adopt the convention that $(F \cup i)^{*}=0$ if $F \cup i \notin \Delta$. The (reduced) simplicial cohomology of $\Delta$ is $\widetilde{H}^{*}(\Delta):=\widetilde{H}^{*}(\Delta ; \mathbb{k}):=H^{*}\left(\widetilde{C}^{\bullet}(\Delta)\right)$.

For a subcomplex $\Gamma \subseteq \Delta$, there is a restriction map $\widetilde{C}^{\bullet}(\Delta) \rightarrow \widetilde{C}^{\bullet}(\Gamma)$. If $\omega \in \widetilde{C}^{\bullet}(\Delta)$ is a cochain and $U \subseteq[n]$, then we write $\left.\omega\right|_{U}$ for the restriction of $\omega$ to $\Delta_{U}$.

## 3. Proof of the Main Result

Let $\Delta$ be a simplicial complex with vertex set $[n]$. Recall that the Stanley-Reisner ideal of $\Delta$ is defined as $I_{\Delta}:=\left\langle x^{U}: U \subseteq[n], U \notin \Delta\right\rangle$, where $x^{U}:=\prod_{i \in U} x_{i}$. Further, the Stanley-Reisner ring is $\mathbb{k}[\Delta]:=S / I_{\Delta}$. Every squarefree monomial ideal arises as the Stanley-Reisner ideal of some simplicial complex ([7], Theorem 1.7).

We are going to need an explicit version of Hochster's formula. It is of course well known, but we give the details for the convenience of the reader. Let $V=\operatorname{span}_{\mathbb{k}}\left\{e_{1}, \ldots, e_{n}\right\}$ be an $n$-dimensional
$\mathbb{k}$-vector space and let $\Lambda^{\bullet} V$ denote the exterior algebra over it. For $F=\left\{i_{1}, \ldots, i_{r}\right\} \subseteq[n]$ with $i_{1}<\cdots<i_{r}$, we set $\mathbf{e}_{F}:=e_{i_{1}} \wedge \cdots \wedge e_{i_{r}}$. Then $\mathbb{k}[\Delta] \otimes_{\mathbb{k}} \Lambda^{\bullet} V$ is the Koszul complex of $\mathbb{k}[\Delta]$.

Proposition 1 ([8]). For each squarefree multidegree $U \subseteq[n]$, there is an isomorphism of complexes $\left(\mathbb{k}[\Delta] \otimes_{\mathbb{k}}\right.$ $\left.\Lambda^{\bullet} V\right)_{U} \longrightarrow \widetilde{C}^{\# U-1-\bullet}\left(\Delta_{U}\right)$, given by $x^{F} \otimes \mathbf{e}_{U \backslash F} \mapsto(-1)^{\alpha(F, U)} F^{*}$.

Proof. It suffices to show that the following diagram commutes:


We only need to show that $\alpha(F, U)+\alpha(i, F) \equiv \alpha(i, U \backslash F)+\alpha(F \cup i, U)$ modulo 2 . This follows from the following computation:

$$
\alpha(F \cup i, U)-\alpha(F, U)=\alpha(i, U)=\alpha(i, F)+\alpha(i, U \backslash F)
$$

Now we turn to the proof of Theorem 1, which we restate for convenience.
Theorem 2. Let $\mathbb{k}[\Delta]$ be the Stanley-Reisner ring of a simplicial complex $\Delta$ and let $\mathbb{F} \bullet$ denote its minimal free resolution. The linear part $\operatorname{lin}(\mathbb{F} \bullet)$ of $\mathbb{F} \bullet$ is isomorphic to the complex with modules

$$
\operatorname{lin}\left(\mathbb{F}_{i}\right)=\bigoplus_{U \subseteq[n]} \widetilde{H}^{\# U-i-1}\left(\Delta_{U}\right) \otimes_{\mathbb{k}} S(-U)
$$

and the components of the differential are given by

$$
\begin{array}{clr}
\widetilde{H}^{j}\left(\Delta_{U}\right) \otimes_{\mathbb{k}} S(-U) & \longrightarrow & \widetilde{H}^{j}\left(\Delta_{U \backslash u}\right) \otimes_{\mathbb{k}} S(-U \backslash u) \\
\omega \otimes s & \longmapsto & \left.(-1)^{\alpha(u, U)} \omega\right|_{U \backslash u} \otimes x_{u} s
\end{array}
$$

Proof of Theorem 1. We follow the arguments of the proof of ([3], Theorem 4.1). Following [6] and ([1], pp. 107-109), we consider the double complex ( $\mathcal{L} \bullet, \bullet, \partial, \partial^{\prime}$ ), whose modules are given by $\mathcal{L}_{a, b}:=\mathbb{k}[\Delta] \otimes_{\mathbb{k}} \Lambda^{a} V \otimes_{\mathbb{k}} S_{b}$ and the differentials are:

$$
\begin{aligned}
\partial\left(s_{1} \otimes \mathbf{e}_{F} \otimes s_{2}\right): & =\sum_{i \in F}(-1)^{\alpha(i, F)} s_{1} x_{i} \otimes \mathbf{e}_{F \backslash i} \otimes s_{2} \\
\partial^{\prime}\left(s_{1} \otimes \mathbf{e}_{F} \otimes s_{2}\right): & =\sum_{i \in F}(-1)^{\alpha(i, F)} s_{1} \quad \otimes \mathbf{e}_{F \backslash i} \otimes x_{i} s_{2}
\end{aligned}
$$

It is not difficult to see that the homology of $(\mathcal{L} \bullet, \bullet, \partial)$ is isomorphic to $\operatorname{Tor}_{\bullet}^{S}(\mathbb{k}[\Delta], \mathbb{k}) \otimes_{\mathbb{k}} S$. By ([6], Theorem 5.1), the linear part of the minimal free resolution is induced by $\partial^{\prime}$.

Consider that the sub-double complex $\mathcal{L}_{a, b}^{\prime}:=\bigoplus_{\sigma \in[n]}\left(\mathbb{k}[\Delta] \otimes_{\mathbb{k}} \Lambda^{a} V \otimes_{\mathbb{k}} S_{b}\right)_{\sigma}$ of $\mathcal{L} \cdot, \boldsymbol{\bullet}$. As $\operatorname{Tor}_{\bullet}^{S}(\mathbb{k}[\Delta], \mathbb{k})$ is non-zero in squarefree degrees only ([7], Corollary 1.40), both $\mathcal{L}_{\mathbf{0}, \bullet}^{\prime}$ and $\mathcal{L} \bullet, \bullet$ have the same homology with respect to $\partial$.

By Proposition $1,\left(\mathcal{L}_{\bullet, \bullet}^{\prime}, \partial\right)$ is isomorphic to $\bigoplus_{U \subseteq[n]} \widetilde{\mathrm{C}}^{\# U-1-\bullet}\left(\Delta_{U}\right) \otimes_{\mathbb{k}} S(-U)$, where $\partial^{\prime}$ translates to the map:

$$
\begin{aligned}
\widetilde{C}^{j}\left(\Delta_{U}\right) \otimes_{\mathbb{k}} S(-U) & \longrightarrow \bigoplus_{u \in U} \widetilde{C}^{j}\left(\Delta_{U \backslash u}\right) \otimes_{\mathbb{k}} S(-U \backslash u) \\
F^{*} \otimes s & \left.\longmapsto \sum_{u \in U}(-1)^{\alpha(u, F)} F^{*}\right|_{U \backslash u} \otimes x_{u} S
\end{aligned}
$$

Now the claim follows by taking homology with respect to $\partial$ and applying ([6], Theorem 5.1).
A particularly simple case of Theorem 1 is the following. See Conjecture 1 for a conjectural improvement of this result.

Corollary 1. Let $I \subseteq S$ be a monomial ideal and let $\mathbb{F} \bullet$ be its minimal free resolution. Then one can choose a basis of $\mathbb{F} \cdot$ such that the maps in its 2-linear strand have only coefficients in $\{-1,0,1\}$.

Proof. We may assume that $I$ is squarefree by replacing it with its polarization ([7], p. 44). So it is the Stanley-Reisner ideal of some simplicial complex $\Delta$. By Theorem 1, maps in the 2-linear strand of its minimal free resolution are induced by the restriction maps $\widetilde{H}^{0}\left(\Delta_{U}\right) \rightarrow \widetilde{H}^{0}\left(\Delta_{U \backslash u}\right)$ for each $u \in U$.

For each subset $U \subseteq[n]$ we choose a distinguished connected component $C_{U, 0}$ of $\Delta_{U}$. For each other connected component $C_{U, i}$ of it, let $e_{U, i}: U \rightarrow \mathbb{k}$ the function which is 1 on the vertices of $C_{U, i}$ and 0 on the others. It is clear that the set $\left\{e_{U, i}: i>0\right\}$ forms a basis of $\widetilde{H}^{0}\left(\Delta_{U}\right)$.

We claim that in this basis, the differential has coefficients $\pm 1$. For $i>0$ there are the following cases:

1. $C_{U, i}=C_{U \backslash u, j}$ for some $j>0$,
2. $C_{U, i}=C_{U \backslash u, 0}$,
3. $C_{U, i}$ splits into several connected components $C_{U \backslash u, j_{1}}, \ldots, C_{U \backslash u, j_{r}}$ of $\Delta_{U \backslash u}$ with $j_{1}, \ldots, j_{r}>0$,
4. same as (3), with $j_{1}=0$,
5. $\quad C_{U, i}$ is the isolated vertex $u$.

In each case, it is easy to see that $e_{U, i}$ is mapped to a linear combination of the $e_{U \backslash u, j}$ with coefficients in $\{-1,0,1\}$.

## 4. Questions and Open Problems

### 4.1. Affine Monoid Algebras

Recall that a (positive) affine monoid $Q \subseteq \mathbb{N}^{n}$ is a finitely generated submonoid of $\mathbb{N}^{n}$. The monoid algebras $\mathbb{k}[Q]$ of affine monoids form a well-studied class of algebras. We refer the reader to [7] or ([9], Chapter 6) for more information on these rings. Each positive affine monoid has a unique minimal generating set, which is called its Hilbert basis. It yields a set of generators for $\mathbb{k}[Q]$ and thus a surjection $S \rightarrow \mathbb{k}[Q]$ from a polynomial ring $S$. Moreover, $\mathbb{k}[Q]$ carries a natural $\mathbb{N}^{n}$-multigrading. There is a combinatorial interpretation of the multigraded Betti numbers of $\mathbb{k}[Q]$, namely $\operatorname{Tor}_{i}^{S}(\mathbb{k}[Q], \mathbb{k})_{\mathbf{a}} \cong \widetilde{H}_{i}\left(\Delta_{\mathbf{a}}\right)$, for a certain simplicial complex $\Delta_{\mathbf{a}}$, see ([7], Theorem 9.2).

Question 1. Is there a topological interpretation of the linear part of the minimal free resolution of $\mathbb{k}[Q]$ over $S$ ?

In this situation, a description along the lines of Theorem 1 would require a map $\widetilde{H}_{i}\left(\Delta_{\mathbf{a}}\right) \rightarrow$ $\widetilde{H}_{i-1}\left(\Delta_{\mathbf{a}-\mathbf{b}}\right)$, where $\mathbf{b}$ is an element of the Hilbert basis such that $\mathbf{a}-\mathbf{b} \in Q$. Here, $\Delta_{\mathbf{a}-\mathbf{b}}$ is a subcomplex of $\Delta_{\mathbf{a}}$, but in general it is neither a restriction nor a link.

### 4.2. Approximations of Resolutions

Let $I_{\Delta} \subseteq S$ be the Stanley-Reisner ideal of some simplicial complex $\Delta$ and let $\mathbb{F}$. denote the minimal free resolution of $I_{\Delta}$. Hochster's formula can be interpreted as giving a description of the complex $\mathbb{F} \bullet / \mathfrak{m} \mathbb{F} \bullet$ (with trivial differential). Our Theorem 1 extends this by (essentially) describing $\mathbb{F}_{\bullet} / \mathfrak{m}^{2} \mathbb{F}_{\bullet}$. These results can be considered as successive approximations of $\mathbb{F}_{\bullet}$, so the following question seems natural:

Question 2. Is there a combinatorial or topological description of $\mathbb{F}_{\bullet} / \mathfrak{m}^{3} \mathbb{F}_{\bullet}$ ?

This seems to be substantially more difficult than describing $\mathbb{F} \bullet / \mathfrak{m}^{2} \mathbb{F} \cdot$. One reason for this is the following. Even though a minimal free resolution is unique up to isomorphism, if one wants to write it down explicitly one needs to choose an $S$-basis for $\mathbb{F}_{\bullet}$. This choice can be done in two steps. First choose a $\mathbb{k}$-basis for $\mathbb{F}_{\bullet} / \mathfrak{m} \mathbb{F} \bullet=\operatorname{Tor}_{*}\left(S / I_{\Delta}, \mathbb{k}\right)$, and then choose a lifting of these elements to $\mathbb{F} \bullet$ (any such lifting works due to Nakayama's lemma). Hochster's formula is a convenient tool for the first choice. Theorem 1 implies that the differential of $\mathbb{F} \bullet / \mathfrak{m}^{2} \mathbb{F} \bullet$ does not depend on the second choice, but this is no longer true for $\mathbb{F} \bullet / \mathfrak{m}^{3} \mathbb{F}_{\bullet}$.

### 4.3. Coefficients in Resolutions

Let $I \subseteq S$ be a monomial ideal containing no variables, and let $\mathbb{F}$. denote it with minimal free resolution. We saw in Corollary 1 that the differential in the 2 -linear strand of $\mathbb{F}_{\bullet}$ can be written using only coefficients $\pm 1$. On the other hand, in ([2], Section 5) Reiner and Welker gave an example where the differential on the 4 -linear strand cannot be written using only coefficients $\pm 1$. We believe that their example is optimal in that sense, and hence offer the following conjecture.

Conjecture 1. Let $I \subseteq S$ be a monomial ideal. Then it is possible to choose a basis for its minimal free resolution $\mathbb{F}_{\bullet}$, such that the differential on the 3-linear strand can be written using only coefficients $\pm 1$.

Note that the first map in $\mathbb{F}_{\bullet}, \mathrm{d}: \mathbb{F}_{1} \rightarrow \mathbb{F}_{0}$, can always be written using coefficients from $\{-1,0,1\}$. This is easily seen by considering the Taylor resolution. Further, it is not difficult to explicitly give a basis for $\mathbb{F}_{2}$ such that the differential d: $\mathbb{F}_{2} \rightarrow \mathbb{F}_{1}$ has coefficients $\pm 1$.
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#### Abstract

In the present paper, we study the normality of the toric rings of stable set polytopes, generators of toric ideals of stable set polytopes, and their Gröbner bases via the notion of edge polytopes of finite nonsimple graphs and the results on their toric ideals. In particular, we give a criterion for the normality of the toric ring of the stable set polytope and a graph-theoretical characterization of the set of generators of the toric ideal of the stable set polytope for a graph of stability number two. As an application, we provide an infinite family of stable set polytopes whose toric ideal is generated by quadratic binomials and has no quadratic Gröbner bases.
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## 1. Introduction

Let $\mathcal{P} \subset \mathbb{R}^{n}$ be an integral convex polytope, i.e., a convex polytope whose vertices have integer coordinates, and let $\mathcal{P} \cap \mathbb{Z}^{n}=\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{m}\right\}$. Let $K\left[X, X^{-1}, t\right]=K\left[x_{1}, x_{1}^{-1}, \ldots, x_{n}, x_{n}^{-1}, t\right]$ be the Laurent polynomial ring in $n+1$ variables over a field $K$. Given an integer vector $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{Z}^{n}$, we set $X^{\mathbf{a}} t=x_{1}^{a_{1}} \cdots x_{n}^{a_{n}} t \in K\left[X, X^{-1}, t\right]$. Then, the toric ring of $\mathcal{P}$ is the subalgebra $K[\mathcal{P}]$ of $K\left[X, X^{-1}, t\right]$ generated by $\left\{X^{\mathbf{a}_{1}} t, \ldots, X^{\mathbf{a}_{m}} t\right\}$ over $K$. Here, we need the variable $t$ in order to regard $K[\mathcal{P}]$ as a homogeneous algebra by setting each $\operatorname{deg} X^{\mathbf{a}_{i}} t=1$. The toric ideal $I_{\mathcal{P}}$ of $\mathcal{P}$ is the kernel of a surjective homomorphism $\pi: K\left[y_{1}, \ldots, y_{m}\right] \rightarrow K[\mathcal{P}]$ defined by $\pi\left(y_{i}\right)=X^{\mathbf{a}_{i}} t$ for $1 \leq i \leq m$. In general, $I_{\mathcal{P}}$ is generated by homogeneous binomials and any reduced Gröbner basis of $I_{\mathcal{P}}$ consists of homogeneous binomials; see [1]. A simplex $\sigma$ is called a subsimplex of $\mathcal{P}$ if the set of vertices of $\sigma$ is contained in $\mathcal{P} \cap \mathbb{Z}^{n}$. A set $\Delta$ of subsimplices of $\mathcal{P}$ is called a covering of $\mathcal{P}$ if $\bigcup_{\sigma \in \Delta} \sigma=\mathcal{P}$. A covering $\Delta$ of $\mathcal{P}$ is called a triangulation of $\mathcal{P}$ if $\Delta$ is a simplicial complex. A covering (triangulation) $\Delta$ of $\mathcal{P}$ is called unimodular if the normalized volume of each maximal simplex in $\Delta$ is equal to 1 . The following properties of an integral convex polytope $\mathcal{P}$ have been investigated in many papers on commutative algebra and combinatorics:
(i) $\quad \mathcal{P}$ is unimodular (any triangulation of $\mathcal{P}$ is unimodular), the initial ideal of $I_{\mathcal{P}}$ is generated by squarefree monomials with respect to any monomial order ([2] Section 4.3);
(ii) $\mathcal{P}$ is compressed (any "pulling" triangulation is unimodular), the initial ideal of $I_{\mathcal{P}}$ is generated by squarefree monomials with respect to any reverse lexicographic order [3,4];
(iii) $\mathcal{P}$ has a regular unimodular triangulation, there exists a monomial order such that the initial ideal of $I_{\mathcal{P}}$ is generated by squarefree monomials ([2] Theorem 4.17);
(iv) $\mathcal{P}$ has a unimodular triangulation ([2] Section 4.2.4);
(v) $\mathcal{P}$ has a unimodular covering ([2] Section 4.2.4);
(vi) $\mathcal{P}$ is normal, $K[\mathcal{P}]$ is a normal semigroup ring ([2] Section 4.2.3).

Details for these conditions are explained in ([1] Chapter 8) and ([2] Chapter 4). The hierarchy (i) $\Rightarrow(\mathrm{ii}) \Rightarrow(\mathrm{iii}) \Rightarrow(\mathrm{iv}) \Rightarrow(\mathrm{v})$ is trivial by their definition. The implication (v) $\Rightarrow$ (vi) is explained in ([2] Theorem 4.11). Note that the converse of each of the above implications is false. On the other hand, the following properties of $I_{\mathcal{P}}$ are studied by many authors:
(a) $I_{\mathcal{P}}$ has a Gröbner bases consisting of quadratic binomials;
(b) $K[\mathcal{P}]$ is Koszul ([2] Definition 2.20);
(c) $\quad I_{\mathcal{P}}$ is generated by quadratic binomials.

The hierarchy $(\mathrm{a}) \Rightarrow(\mathrm{b}) \Rightarrow(\mathrm{c})$ is known, and the converse of each of the two implications is false; see ([5] Examples 2.1 and 2.2) and [6].

The purpose of this paper is to study such properties of toric rings and ideals of stable set polytopes of simple graphs. Let $G$ be a finite simple graph on the vertex set $[n]=\{1,2, \ldots, n\}$, and let $E(G)$ denote the set of edges of $G$. Given a subset $W \subset[n]$, we associate the $(0,1)$ vector $\rho(W)=\sum_{j \in W} \mathbf{e}_{j} \in \mathbb{R}^{n}$, where $\mathbf{e}_{i}$ is the $i$ th unit vector of $\mathbb{R}^{n}$. In particular, $\rho(\varnothing)=0 \in \mathbb{R}^{n}$. A subset $W \subset[n]$ is said to be stable (or independent) if $\{i, j\} \notin E(G)$ for all $i, j \in W$ with $i \neq j$. In particular, $\varnothing$ and each $\{i\}$ with $i \in[n]$ are stable. Let $S(G)$ be the set of all stable sets of $G$. The stable set polytope (independent set polytope) $\mathcal{Q}_{G} \subset \mathbb{R}^{n}$ of a simple graph $G$ is the convex hull of $\{\rho(W): W \in S(G)\}$.

Example 1. If $G$ is a complete graph, then $\mathcal{Q}_{G}$ is a unit simplex, and hence $I_{\mathcal{Q}_{G}}=\{0\}$ and $K\left[\mathcal{Q}_{G}\right]=$ $K\left[x_{1} t, \ldots, x_{n} t, t\right] \simeq K\left[y_{1}, \ldots, y_{n+1}\right]$.

Stable set polytopes are very important in many areas, such as optimization theory as well as combinatorics and commutative algebra. Below, we present a list of results on the toric ring $K\left[\mathcal{Q}_{G}\right]$ and the toric ideals $I_{\mathcal{Q}_{G}}$ of the stable set polytope $\mathcal{Q}_{G}$ of a simple graph $G$.

1. The stable set polytope $\mathcal{Q}_{G}$ is compressed if and only if $G$ is perfect $([3,4,7])$.
2. Let $G$ be a perfect graph. Then, the toric ring $K\left[\mathcal{Q}_{G}\right]$ is Gorenstein if and only if all maximal cliques of $G$ have the same cardinality ([8]).
3. The toric ring $K\left[\mathcal{Q}_{G}\right]$ is strongly Koszul ([2] p. 53) if and only if $G$ is trivially perfect ([9] Theorem 5.1).
4. Let $G(P)$ be a comparability graph of a poset $P$. Then, $\mathcal{Q}_{G(P)}$ is called a chain polytope of $P$. It is known that the toric ideals of a chain polytope have a squarefree quadratic initial ideal (see [10] Corollary 3.1). For example, if a graph $G$ is bipartite, then there exists a poset $P$ such that $G=G(P)$.
5. Suppose that a graph $G$ on the vertex set $[n]$ is an almost bipartite graph, i.e., there exists a vertex $v$ such that the induced subgraph of $G$ on the vertex set $[n] \backslash\{v\}$ is bipartite. Then, $I_{\mathcal{Q}_{G}}$ has a squarefree quadratic initial ideal ([11] Theorem 8.1). For example, any cycle is almost bipartite.
6. Let $G$ be the complement of an even cycle of length $2 k$. Then, the maximum degree of a minimal set of binomial generators of $I_{\mathcal{Q}_{G}}$ is equal to $k$ ([11] Theorem 7.4).

In the present paper, we study the normality of the toric rings of stable set polytopes, generators of toric ideals of stable set polytopes, and their Gröbner bases via the notion of edge polytopes of finite (nonsimple) graphs and the results on their toric ideals. Here, the edge polytope $\mathcal{P}_{G} \subset \mathbb{R}^{n}$ of a graph $G$ allowing loops and having no multiple edges is the convex hull of

$$
\left\{\mathbf{e}_{i}+\mathbf{e}_{j}:\{i, j\} \text { is an edge of } G\right\} \cup\left\{2 \mathbf{e}_{i}: \text { there is a loop at } i \text { in } G\right\} .
$$

This paper is organized as follows. In Section 2, fundamental properties of $K\left[\mathcal{Q}_{G}\right]$ and $I_{\mathcal{Q}_{G}}$ are studied. In particular, the relationship between the stable set polytopes and the edge polytopes are given (Lemma 1). In addition, it is shown that $\mathcal{Q}_{G}$ is unimodular if and only if the complement of $G$ is bipartite (Proposition 5). We also point out that, by the results in [11], it is easy to see that $I_{\mathcal{Q}_{G}}$
has a squarefree quadratic initial ideal if $G$ is either a chordal graph or a ring graph (Proposition 2). In Section 3, we discuss the normality of the stable set polytopes. We prove that, for a simple graph $G$ of stability number two, $\mathcal{Q}_{G}$ is normal if and only if the complement of $G$ satisfies the "odd cycle condition" (Theorem 1). Using this criterion, we construct an infinite family of normal stable set polytopes without regular unimodular triangulations (Theorem 2). For general simple graphs, some necessary conditions for $\mathcal{Q}_{G}$ to be normal are also given. In Section 4, we study the set of generators and Gröbner bases of toric ideals of stable set polytopes. It is shown that for a simple graph $G$ of stability number two, the set of binomial generators of $I_{\mathcal{Q}_{G}}$ are described in terms of even closed walks of a graph (Theorem 3). If $\bar{G}$ is bipartite and if $I_{\mathcal{Q}_{G}}$ is generated by quadratic binomials, then $I_{\mathcal{Q}_{G}}$ has a quadratic Gröbner basis (Corollary 1). Finally, using the results on normality, generators, and Gröbner bases, we present an infinite family of non-normal stable set polytopes whose toric ideal is generated by quadratic binomials and has no quadratic Gröbner bases (Theorem 4).

## 2. Fundamental Properties of the Stable Set Polytopes

In this section, we give some fundamental properties of $K\left[\mathcal{Q}_{G}\right]$ and $I_{\mathcal{Q}_{G}}$. In particular, a relation between the stable set polytopes and the edge polytopes is discussed. The stability number $\alpha(G)$ of a graph $G$ is the cardinality of the largest stable set. If a simple graph $G$ satisfies $\alpha(G)=1$, then $G$ is a complete graph in Example 1. Given lattice polytopes $\mathcal{P}_{1} \subset \mathbb{R}^{m}$ and $\mathcal{P}_{2} \subset \mathbb{R}^{n}$, the product of $\mathcal{P}_{1}$ and $\mathcal{P}_{2}$ is defined by $\mathcal{P}_{1} \times \mathcal{P}_{2}=\left\{\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{R}^{m+n}: \alpha_{1} \in \mathcal{P}_{1}, \alpha_{2} \in \mathcal{P}_{2}\right\}$. Then the toric ring $K\left[\mathcal{P}_{1} \times \mathcal{P}_{2}\right]$ is called the Segre product of $K\left[\mathcal{P}_{1}\right]$ and $K\left[\mathcal{P}_{2}\right]$.

Example 2. Suppose that a simple graph $G$ is not connected. Let $G_{1}, \ldots, G_{S}$ be the connected components of $G$. Then, it is easy to see that $\mathcal{Q}_{G}=\mathcal{Q}_{G_{1}} \times \cdots \times \mathcal{Q}_{G_{s}}$, and hence $K\left[\mathcal{Q}_{G}\right]$ is the Segre product of $K\left[\mathcal{Q}_{G_{1}}\right], \ldots, K\left[\mathcal{Q}_{G_{s}}\right]$.

Thus, it is enough to study stable set polytopes of connected simple graphs $G$ such that $\alpha(G) \geq 2$. We use the notion of toric fiber products to study toric rings of stable set polytopes. This notion is first introduced in [12] as a generalization of the Segre product. Since the definition of toric fiber products is complicated, we give an example.

Example 3. Let $G_{1}$ and $G_{2}$ be cycles of length 4, where $E\left(G_{1}\right)=\{\{1,2\},\{2,3\},\{3,4\},\{1,4\}\}$ and $E\left(G_{2}\right)=\{\{3,4\},\{4,5\},\{5,6\},\{3,6\}\}$. Then $K\left[\mathcal{Q}_{G_{1}}\right]=K\left[t, x_{1} t, x_{2} t, x_{3} t, x_{4} t, x_{1} x_{3} t, x_{2} x_{4} t\right]$ and $K\left[\mathcal{Q}_{G_{2}}\right]=$ $K\left[t, x_{3} t, x_{4} t, x_{5} t, x_{6} t, x_{3} x_{5} t, x_{4} x_{6} t\right]$. We define the multigrading by $\operatorname{deg}\left(x_{1}^{a_{1}} \ldots x_{6}^{a_{6}} t^{\alpha}\right)=\left(a_{3}, a_{4}, \alpha\right)$. Let $A=$ $\{(0,0,1),(1,0,1),(0,1,1)\}$. Then, the toric fiber product $K\left[\mathcal{Q}_{G_{1}}\right] \times{ }_{A} K\left[\mathcal{Q}_{G_{2}}\right]$ is generated by the monomials $x_{1}^{a_{1}} \ldots x_{4}^{a_{4}} t^{\alpha} \cdot x_{3}^{b_{3}} \ldots x_{6}^{b_{6}} t^{\beta}$ such that $x_{1}^{a_{1}} \ldots x_{4}^{a_{4}} t^{\alpha} \in K\left[\mathcal{Q}_{G_{1}}\right]$ and $x_{3}^{b_{3}} \ldots x_{6}^{b_{6}} t^{\beta} \in K\left[\mathcal{Q}_{G_{2}}\right]$ have the same multidegree $\mathbf{a} \in A$. It is easy to see that $K\left[\mathcal{Q}_{G_{1}}\right] \times_{A} K\left[\mathcal{Q}_{G_{2}}\right] \cong K\left[\mathcal{Q}_{G_{1} \cup G_{2}}\right]$, and $A$ corresponds to the lattice point in $\mathcal{Q}_{\mathrm{G}_{1} \cap \mathrm{G}_{2}}$, which is a simplex.

The application of toric fiber products to toric rings of stable set polytopes was studied in [11]. For $i=1,2$, let $G_{i}$ be a simple graph on the vertex set $V_{i}$ and the edge set $E_{i}$. If $V_{1} \cap V_{2}$ is a clique of both $G_{1}$ and $G_{2}$, then we construct a new graph $G_{1} \sharp G_{2}$ on the vertex set $V_{1} \cup V_{2}$ and the edge set $E_{1} \cup E_{2}$, which is called the clique sum of $G_{1}$ and $G_{2}$ along $V_{1} \cap V_{2}$.

Proposition 1. Let $G_{1} \sharp G_{2}$ be the clique sum of simple graphs $G_{1}$ and $G_{2}$. Then, $I_{\mathcal{Q}_{G_{1} \sharp G_{2}}}$ is a toric fiber product of $I_{\mathcal{Q}_{G_{1}}}$ and $I_{\mathcal{Q}_{G_{2}}}$. We can construct a set of binomial generators (or a Gröbner basis) of $I_{\mathcal{Q}_{G_{1} \sharp G_{2}}}$ from that of $I_{\mathcal{Q}_{G_{i}}}$ 's and some quadratic binomials. Moreover, $K\left[\mathcal{Q}_{G_{1} \sharp G_{2}}\right]$ is normal if and only if both $K\left[\mathcal{Q}_{G_{1}}\right]$ and $K\left[\mathcal{Q}_{G_{2}}\right]$ are normal.

Proof. Note that $I_{\mathcal{Q}_{G_{1} \cap G_{2}}}=\{0\}$. Hence, this is a special case of ([11] Proposition 5.1) by ([11] Proposition 9.6).

A simple graph $G$ is called chordal if any induced cycle of $G$ is of length 3. A graph $G$ is called a ring graph if each block of $G$ that is not a bridge or a vertex can be constructed from a cycle by successively adding cycles of length $\geq 3$ using the clique sum construction. Ring graphs are introduced in [13,14].

Proposition 2. Suppose that a simple graph $G$ is either a chordal graph or a ring graph. Then, $I_{\mathcal{Q}_{G}}$ has a squarefree quadratic initial ideal.

Proof. It is known by ([15] Proposition 5.5.1) that a graph $G$ is chordal if and only if $G$ is a clique sum of complete graphs. By the statement in Example 1 and Proposition $1, I_{\mathcal{Q}_{G}}$ has a squarefree quadratic initial ideal if $G$ is chordal.

Suppose that $G$ is a ring graph. Then, $G$ is a clique sum of trees and cycles since any graph is a clique sum (along a vertex) of trees and its blocks. Since trees and cycles are almost bipartite, by ([11] Theorem 8.1), the toric ideal $I_{\mathcal{Q}_{H}}$ has a squarefree quadratic initial ideal if $H$ is either a tree or a cycle. Thus, by Proposition $1, I_{\mathcal{Q}_{G}}$ has a squarefree quadratic initial ideal if $G$ is a ring graph.

A graph $G$ is called perfect if the chromatic number of every induced subgraph of $G$ is equal to the size of the largest clique of that subgraph; see [15]. We recall the following result on perfect graphs and their stable set polytopes; see $[3,4,7]$.

Proposition 3. Let $G$ be a simple graph. Then, $\mathcal{Q}_{G}$ is compressed if and only if $G$ is perfect. In particular, if $G$ is perfect, then $\mathcal{Q}_{G}$ is normal.

For a graph $G$ on the vertex set $[n]$, let $\bar{G}$ denote the complement of a graph $G$. An induced cycle of $G$ of length $>3$ is called a hole of $G$ and an induced cycle of $\bar{G}$ of length $>3$ is called an antihole of $G$. Below we combine two important characterizations of perfect graphs, where the first part is the strong perfect graph theorem and the second part considers just the perfect graphs with stability number 2 .

Proposition 4. Let $G$ be a simple graph. Then $G$ is a perfect graph if and only if $G$ has no odd holes and no odd antiholes. In particular, $G$ is a perfect graph with $\alpha(G)=2$ if and only if $\bar{G}$ is bipartite and not empty.

For a graph $G$, let $\bar{G}^{\star}$ be the nonsimple graph on the vertex set $[n+1]$ whose edge (and loop) set is $E(\bar{G}) \cup\{\{i, n+1\}: i \in[n+1]\}$. The following lemma plays an important role when we study the stable set polytope $\mathcal{Q}_{G}$ of $G$.

Lemma 1. Let $G$ be a simple graph with $\alpha(G)=2$. Then we have $K\left[\mathcal{Q}_{G}\right] \simeq K\left[\mathcal{P}_{\bar{G}^{\star}}\right]$. Moreover, if $\bar{G}$ is bipartite, then there exists a bipartite graph $H$ such that $K\left[\mathcal{Q}_{G}\right] \simeq K\left[\mathcal{P}_{H}\right]$.

Proof. Let $\varphi: K\left[\mathcal{Q}_{G}\right] \rightarrow K\left[x_{1}, \ldots, x_{n+1}\right]$ be the injective ring homomorphism defined by

$$
\varphi\left(x_{1}^{a_{1}} \cdots x_{n}^{a_{n}} t\right)=x_{1}^{a_{1}} \cdots x_{n}^{a_{n}} x_{n+1}^{2-\left(a_{1}+\cdots+a_{n}\right)} .
$$

Then $\varphi(t)=x_{n+1}^{2}, \varphi\left(x_{i} t\right)=x_{i} x_{n+1}$ for $i=1,2, \ldots, n$, and $\varphi\left(x_{k} x_{\ell} t\right)=x_{k} x_{\ell}$ for each stable set $\{k, \ell\}$ of $G$. Note that $\{k, \ell\}$ is a stable set of $G$ if and only if $\{k, \ell\}$ is an edge of $\bar{G}$. Hence, the image of $\varphi$ is $K\left[\mathcal{P}_{\bar{G}^{\star}}\right]$.

Suppose that $\bar{G}$ is bipartite. Then $\bar{G}$ has no odd cycles. Hence, any odd cycle of $\bar{G}^{\star}$ have the vertex $n+1$. (Note that $\{n+1, n+1\}$ is an odd cycle of length 1.) Thus, in particular, any two odd cycles of $\bar{G}^{\star}$ has a common vertex. We now show that there exists a bipartite graph $H$ such that $K\left[\mathcal{P}_{\bar{G}^{\star}}\right] \simeq K\left[\mathcal{P}_{H}\right]$ (by a similar argument in ([16] Proof of Proposition 5.5)). Let $[n]=V_{1} \cup V_{2}$ be a partition of the vertex set of the bipartite graph $\bar{G}$. Let $H$ be a bipartite graph on the vertex set $[n+2]$ and the edge set

$$
E(H)=E(\bar{G}) \cup\left\{\{i, n+1\}: i \in V_{1}\right\} \cup\left\{\{j, n+2\}: j \in V_{2}\right\} \cup\{\{n+1, n+2\}\} .
$$

Let $\psi: K\left[\mathcal{P}_{H}\right] \rightarrow K\left[x_{1}, \ldots, x_{n+1}\right]$ be the ring homomorphism defined by

$$
\psi\left(x_{1}^{a_{1}} \cdots x_{n+2}^{a_{n+2}}\right)=x_{1}^{a_{1}} \cdots x_{n}^{a_{n}} x_{n+1}^{a_{n+1}+a_{n+2}}
$$

Since $\bar{G}^{\star}$ is obtained from $H$ by identifying the vertices $n+1$ and $n+2$, it follows that the image of $\psi$ is $K\left[\mathcal{P}_{\bar{G}^{\star}}\right]$. Hence, it is enough to show that $\psi$ is injective. Suppose that $u=x_{1}^{a_{1}} \cdots x_{n+2}^{a_{n+2}}$, $v=x_{1}^{b_{1}} \ldots x_{n+2}^{b_{n+2}} \in K\left[\mathcal{P}_{H}\right]$ satisfies $\psi(u)=\psi(v)$. Then $a_{n+1}+a_{n+2}=b_{n+1}+b_{n+2}$ and $a_{i}=b_{i}$ for $i=1,2, \ldots, n$. Since $[n]=V_{1} \cup V_{2}$ is a partition for $\bar{G}$, we have

$$
a_{n+2}+\sum_{k \in V_{1}} a_{k}=a_{n+1}+\sum_{\ell \in V_{2}} a_{\ell} \quad b_{n+2}+\sum_{k \in V_{1}} b_{k}=b_{n+1}+\sum_{\ell \in V_{2}} b_{\ell} .
$$

Thus, $a_{n+1}=b_{n+1}$ and $a_{n+2}=b_{n+2}$, as desired.
The first application of Lemma 1 is as follows:
Proposition 5. Let $G$ be a simple graph. Then the following conditions are equivalent:
(i) $\mathcal{Q}_{G}$ is unimodular;
(ii) $\bar{G}$ is bipartite.

Moreover, if $\alpha(G)=2$, then the conditions
(iii) $\mathcal{Q}_{\mathrm{G}}$ is compressed;
(iv) $G$ is perfect
are also equivalent to conditions (i) and (ii).
Proof. We may assume that $G$ is not complete (i.e., $\bar{G}$ is not empty and $\alpha(G) \neq 1$ ). Let $A$ be the matrix whose columns are vertices of $\mathcal{Q}_{G}$, and let

$$
\widetilde{A}=\left(\begin{array}{ccc} 
& A & \\
& \cdots & 1
\end{array}\right) \text { and } B=\left(\begin{array}{cccc}
0 & \mathbf{e}_{1} & \cdots & \mathbf{e}_{n} \\
1 & 1 & \cdots & 1
\end{array}\right)
$$

Then $B$ is a submatrix of $\widetilde{A}$. Since $|\operatorname{det}(B)|=1$, the rank of $\widetilde{A}$ is $n+1$. It is known by ([1] p. 70) that $\mathcal{Q}_{\mathrm{G}}$ is unimodular if and only if the absolute value of any nonzero $(n+1)$-minor of the matrix $\widetilde{A}$ is 1 .

Suppose that $\bar{G}$ is not bipartite. Then $\bar{G}$ has an odd cycle $C=\left(i_{1}, \ldots, i_{2 \ell+1}\right)$. Then the absolute value of the $(n+1)$-minor of $\widetilde{A}$ that corresponds to

$$
\left\{\mathbf{e}_{i_{k}}+\mathbf{e}_{i_{k+1}}: 1 \leq k \leq 2 \ell\right\} \cup\left\{\mathbf{e}_{i_{1}}+\mathbf{e}_{i_{2 \ell+1}}, \mathbf{0}\right\} \cup\left\{\mathbf{e}_{j}: j \notin\left\{i_{1}, \ldots, i_{2 \ell+1}\right\}\right\}
$$

equals 2. Hence, $\mathcal{Q}_{G}$ is not unimodular. Thus, we have (i) $\Rightarrow$ (ii).
Suppose that $\bar{G}$ is bipartite. By Lemma 1, there exists a bipartite graph $H$ such that $K\left[\mathcal{Q}_{G}\right] \simeq K\left[\mathcal{P}_{H}\right]$. It is well known that the edge polytope of a bipartite graph is unimodular; see ([2] Theorem 5.24). Thus, $\mathcal{P}_{H}$ is unimodular, and hence we have (ii) $\Rightarrow$ (i).

Suppose that $\alpha(G)=2$. By Proposition 3, conditions (iii) and (iv) are equivalent. In addition, by Proposition 4, conditions (ii) and (iv) are equivalent.

We close this section with the following fundamental fact on stable set and edge polytopes.
Proposition 6. Let $G^{\prime}$ be an induced subgraph of a graph $G$. Then
(i) the edge polytope $\mathcal{P}_{G^{\prime}}$ is a face of $\mathcal{P}_{G}$;
(ii) if $G$ is a simple graph, then $\mathcal{Q}_{G^{\prime}}$ is a face of $\mathcal{Q}_{G}$.

It can be seen from Proposition 6 that several properties of $K\left[\mathcal{Q}_{G}\right]$ (resp. $K\left[\mathcal{P}_{G}\right]$ ) are inherited to $K\left[\mathcal{Q}_{G^{\prime}}\right]$ (resp. $K\left[\mathcal{P}_{G^{\prime}}\right]$ ), for example, normality of the toric ring, the existence of a squarefree initial ideal, existence of a quadratic Gröbner basis, and the existence of the set of quadratic binomial generators of the toric ideal; see [17].

## 3. Normality of Stable Set Polytopes

In this section, we study the normality of stable set polytopes. Normality of edge polytopes is studied in $[18,19]$, and we make use of the normality conditions of edge polytopes while working with stable set polytopes, due to the relation discovered in Lemma 1. If $C_{1}$ and $C_{2}$ are cycles in a graph $G$, then $\{i, j\} \in E(G)$ is called a bridge of $C_{1}$ and $C_{2}$ if $i$ is a vertex of $C_{1} \backslash C_{2}$ and $j$ is a vertex of $C_{2} \backslash C_{1}$. We say that a graph $G$ satisfies the odd cycle condition if any induced odd cycles $C_{1}$ and $C_{2}$ in $G$ have either a common vertex or a bridge. For the sake of simplicity, assume that a graph $H$ has at most one loop. Then, it is known by $[18,19]$ that $\mathcal{P}_{H}$ is normal if and only if each connected component of $H$ satisfies the odd cycle condition. By ([18] Corollary 2.3) and Lemma 1, we have the following. (Note that $\bar{G}$ below is not necessarily connected.)

Theorem 1. Let $G$ be a simple graph with $\alpha(G)=2$. Then the following conditions are equivalent.
(i) $\quad \mathcal{Q}_{G}$ is normal;
(ii) $\mathcal{Q}_{G}$ has a unimodular covering;
(iii) $\bar{G}$ satisfies the odd cycle condition, i.e., if two odd holes $C_{1}$ and $C_{2}$ in $\bar{G}$ have no common vertices, then there exists a bridge of $C_{1}$ and $C_{2}$ in $\bar{G}$.

In particular, if $\mathcal{Q}_{\mathrm{G}}$ is normal, then $\mathcal{P}_{\overline{\mathrm{G}}}$ is normal.
Proof. By Lemma 1, we have $K\left[\mathcal{Q}_{G}\right] \simeq K\left[\mathcal{P}_{\bar{G}^{\star}}\right]$. Hence, by ([18] Corollary 2.3), conditions (i) and (ii) are equivalent, and they hold if and only if $\bar{G}^{\star}$ satisfies the odd cycle condition. (Note that $\bar{G}^{\star}$ is connected.) Since the vertex $n+1$ is incident to any vertex of $\bar{G}^{\star}$, it is easy to see that $\bar{G}^{\star}$ satisfies the odd cycle condition if and only if $\bar{G}$ satisfies the odd cycle condition.

It is shown in [20] that there exists a graph $G$ such that $\mathcal{P}_{G}$ is normal and that $I_{\mathcal{P}_{G}}$ has no squarefree initial ideals. Examples on infinite families of such edge polytopes are given in [21]. We can construct the stable set polytopes with the same properties. Let $G_{1}\left(p_{1}, \ldots, p_{5}\right)$ be the graph defined in ([21] Theorem 3.10).

Theorem 2. Let $G$ be a graph such that $\bar{G}=G_{1}\left(p_{1}, \ldots, p_{5}\right)$ with $p_{i} \geq 2$ for $i=1, \ldots, 5$. Then $\mathcal{Q}_{G}$ is normal, and $I_{\mathcal{Q}_{G}}$ has no squarefree initial ideals.

Proof. Since $\bar{G}$ has no triangles, we have $\alpha(G)=2$. Since $G_{1}\left(p_{1}, \ldots, p_{5}\right)$ satisfies the odd cycle condition, $\mathcal{Q}_{G}$ is normal by Theorem 1 . On the other hand, $I_{\bar{G}}$ has no squarefree initial ideals. Since $\bar{G}$ is an induced subgraph of $\bar{G}^{\star}, I_{\mathcal{Q}_{G}}$ has no squarefree initial ideals by Lemma 1 and Proposition 6.

It seems to be a challenging problem to characterize the normal stable set polytopes with large stability numbers. We give several necessary conditions. The following is a consequence of Proposition 6 and Theorem 1.

Proposition 7. Let $G$ be a simple graph. Suppose that $\mathcal{Q}_{G}$ is normal. Then any two odd holes of $\bar{G}$ without a common vertex have a bridge in $\bar{G}$.

Proof. Suppose that two odd holes $C_{1}, C_{2}$ of $\bar{G}$ without common vertices have no bridges in $\bar{G}$. Let $H$ be an induced subgraph of $G$ whose vertex set is that of $C_{1} \cup C_{2}$. Then $\alpha(H)=2$, and hence $\mathcal{Q}_{H}$ is not normal by Theorem 1. Thus, $\mathcal{Q}_{\mathrm{G}}$ is not normal by Proposition 6 .

Similar conditions are required for antiholes of $\bar{G}$.
Proposition 8. Let $G$ be a simple graph. Suppose that $\mathcal{Q}_{G}$ is normal. Then $G$ satisfies all of the following conditions:
(i) Any two odd antiholes of $\bar{G}$ having no common vertices have a bridge in $\bar{G}$.
(ii) Any two odd antiholes of $\bar{G}$ of length $\geq 7$ having exactly one common vertex have a bridge in $\bar{G}$.
(iii) Any odd hole and odd antihole of $\bar{G}$ having no common vertices have a bridge in $\bar{G}$.

Proof. Let $G$ be a graph on the vertex set $[n]$. Let $\mathcal{A}=\{(\rho(W), 1): W \in S(G)\}$. It is known by ([1] Proposition 13.5) that $\mathcal{Q}_{G}$ is normal if and only if we have $\mathbb{Z}_{\geq 0} \mathcal{A}=\mathbb{Q}_{\geq 0} \mathcal{A} \cap \mathbb{Z}^{n+1}$.
(i) Let $C_{1}=\left(i_{1}, \ldots, i_{2 k+1}\right)$ and $C_{2}=\left(j_{1}, \ldots, j_{2 \ell+1}\right)$ be odd antiholes in $\bar{G}$ having no common vertices and no bridges in $\bar{G}$. By Proposition 6 , we may assume that $\bar{G}=C_{1} \cup C_{2}$. Then,

$$
\begin{array}{r}
\sum_{W \in S\left(\overline{C_{1}}\right) \text { and }|W|=k}(\rho(W), 1)=(2 k+1) \mathbf{e}_{n+1}+k \sum_{p=1}^{2 k+1} \mathbf{e}_{i_{p}}, \\
\sum_{W \in S\left(\overline{C_{2}}\right) \text { and }|W|=\ell}(\rho(W), 1)=(2 \ell+1) \mathbf{e}_{n+1}+\ell \sum_{q=1}^{2 \ell+1} \mathbf{e}_{j_{q}} .
\end{array}
$$

Since $k$, $\ell \geq 2$, we have $k \ell-k-\ell \geq 0$. Hence,

$$
\begin{aligned}
\alpha & :=5 \mathbf{e}_{n+1}+\sum_{p=1}^{2 k+1} \mathbf{e}_{i_{p}}+\sum_{q=1}^{2 \ell+1} \mathbf{e}_{j_{q}} \\
& =\frac{1}{k}\left((2 k+1) \mathbf{e}_{n+1}+k \sum_{p=1}^{2 k+1} \mathbf{e}_{i_{p}}\right)+\frac{1}{\ell}\left((2 \ell+1) \mathbf{e}_{n+1}+\ell \sum_{q=1}^{2 \ell+1} \mathbf{e}_{j_{q}}\right)+\frac{k \ell-k-\ell}{k \ell} \mathbf{e}_{n+1}
\end{aligned}
$$

belongs to $\mathbb{Q}_{\geq 0} \mathcal{A} \cap \mathbb{Z}^{n+1}$. Suppose that $\alpha$ belongs to $\mathbb{Z}_{\geq 0} \mathcal{A}$. Since the ( $n+1$ )-th coordinate of $\alpha$ is 5 , there exist $W_{1}, \ldots, W_{5}$ such that

$$
\alpha=\left(\rho\left(W_{1}\right), 1\right)+\cdots+\left(\rho\left(W_{5}\right), 1\right)
$$

where each $W_{i}$ belongs to either $S\left(\overline{C_{1}}\right)$ or $S\left(\overline{C_{2}}\right)$. It then follows that $\sum_{W_{i} \in S\left(\overline{C_{1}}\right)}\left|W_{i}\right|=2 k+1$ and $\sum_{W_{i} \in S\left(\overline{C_{2}}\right)}\left|W_{i}\right|=2 \ell+1$. Since $\max \left\{|W|: W \in S\left(\overline{C_{1}}\right)\right\}=k, \max \left\{|W|: W \in S\left(\overline{C_{2}}\right)\right\}=\ell$, we have

$$
\begin{aligned}
& \left|\left\{W_{1}, \ldots, W_{5}\right\} \cap S\left(\overline{C_{1}}\right)\right| \geq 3 \\
& \left|\left\{W_{1}, \ldots, W_{5}\right\} \cap S\left(\overline{C_{2}}\right)\right| \geq 3 .
\end{aligned}
$$

This is a contradiction. Thus, $\alpha$ is not in $\mathbb{Z}_{\geq 0} \mathcal{A}$.
(ii) Let $C_{1}=\left(i_{1}, \ldots, i_{2 k+1}\right)$ and $C_{2}=\left(j_{1}, \ldots, j_{2 \ell+1}\right)$ be odd antiholes in $\bar{G}$ of length $\geq 7$ having exactly one common vertex $i_{1}=j_{1}$ and no bridges in $\bar{G}$. By Proposition 6 , we may assume that $\bar{G}=C_{1} \cup C_{2}$. Let

$$
\begin{aligned}
& S_{1}=\left\{W \in S\left(\overline{C_{1}}\right):|W|=k \text { and either } i_{1} \in W \text { or }\left\{i_{2}, i_{2 k+1}\right\} \subset W\right\}, \\
& S_{2}=\left\{W \in S\left(\overline{C_{2}}\right):|W|=\ell \text { and either } j_{1} \in W \text { or }\left\{j_{2}, j_{2 \ell+1}\right\} \subset W\right\} .
\end{aligned}
$$

Then,

$$
\begin{aligned}
& \sum_{W \in S_{1}}(\rho(W), 1)=(2 k-1) \mathbf{e}_{n+1}+k \mathbf{e}_{i_{1}}+(k-1) \sum_{p=2}^{2 k+1} \mathbf{e}_{i_{p}}, \\
& \sum_{W \in S_{2}}(\rho(W), 1)=(2 \ell-1) \mathbf{e}_{n+1}+\ell \mathbf{e}_{i_{1}}+(\ell-1) \sum_{q=2}^{2 \ell+1} \mathbf{e}_{j_{q}} .
\end{aligned}
$$

Since $k, \ell \geq 3$, we have $0<1 /(k-1)+1 /(\ell-1) \leq 1$. Hence,

$$
\begin{aligned}
\alpha:= & 5 \mathbf{e}_{n+1}+3 \mathbf{e}_{i_{1}}+\sum_{p=2}^{2 k+1} \mathbf{e}_{i_{p}}+\sum_{q=2}^{2 \ell+1} \mathbf{e}_{j_{q}} \\
= & \frac{1}{k-1}\left((2 k-1) \mathbf{e}_{n+1}+k \mathbf{e}_{i_{1}}+(k-1) \sum_{p=2}^{2 k+1} \mathbf{e}_{i_{p}}\right) \\
& +\frac{1}{\ell-1}\left((2 \ell-1) \mathbf{e}_{n+1}+\ell \mathbf{e}_{i_{1}}+(\ell-1) \sum_{q=2}^{2 \ell+1} \mathbf{e}_{j_{q}}\right)+\left(1-\frac{1}{k-1}-\frac{1}{\ell-1}\right)\left(\mathbf{e}_{i_{1}}+\mathbf{e}_{n+1}\right)
\end{aligned}
$$

belongs to $\mathbb{Q} \geq 0 \mathcal{A} \cap \mathbb{Z}^{n+1}$. Since the $(n+1)$-th coordinate of $\alpha$ is 5 , there exist $W_{1}, \ldots, W_{5} \in S(\bar{G})$ such that $\alpha=\left(\rho\left(W_{1}\right), 1\right)+\cdots+\left(\rho\left(W_{5}\right), 1\right)$. Then, each $W_{i}$ belongs to either $S\left(\overline{C_{1}}\right)$ or $S\left(\overline{C_{2}}\right)$. Since max $\{|W|$ : $\left.W \in S\left(\overline{C_{1}}\right)\right\}=k, \max \left\{|W|: W \in S\left(\overline{C_{2}}\right)\right\}=\ell$, we have

$$
\begin{aligned}
& \left|\left\{W_{1}, \ldots, W_{5}\right\} \cap S\left(\overline{C_{1}}\right)\right| \geq 2 \\
& \left|\left\{W_{1}, \ldots, W_{5}\right\} \cap S\left(\overline{C_{2}}\right)\right| \geq 2 .
\end{aligned}
$$

Thus, $\left(\left|\left\{W_{1}, \ldots, W_{5}\right\} \cap S\left(\overline{C_{1}}\right)\right|,\left|\left\{W_{1}, \ldots, W_{5}\right\} \cap S\left(\overline{C_{2}}\right)\right|\right)$ is either $(2,3)$ or $(3,2)$. Changing indices if necessary, we may assume that $W_{1}, W_{2} \in S\left(\overline{C_{1}}\right)$ and $W_{3}, W_{4}, W_{5} \in S\left(\overline{C_{2}}\right)$. It then follows that $\rho\left(W_{1}\right)+\rho\left(W_{2}\right)=\sum_{p=2}^{2 k+1} \mathbf{e}_{i_{p}}$, and hence $\rho\left(W_{3}\right)+\rho\left(W_{4}\right)+\rho\left(W_{5}\right)=3 \mathbf{e}_{i_{1}}+\sum_{q=2}^{2 \ell+1} \mathbf{e}_{j_{q}}$. This implies that $i_{1} \in W_{3} \cap W_{4} \cap W_{5}$. Thus, $i_{2}, i_{2 \ell+1} \notin W_{3}, W_{4}, W_{5}$, a contradiction. Therefore, we have $\alpha \notin \mathbb{Z}_{\geq 0} \mathcal{A}$.
(iii) Let $C_{1}=\left(i_{1}, \ldots, i_{2 k+1}\right)$ be an odd hole and $C_{2}=\left(j_{1}, \ldots, j_{2 \ell+1}\right)$ an odd antihole in $\bar{G}$ having no common vertices. By Proposition 6, we may assume that $\bar{G}=C_{1} \cup C_{2}$. Then,

$$
\begin{array}{r}
\sum_{W \in S\left(\overline{C_{1}}\right) \text { and }|W|=2}(\rho(W), 1)=(2 k+1) \mathbf{e}_{n+1}+2 \sum_{p=1}^{2 k+1} \mathbf{e}_{i_{p}}, \\
\sum_{W \in S\left(\overline{C_{2}}\right) \text { and }|W|=\ell}(\rho(W), 1)=(2 \ell+1) \mathbf{e}_{n+1}+\ell \sum_{q=1}^{2 \ell+1} \mathbf{e}_{j_{q}} .
\end{array}
$$

Hence,

$$
\begin{aligned}
& (k+3) \mathbf{e}_{n+1}+\sum_{p=1}^{2 k+1} \mathbf{e}_{i_{p}}+\sum_{q=1}^{2 \ell+1} \mathbf{e}_{j_{q}} \\
= & \frac{1}{2}\left((2 k+1) \mathbf{e}_{n+1}+2 \sum_{p=1}^{2 k+1} \mathbf{e}_{i_{p}}\right)+\frac{1}{\ell}\left((2 \ell+1) \mathbf{e}_{n+1}+\ell \sum_{q=1}^{2 \ell+1} \mathbf{e}_{j_{q}}\right)+\frac{\ell-2}{2 \ell} \mathbf{e}_{n+1}
\end{aligned}
$$

belongs to $\mathbb{Q}_{\geq 0} \mathcal{A} \cap \mathbb{Z}^{n+1}$. However, this vector is not in $\mathbb{Z}_{\geq 0} \mathcal{A}$ since $\max \left\{|W|: W \in S\left(\overline{C_{1}}\right)\right\}=2$, $\max \left\{|W|: W \in S\left(\overline{C_{2}}\right)\right\}=\ell$, and $\lceil(2 k+1) / 2\rceil+\lceil(2 \ell+1) / \ell\rceil=k+4>k+3$.

Unfortunately, the above conditions are not sufficient to be normal in general. For example, if the length of the two odd antiholes of $\bar{G}$ without common vertices are long, then a lot of bridges in $\bar{G}$ seem to be needed.

## 4. Generators and Gröbner Bases of $I_{\mathcal{Q}_{G}}$

For a toric ideal $I$, let $d(I)$ be the maximum degree of binomials in a minimal set of binomial generators of $I$. If $I=\{0\}$, then we set $d(I)=0$. In this section, we study $d\left(I_{\mathcal{Q}_{G}}\right)$ by using results on the toric ideals of edge polytopes.

Let $G$ be a graph on the vertex set $[n]$ allowing loops and having no multiple edges. Let $E(G)=$ $\left\{e_{1}, \ldots, e_{m}\right\}$ be a set of all edges and loops of $G$. The toric ideal $I_{\mathcal{P}_{G}}$ is the kernel of a homomorphism $\pi: K\left[y_{1}, \ldots, y_{m}\right] \rightarrow K\left[x_{1}, \ldots, x_{n}\right]$ defined by $\pi\left(y_{i}\right)=x_{k} x_{\ell}$ where $e_{i}=\{k, \ell\}$. A finite sequence of the form

$$
\begin{equation*}
\Gamma=\left(\left\{v_{1}, v_{2}\right\},\left\{v_{2}, v_{3}\right\}, \ldots,\left\{v_{q}, v_{q+1}\right\}\right) \tag{1}
\end{equation*}
$$

with each $\left\{v_{k}, v_{k+1}\right\} \in E(G)$ is called a walk of length $q$ of $G$ connecting $v_{1} \in[n]$ and $v_{q+1} \in[n]$. A walk $\Gamma$ of the form (1) is called even (resp. odd) if $q$ is even (resp. odd). A walk $\Gamma$ of the form (1) is called closed if $v_{q+1}=v_{1}$. Given an even closed walk $\Gamma=\left(e_{i_{1}}, e_{i_{2}}, \ldots, e_{i_{2 q}}\right)$ of $G$, we write $f_{\Gamma}$ for the binomial

$$
f_{\Gamma}=\prod_{k=1}^{q} y_{i_{2 k-1}}-\prod_{k=1}^{q} y_{i_{2 k}} \in I_{\mathcal{P}_{G}} .
$$

We regard a loop as an odd cycle of length 1 . We recall the following result from [1,5,22].
Proposition 9. Let $G$ be a graph having at most one loop. Then $I_{\mathcal{P}_{G}}$ is generated by all the binomials $f_{\Gamma}$, where $\Gamma$ is an even closed walk of $G$. In particular, $I_{\mathcal{P}_{G}}=(0)$ if and only if each connected component of $G$ has at most one cycle and the cycle is odd.

The following theorem implies that the set of binomial generators of $I_{\mathcal{Q}_{G}}$ can also be characterized by the graph-theoretical terminology if $\alpha(G)=2$.

Theorem 3. Let $G$ be a simple graph with $\alpha(G)=2$. Then, $I_{\mathcal{Q}_{G}}=I_{\mathcal{P}_{\bar{G}}}+J$ where $J$ is an ideal generated by quadratic binomials $f_{\Gamma}$ where $\Gamma$ is an even closed walk of $\bar{G}^{\star}$ that satisfies one of the following:
(i) $\Gamma=(\{i, j\},\{j, k\},\{k, n+1\},\{n+1, i\})$ is a cycle where $\{i, j\},\{j, k\} \in E(\bar{G})$;
(ii) $\Gamma=(\{i, j\},\{j, n+1\},\{n+1, n+1\},\{n+1, i\})$ where $\{i, j\} \in E(\bar{G})$.

In particular, $d\left(I_{\mathcal{Q}_{G}}\right)=\max \left\{d\left(I_{\mathcal{P}_{\bar{G}}}\right), 2\right\}$.
Proof. Since $\alpha(G)=2$, we have $I_{\mathcal{Q}_{G}}=I_{\mathcal{P}_{\bar{G}^{\star}}}$ by Lemma 1 . Since $\bar{G}$ is a subgraph of $\bar{G}^{\star}$, it follows that $I_{\overline{\mathcal{G}}^{\star}} \supset I_{\mathcal{P}_{\bar{G}}}+J$. Thus, it is enough to show that $I_{\mathcal{P}_{\bar{G}^{\star}}} \subset I_{\mathcal{P}_{\bar{G}}}+J$.

Let $\Gamma$ be an even closed walk of $\bar{G}^{\star}$. It is enough to show that $f_{\Gamma} \in I_{\bar{P}_{\overline{\mathrm{G}}^{\star}}}$ belongs to $I_{\mathcal{P}_{\bar{G}}}+J$. Suppose that $f_{\Gamma}$ does not belong to $I_{\mathcal{P}_{\bar{G}}}+J$. Then, the vertex $n+1$ belongs to $\Gamma$. We may assume that the degree of $f_{\Gamma}$ is minimum among binomials in $I_{\overline{\mathcal{G}}^{\star}}$ that do not belong to $I_{\mathcal{P}_{\bar{G}}}+J$. Then, $f_{\Gamma}$ is irreducible. Let

$$
\Gamma=\left(\{n+1, p\},\{p, q\},\{q, r\}, \Gamma^{\prime}\right)
$$

where $\Gamma^{\prime}=\left(e_{i_{1}}, \ldots, e_{i_{2 k+1}}\right)$ is an odd subwalk of $\Gamma$ from the vertex $r$ to the vertex $n+1$. Since $f_{\Gamma}$ is irreducible, it follows that $p, q, r$ are distinct vertices and that $q \neq n+1$. Then,

$$
f_{\Gamma}=\left(\prod_{\alpha=1}^{k} y_{i_{2 \alpha}}\right) f_{\Gamma_{1}}+y_{j} f_{\Gamma_{2}}
$$

where $e_{j}=\{p, q\}, \Gamma_{1}=(\{n+1, p\},\{p, q\},\{q, r\},\{r, n+1\})$, and $\Gamma_{2}=\left(\{n+1, r\}, \Gamma^{\prime}\right)$. Since $\operatorname{deg} f_{\Gamma_{2}}<$ $\operatorname{deg} f_{\Gamma}$, the binomial $f_{\Gamma_{2}}$ belongs to $I_{\mathcal{P}_{\bar{G}}}+J$ by the assumption on $\operatorname{deg} f_{\Gamma}$. Moreover, $\Gamma_{1}$ satisfies one of the conditions (i) or (ii), and hence $f_{\Gamma_{1}} \in J$. Thus, we have $f_{\Gamma} \in\left\langle f_{\Gamma_{1}}, f_{\Gamma_{2}}\right\rangle \subset I_{\mathcal{P}_{\bar{G}}}+J$, a contradiction.

Remark 1. A graph-theoretical characterization of a simple graph $G$ such that $d\left(I_{\mathcal{P}_{G}}\right) \leq 2$ is given in [5]. Then, by making use of Theorem 3, one can provide a similar characterization of a simple graph $G$ where $\alpha(G)=2$ and $d\left(I_{\mathcal{Q}_{G}}\right) \leq 2$.

It is known by ([11] Theorem 7.4) that if the complement of a graph $G$ is an even cycle of length $2 k$, then we have $d\left(I_{\mathcal{Q}_{G}}\right)=k$. By Theorem 3, we can generalize this result for a graph whose complement is an arbitrary bipartite graph.

Corollary 1. Let $G$ be a simple graph such that $\bar{G}$ is bipartite. Then we have

$$
d\left(I_{\mathcal{Q}_{G}}\right)= \begin{cases}0 & \text { if } \bar{G} \text { is empty (i.e., } G \text { is complete), } \\ k & \text { if } \bar{G} \text { has a cycle, } \\ 2 & \text { otherwise, }\end{cases}
$$

where $2 k$ is the maximum length of induced cycles of $\bar{G}$. Moreover, the following conditions are equivalent:
(i) $\quad d\left(I_{\mathcal{Q}_{G}}\right) \leq 2$, i.e., $I_{\mathcal{Q}_{G}}$ is generated by quadratic binomials;
(ii) $K\left[\mathcal{Q}_{G}\right]$ is Koszul;
(iii) $I_{\mathcal{Q}_{G}}$ has a quadratic Gröbner basis;
(iv) the length of any induced cycle of $\bar{G}$ is 4 .

Proof. Let $G$ be a simple graph such that $\bar{G}$ is bipartite. Then $\alpha(G)=2$. Since $\bar{G}$ is bipartite, it is known (see [23] Lemma 2.4) that $I_{\mathcal{P}_{\bar{G}}}$ is generated by $f_{\Gamma}$ where $\Gamma$ is an induced even cycle of $\bar{G}$. Note that $\operatorname{deg} f_{\Gamma}=k$ if the length of $\Gamma$ is $2 k$. Hence, by Theorem 3, we obtain the desired formula for $d\left(I_{\mathcal{Q}_{G}}\right)$.

It follows from the formula of $d\left(I_{\mathcal{Q}_{G}}\right)$ that (i) and (iv) are equivalent. Moreover, (iii) $\Rightarrow$ (ii) $\Rightarrow$ (i) holds in general. By Lemma 1, there exists a bipartite graph $H$ such that $K\left[\mathcal{Q}_{G}\right] \simeq K\left[\mathcal{P}_{H}\right]$. By ([24] Theorem), $I_{\mathcal{P}_{H}}$ has a quadratic Gröbner basis if and only if $d\left(I_{\mathcal{P}_{H}}\right) \leq 2$. Thus, we have (i) $\Rightarrow$ (iii).

If $\bar{G}$ is not bipartite, then condition (i) and (iii) in Corollary 1 are not equivalent. In order to construct an infinite family of counterexamples, the following proposition is important. (Proof is essentially given in ([5] Proof of Proposition 1.6)).

Proposition 10. Let $\mathcal{P}$ be a $(0,1)$-polytope. If Ip has a quadratic Gröbner basis, then the initial ideal is generated by squarefree monomials, and hence $\mathcal{P}$ is normal.

Theorem 4. Let $G$ be a simple graph such that $\bar{G}=C_{1} \cup C_{2}$, where $C_{1}$ and $C_{2}$ are odd holes without common vertices. Then $\alpha(G)=2$, and
(a) $I_{\mathcal{Q}_{G}}$ is generated by quadratic binomials;
(b) $I_{\mathcal{Q}_{G}}$ has no quadratic Gröbner bases;
(c) $\mathcal{Q}_{G}$ is not normal.

Proof. Since $\bar{G}$ has no triangles, we have $\alpha(G)=2$. Since each connected component of $\bar{G}$ is an odd cycle, $I_{\mathcal{P}_{\bar{G}}}=\{0\}$ by Proposition 9. It follows from Theorem 3 that $I_{\mathcal{Q}_{G}}$ is generated by quadratic binomials. By Theorem $1, \mathcal{Q}_{G}$ is not normal since $C_{1}$ and $C_{2}$ have no bridges. Thus, by Proposition 10, $I_{\mathcal{Q}_{G}}$ has no quadratic Gröbner bases.

The graphs in Theorem 4 are not strongly Koszul by ([9] Theorem 1.3). However, we do not know whether they are Koszul or not in general.

Remark 2. It is known by ([5] Theorem 1.2) that if $G$ is a simple connected graph and $I_{\mathcal{P}_{G}}$ is generated by quadratic binomials, then $G$ satisfies the odd cycle condition, and hence $\mathcal{P}_{G}$ is normal.

It seems to be a challenging problem to characterize the graphs $G$ such that $\alpha(G)>2$ and $d\left(I_{\mathcal{Q}_{G}}\right) \leq 2$. The following is a consequence of Proposition 6, Theorem 3 and ([5] Theorem 1.2).

Proposition 11. Let $G$ be a simple graph. If $I_{\mathcal{Q}_{G}}$ is generated by quadratic binomials, then $\bar{G}$ satisfies the following conditions:
(i) Any even cycle of $\bar{G}$ of length $\geq 6$ has a chord;
(ii) Any two odd holes of $\bar{G}$ having exactly one common vertex have a bridge;
(iii) Any two odd holes of $\bar{G}$ having no common vertex have at least two bridges.

Proof. Suppose that $\bar{G}$ does not satisfy one of the conditions above. If $\bar{G}$ does not satisfy condition (i), then let $H$ be an induced subgraph of $G$ whose vertex set is that of the even cycle. If $\bar{G}$ does not satisfy either condition (ii) or (iii), then let $H$ be an induced subgraph of $G$ whose vertex set is that of two odd holes. Then $\alpha(H)=2$, and hence $I_{\mathcal{Q}_{H}}$ is not generated by quadratic binomials by Theorem 3 and ([5] Theorem 1.2). Thus, it follows from Proposition 6 that $I_{\mathcal{Q}_{G}}$ is not generated by quadratic binomials.
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#### Abstract

Each of the descriptions of vertices, edges, and facets of the order and chain polytope of a finite partially ordered set are well known. In this paper, we give an explicit description of faces of 2-dimensional simplex in terms of vertices. Namely, it will be proved that an arbitrary triangle in 1 -skeleton of the order or chain polytope forms the face of 2-dimensional simplex of each polytope. These results mean a generalization in the case of 2-faces of the characterization known in the case of edges.
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## 1. Introduction

The combinatorial structure of the order polytope $\mathscr{O}(P)$ and the chain polytope $\mathscr{C}(P)$ of a finite poset (partially ordered set) $P$ is explicitly discussed in [1]. Moreover, in [2], the problem when the order polytope $\mathscr{O}(P)$ and the chain polytope $\mathscr{C}(P)$ are unimodularly equivalent is solved. It is also proved that the number of edges of the order polytope $\mathscr{O}(P)$ is equal to that of the chain polytope $\mathscr{C}(P)$ in [3]. In the present paper we give an explicit description of faces of 2-dimensional simplex of $\mathscr{O}(P)$ and $\mathscr{C}(P)$ in terms of vertices. In other words, we show that triangles in 1-skeleton of $\mathscr{O}(P)$ or $\mathscr{C}(P)$ are in one-to-one correspondence with faces of 2-dimensional simplex of each polytope. These results are a direct generalizations of [4] (Lemma 4, Lemma 5).

## 2. Definition and Known Results

Let $P=\left\{x_{1}, \ldots, x_{d}\right\}$ be a finite poset. To each subset $W \subset P$, we associate $\rho(W)=\sum_{i \in W} \mathbf{e}_{i} \in \mathbb{R}^{d}$, where $\mathbf{e}_{1}, \ldots, \mathbf{e}_{d}$ are the canonical unit coordinate vectors of $\mathbb{R}^{d}$. In particular $\rho(\varnothing)$ is the origin of $\mathbb{R}^{d}$. A poset ideal of $P$ is a subset $I$ of $P$ such that, for all $x_{i}$ and $x_{j}$ with $x_{i} \in I$ and $x_{j} \leqslant x_{i}$, one has $x_{j} \in I$. An antichain of $P$ is a subset $A$ of $P$ such that $x_{i}$ and $x_{j}$ belonging to $A$ with $i \neq j$ are incomparable. The empty set $\varnothing$ is a poset ideal as well as an antichain of $P$. We say that $x_{j}$ covers $x_{i}$ if $x_{i}<x_{j}$ and $x_{i}<x_{k}<x_{j}$ for no $x_{k} \in P$. A chain $x_{j_{1}}<x_{j_{2}}<\cdots<x_{j_{\ell}}$ of $P$ is called saturated if $x_{j_{q}}$ covers $x_{j_{q-1}}$ for $1<q \leqslant \ell$. A maximal chain is a saturated chain such that $x_{j_{1}}$ is a minimal element and $x_{j_{\ell}}$ is a maximal element of the poset. The rank of $P$ is $\sharp(C)-1$, where $C$ is a chain with maximum length of $P$.

The order polytope of $P$ is the convex polytope $\mathscr{O}(P) \subset \mathbb{R}^{d}$ which consists of those $\left(a_{1}, \ldots a_{d}\right) \in \mathbb{R}^{d}$ such that $0 \leqslant a_{i} \leqslant 1$ for every $1 \leqslant i \leqslant d$ together with

$$
a_{i} \geqslant a_{j}
$$

if $x_{i} \leqslant x_{j}$ in $P$.

The chain polytope of $P$ is the convex polytope $\mathscr{C}(P) \subset \mathbb{R}^{d}$ which consists of those $\left(a_{1}, \ldots, a_{d}\right) \in \mathbb{R}^{d}$ such that $a_{i} \geqslant 0$ for every $1 \leqslant i \leqslant d$ together with

$$
a_{i_{i}}+a_{i_{2}}+\cdots+a_{i_{k}} \leqslant 1
$$

for every maximal chain $x_{i_{1}}<x_{i_{2}}<\cdots<x_{i_{k}}$ of $P$.
One has $\operatorname{dim} \mathscr{O}(P)=\operatorname{dim} \mathscr{C}(P)=d$. The vertices of $\mathscr{O}(P)$ is those $\rho(I)$ for which $I$ is a poset ideal of $P$ ([1] (Corollary1.3)) and the vertices of $\mathscr{C}(P)$ is those $\rho(A)$ for which $A$ is an antichain of $P$ ([1] (Theorem2.2)). It then follows that the number of vertices of $\mathscr{O}(P)$ is equal to that of $\mathscr{C}(P)$. Moreover, the volume of $\mathscr{O}(P)$ and that of $\mathscr{C}(P)$ are equal to $e(P) / d!$, where $e(P)$ is the number of linear extensions of $P([1]$ (Corollary4.2)). It also follows from [1] that the facets of $\mathscr{O}(P)$ are the following:

- $\quad x_{i}=0$, where $x_{i} \in P$ is maximal;
- $x_{j}=1$, where $x_{j} \in P$ is minimal;
- $x_{i}=x_{j}$, where $x_{j}$ covers $x_{i}$,
and that the facets of $\mathscr{C}(P)$ are the following:
- $\quad x_{i}=0$, for all $x_{i} \in P$;
- $\quad x_{i_{1}}+\cdots+x_{i_{k}}=1$, where $x_{i_{1}}<\cdots<x_{i_{k}}$ is a maximal chain of $P$.

In [4] a characterization of edges of $\mathscr{O}(P)$ and those of $\mathscr{C}(P)$ is obtained. Recall that a subposet $Q$ of finite poset $P$ is said to be connected in $P$ if, for each $x$ and $y$ belonging to $Q$, there exists a sequence $x=x_{0}, x_{1}, \ldots, x_{s}=y$ with each $x_{i} \in Q$ for which $x_{i-1}$ and $x_{i}$ are comparable in $P$ for each $1 \leqslant i \leqslant s$.

Lemma 1 ([4] (Lemma 4, Lemma 5)). Let $P$ be a finite poset.

1. Let $I$ and $J$ be poset ideals of $P$ with $I \neq J$. Then the convex hull of $\{\rho(I), \rho(J)\}$ forms an edge of $\mathscr{O}(P)$ if and only if $I \subset J$ and $J \backslash I$ is connected in $P$.
2. Let $A$ and $B$ be antichains of $P$ with $A \neq B$. Then the convex hull of $\{\rho(A), \rho(B)\}$ forms an edge of $\mathscr{C}(P)$ if and only if $(A \backslash B) \cup(B \backslash A)$ is connected in $P$.

## 3. Faces of 2-Dimensional Simplex

Using Lemma 1, we show the following description of faces of 2-dimensional simplex.
Theorem 1. Let $P$ be a finite poset. Let $I, J$, and $K$ be pairwise distinct poset ideals of $P$. Then the convex hull of $\{\rho(I), \rho(J), \rho(K)\}$ forms a 2-face of $\mathscr{O}(P)$ if and only if $I \subset J \subset K$ and $K \backslash I$ is connected in $P$.

Proof. ("Only if") If the convex hull of $\{\rho(I), \rho(J), \rho(K)\}$ forms a 2-face of $\mathscr{O}(P)$, then the convex hulls of $\{\rho(I), \rho(J)\},\{\rho(J), \rho(K)\}$, and $\{\rho(I), \rho(K)\}$ form edges of $\mathscr{O}(P)$. It then follows from Lemma 1 that $I \subset J \subset K$ and $K \backslash I$ is connected in $P$.
("If") Suppose that the convex hull of $\{\rho(I), \rho(J), \rho(K)\}$ has dimension 1. Then there exists a line passing through the lattice points $\rho(I), \rho(J)$, and $\rho(K)$. Hence $\rho(I), \rho(J)$, and $\rho(K)$ cannot be vertices of $\mathscr{O}(P)$. Thus the convex hull of $\{\rho(I), \rho(J), \rho(K)\}$ has dimension 2.

Let $P=\left\{x_{1}, \ldots, x_{d}\right\}$. If there exists a maximal element $x_{i}$ of $P$ not belonging to $I \cup J \cup K$, then the convex hull of $\{\rho(I), \rho(J), \rho(K)\}$ lies in the facet $x_{i}=0$. If there exists a minimal element $x_{j}$ of $P$ belonging to $I \cap J \cap K$, then the convex hull of $\{\rho(I), \rho(J), \rho(K)\}$ lies in the facet $x_{j}=1$. Hence, working with induction on $d(\geqslant 2)$, we may assume that $I \cup J \cup K=P$ and $I \cap J \cap K=\varnothing$. Suppose that $\varnothing=I \subset J \subset K=P$ and $K \backslash I=P$ is connected.

Case 1. $\sharp(J)=1$.

Let $J=\left\{x_{i}\right\}$ and $P^{\prime}=P \backslash\left\{x_{i}\right\}$. Then $P^{\prime}$ is a connected poset. Let $x_{i_{1}}, \ldots, x_{i_{q}}$ be the maximal elements of $P$ and $\mathcal{A}_{i j}=\left\{y \in P^{\prime} \mid y<x_{i_{j}}\right\}$, where $1 \leqslant j \leqslant q$. Then we write

$$
b_{k}=\left\{\begin{array}{ll}
\sharp\left(\left\{i_{j} \mid x_{k} \in \mathcal{A}_{i j}\right\}\right) & \text { if } k \notin\left\{i_{1}, \ldots, i_{q}, i\right\} \\
0 & \text { if } k=i \\
-\sharp\left(\mathcal{A}_{i j}\right) & \text { if } k \in\left\{i_{1}, \ldots, i_{q}\right\}
\end{array} .\right.
$$

We then claim that the hyperplane $\mathscr{H}$ of $\mathbb{R}^{d}$ defined by the equation $h(\mathbf{x})=\sum_{k=1}^{d} b_{k} x_{k}=0$ is a supporting hyperplane of $\mathscr{O}(P)$ and that $\mathscr{H} \cap \mathscr{O}(P)$ coincides with the convex hull of $\{\rho(\varnothing), \rho(J), \rho(P)\}$. Clearly $h(\rho(\varnothing))=h(\rho(P))=0$ and $h(\rho(J))=b_{i}=0$. Let $I$ be a poset ideal of $P$ with $I \neq \varnothing$, $I \neq P$ and $I \neq J$. We have to prove that $h(\rho(I))>0$. To simplify the notation, suppose that $I \cap\left\{x_{i_{1}}, \ldots, x_{i_{q}}\right\}=\left\{x_{i_{1}}, \ldots, x_{i_{r}}\right\}$, where $0 \leqslant r<q$. If $r=0$, then $h(\rho(J))>0$. Let $1 \leqslant r<q, I^{\prime}=I \backslash\left\{x_{i}\right\}$, and $K=\bigcup_{j=1}^{r}\left(\mathcal{A}_{i_{j}} \cup\left\{x_{i_{j}}\right\}\right)$. Then $I^{\prime}$ and $K$ are poset ideals of $P$ and $h(\rho(K)) \leqslant h\left(\rho\left(I^{\prime}\right)\right)=h(\rho(I))$. We claim $h(\rho(K))>0$. One has $h(\rho(K)) \geqslant 0$. Moreover, $h(\rho(K))=0$ if and only if no $z \in K$ belongs to $\mathcal{A}_{i_{r+1}} \cup \cdots \cup \mathcal{A}_{i_{q}}$. Now, since $P^{\prime}$ is connected, it follows that there exists $z \in K$ with $z \in \mathcal{A}_{i_{r+1}} \cup \cdots \cup \mathcal{A}_{i_{q}}$. Hence $h(\rho(K))>0$. Thus $h(\rho(I))>0$.

Case 2. $\sharp(J)=d-1$.
Let $P \backslash J=\left\{x_{i}\right\}$ and $P^{\prime}=P \backslash\left\{x_{i}\right\}$. Then $P^{\prime}$ is a connected poset. Thus we can show the existence of a supporting hyperplane of $\mathscr{O}(P)$ which contains the convex hull of $\{\rho(\varnothing), \rho(J), \rho(P)\}$ by the same argument in Case 1.

Case $3.2 \leqslant \sharp(J) \leqslant d-2$.
To simplify the notation, suppose that $J=\left\{x_{1}, \ldots, x_{\ell}\right\}$. Then $P \backslash J=\left\{x_{\ell+1}, \ldots, x_{d}\right\}$. Since $J$ and $P \backslash J$ are subposets of $P$, these posets are connected. Let $x_{i_{1}}, \ldots, x_{i_{q}}$ be the maximal elements of $J$ and $x_{i_{q+1}}, \ldots, x_{i_{q+r}}$ the maximal elements of $P \backslash J$. Then we write

$$
\mathcal{A}_{i j}= \begin{cases}\left\{y \in J \mid y<x_{i_{j}}\right\} & \text { if } 1 \leqslant j \leqslant q \\ \left\{y \in P \backslash J \mid y<x_{i_{j}}\right\} & \text { if } q+1 \leqslant j \leqslant r\end{cases}
$$

and

$$
b_{k}=\left\{\begin{array}{ll}
\sharp\left(\left\{i_{j} \mid x_{i} \in \mathcal{A}_{i j}\right\}\right) & \text { if } k \notin\left\{i_{1}, \ldots, i_{q}, i_{q+1}, \ldots, i_{q+r}\right\} \\
-\sharp\left(\mathcal{A}_{i j}\right) & \text { if } k \in\left\{i_{1}, \ldots, i_{q}, i_{q+1}, \ldots, i_{q+r}\right\}
\end{array} .\right.
$$

We then claim that the hyperplane $\mathscr{H}$ of $\mathbb{R}^{d}$ defined by the equation $h(\mathbf{x})=\sum_{k=1}^{d} b_{k} x_{k}=0$ is a supporting hyperplane of $\mathscr{O}(P)$ and $\mathscr{H} \cap \mathscr{O}(P)$ coincides with the convex hull of $\{\rho(\varnothing), \rho(J), \rho(P)\}$. Clearly $h(\rho(\varnothing))=h(\rho(J))=h(\rho(P \backslash J))=0$, then $h(\rho(P))=h(\rho(J))+h(\rho(P \backslash J))=0$. Let $I$ be a poset ideal of $P$ with $I \neq \varnothing, I \neq P$ and $I \neq J$. What we must prove is $h(\rho(I))>0$.

If $I \subset J$, then $I$ is a poset ideal of $J$. To simplify the notation, suppose that $I \cap\left\{x_{i_{1}}, \ldots, x_{i_{q}}\right\}=$ $\left\{x_{i_{1}}, \ldots, x_{i_{s}}\right\}$, where $0 \leqslant s<q$. If $s=0$, then $h(\rho(I))>0$. Let $1 \leqslant s<q, K=\bigcup_{j=1}^{s}\left(\mathcal{A}_{i_{j}} \cup\left\{x_{i_{j}}\right\}\right)$. Then $K$ is a poset ideal of $J$ and $h(\rho(K)) \leqslant h(\rho(I))$. Thus we can show $h(\rho(K))>0$ by the same argument in Case 1 (Replace $r$ with $s$ and $P^{\prime}$ with $J$ ).

If $J \subset I$, then $I \backslash J$ is a poset ideal of $P \backslash J$. To simplify the notation, suppose that $(I \backslash J) \cap$ $\left\{x_{i_{q+1}}, \ldots, x_{i_{q+r}}\right\}=\left\{x_{i_{q+1}}, \ldots, x_{i_{q+t}}\right\}$, where $0 \leqslant t<r$. If $t=0$, then $h(\rho(I))=h(\rho(J))+h(\rho(I \backslash J))=$ $h(\rho(I \backslash J))>0$. Let $1 \leqslant t<r, K=\bigcup_{j=q+1}^{q+t}\left(\mathcal{A}_{i_{j}} \cup\left\{x_{i_{j}}\right\}\right)$. Then $K$ is a poset ideal of $P \backslash J$ and $h(\rho(K)) \leqslant h(\rho(I \backslash J))=h(\rho(I))$. Thus we can show $h(\rho(K))>0$ by the same argument in Case 1 (Replace $r$ with $q+t, q$ with $q+r$ and $P^{\prime}$ with $P \backslash J$ ). Consequently, $h(\rho(I))>0$, as desired.

Let $A \triangle B$ denote the symmetric difference of the sets $A$ and $B$, that is $A \triangle B=(A \backslash B) \cup(B \backslash A)$.
Theorem 2. Let $P$ be a finite poset. Let $A, B$, and $C$ be pairwise distinct antichains of $P$. Then the convex hull of $\{\rho(A), \rho(B), \rho(C)\}$ forms a 2-face of $\mathscr{C}(P)$ if and only if $A \triangle B, B \triangle C$ and $C \triangle A$ are connected in $P$.

Proof. ("Only if") If the convex hull of $\{\rho(A), \rho(B), \rho(C)\}$ forms a 2-face of $\mathscr{C}(P)$, then the convex hulls of $\{\rho(A), \rho(B)\},\{\rho(B), \rho(C)\}$, and $\{\rho(A), \rho(C)\}$ form edges of $\mathscr{C}(P)$. It then follows from Lemma 1 that $A \triangle B, B \triangle C$ and $C \triangle A$ are connected in $P$.
("If") Suppose that the convex hull of $\{\rho(A), \rho(B), \rho(C)\}$ has dimension 1. Then there exists a line passing through the lattice points $\rho(A), \rho(B)$, and $\rho(C)$. Hence $\rho(A), \rho(B)$, and $\rho(C)$ cannot be vertices of $\mathscr{C}(P)$. Thus the convex hull of $\{\rho(A), \rho(B)$,
$\rho(C)\}$ has dimension 2.
Let $P=\left\{x_{1}, \ldots, x_{d}\right\}$. If $A \cup B \cup C \neq P$ and $x_{i} \notin A \cup B \cup C$, then the convex hull of $\{\rho(A), \rho(B), \rho(C)\}$ lies in the facet $x_{i}=0$. Furthermore, if $A \cup B \cup C=P$ and $A \cap B \cap C \neq \varnothing$, then $x_{j} \in A \cap B \cap C$ is isolated in $P$ and $x_{j}$ itself is a maximal chain of $P$. Thus the convex hull of $\{\rho(A), \rho(B), \rho(C)\}$ lies in the facet $x_{j}=1$. Hence, working with induction on $d(\geqslant 2)$, we may assume that $A \cup B \cup C=P$ and $A \cap B \cap C=\varnothing$. As stated in the proof of [3] ([Theorem 2.1]), if $A \triangle B$ is connected in $P$, then $A$ and $B$ satisfy either (i) $B \subset A$ or (ii) $y<x$ whenever $x \in A$ and $y \in B$ are comparable. Hence, we consider the following three cases:
(a) If $B \subset A$, then $A \triangle B=A \backslash B$ is connected in $P$, and thus $\sharp(A \backslash B)=1$. Let $A \backslash B=\left\{x_{k}\right\}$. If $C \cap A \neq \varnothing$, then $C \cap A=\left\{x_{k}\right\}$, since $A \cap B \cap C=C \cap B=\varnothing$. Namely $x_{k}$ is isolated in $P$. Hence $B \triangle C=B \cup C=A \cup B \cup C=P$ cannot be connected. Thus $C \cap A=\varnothing$. In this case, we may assume $z<x$ if $x \in A$ and $z \in C$ are comparable. Furthermore, $P$ has rank 1 .
(b) If $B \nleftarrow A$ and $B \cap A \neq \varnothing$, then we may assume $y<x$ if $x \in A$ and $y \in B$ are comparable. If $C \subset B$ with $C \cap A \cap B=\varnothing$, then as stated in (a), $C \triangle A$ cannot be connected. Since $C \notin B$, we may assume $z<y$ if $y \in B$ and $z \in C$ are comparable. If $C \cap B \neq \varnothing$, then $C \cap A=\varnothing$ and $P$ has rank 1 or 2 . Similarly, if $C \cap B=\varnothing$, then $C \cap A=\varnothing$ and $P$ has rank 2 .
(c) Let $B \nleftarrow A$ and $B \cap A=\varnothing$. We may assume that if $x \in A$ and $y \in B$ are comparable, then $y<x$. If $C \subset B$, then we regard this case as equivalent to (a). Let $C \notin B$. We may assume $z<y$ if $y \in B$ and $z \in C$ are comparable. Moreover, if $C \cap B \neq \varnothing$, then we regard this case as equivalent to (b). If $C \cap B=\varnothing$, then $C \cap A=\varnothing$ and $P$ has rank 2 .

Consequently, there are five cases as regards antichains for $\mathscr{C}(P)$.
Case 1. $B \subset A, C \cap A=\varnothing$, and $C \cap B=\varnothing$.
For each $x_{i} \in B$ we write $b_{i}$ for the number of elements $z \in C$ with $z<x_{i}$. For each $x_{j} \in C$ we write $c_{j}$ for the number of elements $y \in B$ with $x_{j}<y$. Let $a_{k}=0$ for $A \backslash B=\left\{x_{k}\right\}$. Clearly $\sum_{x_{i} \in B} b_{i}=$ $\sum_{x_{j} \in C} c_{j}=q$, where $q$ is the number of pairs $(y, z)$ with $y \in B, z \in C$ and $z<y$. Let $h(\mathbf{x})=\sum_{x_{i} \in B} b_{i} x_{i}+$ $\sum_{x_{j} \in C} c_{j} x_{j}+a_{k} x_{k}$ and let $\mathscr{H}$ be the hyperplane of $\mathbb{R}^{d}$ defined by $h(\mathbf{x})=q$. Then $h(\rho(A))=h(\rho(B))=$ $h(\rho(C))=q$. We claim that, for any antichain $D$ of $P$ with $D \neq A, D \neq B$, and $D \neq C$, one has $h(\rho(D))<q$. Let $D=B_{1} \cup C_{1}$ or $D=\left\{x_{k}\right\} \cup C_{1}$ with $B_{1} \subsetneq B$ and $C_{1} \subsetneq C$. Suppose $D=B_{1} \cup C_{1}$. Since $B \triangle C$ is connected and since $D$ is an antichain of $P$, it follows that $\sum_{x_{i} \in B_{1}} b_{i}+\sum_{x_{j} \in C_{1}} c_{j}<q$. Thus $h(\rho(D))<q$. Suppose that $D=\left\{x_{k}\right\} \cup C_{1}$. It follows that $\sum_{x_{j} \in C_{1}} c_{j}+a_{k}=\sum_{x_{j} \in C_{1}} c_{j}<\sum_{x_{j} \in C} c_{j}=q$. Thus $h(\rho(D))<q$.

Case 2. $B \nleftarrow A, B \cap A \neq \varnothing, C \notin B, C \cap B \neq \varnothing, C \cap A=\varnothing$, and $P$ has rank 1.
We define four numbers as follows:

$$
\begin{aligned}
\alpha_{i} & =\sharp\left(\left\{y \in B \backslash A \mid y<x_{i}, x_{i} \in A \backslash B\right\}\right) ; \\
\gamma_{j} & =\sharp\left(\left\{x \in A \backslash B \mid x_{j}<x, x_{j} \in B \backslash A\right\}\right) ; \\
\alpha_{k} & =\sharp\left(\left\{z \in C \backslash B \mid z<x_{k}, x_{k} \in B \backslash C\right\}\right) ; \\
\gamma_{\ell} & =\sharp\left(\left\{y \in B \backslash C \mid x_{\ell}<y, x_{\ell} \in C \backslash B\right\}\right) .
\end{aligned}
$$

Since $P$ has rank $1, B \subset A \cup C=P$. It follows that $A=(A \backslash B) \cup(B \backslash C), C=(B \backslash A) \cup(C \backslash B)$. Then

$$
\begin{aligned}
\sum_{x_{s} \in A} \alpha_{s}= & \sum_{x_{i} \in A \backslash B} \alpha_{i}+\sum_{x_{k} \in B \backslash C} \alpha_{k}=q ; \\
& \sum_{x_{j} \in B \backslash A} \gamma_{j}+\sum_{x_{k} \in B \backslash C} \alpha_{k}=q ; \\
\sum_{x_{u} \in C} \gamma_{u}= & \sum_{x_{j} \in B \backslash A} \gamma_{j}+\sum_{x_{\ell} \in C \backslash B} \gamma_{\ell}=q,
\end{aligned}
$$

where $q_{1}$ is the number of pairs $(x, y)$ with $x \in A \backslash B, y \in B \backslash A$ and $y<x, q_{2}$ is the number of pairs $(y, z)$ with $y \in B \backslash C, z \in C \backslash B$ and $z<y$, and $q=q_{1}+q_{2}$. Let

$$
\begin{aligned}
h(\mathbf{x}) & =\sum_{x_{s} \in A} \alpha_{s} x_{s}+\sum_{x_{u} \in C} \gamma_{u} x_{u} \\
& =\sum_{x_{i} \in A \backslash B} \alpha_{i} x_{i}+\left(\sum_{x_{j} \in B \backslash A} \gamma_{j} x_{j}+\sum_{x_{k} \in B \backslash C} \alpha_{k} x_{k}\right)+\sum_{x_{\ell} \in C \backslash B} \gamma_{\ell} x_{\ell}
\end{aligned}
$$

and $\mathscr{H}$ the hyperplane of $\mathbb{R}^{d}$ defined by $h(\mathbf{x})=q$. Then $h(\rho(A))=h(\rho(B))=h(\rho(C))=q$. We claim that, for any antichain $D$ of $P$ with $D \neq A, D \neq B$ and $D \neq C$, one has $h(\rho(D))<q$. Let $D=D_{1} \cup D_{2}$ with $D_{1}$ is an antichain of $A \triangle B$ and $D_{2}$ is an antichain of $B \triangle C$. Since $A \triangle B, B \triangle C$ are connected, it follows that $h\left(\rho\left(D_{1}\right)\right)<q_{1}$ and $h\left(\rho\left(D_{2}\right)\right)<q_{2}$. Thus $h(\rho(D))=h\left(\rho\left(D_{1}\right)\right)+h\left(\rho\left(D_{2}\right)\right)<q_{1}+q_{2}=q$.

Case 3. $B \notin A, B \cap A \neq \varnothing, C \notin B, C \cap B \neq \varnothing, C \cap A=\varnothing$, and $P$ has rank 2.
For each $x_{i} \in P$ we write $c(i)$ for the number of maximal chains, which contain $x_{i}$. Let $q$ be the number of maximal chains in $P$. Since each $x_{i} \in A$ is maximal element and each $x_{k} \in C$ is minimal element, $\sum_{x_{i} \in A} c(i)=\sum_{x_{k} \in C} \mathcal{c}(k)=q$. Then

$$
\begin{aligned}
\sum_{x_{j} \in B} c(j) & =\sum_{x_{s} \in B \cap A} c(s)+\sum_{x_{t} \in B \cap C} c(t)+\sum_{x_{u} \in B \backslash(A \cup C)} c(u) \\
& =\sum_{x_{s} \in B \cap A} c(s)+\sum_{x_{t} \in B \cap C} c(t)+\left(\sum_{x_{v} \in A \backslash B} c(v)-\sum_{x_{t} \in B \cap C} c(t)\right) \\
& =\sum_{x_{i} \in A} c(i)=q .
\end{aligned}
$$

Let $h(\mathbf{x})=\sum_{x_{i} \in P} c(i) x_{i}$ and $\mathscr{H}$ the hyperplane of $\mathbb{R}^{d}$ defined by $h(\mathbf{x})=q$. Then $h(\rho(A))=$ $h(\rho(B))=h(\rho(C))=q$. We claim that, for any antichain $D$ of $P$ with $D \neq A, D \neq B$ and $D \neq C$, one has $h(\rho(D))<q . D=A_{1} \cup B_{1} \cup C_{1}$ with $A_{1} \subset A \backslash B, B_{1} \subsetneq B$, and $C_{1} \subsetneq C \backslash B$. Now, we define two subsets of $B$ :

$$
\begin{aligned}
& B_{2}=\left\{x_{j} \in B \mid x_{j}<x_{i}, x_{i} \in A_{1}\right\} \\
& B_{3}=\left\{x_{j} \in B \mid x_{k}<x_{j}, x_{k} \in C_{1}\right\} .
\end{aligned}
$$

Then $B_{1} \cap B_{2}=B_{1} \cap B_{3}=B_{2} \cap B_{3}=\varnothing$ and $B_{1} \cup B_{2} \cup B_{3} \subset B_{3}$. Let $\sum_{x_{i} \in A} c(i)=q_{1}, \sum_{x_{j} \in B_{1}} c(j)=$ $q_{2}, \sum_{x_{k} \in C_{1}} c(k)=q_{3}, \sum_{x_{j} \in B_{2}} c(j)=q_{1}^{\prime}$, and $\sum_{x_{j} \in B_{3}} c(j)=q_{3}^{\prime}$. Since $A \triangle B, B \triangle C$ are connected, it follows that $q_{1}<q_{1}^{\prime}$ and $q_{3}<q_{3}^{\prime}$. Hence

$$
\begin{aligned}
h(\rho(D)) & =\sum_{x_{i} \in A_{1}} c(i)+\sum_{x_{j} \in B_{1}} c(j)+\sum_{x_{k} \in C_{1}} c(k) \\
& =q_{1}+q_{2}+q_{3}<q_{1}^{\prime}+q_{2}+q_{3}^{\prime} \\
& =\sum_{x_{j} \in B_{2}} c(j)+\sum_{x_{j} \in B_{1}} c(j)+\sum_{x_{j} \in B_{3}} c(j) \leqslant \sum_{x_{j} \in B} c(j)=q .
\end{aligned}
$$

Thus $h(\rho(D))<q$.
Case 4. $B \notin A, B \cap A \neq \varnothing, C \cap B=\varnothing$, and $C \cap A=\varnothing$.
Since $P$ has rank 2, we can show $h(\rho(D))<q$ by the same argument in Case 3 (Suppose $C \cap$ $B=\varnothing$ ).

Case 5. $B \nleftarrow A, B \cap A=\varnothing, C \cap B=\varnothing$ and $C \cap A=\varnothing$.
Since $P$ has rank 2, we can show $h(\rho(D))<q$ by the same argument in Case 3 (Suppose $B \cap A=$ $C \cap B=\varnothing)$.

In conclusion, each $\mathscr{H}$ is a supporting hyperplane of $\mathscr{C}(P)$ and $\mathscr{H} \cap \mathscr{C}(P)$ coincides with the convex hull of $\{\rho(A), \rho(B), \rho(C)\}$, as desired.

Corollary 1. Triangles in 1-skeleton of $\mathscr{O}(P)$ or $\mathscr{C}(P)$ are in one-to-one correspondence with faces of 2-dimensional simplex of each polytope.
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## 1. Introduction

Let $\mathbb{K}$ be a field, and set $S=\mathbb{K}\left[x_{1}, \ldots, x_{n}\right]$. Assume that $M$ is a finitely generated, $\mathbb{Z}^{n}$-graded $S$-module. For any homogeneous element $u \in M$ and any $Z \subseteq\left\{x_{1}, \ldots, x_{n}\right\}$, the $\mathbb{K}$-vector space $u \mathbb{K}[Z]$ is called a Stanley space of dimension $|Z|$. A Stanley decomposition of $M$ is a decomposition of $M$ as a finite direct sum of Stanley spaces. The minimum dimension of a Stanley space in a Stanley decomposition $\mathcal{D}$ is called the Stanley depth of $\mathcal{D}$, and is denoted by sdepth $(\mathcal{D})$. The Stanley depth of $M$ is defined

$$
\operatorname{sdepth}(M):=\max \{\operatorname{sdepth}(\mathcal{D}) \mid \mathcal{D} \text { is a Stanley decomposition of } M\}
$$

As a convention, we set sdepth $(M)=\infty$ when $M$ is the zero module. For an introduction to Stanley depth, we refer the reader to [1].

Example 1. Consider the ideal $I=\left\langle x_{1} x_{2}^{2}, x_{1}^{2} x_{2}\right\rangle$ in the polynomial ring $S=\mathbb{K}\left[x_{1}, x_{2}\right]$. Then,

$$
\mathcal{D}_{1}: I=x_{1} x_{2}^{2} \mathbb{K}\left[x_{2}\right] \oplus x_{1}^{2} x_{2} \mathbb{K}\left[x_{1}, x_{2}\right]
$$

is a Stanley decomposition for $I$, with $\operatorname{sdepth}\left(\mathcal{D}_{1}\right)=1$. One can also write other Stanley decompositions for $I$. For example,

$$
\mathcal{D}_{2}: I=x_{1}^{2} x_{2} \mathbb{K} \oplus x_{1}^{3} x_{2} \mathbb{K}\left[x_{1}\right] \oplus x_{1} x_{2}^{2} \mathbb{K}\left[x_{2}\right] \oplus x_{1}^{2} x_{2}^{2} \mathbb{K}\left[x_{1}, x_{2}\right]
$$

and

$$
\mathcal{D}_{3}: I=x_{1}^{2} x_{2} \mathbb{K} \oplus x_{1}^{3} x_{2} \mathbb{K} \oplus x_{1}^{4} x_{2} \mathbb{K}\left[x_{1}\right] \oplus x_{1} x_{2}^{2} \mathbb{K}\left[x_{2}\right] \oplus x_{1}^{2} x_{2}^{2} \mathbb{K}\left[x_{1}, x_{2}\right]
$$

It is clear that $\operatorname{sdepth}\left(\mathcal{D}_{2}\right)=\operatorname{sdepth}\left(\mathcal{D}_{3}\right)=0$. It follows from the definition of Stanley depth that sdepth $(I) \geq 1$, and it can be easily verified that the equality indeed holds-that is, $\operatorname{sdepth}(I)=1$.

We say that a $\mathbb{Z}^{n}$-graded $S$-module $M$ satisfies Stanley's inequality if

$$
\operatorname{depth}(M) \leq \operatorname{sdepth}(M)
$$

In fact, Stanley [2] conjectured that the above inequality holds for every finitely generated, $\mathbb{Z}^{n}$-graded S-module. Ichim, Katthän, and Moyano-Fernández [3] showed that in order to prove Stanley's conjecture for monomial ideals, it is enough to consider squarefree monomial ideals. However, Stanley's conjecture has been disproved by Duval, Goeckner, Klivans, and Martin [4]. In fact, they constructed a non-partitionable Cohen-Macaulay simplicial complex, and then, using a result of Herzog, Soleyman Jahan, and Yassemi ([5] Corollary 4.5), deduced that the Stanley-Reisner ring of this simplicial complex did not satisfy Stanley's inequality. However, it is still interesting to find new classes of modules which satisfy Stanley's inequality. Of particular interest is the validity of Stanley's inequality for high powers of monomial ideals. In this survey article, we review the recent developments in this regard. In 2013, Herzog [6] published his nice survey on Stanley depth. In fact, we complement his survey by collecting the results obtained since then, with a focus on powers of monomial ideals.

## 2. Ordinary Powers

In this section, we consider the ordinary powers of monomial ideals. As we explained in the introduction, it is natural to ask whether the high powers of monomial ideals satisfy Stanley's inequality. In fact, this question was posed in [7].

Question 1 ([7], Question 1.1). Let I be a monomial ideal. Is it true that $I^{k}$ and $S / I^{k}$ satisfy Stanley's inequality for every integer, $k \gg 0$ ?

In the following subsections we will see that Question 1 has a positive answer when $I$ belongs to interesting classes of monomial ideals.

### 2.1. Maximal Ideal and Complete Intersections

Let $\mathfrak{m}=\left(x_{1}, \ldots, x_{n}\right)$ denote the maximal graded ideal of $S$. It is clear that for every integer $k \geq 1$, depth $\left(S / \mathfrak{m}^{k}\right)=0$. Hence, $S / \mathfrak{m}^{k}$ satisfies Stanley's inequality for any $k \geq 1$. Indeed, since $S / \mathfrak{m}^{k}$ is an Artinian ring, we also have $\operatorname{sdepth}\left(S / \mathfrak{m}^{k}\right)=0$ for every integer, $k \geq 1$. On the other hand, depth $\left(\mathfrak{m}^{k}\right)=1$ and by ([6] Corollary 24), we know that the Stanley depth of any monomial ideal is at least one. This implies that $\mathfrak{m}^{k}$ satisfies Stanley's inequality for every integer, $k \geq 1$. However, computing the exact value of the Stanley depth of $\mathfrak{m}^{k}$ is not easy. In 2010, Biró, Howard, Keller, Trotter, and Young [8] proved that $\operatorname{sdepth}(\mathfrak{m})=\lceil n / 2\rceil$. Cimpoeaş [9] determined an upper bound for the Stanley depth of powers of $\mathfrak{m}$. More precisely, he proved the following results:

Theorem 1 ([9], Theorem 2.2). For every integer $k \geq 1$, we have

$$
\operatorname{sdepth}\left(\mathfrak{m}^{k}\right) \leq\left\lceil\frac{n}{k+1}\right\rceil
$$

In particular, for every integer $k \geq n-1$, we have $\operatorname{sdepth}\left(\mathfrak{m}^{k}\right)=1$.
Cimpoeaș [9] also conjectured that the inequality obtained in the above theorem was indeed an equality-that is,

$$
\operatorname{sdepth}\left(\mathfrak{m}^{k}\right)=\left\lceil\frac{n}{k+1}\right\rceil
$$

for every $k \geq 1$.
In 2018, Cimpoeaş [10] extended Theorem 1 by determining the bounds for the Stanley depth of complete intersection monomial ideals.

Theorem 2 ([10], Proposition 2.14 and Theorem 2.15). Let I be a complete intersection monomial ideal which is minimally generated by $t$ monomials.
(i) For every integer $k \geq 1$, we have

$$
n-t+1 \leq \operatorname{sdepth}\left(I^{k}\right) \leq n-t+\left\lceil\frac{t}{k+1}\right\rceil
$$

In particular, if $k \geq t-1$, then $\operatorname{sdepth}\left(I^{k}\right)=n-t+1$.
(ii) For every integer $k \geq 1$, we have

$$
\operatorname{sdepth}\left(S / I^{k}\right)=\operatorname{sdepth}\left(I^{k} / I^{k+1}\right)=\operatorname{dim}(S / I)=n-t
$$

As an immediate consequence of Theorem 2, we conclude that for any complete intersection monomial ideal and every integer $k \geq 1$, the modules $I^{k}, S / I^{k}$, and $I^{k} / I^{k+1}$ satisfy Stanley's inequality. In particular, Question 1 has a positive answer in this case.

### 2.2. Polymatroidal Ideals

We begin this subsection by recalling the definition of polymatroidal ideals. We mention that for every monomial ideal $I$, we denote its minimal set of monomial generators by $G(I)$.

Definition 1. A monomial ideal I is called polymatroidal if it is generated in a single degree, and moreover, for every pair of monomials $u=x_{1}^{a_{1}}, \ldots, x_{n}^{a_{n}}$ and $v=x_{1}^{b_{1}}, \ldots, x_{n}^{b_{n}}$ belonging to $G(I)$, and for every $i$ with $a_{i}>b_{i}$, one has $j$ with $a_{j}<b_{j}$, such that $x_{j}\left(u / x_{i}\right) \in G(I)$.

We next define the class of weakly polymatroidal ideals, which is a generalization of the class of polymatroidal ideals.

Definition 2 ([11], Definition 1.1). A monomial ideal I is called weakly polymatroidal if, for every pair of monomials, $u=x_{1}^{a_{1}} \ldots x_{n}^{a_{n}}$ and $v=x_{1}^{b_{1}} \ldots x_{n}^{b_{n}}$ in $G(I)$ such that $a_{1}=b_{1}, \ldots, a_{t-1}=b_{t-1}$ and $a_{t}>b_{t}$ for some $t$, there exists $j>t$ such that $x_{t}\left(v / x_{j}\right) \in I$.

It is obvious that any polymatroidal ideal is weakly polymatroidal.
Let $I$ be a weakly polymatroidal ideal. In ([12] Theorem 2.4), we proved that $S / I$ satisfies Stanley's inequality. We also know from ([13] Theorem 12.6.3) that every power of a polymatroidal ideal is again a polymatroidal ideal. As a consequence, for any polymatroidal ideal $I$ and any integer $k \geq 1$, the module $S / I^{k}$ satisfies Stanley's inequality. It is natural to ask whether $I^{k}$ satisfies Stanley's inequality. Before answering this question, we recall the concept of having linear quotients, introduced in [14].

Definition 3. Let I be a monomial ideal, and assume that $G(I)$ is the set of minimal monomial generators of $I$. We say that I has linear quotients if there is a linear order $u_{1} \prec u_{2} \prec \ldots \prec u_{m}$ on $G(I)$, with the property that for every $2 \leq i \leq m$, the ideal $\left(u_{1}, \ldots, u_{i-1}\right): u_{i}$ is generated by a subset of the variables.

Soleyman Jahan [15] proves that Stanley's inequality holds for any monomial ideal which has linear quotients. On the other hand, by ([11] Theorem 1.3), we know that any weakly polymatroidal ideal has linear quotients. This implies that every weakly polymatroidal ideal satisfies Stanley's inequality. Since every power of a polymatroidal ideal is again a polymatroidal ideal, we deduce that for any polymatroidal ideal $I$ and any integer $k \geq 1$, the ideal $I^{k}$ satisfies Stanley's inequality.

By the above argument, we know that Question 1 has a positive answer for polymatroidal ideals. This result was also obtained in [16].

Let $I$ be a monomial ideal of $S$ with the Rees algebra $\mathcal{R}(I)=\bigoplus_{k=0}^{\infty} I^{k}$. The $\mathbb{K}$-algebra $\mathcal{R}(I) / \mathfrak{m} \mathcal{R}(I)$ is called the fibre ring, and its Krull dimension is called the analytic spread of $I$, denoted by $\ell(I)$. A classical result by Burch [17] states that

$$
\min _{k} \operatorname{depth}\left(S / I^{k}\right) \leq n-\ell(I)
$$

By a theorem of Brodmann [18], depth $\left(S / I^{k}\right)$ is constant for large $k$. We call this constant value the limit depth of $I$, and denote it by $\lim _{k \rightarrow \infty} \operatorname{depth}\left(S / I^{k}\right)$. Brodmann improved Burch's inequality by showing that

$$
\lim _{k \rightarrow \infty} \operatorname{depth}\left(S / I^{k}\right) \leq n-\ell(I)
$$

We know from ([19] Corollary 3.5) that equality occurs in the above inequality if $I$ is a polymatroidal ideal. In fact, we will see in the next section that equality holds in Burch's inequality for a larger class of ideals-namely, the class of normal ideals.

Inspired by the limiting behavior of the depth of powers of ideals, Herzog [6] proposed the following conjecture.

Conjecture 1 ([6], Conjecture 59). For every monomial ideal I, the sequence $\left\{\operatorname{sdepth}\left(I^{k}\right)\right\}_{k=1}^{\infty}$ is convergent.
This conjecture is widely open. However, by Theorem 2, it has a positive answer for complete intersections. Also, we will see in Section 4 that the assertion of this conjecture is true for any normally torsionfree, squarefree monomial ideal.

Let $I$ be a weakly polymatroidal ideal which is generated in a single degree. We know from ([16] Theorem 2.5) that depth $(S / I) \geq n-\ell(I)$. Since $I$ and $S / I$ satisfy Stanley's inequality, it follows that

$$
\operatorname{sdepth}(S / I) \geq n-\ell(I) \quad \text { and } \quad \text { sdepth }(I) \geq n-\ell(I)+1 .
$$

Restricting to the class of polymatroidal ideals, for any integer $k \geq 1$ and any polymatroidal ideal $I$, we have

$$
\operatorname{sdepth}\left(S / I^{k}\right) \geq n-\ell(I) \quad \text { and } \quad \operatorname{sdepth}\left(I^{k}\right) \geq n-\ell(I)+1
$$

Indeed, we expect that the equality holds in the above inequality for every $k \gg 0$. In other words, not only do we believe that Conjecture 1 is true for every polymatroidal ideal $I$, but we also have a prediction for the limit value of the Stanley depth of powers of $I$.

Conjecture 2. Let I be a polymatroidal ideal. Then,

$$
\operatorname{sdepth}\left(S / I^{k}\right)=n-\ell(I) \quad \text { and } \quad \operatorname{sdepth}\left(I^{k}\right)=n-\ell(I)+1
$$

for any integer $k \gg 0$.

### 2.3. Edge Ideals

Let $G$ be a finite simple graph with a vertex set $V(G)=\left\{x_{1}, \ldots, x_{n}\right\}$ and edge set $E(G)$. The edge ideal $I(G)$ of $G$ is defined as

$$
I(G)=\left(x_{i} x_{j}: x_{i} x_{j} \in E(G)\right) \subseteq S
$$

The Stanley depth of powers of edge ideals has been studied in [20-23]. Before reviewing the main results of these papers, we mention the following result of Trung, concerning the depth of high powers of edge ideals.

Theorem 3 ([24], Theorems 4.4 and 4.6). Let $G$ be a graph with $n$ vertices and $p$ bipartite connected components. Then, for every integer $k \geq n-1$, we have

$$
\operatorname{depth}\left(S / I(G)^{k}\right)=p
$$

Note that by ([25] p. 50), for every graph $G$ with $n$ vertices and $p$ bipartite connected components, we have $\ell(I(G))=n-p$. Thus, Theorem 3 , essentially says that

$$
\lim _{k \rightarrow \infty} \operatorname{depth}\left(S / I(G)^{k}\right)=n-\ell(I(G))
$$

that is, equality occurs in Burch's inequality.
Pournaki, Yassemi, and the author [22] studied the Stanley depth of $S / I(G)^{k}$, where $G$ is a forest (i.e., a graph with no cycle). They proved that for every forest with $p$ connected components and any integer $k \geq 1$, we have

$$
\operatorname{sdepth}\left(S / I(G)^{k}\right) \geq p
$$

This, together with Theorem 3, implies that for any forest $G$ with $n$ vertices, the module $S / I(G)^{k}$ satisfies Stanley's inequality for any integer $k \geq n-1$. This result was then extended in [23], to any arbitrary graph, as follows.

Theorem 4 ([23], Theorem 2.3 and Corollary 2.5). Let $G$ be a graph with $n$ vertices and $p$ bipartite connected components. Then, for every integer $k \geq 1$, we have $\operatorname{sdepth}\left(S / I(G)^{k}\right) \geq p$. In particular, $S / I(G)^{k}$ satisfies Stanley's inequality for any integer $k \geq n-1$.

We know from the above theorem that for any graph $G$, the module $S / I(G)^{k}$ satisfies Stanley's inequality for $k \gg 0$. However, how about $I(G)^{k}$ ? By Theorem 3, in order to prove Stanley's inequality for high powers of $I(G)$, we need to prove sdepth $\left(I(G)^{k}\right) \geq p+1$ for every integer $k \gg 0$. We do not know whether this inequality holds for any arbitrary graph. However, we have a partial result, as follows. We recall that for any graph $G$ and every subset $U \subset V(G)$, the graph $G \backslash U$ has the vertex set $V(G \backslash U)=V(G) \backslash U$ and edge set $E(G \backslash U)=\{e \in E(G) \mid e \cap U=\varnothing\}$.

Theorem 5 ([23], Theorem 3.1). Let $G$ be a graph, and assume that $H$ is a connected component of $G$ with at least one edge. Suppose that $h$ is the number of bipartite connected components of $G \backslash V(H)$. Then, for every integer $k \geq 1$, we have

$$
\operatorname{sdepth}\left(I(G)^{k}\right) \geq \min _{1 \leq l \leq k}\left\{\operatorname{sdepth}_{S^{\prime}}\left(I(H)^{l}\right)\right\}+h
$$

where $S^{\prime}=\mathbb{K}\left[x_{i} \mid x_{i} \in V(H)\right]$.
Assume that $G$ has a non-bipartite connected component, and call it $H$. Then, by ([6] Corollary 24), for every integer $l \geq 1$, we have sdepth $\left(I(H)^{l}\right) \geq 1$. Thus, it follows from Theorem 5 that in this case, sdepth $\left(I(G)^{k}\right) \geq p+1$, where $p$ is the number of bipartite connected components of $G$ and $k \geq 1$ is an arbitrary positive integer. Assume now that $G$ is a bipartite graph. Using Theorem 5, in order to prove the inequality sdepth $\left(I(G)^{k}\right) \geq p+1$, it is enough to prove it only for the class of connected bipartite graphs. Thus, we raise the following question.

Question 2 ([23], Question 3.3). Let G be a connected bipartite graph (with at least one edge) and suppose $k \geq 1$ is an integer. Is it true that $\operatorname{sdepth}\left(I(G)^{k}\right) \geq 2$ ?

We investigated this question in [26] and proved that it has positive answer for small $k$ More precisely, we proved the following result.

Theorem 6 ([26], Theorem 3.4). Let $G$ be a connected bipartite graph (with at least one edge) and let $g$ be a positive integer. Suppose $G$ has no cycle of length at most $g-1$. Then, for every positive integer $k \leq g / 2+1$, we have sdepth $\left(I(G)^{k}\right) \geq 2$.

Theorem 6, in particular, implies that sdepth $\left(I(G)^{k}\right) \geq 2$, for any integer $k \geq 1$, provided that $G$ is a tree (i.e., a connected forest). Combining this result with Theorem 5 implies that if $G$ is a bipartite graph and at least one of the connected components of $G$ is a tree, then for every integer $k \geq 1$, we have sdepth $\left(I(G)^{k}\right) \geq p+1$, where $p$ is the number of (bipartite) connected components of $G$. All in all, we obtained the following theorem.

Theorem 7 ([23], Corollary 3.6). Assume that $G$ is a graph with $n$ vertices, such that
(i) $G$ is a non-bipartite graph, or
(ii) at least one of the connected components of $G$ is a tree with at least one edge.

Then, for every integer $k \geq n-1$, the ideal $I(G)^{k}$ satisfies Stanley's inequality.
Let $I$ be a monomial ideal. We know by ([27] Theorem 1.2) that the sequence $\left\{\operatorname{depth}\left(I^{k} / I^{k+1}\right)\right\}_{k=1}^{\infty}$ is convergent, and moreover,

$$
\lim _{k \rightarrow \infty} \operatorname{depth}\left(I^{k} / I^{k+1}\right)=\lim _{k \rightarrow \infty} \operatorname{depth}\left(S / I^{k}\right)
$$

Therefore, using Theorem 3, we conclude that for any graph $G$,

$$
\lim _{k \rightarrow \infty} \operatorname{depth}\left(I(G)^{k} / I(G)^{k+1}\right)=p
$$

where $p$ is the number of bipartite connected components of $G$. In [23], we also studied the Stanley depth of $I(G)^{k} / I(G)^{k+1}$ and proved that it satisfied Stanley's inequality for any $k \gg 0$. In fact, we proved the following result.

Theorem 8 ([23], Theorem 2.2 and Corollary 2.6). Let $G$ be a graph and suppose $p$ is the number of bipartite connected components of $G$. Then, for every integer $k \geq 0$, we have sdepth $\left(I(G)^{k} / I(G)^{k+1}\right) \geq p$. In particular, $I(G)^{k} / I(G)^{k+1}$ satisfies Stanley's inequality, for every integer $k \gg 0$.

We mention that in the special case, when $G$ is a forest, Theorem 8 was proved in ([21] Theorem 3.1).

The diameter of a connected graph is the maximum distance between any two vertices. Here, the distance between two vertices is the minimum length of a path connecting the vertices.

Fouli and Morey [20] studied the Stanley depth of small powers of edge ideals and determined a lower bound for it.

Theorem 9 ([20], Theorem 4.18). Assume that $G$ is a graph with c connected components, and let denote the maximum of the diameters of the connected components of $G$. Then, for every integer $1 \leq t \leq 3$, we have

$$
\operatorname{sdepth}\left(S / I(G)^{t}\right) \geq\left\lceil\frac{d-4 t+5}{3}\right\rceil+c-1
$$

Fouli and Morey ([20] Corollary 3.3, Theorems 4.4 and 4.13) also show that the inequality of Theorem 9 remains true, if one replaces depth with depth.

## 3. Integral Closure of Powers

The study of Stanley depth of integral closure of powers of monomial ideals was initiated in [28] and continued in [26]. Before stating the results of these papers, we recall some definitions and basic facts from the theory of integral closure.

Let $I \subset S$ be an arbitrary ideal. An element $f \in S$ is integral over $I$, if there exists an equation

$$
f^{k}+c_{1} f^{k-1}+\ldots+c_{k-1} f+c_{k}=0 \quad \text { with } c_{i} \in I^{i}
$$

The integral closure of $I$, denoted by $\bar{I}$, is the set of elements of $S$ which are integral over $I$. It is known that the integral closure of a monomial ideal $I$ is again a monomial ideal, and it is generated by all monomials $u \in S$ with the property that there exists an integer $k$, such that $u^{k} \in I^{k}$ (see ([13] Theorem 1.4.2)). An ideal is said to be integrally closed if it is equal to its integral closure, and it is normal if all its powers are integrally closed. By ([29] Theorem 3.3.18), a monomial ideal $I$ is normal if, and only if, the Rees algebra $\mathcal{R}(I)$ is a normal ring.

We first notice that there is no general inequality between the Stanley depth of S/I and that of $S / \bar{I}$. This will be illustrated in the following examples.

Example 2 ([28], Example 1.2). Let $I=\left(x_{1}^{2}, x_{2}^{2}, x_{1} x_{2} x_{3}\right)$ be a monomial ideal in the polynomial ring $S=\mathbb{K}\left[x_{1}, x_{2}, x_{3}\right]$. It is not difficult to see that $\bar{I}=\left(x_{1}^{2}, x_{2}^{2}, x_{1} x_{2}\right)$. Then, the maximal ideal $\mathfrak{m}=\left(x_{1}, x_{2}, x_{3}\right)$ is an associated prime of $S / I$, and it follows from ([30] Proposition 1.3) that sdepth $(S / I)=0$. Since $\mathfrak{m}$ is not an associated prime of $S / \bar{I}$, it follows from ([31] Proposition 2.13) that $\operatorname{sdepth}(S / \bar{I}) \geq 1$. Thus, in this example, $\operatorname{sdepth}(S / I)<\operatorname{sdepth}(S / \bar{I})$.

Example 3 ([28], Example 1.3). Let $I=\left(x_{1}^{2} x_{2}^{2}, x_{1}^{2} x_{3}^{2}, x_{2}^{2} x_{3}^{2}\right)$ be a monomial ideal in the polynomial ring $S=\mathbb{K}\left[x_{1}, x_{2}, x_{3}\right]$. The maximal ideal $\mathfrak{m}=\left(x_{1}, x_{2}, x_{3}\right)$ is not an associated prime of $S / I$ and hence, using ([31] Proposition 2.13), we conclude that $\operatorname{sdepth}(S / I) \geq 1$. On the other hand, using ([32] Theorem 2.4), we know that the maximal ideal $\mathfrak{m}$ is an associated prime of $S / \bar{I}$. Hence, it follows from ([30] Proposition 1.3) that $\operatorname{sdepth}(S / \bar{I})=0$. Therefore, in this example, $\operatorname{sdepth}(S / I)>\operatorname{sdepth}(S / \bar{I})$.

Although there is no general inequality between sdepth $(S / I)$ and sdepth $(S / \bar{I})$, we will see in the following theorem that the Stanley depth of $S / \bar{I}$ provides an upper bound for the Stanley depth of the quotient ring of some powers of $I$.

Theorem 10 ([28], Theorem 2.8). Let $I_{2} \subseteq I_{1}$ be two monomial ideals in $S$. Then, there exists an integer $k \geq 1$, such that for every $s \geq 1$,

$$
\operatorname{sdepth}\left(I_{1}^{s k} / I_{2}^{s k}\right) \leq \operatorname{sdepth}\left(\overline{I_{1}} / \overline{I_{2}}\right)
$$

In particular, we have the following corollary.
Corollary 1. Let $I \subset S$ be a monomial ideal. Then, there exist integers $k_{1}, k_{2} \geq 1$, such that for every $s \geq 1$,

$$
\operatorname{sdepth}\left(I^{s k_{1}}\right) \leq \operatorname{sdepth}(\bar{I})
$$

and

$$
\operatorname{sdepth}\left(S / I^{s k_{2}}\right) \leq \operatorname{sdepth}(S / \bar{I})
$$

We mention that the assertions of Corollary 1 remain true if one replaces sdepth with depth, ([26] Theorem 4.5).

In Question 1, we asked whether the high powers of an ideal satisfied Stanley's inequality. One can ask a similar question by replacing $I^{k}$ with its integral closure. This question is posed in [26].

Question 3 ([26], Question 1.2). Let I be a monomial ideal. Is it true that $\overline{I^{k}}$ and $S / \overline{I^{k}}$ satisfy Stanley's inequality for every integer $k \gg 0$ ?

Before we focus on the above question, we recall the following result of Hoa and Trung concerning the depth of integral closure of high powers of monomial ideals.

Theorem 11 ([33], Lemma 1.5). Let I be a monomial ideal of $S$. Then, depth $\left(S / \overline{I^{k}}\right)=n-\ell(I)$ for every integer $k \gg 0$.

According to the above theorem, Question 3 is equivalent to the following question.
Question 4 ([26], Question 1.3). Let $I$ be a monomial ideal. Is it true that the inequalities sdepth $\left(\overline{I^{k}}\right) \geq n-\ell(I)+1$ and $\operatorname{sdepth}\left(S / \overline{I^{k}}\right) \geq n-\ell(I)$ hold, for every integer $k \gg 0$ ?

Let $I$ be a monomial ideal of $S$ and assume that $\operatorname{sdepth}\left(S / I^{k}\right) \geq n-\ell(I)$ (resp. sdepth $\left(I^{k}\right) \geq$ $n-\ell(I)+1)$, for every integer $k \gg 0$. It follows from Corollary 1 that $\operatorname{sdepth}\left(S / \overline{I^{k}}\right) \geq n-\ell(I)$ (resp. sdepth $\left(\overline{I^{k}}\right) \geq n-\ell(I)+1$ ), for every integer $k \gg 0$. Thus, the answers of Questions 3 and 4 are positive for $I$. This argument, together with Theorem 2, implies the following result concerning the Stanley depth of integral closure of powers for the complete intersection of monomial ideals.

Theorem 12. Let I be a complete intersection monomial ideal which is minimally generated by $t$ monomials.
(i) For every integer $k \geq 1$, we have

$$
\operatorname{sdepth}\left(\overline{I^{k}}\right) \geq n-t+1
$$

(ii) For every integer $k \geq 1$, we have

$$
\operatorname{sdepth}\left(S / \overline{I^{k}}\right)=n-t
$$

Note that in part (ii) of the above theorem, we used the fact that for any complete intersection monomial ideal and any integer $k \geq 1$, the dimension of $S / \overline{I^{k}}$ is $n-t$, where $t$ is the number of minimal monomial generators of $I$.

Restricting to edge ideals, combining the above argument with Theorems 4 and 7 implies the following results.

Theorem 13 ([26], Theorem 3.2). Let G be a graph, and suppose that $p$ is the number of bipartite connected components of $G$. Then, for every integer $k \geq 1$, we have sdepth $\left(S / \overline{I(G)^{k}}\right) \geq p$. In particular, $S / \overline{I(G)^{k}}$ satisfies Stanley's inequality for every integer $k \gg 0$.

Theorem 14 ([26], Theorem 3.3). Let $G$ be a non-bipartite graph, and suppose that $p$ is the number of bipartite connected components of $G$. Then, for every integer $k \geq 1$, we have sdepth $\left(\overline{I(G)^{k}}\right) \geq p+1$. In particular, $\overline{I(G)^{k}}$ satisfies Stanley's inequality for every integer $k \gg 0$.

Assume that $G$ is a bipartite graph. We know from ([13] Theorem 1.4.6 and Corollary 10.3.17) that for any integer $k \geq 1$, the equality $I(G)^{k}=\overline{I(G)^{k}}$ holds. Therefore, $\overline{I(G)^{k}}$ satisfies Stanley's inequality if, and only if $I(G)^{k}$ satisfies that inequality. Because of this reason, we exclude the case of bipartite graphs in Theorem 14.

Let $I$ be a monomial ideal. It is also reasonable to study the depth and the Stanley depth of $\overline{I^{k}} / \overline{I^{k+1}}$. In [26], we proved the following result about the depth of these modules for large $k$.

Theorem 15 ([26], Theorem 4.1). For any nonzero monomial ideal $I \nsubseteq S$, the sequence $\left\{\operatorname{depth}\left(\overline{I^{k}} / \overline{I^{k+1}}\right)\right\}_{k=0}^{\infty}$ is convergent, and moreover,

$$
\lim _{k \rightarrow \infty} \operatorname{depth}\left(\overline{I^{k}} / \overline{I^{k+1}}\right)=n-\ell(I)
$$

According to Theorem 15, in order to prove that $\overline{I^{k}} / \overline{I^{k+1}}$ satisfies Stanley's inequality, for $k \gg 0$, we must show that sdepth $\left(\overline{I^{k}} / \overline{I^{k+1}}\right) \geq n-\ell(I)$, for high $k$.

Let $I$ be a monomial ideal of $S$ with sdepth $\left(I^{k} / I^{k+1}\right) \geq n-\ell(I)$ for every integer $k \gg 0$, say for $k \geq k_{0}$. We fix an integer $k \geq 1$. By Corollary 1 , there exists an integer $s$ with $s k \geq k_{0}$ such that

$$
\operatorname{sdepth}\left(\overline{I^{k}} / \overline{I^{k+1}}\right) \geq \operatorname{sdepth}\left(I^{s k} / I^{s(k+1)}\right)
$$

On the other hand, as $\mathbb{K}$-vector spaces, we have

$$
I^{s k} / I^{s(k+1)}=\bigoplus_{i=s k}^{s k+s-1} I^{i} / I^{i+1}
$$

By the definition of Stanley depth, we conclude that

$$
\operatorname{sdepth}\left(I^{s k} / I^{s(k+1)}\right) \geq \min \left\{\operatorname{sdepth}\left(I^{i} / I^{i+1}\right) \mid i=s k, \ldots, s k+s-1\right\} \geq n-\ell(I),
$$

where the last inequality follows from the assumption. Therefore,

$$
\operatorname{sdepth}\left(\overline{I^{k}} / \overline{I^{k+1}}\right) \geq n-\ell(I)
$$

Hence, $\overline{I^{k}} / \overline{I^{k+1}}$ satisfies Stanley's inequality for $k \gg 0$. In particular cases, it follows from Theorems 2 and 8 that $\overline{I^{k}} / \overline{I^{k+1}}$ satisfies Stanley's inequality, for every integer $k \gg 0$, if $I$ is either a complete intersection monomial ideal or an edge ideal.

Let $I$ be a normal ideal. By ([13] Proposition 10.3.2),

$$
\lim _{k \rightarrow \infty} \operatorname{depth}\left(S / I^{k}\right)=n-\ell(I)
$$

Hence, if $I^{k}$ and $S / I^{k}$ satisfy Stanley's inequality for large $k$, we must have

$$
\operatorname{sdepth}\left(S / I^{k}\right) \geq n-\ell(I) \text { and } \operatorname{sdepth}\left(I^{k}\right) \geq n-\ell(I)+1
$$

In fact, in [28], we conjectured that the above inequalities hold in a more general setting.
Conjecture 3 ([28], Conjecture 2.6). Let $I \subset S$ be an integrally closed monomial ideal. Then, $\operatorname{sdepth}(S / I) \geq n-\ell(I)$ and $\operatorname{sdepth}(I) \geq n-\ell(I)+1$.

The following example shows that the inequalities of Conjecture 3 do not necessarily hold if $I$ is not integrally closed.

Example 4 ([28], Example 2.5). Consider the ideal $I=\left(x_{1}^{2}, x_{2}^{2}, x_{1} x_{2} x_{3}, x_{1} x_{2} x_{4}\right)$ in the polynomial ring $S=$ $\mathbb{K}\left[x_{1}, x_{2}, x_{3}, x_{4}\right]$. Then, $\ell(I)=2$. However, $\mathfrak{m}=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ is an associated prime of $S / I$ and therefore, we conclude from ([30] Proposition 1.3) that $\operatorname{sdepth}(S / I)=0$ and by ([34] Corollary 1.2), sdepth $(I) \leq 2$. This shows that the inequalities sdepth $(S / I) \geq n-\ell(I)$ and $\operatorname{sdepth}(I) \geq n-\ell(I)+1$ do not hold for $I$.

As we mentioned in Section 2, the inequalities of Conjecture 3 are true for any polymatroidal ideal (we know from ([19] Theorem 3.4) that any polymatroidal ideal is integrally closed)). Also, in ([35] Corollary 3.4), we verified Conjecture 3 for any squarefree monomial ideal which is generated in a single degree.

We close this section by the following result which permits us to compare the Stanley depth of integral closure of a monomial ideal and its powers.

Theorem 16 ([28], Theorem 2.8). Let $J \subseteq I$ be two monomial ideals in $S$. Then, for every integer $k \geq 1$,

$$
\operatorname{sdepth}\left(\overline{I^{k}} / \overline{J^{k}}\right) \leq \operatorname{sdepth}(\bar{I} / \bar{J})
$$

The following corollary is an immediate consequence of Theorem 16.
Corollary 2. Let $I \subset S$ be a monomial ideal. Then, for every integer $k \geq 1$,

$$
\operatorname{sdepth}\left(\overline{I^{k}}\right) \leq \operatorname{sdepth}(\bar{I})
$$

and

$$
\operatorname{sdepth}\left(S / \overline{I^{k}}\right) \leq \operatorname{sdepth}(S / \bar{I})
$$

We mention that the inequalities of Corollary 2 remain true if one replaces sdepth with depth, and this has been proved by Hoa and Trung ([33] Lemma 2.5).

## 4. Symbolic Powers

In this section, we collect the recent results concerning the Stanley depth of symbolic powers of squarefree monomial ideals. We first recall the definition of symbolic powers, and then we continue in two subsections.

Definition 4. Let I be an ideal of $S$, and let $\operatorname{Min}(I)$ denote the set of minimal primes of $I$. For every integer $k \geq 1$, the $k$-th symbolic power of $I$, denoted by $I^{(k)}$, is defined to be

$$
I^{(k)}=\bigcap_{\mathfrak{p} \in \operatorname{Min}(I)} \operatorname{Ker}\left(S \rightarrow\left(S / I^{k}\right)_{\mathfrak{p}}\right)
$$

Let $I$ be a squarefree monomial ideal in $S$, and suppose that $I$ has the primary decomposition

$$
I=\mathfrak{p}_{1} \cap \ldots \cap \mathfrak{p}_{r}
$$

where each $\mathfrak{p}_{i}$ is a prime ideal generated by a subset of the variables of $S$. It follows from ([13] Proposition 1.4.4) that for every integer $k \geq 1$,

$$
I^{(k)}=\mathfrak{p}_{1}^{k} \cap \ldots \cap \mathfrak{p}_{r}^{k}
$$

### 4.1. Asymptotic Behavior of Stanley Depth of Symbolic Powers

Let $I$ be a squarefree monomial ideal. As we mentioned in Section 2, based on the limit behavior of depth of powers of $I$, Herzog [6] conjectured that the Stanley depth of $S / I^{k}$ is constant for large $k$ (see Conjecture 1). On the other hand, it is known that if one replaces the ordinary powers by symbolic powers, then again the depth function stabilizes. In fact, Hoa, Kimura, Terai, and Trung [36] are even able to compute the limit value of this function. In order to state their result, we need the following definition.

Definition 5. Suppose $I$ is a squarefree monomial ideal, and let $\mathcal{R}_{s}(I)=\bigoplus_{k=0}^{\infty} I^{(k)}$ be the symbolic Rees ring of $I$. The Krull dimension of $\mathcal{R}_{s}(I) / \mathfrak{m} \mathcal{R}(I)$ is called the symbolic analytic spread of I and is denoted by $\ell_{s}(I)$.

Let $I$ be a squarefree monomial ideal. Varbaro ([37] Proposition 2.4) showed that

$$
\min _{k} \operatorname{depth}\left(S / I^{(k)}\right)=n-\ell_{S}(I)
$$

In [36], Hoa, Kimura, Terai, and Trung proved that the minimum and the limit of the sequence $\left\{\text { depth }\left(S / I^{(k)}\right)\right\}_{k=1}^{\infty}$ coincide. Indeed, they showed the following stronger result. In the following theorem, bight $(I)$ denotes the maximum height of associated primes of $I$.

Theorem 17 ([36], Theorem 2.4). Let I be a squarefree monomial ideal of $S$. Then, $\operatorname{depth}\left(S / I^{(k)}\right)=n-\ell_{S}(I)$, for every integer $k \geq n(n+1) \operatorname{bight}(I)^{n / 2}$.

As the depth function of symbolic powers of a squarefree monomial ideal is eventually constant, one may ask whether the same is true for the Stanley depth-or in other words, whether an analogue of Conjecture 1 is true, if one replaces the ordinary power with a symbolic power. In [38], we gave a positive answer to this question. In fact, we have something more-first, we will see in the following theorem that one can compare the Stanley depth of certain symbolic powers of a squarefree monomial ideal.

Theorem 18 ([38], Theorem 4.2). Let $I \subset S$ be a squarefree monomial ideal. Suppose that $m$ and $k$ are positive integers. Then, for every integer $j$ with $m-k \leq j \leq m$, we have

$$
\operatorname{sdepth}\left(I^{(m)}\right) \geq \operatorname{sdepth}\left(I^{(k m+j)}\right) \quad \text { and } \quad \operatorname{sdepth}\left(S / I^{(m)}\right) \geq \operatorname{sdepth}\left(S / I^{(k m+j)}\right)
$$

We recall that in the special case of $j=m$, the inequalities of Theorem 18 were also proved in ([39] Corollary 3.2). We also mention that the assertions of Theorem 18 are true if one replaces sdepth with depth, and this was proved independently by Nguyen and Trung ([40] Theorem 2.7), Montaño and Núñez-Betancourt ([41] Theorem 3.4), and the author ([38] Theorem 3.3).

As an immediate consequence of Theorem 18, we obtained the following result.
Corollary 3 ([38], Corollary 4.3). For every squarefree monomial ideal $I \subset S$, we have

$$
\operatorname{sdepth}(S / I) \geq \operatorname{sdepth}\left(S / I^{(2)}\right) \geq \operatorname{sdepth}\left(S / I^{(3)}\right)
$$

and

$$
\operatorname{sdepth}(I) \geq \operatorname{sdepth}\left(I^{(2)}\right) \geq \operatorname{sdepth}\left(I^{(3)}\right)
$$

Assume that $I$ is a squarefree monomial ideal, and set

$$
m:=\min _{k} \operatorname{sdepth}\left(S / I^{(k)}\right) .
$$

Let $t \geq 1$ be the smallest integer with $\operatorname{sdepth}\left(S / I^{(t)}\right)=m$. If $t=1$, then by Theorem 18 , for every integer $k \geq 1$, we have $\operatorname{sdepth}\left(S / I^{(k)}\right)=m$. Now, suppose $t \geq 2$. Again, by Theorem 18, we have $\operatorname{sdepth}\left(S / I^{\left(t^{2}-t\right)}\right)=m$. For every integer $k>t^{2}-t$, we write $k=s t+j$, where $s$ and $j$ are positive integers and $1 \leq j \leq t$. As $k>t^{2}-t$, we conclude that $s \geq t-1$. It then follows from Theorem 18 that

$$
\operatorname{sdepth}\left(S / I^{(k)}\right)=\operatorname{sdepth}\left(S / I^{(s t+j)}\right) \leq \operatorname{sdepth}\left(S / I^{(t)}\right)=m .
$$

By the choice of $m$, we conclude that for every integer $k \geq t^{2}-t$, the equality $\operatorname{sdepth}\left(S / I^{(k)}\right)=m$ holds. Therefore, the sequence $\left\{\operatorname{sdepth}\left(S / I^{(k)}\right)\right\}_{k=1}^{\infty}$ is convergent and

$$
\min _{k} \operatorname{sdepth}\left(S / I^{(k)}\right)=m=\lim _{k \rightarrow \infty} \operatorname{sdepth}\left(S / I^{(k)}\right) .
$$

Similarly, one proves that the sequence $\left\{\operatorname{sdepth}\left(I^{(k)}\right)\right\}_{k=1}^{\infty}$ is convergent and

$$
\min _{k} \operatorname{sdepth}\left(I^{(k)}\right)=\lim _{k \rightarrow \infty} \operatorname{sdepth}\left(I^{(k)}\right) .
$$

Therefore, we have the following result.

Theorem 19 ([38], Theorem 4.4). For every squarefree monomial ideal I, the sequences $\left\{\operatorname{sdepth}\left(S / I^{(k)}\right)\right\}_{k=1}^{\infty}$ and $\left\{\operatorname{sdepth}\left(I^{(k)}\right)\right\}_{k=1}^{\infty}$ are convergent. Moreover,

$$
\min _{k} \operatorname{sdepth}\left(S / I^{(k)}\right)=\lim _{k \rightarrow \infty} \operatorname{sdepth}\left(S / I^{(k)}\right),
$$

and

$$
\min _{k} \operatorname{sdepth}\left(I^{(k)}\right)=\lim _{k \rightarrow \infty} \operatorname{sdepth}\left(I^{(k)}\right) .
$$

A squarefree monomial ideal $I$ is called normally torsionfree, if $I^{(k)}=I^{k}$, for every integer $k \geq 1$. It is immediate from Theorem 19 that for any normally torsionfree squarefree monomial ideal $I$, the sequences $\left\{\operatorname{sdepth}\left(S / I^{k}\right)\right\}_{k=1}^{\infty}$ and $\left\{\operatorname{sdepth}\left(I^{k}\right)\right\}_{k=1}^{\infty}$ are convergent. In particular, Conjecture 1 is true for normally torsionfree squarefree monomial ideals.

Let $I$ be a squarefree monomial ideal. The smallest integer $t \geq 1$, such that $\operatorname{depth}\left(S / I^{m}\right)=\lim _{k \rightarrow \infty} \operatorname{depth}\left(S / I^{k}\right)$ for all $m \geq t$, is called the index of depth stability of powers of $I$, and is denoted by dstab $(I)$. Similarly, one can define the index of depth stability of symbolic powers by replacing the ordinary powers with symbolic powers. The index of depth stability of symbolic powers is denoted by dstabs $(I)$. By Theorem 17, we have

$$
\operatorname{dstab}_{s}(I) \leq n(n+1) \operatorname{bight}(I)^{n / 2}
$$

According to Theorem 19, one can also define the indices of sdepth stability of symbolic powers, that is,

$$
\begin{gathered}
\operatorname{sdstab}_{s}(I)=\min \left\{t \mid \operatorname{sdepth}\left(I^{(m)}\right)=\lim _{k \rightarrow \infty} \operatorname{sdepth}\left(I^{(k)}\right) \text { for all } m \geq t\right\} \\
\operatorname{sdstab}_{s}(S / I)=\min \left\{t \mid \operatorname{sdepth}\left(S / I^{(m)}\right)=\lim _{k \rightarrow \infty} \operatorname{sdepth}\left(S / I^{(k)}\right) \text { for all } m \geq t\right\} .
\end{gathered}
$$

We also defined the following quantities:

$$
\begin{gathered}
\operatorname{sdmin}_{s}(I)=\min \left\{t \mid \operatorname{sdepth}\left(I^{(t)}\right)=\lim _{k \rightarrow \infty} \operatorname{sdepth}\left(I^{(k)}\right)\right\} \\
\operatorname{sdmin}_{s}(S / I)=\min \left\{t \mid \operatorname{sdepth}\left(S / I^{(t)}\right)=\lim _{k \rightarrow \infty} \operatorname{sdepth}\left(S / I^{(k)}\right)\right\} .
\end{gathered}
$$

The argument before Theorem 19 also proves the following proposition.
Proposition 1 ([38], Corollary 4.5). For every squarefree monomial ideal $I \subset S$, we have

$$
\operatorname{sdstab}_{s}(I) \leq \max \left\{1, \operatorname{sdmin}_{s}(I)^{2}-\operatorname{sdmin}_{s}(I)\right\}
$$

and

$$
\operatorname{sdstab}_{s}(S / I) \leq \max \left\{1, \operatorname{sdmin}_{s}(S / I)^{2}-\operatorname{sdmin}_{s}(S / I)\right\}
$$

As we mentioned above, the assertions of Theorem 18 are true also for the depth. Thus, a similar argument, as we explained before Theorem 19, implies that the inequalities of Proposition 1 remain true, if one replaces Stanley depth with depth. This has been already observed in ([38] Theorem 3.6).

Let $I$ be a squarefree monomial ideal. We know from Theorem 19 that the sequences $\left\{\operatorname{sdepth}\left(S / I^{(k)}\right)\right\}_{k=1}^{\infty}$ and $\left\{\operatorname{sdepth}\left(I^{(k)}\right)\right\}_{k=1}^{\infty}$ are convergent. Now, it is natural to ask the following question.

Question 5. Let I be a squarefree monomial ideal. How can one describe the limits of the sequences $\left\{\operatorname{sdepth}\left(S / I^{(k)}\right)\right\}_{k=1}^{\infty}$ and $\left\{\operatorname{sdepth}\left(I^{(k)}\right)\right\}_{k=1}^{\infty}$ ?

Question 5 is widely open. We know the answer only for very special classes of ideals. For example, assume that $I$ is a squarefree complete intersection monomial ideal. It is easy to check that for any integer $k \geq 1$, the equality $I^{(k)}=I^{k}$ holds. Therefore, using Theorem 2, we conclude that

$$
\lim _{k \rightarrow \infty} \operatorname{sdepth}\left(S / I^{(k)}\right)=n-t
$$

and

$$
\lim _{k \rightarrow \infty} \operatorname{sdepth}\left(I^{(k)}\right)=n-t+1
$$

where $t$ is the number of minimal monomial generators of $I$ (which is also equal to $\ell_{S}(I)$ ).
We are also able to compute the limit of the sequence $\left\{\operatorname{sdepth}\left(S / I^{(k)}\right)\right\}_{k=1}^{\infty}$, where $I$ is the Stanley-Reisner ideal of a matroid. We first recall some basic definitions from the theory of Stanley-Reisner rings.

A simplicial complex $\Delta$ on the set of vertices $V(\Delta)=[n]:=\{1, \ldots, n\}$ is a collection of subsets of $[n]$ which contains $\{i\}$ for any $i \in[n]$, and is closed under taking subsets; that is, if $F \in \Delta$ and $F^{\prime} \subseteq F$, then also $F^{\prime} \in \Delta$. Every element $F \in \Delta$ is called a face of $\Delta$. The dimension of a face $F$ is defined to be $|F|-1$. The dimension of $\Delta$ which is denoted by $\operatorname{dim} \Delta$, is defined to be $d-1$, where $d=\max \{|F| \mid F \in \Delta\}$. The Stanley-Reisner ideal of $\Delta$ is defined as

$$
I_{\Delta}=\left(\prod_{i \in F} x_{i}: F \subseteq[n], F \notin \Delta\right) \subseteq S
$$

Definition 6. A simplicial complex $\Delta$ is called matroid if, for every pair of faces $F, G \in \Delta$ with $|F|>|G|$, there is a vertex $x \in F \backslash G$ such that $G \cup\{x\}$ is a face of $\Delta$.

As we mentioned above, there is some information about the limit of the Stanley depth function of symbolic powers of the Stanley-Reisner ideal of a matroid.

Theorem 20 ([38], Theorem 4.7). Let $\Delta$ be a matroid. Then,

$$
\lim _{k \rightarrow \infty} \operatorname{sdepth}\left(S / I_{\Delta}^{(k)}\right)=n-\ell_{S}\left(I_{\Delta}\right)=\operatorname{dim} \Delta+1
$$

and

$$
\lim _{k \rightarrow \infty} \operatorname{sdepth}\left(I_{\Delta}^{(k)}\right) \geq n-\ell_{s}\left(I_{\Delta}\right)+1
$$

### 4.2. Cover Ideals

Let $G$ be a graph with vertex set $V(G)=\left\{x_{1}, \ldots, x_{n}\right\}$. A subset $C$ of $V(G)$ is called a vertex cover of $G$ if every edge of $G$ is incident to at least one vertex of $C$. A vertex cover $C$ is called a minimal vertex cover of $G$ if no proper subset of $C$ is a vertex cover of $G$. The cover ideal of $G$ is a squarefree monomial ideal of $S$ which is defined as

$$
J(G)=\left(\prod_{x_{i} \in C} x_{i} \mid C \text { is a minimal vertex cover of } G\right)
$$

It is easy to see that the cover ideal is the Alexander dual of the edge ideal, that is,

$$
J(G)=I(G)^{\vee}=\bigcap_{\left\{x_{i}, x_{j}\right\} \in E(G)}\left(x_{1}, x_{j}\right)
$$

Let $I$ be a squarefree monomial ideal. In Question 1, we asked whether $I^{k}$ and $S / I^{k}$ satisfied Stanley's inequality for every integer $k \gg 0$. One can also ask the similar question for symbolic powers.

Question 6 ([7], Question 1.2). Let I be a monomial ideal. Is it true that $I^{(k)}$ and $S / I^{(k)}$ satisfy Stanley's inequality for every integer $k \gg 0$ ?

In this subsection, we investigate the above question for cover ideals. By Theorem 17, in order to know whether the high symbolic powers of cover ideals satisfy Stanley's inequality, we need to compute their symbolic analytic spread. This has been done by Constantinescu and Varbaro [42]. Indeed, they provide a combinatorial description for the symbolic analytic spread of $J(G)$. To state their result, we need to recall some notions from the graph theory.

Let $G$ be a graph. A matching in $G$ is a set of edges such that no two different edges share a common vertex. A subset $W$ of $V(G)$ is called an independent subset of $G$ if there are no edges among the vertices of $W$. Let $M=\left\{\left\{a_{i}, b_{i}\right\} \mid 1 \leq i \leq r\right\}$ be a nonempty matching of $G$. We say that $M$ is an ordered matching of $G$ if the following conditions hold.
(1) $A:=\left\{a_{1}, \ldots, a_{r}\right\}$ is an independent subset of vertices of $G$, and
(2) $\left\{a_{i}, b_{j}\right\} \in E(G)$ implies that $i \leq j$.

The ordered matching number of $G$, denoted by $v_{o}(G)$, is defined to be

$$
v_{o}(G)=\max \{|M| \mid M \subseteq E(G) \text { is an ordered matching of } G\}
$$

Theorem 21 ([42], Theorem 2.8). For any graph G,

$$
\ell_{s}(J(G))=v_{o}(G)+1
$$

As a consequence of Theorems 17 and 21, for any graph $G$ with $n$ vertices, we have

$$
\lim _{k \rightarrow \infty} \operatorname{depth}\left(S / J(G)^{(k)}\right)=n-v_{o}(G)-1
$$

Hoa, Kimura, Terai, and Trung [36], determined a linear upper bound for the index of depth stability of symbolic powers of cover ideals. In [7], we provided an alternative proof for their result.

Theorem 22 ([36], Theorem 3.4 and [7], Theorem 3.1). Let $G$ be a graph with $n$ vertices. Then, for every integer $k \geq 2 v_{o}(G)-1$, we have

$$
\operatorname{depth}\left(S / J(G)^{(k)}\right)=n-v_{o}(G)-1
$$

In [7], we also proved that high symbolic powers of cover ideals satisfy Stanley's inequality. Indeed, we proved the following result.

Theorem 23 ([7], Theorem 3.5 and Corollary 3.6). Let $G$ be a graph with $n$ vertices. Then, for every integer $k \geq 1$, we have

$$
\operatorname{sdepth}\left(J(G)^{(k)}\right) \geq n-v_{o}(G) \text { and } \operatorname{sdepth}\left(S / J(G)^{(k)}\right) \geq n-v_{o}(G)-1
$$

In particular, $J(G)^{(k)}$ and $S / J(G)^{(k)}$ satisfy the Stanley's inequality, for every integer $k \geq 2 v_{o}(G)-1$.
The assertions of Theorem 23 for the special case of bipartite graphs was also proved in [43].
Let $G$ be a graph with $n$ vertices. We say $G$ is very well-covered if $n$ is an even integer and moreover, every vertex cover of $G$ has size $n / 2$. The graph $G$ is called Cohen-Macaulay if the ring $S / I(G)$ is Cohen-Macaulay. We know from Theorem 23 that for any graph $G$, the modules $J(G)^{(k)}$ and $S / J(G)^{(k)}$ satisfy Stanley's inequality for $k \gg 0$. However, in the case of Cohen-Macaulay very well-covered graphs, we have something more.

Proposition 2 ([44], Corollary 3.8). Let $G$ be a Cohen-Macaulay very well-covered graph. Then, $J(G)^{(k)}$ and $S / J(G)^{(k)}$ satisfy Stanley's inequality for every integer $k \geq 1$.

In Question 5, we asked about the limit values of the sequences $\left\{\operatorname{sdepth}\left(S / I^{(k)}\right)\right\}_{k=1}^{\infty}$ and $\left\{\operatorname{sdepth}\left(I^{(k)}\right)\right\}_{k=1}^{\infty}$, where $I$ is a squarefree monomial ideal. For the case of cover ideals, we pose the following conjecture.

Conjecture 4. Let $G$ be a graph with $n$ vertices. Then,

$$
\lim _{k \rightarrow \infty} \operatorname{sdepth}\left(S / J(G)^{(k)}\right)=n-v_{o}(G)-1
$$

and

$$
\lim _{k \rightarrow \infty} \operatorname{depth}\left(J(G)^{(k)}\right)=n-v_{o}(G)
$$

Let $I$ be a squarefree monomial ideal. According to Theorem 17, the sequence $\left\{\operatorname{depth}\left(S / I^{(k)}\right)\right\}_{k=1}^{\infty}$ is convergent. The situation is even better if $I$ is a cover ideal. In fact, Hoa, Kimura, Terai, and Trung ([36] Theorem 3.2) proved that the above sequence is non-increasing for cover ideals. In other words, for every graph $G$ and any integer $k \geq 1$, we have

$$
\operatorname{depth}\left(S / J(G)^{(k)}\right) \geq \operatorname{depth}\left(S / J(G)^{(k+1)}\right)
$$

We recall that the above inequality for bipartite graphs was also proved in ([45] Theorem 3.2).
We close this article by mentioning that the above inequality is true if one replaces depth with sdepth. In fact, we have the following result.

Theorem 24 ([7], Theorem 3.3). Let G be a graph. Then, for every integer $k \geq 1$, we have:
(i) $\operatorname{sdepth}\left(S / J(G)^{(k)}\right) \geq \operatorname{sdepth}\left(S / J(G)^{(k+1)}\right)$, and
(ii) $\operatorname{sdepth}\left(J(G)^{(k)}\right) \geq \operatorname{sdepth}\left(J(G)^{(k+1)}\right)$.
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#### Abstract

We compute the Castelnuovo-Mumford regularity of the edge ideals of two families of circulant graphs, which includes all cubic circulant graphs. A feature of our approach is to combine bounds on the regularity, the projective dimension, and the reduced Euler characteristic to derive an exact value for the regularity.
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## 1. Introduction

Let $G$ be any finite simple graph with vertex set $V(G)=\left\{x_{1}, \ldots, x_{n}\right\}$ and edge set $E(G)$, where simple means no loops or multiple edges. The edge ideal of $G$ is the ideal $I(G)=\left\langle x_{i} x_{j} \mid\left\{x_{i}, x_{j}\right\} \in E(G)\right\rangle$ in $R=k\left[x_{1}, \ldots, x_{n}\right]$, a standard graded polynomial ring over a field $k$ ( $k$ is any field). Describing the dictionary between the graph theoretic properties of $G$ and the algebraic properties of $I(G)$ or $R / I(G)$ is an active area of research; e.g., see [1,2].

Relating the homological invariants of $I(G)$ and the graph theoretic invariants of $G$ has proven to be a fruitful approach to building this dictionary. Recall that the minimal graded free resolution of $I(G) \subseteq R$ is a long exact sequence of the form:

$$
0 \rightarrow \bigoplus_{j} R(-j)^{\beta_{l, j}(I(G))} \rightarrow \bigoplus_{j} R(-j)^{\beta_{l-1, j}(I(G))} \rightarrow \cdots \rightarrow \bigoplus_{j} R(-j)^{\beta_{0, j}(I(G))} \rightarrow I(G) \rightarrow 0
$$

where $l \leq n$. Here, $R(-j)$ denotes the free $R$-module obtained by shifting the degrees of $R$ by $j$, that is $R(-j)_{a}=R_{a-j}$. We denote by $\beta_{i, j}(I(G))$ the $i, j^{\text {th }}$ graded Betti number of $I(G)$; this number equals the number of minimal generators of degree $j$ in the $i^{\text {th }}$ syzygy module of $I(G)$. Two invariants that measure the "size" of the resolution are the (Castelnuovo-Mumford) regularity and the projective dimension, defined as:

$$
\begin{aligned}
\operatorname{reg}(I(G)) & =\max \left\{j-i \mid \beta_{i, j}(I(G)) \neq 0\right\}, \text { and } \\
\operatorname{pd}(I(G)) & =\max \left\{i \mid \beta_{i, j}(I(G)) \neq 0 \text { for some } j\right\}
\end{aligned}
$$

One wishes to relate the numbers $\beta_{i, j}(I(G))$ to the invariants of $G$; e.g., see the survey of Hà [3], which focuses on describing $\operatorname{reg}(I(G))$ in terms of the invariants of $G$.

In this note, we give explicit formulas for $\operatorname{reg}(I(G))$ for the edge ideals of two infinite families of circulant graphs. Our results complement previous work on the algebraic and combinatorial topological properties of circulant graphs (e.g, [4-11]). Fix an integer $n \geq 2$ and a subset $S \subseteq\left\{1, \ldots,\left\lfloor\frac{n}{2}\right\rfloor\right\}$. The circulant graph $C_{n}(S)$ is the graph on the vertex set $\left\{x_{1}, \ldots, x_{n}\right\}$ such that $\left\{x_{i}, x_{j}\right\} \in E\left(C_{n}(S)\right)$
if and only if $|i-j|$ or $n-|i-j| \in S$. To simplify notation, $C_{n}\left(a_{1}, \ldots, a_{t}\right)$ is sometimes written for $C_{n}\left(\left\{a_{1}, \ldots, a_{t}\right\}\right)$. As an example, the graph $C_{10}(1,3)$ is drawn in Figure 1.


Figure 1. The circulant $C_{10}(1,3)$.

When $S=\left\{1, \ldots,\left\lfloor\frac{n}{2}\right\rfloor\right\}$, then $C_{n}(S) \cong K_{n}$, the clique on $n$ vertices. On the other hand, if $S=\{1\}$, then $C_{n}(1) \cong C_{n}$, the cycle on $n$ vertices. For both of these families, the regularity of their edge ideals is known. Specifically, the ideal $I\left(K_{n}\right)$ has a linear resolution by Fröberg's theorem [12], so reg $\left(I\left(K_{n}\right)\right)=2$. The value of $\operatorname{reg}\left(I\left(C_{n}\right)\right)$ can be deduced from the work of Jacques ([13], Theorem 7.6.28). One can view these circulant graphs as "extremal" cases in the sense that $|S|$ is either as large or as small as possible.

Our motivation is to understand the next open cases. In particular, generalizing the case of $K_{n}$, we compute $\operatorname{reg}\left(I\left(C_{n}(S)\right)\right.$ when $S=\left\{1, \ldots, \widehat{j}, \ldots,\left\lfloor\frac{n}{2}\right\rfloor\right\}$ for any $1 \leq j \leq\left\lfloor\frac{n}{2}\right\rfloor$ (Theorem 5). For most $j$, the regularity follows from Fröberg's theorem and a result of Nevo [14]. To generalize the case of $C_{n}$ (a circulant graph where every vertex has degree two), we compute the regularity of the edge ideal of any cubic (every vertex has degree three) circulant graph, that is $G=C_{2 n}(a, n)$ with $1 \leq a \leq n$ (Theorem 8). Our proof of Theorem 8 requires a new technique to compute reg $(I)$ for a square-free monomial ideal. Specifically, we show how to use partial information about $\operatorname{reg}(I), \operatorname{pd}(I)$, and the reduced Euler characteristic of the simplicial complex associated with $I$ to determine reg $(I)$ exactly (see Theorem 4). We believe this result to be of independent interest.

We use the following outline. We first recall the relevant background regarding graph theory and commutative algebra, along with our new result on the regularity of square-free monomial ideals. In Section 3, we compute the regularity of $I(G)$ for the family of graphs $G=C_{n}\left(1, \ldots, \hat{j}, \ldots,\left\lfloor\frac{n}{2}\right\rfloor\right)$. In Section 4, we give an explicit formula for the regularity of edge ideals of cubic circulant graphs.

## 2. Background

We review the relevant background from graph theory and commutative algebra. In addition, we give a new result on the regularity of square-free monomial ideals.

### 2.1. Graph Theory Preliminaries

Let $G=(V(G), E(G))$ denote a finite simple graph. We abuse notation and write $x y$ for the edge $\{x, y\} \in E(G)$. The complement of $G$, denoted $G^{c}$, is the graph $\left(V\left(G^{c}\right), E\left(G^{c}\right)\right)$ where $V\left(G^{c}\right)=V(G)$ and $E\left(G^{c}\right)=\{x y \mid x y \notin E(G)\}$. The neighbours of $x \in V(G)$ are the set $N(x)=\{y \in V(G) \mid x y \in$ $E(G)\}$. The closed neighbourhood of $x$ is $N[x]=N(x) \cup\{x\}$. The degree of $x$ is $\operatorname{deg}(x)=|N(x)|$. If we need to highlight the graph, we write $N_{G}[x]$ or $N_{G}(x)$.

A graph $H=(V(H), E(H))$ is a subgraph of $G$ if $V(H) \subseteq V(G)$ and $E(H) \subseteq E(G)$. Given a subset $W \subseteq V(G)$, the induced subgraph of $G$ on $W$ is the graph $G_{W}=\left(W, E\left(G_{W}\right)\right)$ where $E\left(G_{W}\right)=\{x y \in$ $E(G) \mid\{x, y\} \subseteq W\}$. Notice that an induced subgraph is a subgraph of $G$, but not every subgraph of $G$ is an induced subgraph.

An $n$-cycle, denoted $C_{n}$, is the graph with $V\left(C_{n}\right)=\left\{x_{1}, \ldots, x_{n}\right\}$ and edges $E\left(C_{n}\right)=$ $\left\{x_{1} x_{2}, x_{2} x_{3}, \ldots, x_{n-1} x_{n}, x_{n} x_{1}\right\}$. A graph $G$ has a cycle of length $n$ if $G$ has a subgraph of the form $C_{n}$. A graph is a chordal graph if $G$ has no induced graph of the form $C_{n}$ with $n \geq 4$. A graph $G$ is co-chordal if $G^{c}$ is chordal. The co-chordal number of $G$, denoted co-chord $(G)$, is the smallest number of subgraphs of $G$ such that $G=G_{1} \cup \cdots \cup G_{s}$, and each $G_{i}^{c}$ is a chordal graph.

A claw is the graph with $V(G)=\left\{x_{1}, x_{2}, x_{3}, x_{4}\right\}$ with edges $E(G)=\left\{x_{1} x_{2}, x_{1} x_{3}, x_{1} x_{4}\right\}$. A graph is claw-free if no induced subgraph of the graph is a claw. A graph $G$ is gap-free if no induced subgraph of $G^{c}$ is a $C_{4}$. Finally, the complete graph $K_{n}$ is the graph with $V\left(K_{n}\right)=\left\{x_{1}, \ldots, x_{n}\right\}$ and $E\left(K_{n}\right)=\left\{x_{i} x_{j} \mid 1 \leq i<j \leq n\right\}$.

### 2.2. Algebraic Preliminaries

We recall some facts about the regularity of $I(G)$. Note that for any homogeneous ideal, $\operatorname{reg}(I)=$ $\operatorname{reg}(R / I)+1$.

We collect together a number of useful results on the regularity of edge ideals.
Theorem 1. Let $G$ be a finite simple graph. Then:
(i) if $G=H \cup K$, with $H$ and $K$ disjoint, then:

$$
\operatorname{reg}(R / I(G))=\operatorname{reg}(R / I(H))+\operatorname{reg}(R / I(K))
$$

(ii) $\operatorname{reg}(I(G))=2$ if and only if $G^{c}$ is a chordal graph.
(iii) $\operatorname{reg}(I(G)) \leq \operatorname{co}-\operatorname{chord}(G)+1$.
(iv) if $G$ is gap-free and claw-free, then $\operatorname{reg}(I(G)) \leq 3$.
(v) if $x \in V(G)$, then $\operatorname{reg}(I(G)) \in\left\{\operatorname{reg}\left(I\left(G \backslash N_{G}[x]\right)\right)+1, \operatorname{reg}(I(G \backslash x))\right\}$.

Proof. For $(i)$, see Woodroofe ([15], Lemma 8). Statement (ii) is Fröberg's Theorem ([12], Theorem 1). Woodroofe ([15], Theorem 1) first proved (iii). Nevo first proved (iv) in [14] (Theorem 5.1). For (v), see Dao, Huneke, and Schweig ([16], Lemma 3.1).

We require a result of Kalai and Meshulam [17] that has been specialized to edge ideals.
Theorem 2. ([17], Theorems 1.4 and 1.5) Let $G$ be a finite simple graph, and suppose $H$ and $K$ are subgraphs such that $G=H \cup K$. Then,
(i) $\operatorname{reg}(R / I(G)) \leq \operatorname{reg}(R / I(H))+\operatorname{reg}(R / I(K))$, and
(ii) $\operatorname{pd}(I(G)) \leq \operatorname{pd}(I(H))+\operatorname{pd}(I(K))+1$.

We now introduce a new result on the regularity of edge ideals. In fact, because our result holds for all square-free monomial ideals, we present the more general case.

We review some facts about simplicial complexes. Given a vertex set $V=\left\{x_{1}, \ldots, x_{n}\right\}$, a simplicial complex $\Delta$ on $V$ is a set of subsets of $V$ that satisfies the properties: $(i)$ if $F \in \Delta$ and $G \subseteq F$, then $G \in \Delta$, and (ii) $\left\{x_{i}\right\} \in \Delta$ for $i=1, \ldots, n$. Note that $\varnothing \in \Delta$ by (i) since $\left\{x_{1}\right\} \in \Delta$ by (ii) (if $\Delta$ is not the empty complex). An element of $\Delta$ is called a face. For any $W \subseteq V$, the restriction of $\Delta$ to $W$ is the simplicial complex $\Delta_{W}=\{F \in \Delta \mid F \subseteq W\}$.

The dimension of $F \in \Delta$ is $\operatorname{dim}(F)=|F|-1$. The dimension of a complex $\Delta$, denoted $\operatorname{dim}(\Delta)$, is $\max \{\operatorname{dim}(F) \mid F \in \Delta\}$. Let $f_{i}$ equal the number of faces of $\Delta$ of dimension $i$; we adopt the convention that $f_{-1}=1$. If $\operatorname{dim}(\Delta)=D$, then the $f$-vector of $\Delta$ is the $(D+2)$-tuple $f(\Delta)=\left(f_{-1}, f_{0}, \ldots, f_{D}\right)$.

We can associate with any simplicial complex $\Delta$ on $V$ a monomial ideal $I_{\Delta}$ in the polynomial ring $R=k\left[x_{1}, \ldots, x_{n}\right]$ (with $k$ a field) as follows:

$$
I_{\Delta}=\left\langle x_{j_{1}} x_{j_{2}} \cdots x_{j_{r}} \mid\left\{x_{j_{1}}, x_{j_{2}}, \ldots, x_{j_{r}}\right\} \notin \Delta\right\rangle .
$$

The ideal $I_{\Delta}$ is the Stanley-Reisner ideal of $\Delta$. This construction can be reversed. Given a square-free monomial ideal $I$ of $R$, the simplicial complex associated with $I$ is:

$$
\Delta(I)=\left\{\left\{x_{i_{1}}, \ldots, x_{i_{r}}\right\} \mid \text { the square-free monomial } x_{i_{1}} \cdots x_{i_{r}} \notin I\right\} .
$$

Given a square-free monomial ideal $I$, Hochster's formula relates the Betti numbers of $I$ to the reduced simplicial homology of $\Delta(I)$. See [2] (Section 6.2) for more background on $\widetilde{H}_{j}(\Gamma ; k)$, the $j^{\text {th }}$ reduced simplicial homology group of a simplicial complex $\Gamma$.

Theorem 3. (Hochster's formula) Let $I \subseteq R=k\left[x_{1}, \ldots, x_{n}\right]$ be a square-free monomial ideal, and set $\Delta=\Delta(I)$. Then, for all $i, j \geq 0$,

$$
\beta_{i, j}(I)=\sum_{|W|=j, W \subseteq V} \operatorname{dim}_{k} \widetilde{H}_{j-i-2}\left(\Delta_{W} ; k\right) .
$$

Given a simplicial complex $\Delta$ of dimension $D$, the dimensions of the homology groups $\widetilde{H}_{i}(\Delta ; k)$ are related to the $f$-vector $f(\Delta)$ via the reduced Euler characteristic:

$$
\begin{equation*}
\tilde{\chi}(\Delta)=\sum_{i=-1}^{D}(-1)^{i} \operatorname{dim}_{k} \tilde{H}_{i}(\Delta ; k)=\sum_{i=-1}^{D}(-1)^{i} f_{i} . \tag{1}
\end{equation*}
$$

Note that the reduced Euler characteristic is normally defined to be equal to one of the two sums, and then, one proves the two sums are equal (e.g., see [2], Section 6.2).

Our new result on the regularity of square-free monomial ideals allows us to determine reg( $I$ ) exactly if we have enough partial information on the regularity, projective dimension, and the reduced Euler characteristic.

Theorem 4. Let I be a square-free monomial ideal of $R=k\left[x_{1}, \ldots, x_{n}\right]$ with associated simplicial complex $\Delta=\Delta(I)$.
(i) Suppose that $\operatorname{reg}(I) \leq r$ and $\operatorname{pd}(I) \leq n-r+1$.
(a) If $r$ is even and $\widetilde{\chi}(\Delta)>0$, then $\operatorname{reg}(I)=r$.
(b) If $r$ is odd and $\tilde{\chi}(\Delta)<0$, then $\operatorname{reg}(I)=r$.
(ii) Suppose that $\operatorname{reg}(I) \leq r$ and $\operatorname{pd}(I) \leq n-r$. If $\widetilde{\chi}(\Delta) \neq 0$, then $\operatorname{reg}(I)=r$.

Proof. By Hochster's formula (Theorem 3), note that $\beta_{a, n}(I)=\operatorname{dim}_{k} \widetilde{H}_{n-a-2}(\Delta ; k)$ for all $a \geq 0$ since the only subset $W \subseteq V$ with $|W|=n$ is $V$.
(i) If $\operatorname{reg}(I) \leq r$ and $\operatorname{pd}(I) \leq n-r+1$, we have $\beta_{a, n}(I)=0$ for all $a \leq n-r-1$ and $\beta_{a, n}(I)=0$ for all $a \geq n-r+2$. Consequently, among all the graded Betti numbers of the form $\beta_{a, n}(I)$ as $a$ varies, only $\beta_{n-r, n}(I)=\operatorname{dim}_{k} \widetilde{H}_{r-2}(\Delta ; k)$ and $\beta_{n-r+1, n}(I)=\operatorname{dim}_{k} \widetilde{H}_{r-3}(\Delta ; k)$ may be non-zero. Thus, by (1):

$$
\widetilde{\chi}(\Delta)=(-1)^{r-2} \operatorname{dim}_{k} \widetilde{H}_{r-2}(\Delta ; k)+(-1)^{r-3} \operatorname{dim}_{k} \widetilde{H}_{r-3}(\Delta ; k)
$$

If we now suppose that $r$ is even and $\widetilde{\chi}(\Delta)>0$, the above expression implies:

$$
\operatorname{dim}_{k} \widetilde{H}_{r-2}(\Delta ; k)-\operatorname{dim}_{k} \widetilde{H}_{r-3}(\Delta ; k)>0
$$

and thus, $\beta_{n-r, n}(I)=\operatorname{dim}_{k} \widetilde{H}_{r-2}(\Delta ; k) \neq 0$. As a consequence, $\operatorname{reg}(I)=r$, thus proving $(a)$. Similarly, if $r$ is odd and $\widetilde{\chi}(\Delta)<0$, this again forces $\beta_{n-r, n}(I)=\operatorname{dim}_{k} \widetilde{H}_{r-2}(\Delta ; k) \neq 0$, thus proving (b).
(ii) Similar to Part $(i)$, the hypotheses on the regularity and projective dimension imply that $\widetilde{\chi}(\Delta)=$ $(-1)^{r-2} \operatorname{dim}_{k} \widetilde{H}_{r-2}(\Delta ; k)=(-1)^{r-2} \beta_{n-r, n}(I)$. Therefore, if $\widetilde{\chi}(\Delta) \neq 0$, then $\beta_{n-r, n}(I) \neq 0$, which implies reg $(I)=r$.

Remark 1. There is a similar result to Theorem 4 for the projective dimension of I. In particular, under the assumptions of $(i)$ and if $r$ is even and $\widetilde{\chi}(\Delta)<0$, or if $r$ is odd and $\widetilde{\chi}(\Delta)>0$, then the proof of Theorem 4 shows that $\operatorname{pd}(I)=n-r+1$. Under the assumptions of $(i i)$, then $\operatorname{pd}(I)=n-r$.

We will apply Theorem 4 to compute the regularity of cubic circulant graphs (see Theorem 8). We will also require the following terminology and results that relate the reduced Euler characteristic to the independence polynomial of a graph.

A subset $W \subseteq V(G)$ is an independent set if for all $e \in E(G), e \nsubseteq W$. The set of independent sets forms a simplicial complex called the independence complex of $G$, that is,

$$
\operatorname{Ind}(G)=\{W \mid W \text { is an independent set of } V(G)\} .
$$

Note that $\operatorname{Ind}(G)=\Delta_{I(G)}$, the simplicial complex associated with the edge ideal $I(G)$.
The independence polynomial of a graph $G$ is defined as:

$$
I(G, x)=\sum_{r=0}^{\alpha} i_{r} x^{r}
$$

where $i_{r}$ is the number of independent sets of cardinality $r$. Note that $\left(i_{0}, i_{1}, \ldots, i_{\alpha}\right)=\left(f_{-1}, f_{0}, \ldots, f_{\alpha-1}\right)$ is the $f$-vector of $\operatorname{Ind}(G)$. Since $\widetilde{\chi}(\operatorname{Ind}(G))=\sum_{i=-1}^{\alpha-1}(-1)^{i} f_{i}$, we get:

$$
\begin{equation*}
\widetilde{\chi}(\operatorname{Ind}(G))=-I(G,-1) \tag{2}
\end{equation*}
$$

Thus, the value of $\widetilde{\chi}(\operatorname{Ind}(G))$ can be extracted from the independence polynomial $I(G, x)$.
3. The Regularity of the Edge Ideals of $C_{n}\left(1, \ldots, \widehat{j}, \ldots,\left\lfloor\frac{n}{2}\right\rfloor\right)$

In this section, we compute the regularity of the edge ideal of the circulant graph $G=C_{n}(S)$ with $S=\left\{1, \ldots, \widehat{j}, \ldots,\left\lfloor\frac{n}{2}\right\rfloor\right\}$ for any $j \in\left\{1, \ldots,\left\lfloor\frac{n}{2}\right\rfloor\right\}$.

We begin with the observation that the complement of $G$ is also a circulant graph, and in particular, $G^{c}=C_{n}(j)$. Furthermore, we have the following structure result.

Lemma 1. Let $H=C_{n}(j)$ with $1 \leq j \leq\left\lfloor\frac{n}{2}\right\rfloor$, and set $d=\operatorname{gcd}(j, n)$. Then, $H$ is the union of $d$ disjoint cycles of length $\frac{n}{d}$. Furthermore, $H$ is a chordal graph if and only if $n=2 j$ or $n=3 j$.

Proof. Label the vertices of $H$ as $\{0,1, \ldots, n-1\}$, and set $d=\operatorname{gcd}(j, n)$. For each $0 \leq i<d$, the induced graph on the vertices $\left\{i, j+i, 2 j+i, \ldots,\left(\frac{n}{d}-1\right) j+i\right\}$ is a cycle of length $\frac{n}{d}$, thus proving the first statement (if $\frac{n}{d}=2$, then $H$ consists of $d$ disjoint edges). For the second statement, if $n=3 j$, then $d=\operatorname{gcd}(j, n)=3$, so $H$ is the disjoint union of three cycles, and thus chordal. If $n=2 j$, then $H$ consists of $j$ disjoint edges and, consequently, is chordal. Otherwise, $\frac{n}{d} \geq 4$, and so, $H$ is not chordal.

Lemma 2. Let $G=C_{n}\left(1, \ldots, \hat{j}, \ldots,\left\lfloor\frac{n}{2}\right\rfloor\right)$, and $d=\operatorname{gcd}(j, n)$.
(i) If $\frac{n}{d} \geq 4$, then $G$ is claw-free.
(ii) If $\frac{n}{d} \geq 5$, then $G$ is gap free.

Proof. For the first statement, suppose that $G$ has an induced subgraph $H$ on $\left\{z_{1}, z_{2}, z_{3}, z_{4}\right\} \subseteq V(G)$ that is a claw. Then, $H^{c}$ is an induced subgraph of $G^{c}$ of the form:


However, by Lemma 1 , the induced cycles of $G^{c}$ have length $\frac{n}{d} \geq 4$. Thus, $G$ is claw-free.
The second statement also follows from Lemma 1 and the fact that a graph $G$ is gap-free if and only if $G^{c}$ has no induced four cycles.

The main result of this section is given below.
Theorem 5. If $G=C_{n}\left(1, \ldots, \widehat{j}, \ldots,\left\lfloor\frac{n}{2}\right\rfloor\right)$, then:

$$
\operatorname{reg}(I(G))= \begin{cases}2 & n=2 j \text { or } n=3 j \\ 3 & \text { otherwise }\end{cases}
$$

Proof. Consider $G^{c}=C_{n}(j)$, and let $d=\operatorname{gcd}(j, n)$. By Lemma 1, $G^{c}$ consists of induced cycles of length $k=\frac{n}{d}$. Because $1 \leq j \leq\left\lfloor\frac{n}{2}\right\rfloor$, we have $d<n$, and thus, $2 \leq k \leq n$. If $k=2$ or 3 , i.e., if $n=2 j$ or $n=3 j$, Lemma 1 and Theorem 1 (ii) combine to give $\operatorname{reg}(I(G))=2$. If $k \geq 5$, then Lemmas 1 and 2 imply that $G$ is gap-free and claw-free (but not chordal), and so, Theorem 1 (ii) and (iv) implies $\operatorname{reg}(I(G))=3$.

To compete the proof, we need to consider the case $k=4$. In this case, $n=4 d$, and so, $G=$ $C_{4 d}(1, \ldots, \widehat{j}, \ldots, 2 d)$. However, because $d=\operatorname{gcd}(j, 4 d)$ and $1 \leq j \leq 2 d$, we have $d=j$. Therefore, the graph $G$ has the form $G=C_{4 j}\left(1, \ldots, \widehat{j}_{,} \ldots, 2 j\right)$. By Lemma $1, G^{c}$ is $j$ disjoint copies of $C_{4}$, and thus, Theorem 1 (ii) gives $\operatorname{reg}(I(G)) \geq 3$. To prove that $\operatorname{reg}(I(G))=3$, we show co-chord $(G)=2$ and apply Theorem 1 (iii).

Label the vertices of $G$ as $0,1, \ldots, 4 j-1$, and let:

$$
\begin{aligned}
& V_{1}=\{0,1,2, \ldots, j-1,2 j, 2 j+1, \ldots, 3 j-1\} \text { and } \\
& V_{2}=\{j, j+1, \ldots, 2 j-1,3 j, 3 j+1, \ldots, 4 j-1\} .
\end{aligned}
$$

Observe that the induced subgraph of $G$ on $V_{1}$ (and $V_{2}$ ) is the complete graph $K_{2 j}$.
Let $G_{1}$ be the graph with $V\left(G_{1}\right)=V(G)$ and edge set $E\left(G_{1}\right)=\left(E\left(C_{4 j}(1, \ldots, j-1)\right) \cup E\left(G_{V_{1}}\right)\right) \backslash$ $E\left(G_{V_{2}}\right)$. Similarly, we let $G_{2}$ be the graph with $V\left(G_{2}\right)=V(G)$ and edge set $E\left(G_{2}\right)=\left(E\left(C_{4 j}(j+\right.\right.$ $\left.1, \ldots, 2 j)) \cup E\left(G_{V_{2}}\right)\right) \backslash E\left(G_{V_{1}}\right)$.

We now claim that $G=G_{1} \cup G_{2}$, and furthermore, both $G_{1}^{c}$ and $G_{2}^{c}$ are chordal and, consequently, $\operatorname{co-chord}(G)=2$. The equality $G=G_{1} \cup G_{2}$ follows from the fact that:

$$
\begin{aligned}
E\left(G_{1}\right) \cup E\left(G_{2}\right) & =E\left(C_{4 j}(1, \ldots, j-1)\right) \cup E\left(C_{4 j}(j+1, \ldots, 2 j)\right) \\
& =E\left(G_{4 j}(1, \ldots, \widehat{j}, \ldots, 2 j)\right) .
\end{aligned}
$$

To show that $G_{1}^{c}$ is chordal, first note that the induced graph on $V_{1}$, that is $\left(G_{1}\right)_{V_{1}}$, is the complete graph $K_{2 j}$. In addition, the vertices $V_{2}$ form an independent set of $G_{1}$. To see why, note that if $a, b \in V_{2}$ are such that $a b \in E(G)$, then $a b \in E\left(G_{V_{2}}\right)$. However, by the construction of $E\left(G_{1}\right)$, none of the edges of $E\left(G_{V_{2}}\right)$ belong to $E\left(G_{1}\right)$. Therefore, $a b \notin E\left(G_{1}\right)$, and thus, $V_{2}$ is an independent set in $G_{1}$.

The above observations therefore imply that in $G_{1}^{c}$, the vertices of $V_{1}$ form an independent set, and $\left(G_{1}^{c}\right)_{V_{2}}$ is the clique $K_{2 j}$. To show that $G_{1}^{c}$ is chordal, suppose that $G_{1}^{c}$ has an induced cycle of length $t \geq 4$ on $\left\{v_{1}, v_{2}, v_{3}, \ldots, v_{t}\right\}$. Since the induced graph on $\left(G_{1}^{c}\right)_{V_{2}}$ is a clique, at most two of the vertices of $\left\{v_{1}, v_{2}, \ldots, v_{t}\right\}$ can belong to $V_{2}$. Indeed, if there were at least three $v_{i}, v_{j}, v_{k} \in\left\{v_{1}, v_{2}, \ldots, v_{t}\right\} \cap V_{2}$, then the induced graph on these vertices is a three cycle, contradicting the fact that $\left\{v_{1}, v_{2}, \ldots, v_{t}\right\}$ is the minimal induced cycle of length $t \geq 4$. However, then at least $t-2 \geq 2$ vertices of $\left\{v_{1}, v_{2}, \ldots, v_{t}\right\}$ must belong to $V_{1}$, and in particular, at least two of them are adjacent. However, this cannot happen since the vertices of $V_{1}$ are independent in $G_{1}^{c}$. Thus, $G_{1}^{c}$ must be a chordal graph.

The proof that $G_{2}^{c}$ is chordal is similar. Note that the vertices of $V_{2}$ are an independent set, and $\left(G_{2}^{c}\right)_{V_{1}}$ is the clique $K_{2 j}$. The proof now proceeds as above.

## 4. Cubic Circulant Graphs

We now compute the regularity of the edge ideals of cubic circulant graphs, that is a circulant graph where every vertex has degree three. In general, a circulant graph $C_{n}\left(a_{1}, \ldots, a_{t}\right)$ is $2 t$-regular (every vertex has degree $2 t$ ), except if $2 a_{t}=n$, in which case, it is ( $2 t-1$ )-regular. Consequently, cubic circulant graphs have the form $G=C_{2 n}(a, n)$ with integers $1 \leq a \leq n$. The main result of this section can also be viewed as an application of Theorem 4 to compute the regularity of a square-free monomial ideal.

We begin with a structural result for cubic circulants due to Davis and Domke.
Theorem 6. [18] Let $1 \leq a<n$ and $t=\operatorname{gcd}(2 n, a)$.
(a) If $\frac{2 n}{t}$ is even, then $C_{2 n}(a, n)$ is isomorphic to $t$ copies of $C_{\frac{2 n}{t}}\left(1, \frac{n}{t}\right)$.
(b) If $\frac{2 n}{t}$ is odd, then $C_{2 n}(a, n)$ is isomorphic to $\frac{t}{2}$ copies of $C_{\frac{4 n}{t}}^{t}\left(2, \frac{2 n}{t}\right)$.

Theorem 6 implies that a cubic circulant graph is the disjoint union of one or more connected cubic circulant graphs. Furthermore, the only connected cubic circulant graphs are those circulant graphs that are isomorphic to either the circulant $C_{2 n}(1, n)$ for any $n \geq 2$ or the circulant $C_{2 n}(2, n)$ with $n>1$ odd (for the second circulant, if $n$ is not odd, then Theorem 6 implies that this circulant is not connected). Recall from Theorem 1 (i) that, to compute the regularity of a graph, it is enough to compute the regularity of each connected component. Therefore, it suffices to compute the regularity of the edge ideals of $C_{2 n}(1, n)$ and $C_{2 n}(2, n)$ with $n$ odd. Moving forward, unless stated otherwise, we will restrict to connected cubic circulant graphs. Note it will be convenient to use the representation and labelling of these two graphs as in Figure 2.


Figure 2. The graphs $C_{2 n}(1, n)$ and $C_{2 n}(2, n)$.
Our strategy is to use Theorem 4 to compute the regularity of these two graphs. Thus, we need bounds on $\operatorname{reg}(I(G))$ and $\operatorname{pd}(I(G))$ and information about the reduced Euler characteristic of $\operatorname{Ind}(G)$ when $G=C_{2 n}(1, n)$ or $C_{2 n}(2, n)$.

We first bound the regularity and the projective dimension. We introduce the following three families of graphs, where the $t \geq 1$ denotes the number of "squares":
(i) The family $A_{t}$ :

(ii) The family $B_{t}$ :

(iii) The family $D_{t}$ :


Lemma 3. With the notation as above, we have:
(i) If $G=A_{t}$, then:

$$
\operatorname{reg}(I(G)) \leq\left\{\begin{array}{ll}
\frac{t+4}{2} & \text { ift even } \\
\frac{t+3}{2} & \text { ift odd }
\end{array} \text { and } \operatorname{pd}(I(G)) \leq \begin{cases}\frac{3 t}{2}+1 & \text { ift even } \\
\frac{3(t-1)}{2}+2 & \text { ift odd }\end{cases}\right.
$$

(ii) If $G=B_{t}$, then

$$
\operatorname{reg}(I(G)) \leq \begin{cases}\frac{t+4}{2} & \text { if t even } \\ \frac{t+3}{2} & \text { if todd }\end{cases}
$$

(iii) If $G=D_{t}$ and $t=2 l+1$ with $l$ an odd number, then $\operatorname{reg}(I(G)) \leq \frac{t+3}{2}$.

Proof. (i) The proof is by induction on $t$. Via a direct computation (for example, using Macaulay2 [19]), one finds $\operatorname{reg}\left(I\left(A_{1}\right)\right)=2, \operatorname{reg}\left(I\left(A_{2}\right)\right)=3, \operatorname{pd}\left(I\left(A_{1}\right)\right)=2$, and $\operatorname{pd}\left(I\left(A_{2}\right)\right)=4$. Our values agree with the upper bounds given in the statement, so the base cases hold.

Now, suppose that $t \geq 3$. The graph $A_{t}$ can be decomposed into the subgraphs $A_{1}$ and $A_{t-2}$, i.e.,


Suppose that $t$ is even. By Theorem 2 and by induction (and the fact that $\operatorname{reg}(R / I)=\operatorname{reg}(I)-1$ ), we get:

$$
\operatorname{reg}\left(R / I\left(A_{t}\right)\right) \leq \operatorname{reg}\left(R / I\left(A_{1}\right)\right)+\operatorname{reg}\left(R / I\left(A_{t-2}\right)\right) \leq 1+\frac{(t-2)+4}{2}-1=\frac{t+4}{2}-1
$$

and:

$$
\operatorname{pd}\left(I\left(A_{t}\right)\right) \leq \operatorname{pd}\left(I\left(A_{1}\right)\right)+\operatorname{pd}\left(I\left(A_{t-2}\right)+1 \leq 2+\frac{3(t-2)}{2}+1+1=\frac{3 t}{2}+1\right.
$$

Because the proof for when $t$ is odd is similar, we omit it.
(ii) A direct computation shows $\operatorname{reg}\left(I\left(B_{1}\right)\right)=2$ and $\operatorname{reg}\left(I\left(B_{2}\right)\right)=3$. If $t \geq 3$, we decompose $B_{t}$ into the subgraphs $B_{1}$ and $A_{t-2}$, i.e.,


Suppose that $t$ is even. Since $\operatorname{reg}\left(I\left(B_{1}\right)\right)=2$, Theorem 2 and Part $(i)$ above give us:

$$
\operatorname{reg}\left(R / I\left(B_{t}\right)\right) \leq \operatorname{reg}\left(R / I\left(B_{1}\right)\right)+\operatorname{reg}\left(R / I\left(A_{t-2}\right)\right) \leq \frac{(t-2)+4}{2}=\frac{t+2}{2}
$$

Therefore, $\operatorname{reg}\left(I\left(B_{t}\right)\right) \leq \frac{t+2}{2}+1=\frac{t+4}{2}$. When $t$ is odd, the proof is similar.
(iii) Because $t=2 l+1$ with $l$ odd, the graph $D_{t}$ can be decomposed into $l+1$ subgraphs of the form $A_{1}$, i.e.,


Since $\operatorname{reg}\left(I\left(A_{1}\right)\right)=2$, by Theorem 2, we get $\operatorname{reg}\left(R / I\left(D_{t}\right)\right) \leq(l+1) \operatorname{reg}\left(R / I\left(A_{1}\right)\right)=l+1$. Thus, $\operatorname{reg}\left(I\left(D_{t}\right)\right) \leq l+2=\frac{t+3}{2}$.

Remark 2. In the above proof, we relied on computer computations for our base case. In general, the graded Betti numbers of an ideal may depend on the characteristic of the ground field. However, as shown by Katzman [20], the Betti numbers of edge ideals of graphs on 11 or less vertices are independent of the characteristic. Since the graphs in our induction steps have 11 or less vertices, the values found for our base cases hold in all characteristics.

We now bound the projective dimensions of the edge ideals of $C_{2 n}(1, n)$ and $C_{2 n}(2, n)$. In the next two lemmas, we assume that $n \geq 4$. However, as we show in Theorem 8 , the bounds (in fact, they are equalities) given in these lemmas also hold if $n=2$ or 3 , i.e., if $G=C_{4}(1,2), C_{6}(1,3)$ or $C_{6}(2,3)$.

Lemma 4. Let $n \geq 4$.
(i) If $G=C_{2 n}(1, n)$, then:

$$
\operatorname{pd}(I(G)) \leq \begin{cases}3 k-1 & \text { if } n=2 k \\ 3 k+1 & \text { if } n=2 k+1\end{cases}
$$

(ii) If $G=C_{2 n}(2, n)$, then $\operatorname{pd}(I(G)) \leq 3 k+1$ where $n=2 k+1$.

Proof. (i) Let $G=C_{2 n}(1, n)$, and suppose that $n=2 k+1$. The graph $C_{2 n}(1, n)$ can be decomposed into the subgraphs $A_{1}$ and $A_{2 k-2}$, i.e.,


Note that since $n \geq 4$ and $n$ is odd, $2 k-2 \geq 2$. Combining Theorem 2 and Lemma 3, we get:

$$
\operatorname{pd}\left(I\left(C_{2 n}(1, n)\right)\right) \leq \operatorname{pd}\left(I\left(A_{2 k-2}\right)\right)+\operatorname{pd}\left(I\left(A_{1}\right)\right)+1 \leq\left(\frac{3(2 k-2)}{2}+1\right)+3=3 k+1
$$

If $n=2 k, C_{2 n}(1, n)$ can be decomposed as in the previous case with the only difference being that $C_{2 n}(1, n)$ can be decomposed into the union of the subgraphs $A_{1}$ and $A_{2 k-3}$. By Theorem 2 and Lemma 3:

$$
\operatorname{pd}\left(I\left(C_{2 n}(1, n)\right)\right) \leq \operatorname{pd}\left(I\left(A_{2 k-3}\right)\right)+\operatorname{pd}\left(I\left(A_{1}\right)\right)+1 \leq\left(\frac{3(2 k-4)}{2}+2\right)+3=3 k-1
$$

(ii) Let $G=C_{2 n}(2, n)$ with $n=2 k+1$. We can draw $G$ as:


The previous representation of $G$ contains $2 k$ squares. Then, the graph $G$ can be decomposed into the subgraphs $A_{1}$ and $A_{2 k-2}$, and the proof runs as in (i).

We now determine bounds on the regularity.
Lemma 5. Let $n \geq 4$.
(i) If $G=C_{2 n}(1, n)$, then:

$$
\operatorname{reg}(I(G)) \leq \begin{cases}k+1 & \text { if } n=2 k, \text { or } \text { if } n=2 k+1 \text { and } k \text { odd } \\ k+2 & \text { if } n=2 k+1 \text { and } k \text { even } .\end{cases}
$$

(ii) If $G=C_{2 n}(2, n)$, then

$$
\operatorname{reg}(I(G)) \leq \begin{cases}k+1 & \text { if } n=2 k+1 \text { and } k \text { even } \\ k+2 & \text { if } n=2 k+1 \text { and } k \text { odd }\end{cases}
$$

Proof. (i) Let $G=C_{2 n}(1, n)$. We consider three cases.
Case 1. $n=2 k$.
In Lemma $4(i)$, we saw that $G$ can be decomposed into the subgraphs $A_{1}$ and $A_{2 k-3}$. By Theorem 2 and Lemma 3, we get:

$$
\operatorname{reg}(R / I(G)) \leq \operatorname{reg}\left(R / I\left(A_{1}\right)\right)+\operatorname{reg}\left(R / I\left(A_{2 k-3}\right)\right) \leq k
$$

Case 2. $n=2 k+1$ with $k$ an odd number.
Using Theorem $1(v)$, we have:

$$
\operatorname{reg}(I(G)) \in\left\{\operatorname { r e g } \left(I\left(G \backslash x_{1}\right), \operatorname{reg}\left(I\left(G \backslash N_{G}\left[x_{1}\right]\right)+1\right\}\right.\right.
$$

If we set $W=G \backslash x_{1}$, then by applying Theorem $1(v)$ again, we have:

$$
\operatorname{reg}(I(G)) \in\left\{\operatorname { r e g } \left(I\left(W \backslash x_{n+1}\right), \operatorname{reg}\left(I\left(W \backslash N_{W}\left[x_{n+1}\right]\right)+1, \operatorname{reg}\left(I\left(G \backslash N_{G}\left[x_{1}\right]\right)+1\right\}\right.\right.\right.
$$

We have $G \backslash N_{G}\left[x_{1}\right] \cong W \backslash N_{W}\left[x_{n+1}\right] \cong D_{2 k-3}$. Moreover, $2 k-3=2(k-2)+1$, and since $k$ is an odd number, $k-2$ is also odd. Thus, by Lemma 3 (iii), we obtain reg $\left(I\left(D_{2 k-3}\right)\right) \leq \frac{2 k-3+3}{2}=k$. On the other hand, the graph $W \backslash x_{n+1}=\left(G \backslash x_{1}\right) \backslash x_{n+1} \cong B_{2 k-1}$, so by Lemma 3 (ii), we have $\operatorname{reg}\left(I\left(W \backslash x_{n+1}\right)\right) \leq \frac{2 k-1+3}{2} \leq k+1$. Thus, $\operatorname{reg}(I(G)) \leq k+1$.
Case 3. $n=2 k+1$ with $k$ an even number.
In Lemma $4(i)$, we saw that $G$ can be decomposed into the subgraphs $A_{1}$ and $A_{2 k-2}$, and the proof runs as in Case 1.
(ii) Let $G=C_{2 n}(2, n)$. We consider two cases.

Case 1. $n=2 k+1$ with $k$ an even number.
As in the second case of $(i)$, by Theorem $1(v)$, we have:

$$
\operatorname{reg}(I(G)) \in\left\{\operatorname { r e g } \left(I\left(W \backslash x_{n+1}\right), \operatorname{reg}\left(I\left(W \backslash N_{W}\left[x_{n+1}\right]\right)+1, \operatorname{reg}\left(I\left(G \backslash N_{G}\left[x_{1}\right]\right)+1\right\}\right.\right.\right.
$$

where $W=G \backslash x_{1}$. In particular, $W \backslash N_{W}\left[x_{n+1}\right] \cong G \backslash N_{G}\left[x_{1}\right]$. The graph $G \backslash N_{G}\left[x_{1}\right]$ can be represented as:


The previous representation of $G \backslash N_{G}\left[x_{1}\right]$ contains $2 k-3$ squares. It follows that $G \backslash N_{G}\left[x_{1}\right]$ can be decomposed into the subgraphs $D_{2 k-5}$ and $A_{1}$, i.e.,


Note that $2 k-5=2(k-3)+1$, and because $k$ is even, then $k-3$ is odd. Using Theorem 2 and Lemma 3, we get:

$$
\operatorname{reg}\left(R / I\left(G \backslash N_{G}\left[x_{1}\right]\right)\right) \leq \operatorname{reg}\left(R / I\left(D_{2 k-5}\right)\right)+\operatorname{reg}\left(R / I\left(A_{1}\right)\right) \leq \frac{2 k-2}{2}=k-1
$$

The graph $W \backslash x_{n+1} \cong B_{2 k-1}$. Therefore, by Lemma 3 (ii), we have reg $\left(I\left(W \backslash x_{n+1}\right)\right) \leq \frac{2 k-1+3}{2}=$ $k+1$. Consequently, $\operatorname{reg}(I(G)) \leq k+1$, as desired.

Case 2. $n=2 k+1$ with $k$ an odd number.
The result follows from the fact that the graphs $C_{2 n}(2, n)$ can be decomposed into the subgraphs $A_{1}$ and $A_{2 k-2}$ as seen in Lemma 4, and so, $\operatorname{reg}(I(G)) \leq \operatorname{reg}\left(I\left(A_{1}\right)\right)+\operatorname{reg}\left(I\left(A_{2 k-2}\right)\right)-1$.

Our final ingredient is a result of Hoshino ([21], Theorem 2.26) (also see Brown-Hoshino ([22]), Theorems 3.2 and 3.5), which describes the independence polynomial for cubic circulant graphs.

Theorem 7 ([21,22]). For each $n \geq 3$, set:

$$
I_{n}(x)=1+\sum_{\ell=0}^{\left\lfloor\frac{n-2}{4}\right\rfloor} \frac{2 n}{2 \ell+1}\binom{n-2 \ell-2}{2 \ell} x^{2 \ell+1}(1+x)^{n-4 \ell-2}
$$

(i) If $G=C_{2 n}(1, n)$ with $n$ even, or if $G=C_{2 n}(2, n)$ with $n$ odd, then $I(G, x)=I_{n}(x)$.
(ii) If $G=C_{2 n}(1, n)$ and $n$ is odd, then $I(G, x)=I_{n}(x)+2 x^{n}$.

We now come to the main result of this section.
Theorem 8. Let $1 \leq a<n$ and $t=\operatorname{gcd}(2 n, a)$.
(a) If $\frac{2 n}{t}$ is even, then:

$$
\operatorname{reg}\left(I\left(C_{2 n}(a, n)\right)\right)= \begin{cases}k t+1 & \text { if } \frac{n}{t}=2 k, \text { or } \frac{n}{t}=2 k+1 \text { with } k \text { an odd number } \\ (k+1) t+1 & \text { if } \frac{n}{t}=2 k+1 \text { with } k \text { an even number. }\end{cases}
$$

(b) If $\frac{2 n}{t}$ is odd, then:

$$
\operatorname{reg}\left(I\left(C_{2 n}(a, n)\right)\right)= \begin{cases}\frac{k t}{2}+1 & \text { if } \frac{2 n}{t}=2 k+1 \text { with } k \text { an even number } \\ \frac{(k+1) t}{2}+1 & \text { if } \frac{2 n}{t}=2 k+1 \text { with } k \text { an odd number. }\end{cases}
$$

Proof. The formulas can be verified directly for the special cases that $n=2$ (i.e., $G=C_{4}(1,2)$ ) or $n=3$ (i.e., $G=C_{6}(1,3)$ and $\left.C_{6}(2,3)\right)$. We can therefore assume $n \geq 4$. In light of Theorem 6 and Theorem 1 (i), it will suffice to prove that the inequalities of Lemma 5 are actually equalities. We will make use of Theorem 4. We consider five cases, where the proof of each case is similar.

Case 1. $G=C_{2 n}(1, n)$ with $n=2 k$.
In this case, Lemma 4 gives $\operatorname{pd}(I(G)) \leq 3 k-1$, and Lemma 5 gives $\operatorname{reg}(I(G)) \leq k+1$. Furthermore, since $\widetilde{\chi}(\operatorname{Ind}(G))=-I(G,-1)$ by Equation (2), Theorem 7 gives $\widetilde{\chi}(\operatorname{Ind}(G))=-1$ if $n \neq 4 m+2$, and $\widetilde{\chi}(\operatorname{Ind}(G))=3$ if $n=4 m+2$. Because $G$ has $4 k=(k+1)+(3 k-1)$ vertices and since $\widetilde{\chi}(\operatorname{Ind}(G)) \neq 0$, Theorem $4(i i)$ implies $\operatorname{reg}(I(G))=k+1$.

Case 2. $G=C_{2 n}(1, n)$ with $n=2 k+1$ and $k$ even.
We have $\operatorname{reg}(I(G)) \leq k+2$ and $\operatorname{pd}(I(G)) \leq 3 k+1=(4 k+2)-(k+2)+1=n-(k+2)+1$ by Lemmas 4 and 5 , respectively. Because $n$ is odd, $\widetilde{\chi}(\operatorname{Ind}(G))=-\left[I_{n}(-1)+2(-1)^{n}\right]=-[1-2]=1>0$. Therefore, $\operatorname{reg}(I(G))=k+2$ by Theorem $4(i)(a)$ because $k+2$ is even and $\widetilde{\chi}(\operatorname{Ind}(G))=1>0$.

Case 3. $G=C_{2 n}(1, n)$ with $n=2 k+1$ and $k$ odd.
We have $\operatorname{reg}(I(G))=k+1$ by Theorem 4 (ii) because $\operatorname{reg}(I(G)) \leq k+1$ (Lemma 5), $\operatorname{pd}(I(G)) \leq$ $3 k+1$ (Lemma 4$), 2 n=4 k+2$ is the number of variables, and $\widetilde{\chi}(\operatorname{Ind}(G))=-1 \neq 0$.

Case 4. $G=C_{2 n}(2, n)$ with $n=2 k+1$ and $k$ even.
We have $\operatorname{reg}(I(G))=k+1$ from Theorem 4 (ii) since $\operatorname{reg}(I(G)) \leq k+1$ (Lemma 5), $\mathrm{pd}(I(G)) \leq$ $3 k+1(\operatorname{Lemma} 4)$, and $\widetilde{\chi}(\operatorname{Ind}(G))=-I(G,-1)=-1 \neq 0$ (Theorem 7).

Case 5. $G=C_{2 n}(2, n)$ with $n=2 k+1$ and $k$ odd.
In our final case, $\operatorname{reg}(I(G)) \leq k+2$ by Lemma $5, \operatorname{pd}(I(G)) \leq 3 k+1$ by Lemma 4 . Since $n$ is odd, $\tilde{\chi}(\operatorname{Ind}(G))=-I(G,-1)=-1<0$ by Theorem 7 . Since $k$ is odd, $k+2$ is odd. Because $2 n=4 k+2$ is the number of variables, we have $\operatorname{reg}(I(G))=k+2$ by Theorem $4(i)(b)$.

These five cases now complete the proof.
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