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Preface to “Viral Replication Complexes: 
Structures, Functions, Applications and 
Inhibitors” 

Viruses are obligate intracellular parasites that need to co-opt a living cell's 
machinery for replication. At the heart of the viral replication machinery are the 
nucleic acid polymerases, which are responsible for efficiently copying the viral 
genome. This process must often be coordinated with other viral processes, 
including protein translation and viral packaging. The polymerases and other 
components of the replication machinery may serve as potential anti-viral targets. 

Chapter 1 of this book is devoted to the basic structure -function relationships 
of viral nucleic acid polymerases and related proteins. Chapter 2 then discusses 
how interactions between the viral polymerase and viral nucleic acids and other 
proteins help to coordinate nucleic acid synthesis and other important viral 
processes. Chapter 3 builds on this discussion by including the roles of host 
proteins in these processes. Many viruses also co-opt host lipid membranes to 
provide more conducive environments for RNA synthesis and virus replication, 
which is discussed in Chapter 4. Finally, many of the processes discussed in the 
preceding chapters are potential antiviral drug targets, which is discussed in 
Chapter 5. 

David D. Boehr 
Guest Editor 
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RNA-Dependent RNA Polymerases of
Picornaviruses: From the Structure to
Regulatory Mechanisms
Cristina Ferrer-Orta, Diego Ferrero and Núria Verdaguer

Abstract: RNA viruses typically encode their own RNA-dependent RNA polymerase
(RdRP) to ensure genome replication within the infected cells. RdRP function is
critical not only for the virus life cycle but also for its adaptive potential. The
combination of low fidelity of replication and the absence of proofreading and
excision activities within the RdRPs result in high mutation frequencies that allow
these viruses a rapid adaptation to changing environments. In this review, we
summarize the current knowledge about structural and functional aspects on RdRP
catalytic complexes, focused mainly in the Picornaviridae family. The structural data
currently available from these viruses provided high-resolution snapshots for a
range of conformational states associated to RNA template-primer binding, rNTP
recognition, catalysis and chain translocation. As these enzymes are major targets for
the development of antiviral compounds, such structural information is essential for
the design of new therapies.

Reprinted from Viruses. Cite as: Ferrer-Orta, C.; Ferrero, D.; Verdaguer, N.
RNA-Dependent RNA Polymerases of Picornaviruses: From the Structure to
Regulatory Mechanisms. Viruses 2015, 7, 4438–4460.

1. Introduction

RNA dependent RNA polymerases (RdRPs) are the catalytic components of
the RNA replication and transcription machineries and the central players in the
life cycle of RNA viruses. RdRPs belong to the superfamily of template-directed
nucleic acid polymerases, including DNA-dependent DNA polymerases (DdDP),
DNA-dependent RNA polymerases and Reverse Transcriptases (RT). All these
enzymes share a cupped right hand structure, including fingers, palms and
thumb domains, and catalyze phosphodiester bond formation through a conserved
two-metal ion mechanism [1]. A structural feature unique to RdRPs is the
“closed-hand” conformation, in opposition to the “open-hand” found in other
polynucleotide polymerases. This “close-hand” conformation is accomplished by
interconnecting the finger and thumb domains through the N-terminal portion of
the protein and several loops protruding from fingers, named the fingertips that
completely encircle the active site of the enzyme [2,3]. In the prototypic RdRPs the
closed “right hand” architecture encircles seven motifs (A to G) conserved in sequence
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and structure (Figure 1), playing critical roles in substrate recognition and catalysis.
Three well-defined channels have been identified in the RdRP structures, serving
as: the entry path for template (template channel) and for nucleoside triphosphates
(NTP channel) and the exit path for the dsRNA product (central channel) (Figure 1B).

The Picornaviridae family is one of the largest virus families known, including
many important human and animal pathogens. Picornaviruses are non-enveloped
RNA viruses possessing a single-stranded RNA genome (7–8 kb) of positive polarity,
with a small peptide (VPg; from 19 to 26 amino acids long) linked to its 51-end.
Their genomes have a long highly structured 51 nontranslated region (NTR), a
single large open reading frame (ORF) and a short 31 NTR, terminated with
a poly(A) tail. The ORF is translated in the cytoplasm of the host cell into a
polyprotein, which is proteolytically processed by viral proteases to release the
structural proteins (VP1-4), needed to assemble virus capsids and the nonstructural
proteins (2A-2B-2C-3A-3B-3Cpro-3Dpol and in some genera L) as well as some stable
precursors necessary for virus replication in host cells [4]. The picornavirus genome
is replicated via a negative-sense RNA intermediate by the viral RdRP, named 3Dpol.
This enzyme uses VPg (the product of 3B) as a primer to initiate the replication
process. The structure and function of 3Dpol has been studied extensively in the past
decades and, to date, the 3Dpol crystal structures have been reported for six different
members of the enterovirus genus [poliovirus (PV), coxsackievirus B3 (CVB3),
enterovirus 71 (EV71) and the human rhinoviruses HRV1B, HRV14, and HRV16], for
the aphthovirus FMDV and for the cardiovirus EMCV, either isolated or bound to
different substrates [5–15]. These structures provided insights into both initiation of
RNA synthesis and the replication elongation processes. Furthermore, mutational
analyses in PV and FMDV also have demonstrated that some substitutions in residues
located far from the active site, in particular at the polymerase N terminus, have
significant effects on catalysis and fidelity. All of these observations suggest that
nucleotide binding and incorporation are modulated by a long-distance network of
interactions [5,16–22].
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Figure 1. Overall structure of a viral RdRP. (A) Ribbon representation of a typical 

picornaviral RdRP (model from the cardiovirus EMCV 3Dpol, PDB id. 4NZ0). The seven 

conserved motifs are indicated in different colours: motif A, red; motif B, green; motif C, 

yellow; motif D, sand; motif E, cyan; motif F, blue; motif G, pink; (B) Lateral view of a 

surface representation of the enzyme (grey) that has been cut to expose the three channels 

that are the entry and exit sites of the different substrates and reaction products. The 

structural elements that support motifs A–G are also shown as ribbons. This panel also 

shows the organization of the palm sub-domain with motif A shown in two alternative 

conformations: the standard conformation (PDB id. 4NZ0) found in the apo-form of most 

crystallized 3Dpol proteins and the altered conformation found int the tetragonal crystal 

form of the EMCV enzyme (PDB id. 4NYZ). The alterations affect mainly Asp240, the 

amino acid in charge of incoming ribonucleotide triphosphate (rNTP) selection, and the 

neighboring Phe239 that move ~10 Å away from its position in the enzyme catalytic cavity 

directed towards the entrance of the nucleotide channel, approaching to motif F; (C) Close 

up of the structural superimposition of the two alternative conformations of the EMCV 

motif A; (D) The PV replication-elongation complexes. Sequential structures illustrating 

the movement of the different palm residues from a binary PV 3Dpol-RNA open complex 

(left) to an open 3Dpol-RNA-rNTP ternary complex (middle) where the incoming rNTP is 

positioned in the active site for catalysis and, a closed ternary complex (right) after 

nucleotide incorporation and pyrophosphate (PPi) release. The residues DA (involved in 

rNTP selection through an interaction with the 2′ hydroxyl group), DC (the catalytic 

aspartate of motif C), KD (the general acid residue of motif D that can coordinate the 

export of the PPi group) and NB (a conserved Asn of motif B, interacting with DA) have 

been highlighted as sticks. The different structures correspond to the 3Dpol-RNA (PDB id. 

3OL6), 3Dpol-RNA-CTP open complex (PDB id. 3OLB) and 3Dpol-RNA-CTP closed 

complex (PDB id. 3OL7) structures of PV elongation complexes, respectively [7]. 

2. VPg Binding to 3Dpol and Initiation of RNA Synthesis 

Correct initiation of RNA synthesis is essential for the integrity of the viral genome. There are two 

main mechanisms by which viral replication can be initiated: primer-independent or de novo, and 

primer-dependent initiation, reviewed in [23]. Briefly, in the de novo synthesis, one initiation 

Figure 1. Overall structure of a viral RdRP. (A) Ribbon representation of a typical
picornaviral RdRP (model from the cardiovirus EMCV 3Dpol, PDB id. 4NZ0). The
seven conserved motifs are indicated in different colours: motif A, red; motif B,
green; motif C, yellow; motif D, sand; motif E, cyan; motif F, blue; motif G, pink;
(B) Lateral view of a surface representation of the enzyme (grey) that has been cut to
expose the three channels that are the entry and exit sites of the different substrates
and reaction products. The structural elements that support motifs A–G are also
shown as ribbons. This panel also shows the organization of the palm sub-domain
with motif A shown in two alternative conformations: the standard conformation
(PDB id. 4NZ0) found in the apo-form of most crystallized 3Dpol proteins and the
altered conformation found int the tetragonal crystal form of the EMCV enzyme
(PDB id. 4NYZ). The alterations affect mainly Asp240, the amino acid in charge
of incoming ribonucleotide triphosphate (rNTP) selection, and the neighboring
Phe239 that move „10 Å away from its position in the enzyme catalytic cavity
directed towards the entrance of the nucleotide channel, approaching to motif F;
(C) Close up of the structural superimposition of the two alternative conformations
of the EMCV motif A; (D) The PV replication-elongation complexes. Sequential
structures illustrating the movement of the different palm residues from a binary
PV 3Dpol-RNA open complex (left) to an open 3Dpol-RNA-rNTP ternary complex
(middle) where the incoming rNTP is positioned in the active site for catalysis and,
a closed ternary complex (right) after nucleotide incorporation and pyrophosphate
(PPi) release. The residues DA (involved in rNTP selection through an interaction
with the 21 hydroxyl group), DC (the catalytic aspartate of motif C), KD (the general
acid residue of motif D that can coordinate the export of the PPi group) and NB

(a conserved Asn of motif B, interacting with DA) have been highlighted as
sticks. The different structures correspond to the 3Dpol-RNA (PDB id. 3OL6),
3Dpol-RNA-CTP open complex (PDB id. 3OLB) and 3Dpol-RNA-CTP closed
complex (PDB id. 3OL7) structures of PV elongation complexes, respectively [7].
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2. VPg Binding to 3Dpol and Initiation of RNA Synthesis

Correct initiation of RNA synthesis is essential for the integrity of the viral
genome. There are two main mechanisms by which viral replication can be initiated:
primer-independent or de novo, and primer-dependent initiation, reviewed in [23].
Briefly, in the de novo synthesis, one initiation nucleotide provides the 31-hydroxyl
for the addition of the next nucleotide whereas the primer dependent initiation
requires the use of either an oligonucleotide or a protein primer as provider of
the hydroxyl nucleophile. It is remarkable that the RdRPs of viruses that initiate
replication using de novo mechanisms (i.e., members of the Flaviviridae family) share a
number of unique features which ensure efficient and accurate initiation, including a
larger thumb subdomain containing structural elements that fill most of the active
site cavity, providing a support platform for the primer nucleotides (reviewed
in [24,25]). These protrusions also serve as a physical barrier preventing chain
elongation. Therefore, it is necessary that the initiation platform can move away
from the active site after stabilizing the initiation complex, allowing the transition
from initiation to elongation [26–28]. By contrast, the members of the Picornaviridae
and Caliciviridae families use exclusively the protein-primed mechanism of initiation.
The RNA polymerases of these viruses use VPg as primer for both minus and plus
strand RNA synthesis. These enzymes display a more accessible active site cavity,
enabling them to accommodate the primer protein for RNA synthesis [13,29].

The very first step in protein-primed initiation in picornavirus is the
uridylylation of a strictly conserved tyrosine residue of VPg [30]. In this process, the
viral polymerase 3D catalyzes the binding of two uridine monophosphate (UMP)
molecules to the hydroxyl group of this tyrosine using as template a cis-replicating
element (cre) that is located at different positions of the RNA genome, in the different
picornaviridae genera (see [31] for an extensive review). The nucleotidylylation
reaction can, however, also occur in a template-independent manner in other viruses,
for example in caliciviruses [32].

The picornaviral proteins VPg, 3Dpol and 3Cpro, alone or in the 3CD precursor
form, together with the viral RNA cre elements comprise the so-called “VPg
uridylylation complex” responsible for VPg uridylylation in vivo. Despite extensive
structural and biochemical studies, there are several different models for the
interactions established between VPg and 3Dpol or 3CD in the uridylylation complex
and the precise mechanism of uridylylation remains uncertain [31].

Biochemical and structural studies performed for different members of the
family: PV [33], HRV16 [12], FMDV [13], CVB3 [8] and EV71 [34] revealed three
distinct VPg binding sites on 3Dpol (Figure 2). Strikingly, whereas most picornaviruses
express only a single VPg protein, FMDV possesses three similar but not identical
copies of VPg: VPg1, VPg2 and VPg3 [35], all of which are found linked to viral
RNA [36]. Although not all the copies are needed to maintain infectivity [37,38], there
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are no reports of naturally occurring FMDV strains with fewer than three copies
of 3B, suggesting that there is a strong selective pressure towards maintaining this
redundancy [39,40].

The structure of two complexes between FMDV 3Dpol and VPg1: 3Dpol-VPg1
and 3Dpol-VPg1-UMP revealed a number of residues in the active site cleft of the
polymerase involved in VPg binding and in the uridylylation reaction. Functional
assays performed with 3Dpol and VPg mutants with substitutions in residues
involved in interactions, according to the structural data, showed important effects
in uridylylation [13]. The position of VPg in complex with the FMDV 3Dpol is
remarkably similar to the position of the primer and RNA duplex product found in
the complex with the same enzyme [14,15]. Most of the amino acids of 3Dpol seen in
contact with the RNA primer and duplex product are also involved in interactions
with VPg. In fact, the structure shows how the VPg protein accesses the active site
cavity from the front of the molecule through the large RNA binding cleft mimicking,
at least in part, the RNA molecule. The N-terminal position of VPg projects into the
active site where the hydroxyl moiety of the residue Tyr3 is in good proximity to the
catalytic aspartates of motifs A and C (Figure 2). In this position, Tyr3 essentially
mimics the 3’ OH of the primer strand during the RNA elongation. Conserved
residues in the fingers, palm and thumb domains of the polymerase were identified
as being responsible for stabilizing VPg in its binding cavity. In the 3Dpol-VPg1-UMP
complex, the hydroxyl group of Tyr3 side chain was found covalently attached to
the α-phosphate moiety of the uridine-monophosphate (UMP) molecule [13]. The
positively charged residues of motif F also participate in the uridylylation process,
stabilizing Tyr3 and UMP in a proper conformation for the reaction [13] (Figure 2B).
Two divalent cations, together with the catalytic aspartic acid residues of motifs
A and C, participate in VPg uridylylation. All the observed structural features
suggest a conservation of the catalytic mechanism described for all polymerases [1].
Mutational analyses at the conserved FMDV 3Dpol residues that strongly interact
with VPg in the crystal structures show a drastic defect in VPg uridylylation [13].
This “front-loading” model for VPg binding, compatible with a cis mechanism of VPg
uridylylation was further supported by the crystal structures of HRV16 3Dpol [12]
and of the PV 3CD precursor [20]. In the latter structure, the extensive crystal packing
contacts found between symmetry-related 3CD molecules and the proximity of the
N-terminal domain of 3C to the VPg binding site, in the way that VPg was positioned
in the FMDV 3D-VPg complex, suggests a possible role of the contacting interfaces
in forming and regulating the VPg uridylylation complex during the initiation of
viral replication [20].
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Figure 2. (A) Comparison of identified VPg binding sites in picornavirus 3Dpols. Because 

all reported structures of picornavirus 3Dpols share high structural similarities, we used the 
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Figure 2. (A) Comparison of identified VPg binding sites in picornavirus 3Dpols.
Because all reported structures of picornavirus 3Dpols share high structural
similarities, we used the structure of the FMDV 3Dpol (PDB id. 2F8E, [2]) as a
representative model in this figure and colored it with a light-blue cartoon. The
bound VPgs with FMDV [13], CVB3 (PDB id. 3CDW, [8]) and EV71 (PDB id.
IKA4, [34]) are shown as red, yellow and cyan sticks, respectively. The residues
for VPg (or 3AB) binding in PV (F377, R379, E382 and V391) [33], FMDV (E166,
R179, D338, D387 and R388) [13] and EV71 (T313, F314, I317, L319, D320, Y335 and
P337) [34] 3Dpol are represented as a surface and colored as sand, magenta and blue,
respectively, in the cartoon representation; (B) Details of the interactions described
in the active site of the FMDV 3Dpol during the uridylylation reaction. The VPg
residues and UMP covalently linked are shown in red sticks, the divalent cations
are shown as light-blue spheres and the amino acids involved in uridylylation
reaction are shown as sticks. The motifs A, B, C and F are colored in red, green,
yellow and blue, respectively.

After nucleotidylylation of VPg, some structural rearrangements of the 3Dpol

will follow, marking the transition from initiation to the elongation phase of RNA
synthesis. There is experimental evidence supporting possible structural differences
in 3Dpol when involved in the priming reaction vs. elongation of RNA. i.e., the
nucleoside analog 5-Fluorouridine triphosphate (FUTP) is a potent inhibitor of VPg
uridylylation but not of RNA elongation [19]. Furthermore, for the poliovirus, it
has been suggested, based on the structure of the FMDV 3Dpol-VPg complex that a
conserved Asn in the polymerase motif B (Asn297) (equivalent to Asn307 in FMDV)
interacts with the 3’-OH of the incoming nucleotide in the uridylylation complex,
but with the 2’-OH in the elongation complex [41]. The interaction of Asn307 with
the incoming rNTP 2’ OH during RNA elongation has been confirmed in a number
of picornavirus elongation complexes [6,7,15].
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A second binding site for VPg was found in the structure of the CVB3
polymerase [8]. The VPg fragment solved, corresponding to the C-terminal half
of the peptide, was bound at the base of the thumb sub-domain in an orientation
that did not allow its uridylylation by its own carrier 3Dpol (Figure 2A). This VPg
binding, partially agreed with previous data reported for PV, showing that a number
of amino acids located in motif E of poliovirus (PV) were required for VPg or their
precursor, 3AB, binding and affecting VPg uridylylation [33]. In light of these results,
the authors proposed that VPg bound at this position was either uridylylated by
another 3D molecule or that it played a stabilizing role within the uridylylation
complex [8].

Finally, a third VPg binding site was discovered in the structure of the EV71
3Dpol-VPg complex. In this complex, VPg is anchored at the bottom of the palm
domain of the polymerase, showing a V-shape conformation that crosses from the
front side of the catalytic site to the back side of the enzyme (Figure 2A). Similarly
to that occurring in the previously studied viruses, the mutational analyses of the
interacting residues evidenced a reduced binding of VPg to the EV71 3Dpol affecting
uridylylation [34,42]. Additional experiments performed by the same authors, by
mixing the VPg-binding-defective mutants with catalytic defective mutant of the
EV71 polymerase, demonstrated trans complementation of VPg uridylylation in vitro.
However, the structure of the EV71 3Dpol-VPg complex showed that the VPg Tyr3 is
buried at the base of the polymerase palm indicating that a conformational change
should occur to expose the side chain of Tyr3 for uridylylation.

Taking into account the important sequence homology between the picornaviral
VPg sequences [13,43] and the high similarities existing in the 3Dpol structures, it
is tempting to speculate that the three different VPg binding sites observed in the
different crystal structures might reflect distinct binding positions of VPg to both
3Dpol or its precursor 3CD at different stages of the virus replication initiation process.
As discussed above, the FMDV genome codes for three VPg molecules, all of them
are present in naturally occurring viruses [39,40]. A global picture of the assembly of
the multicomponent complexes involved in replication initiation in Picornaviruses
and its regulation would require the structural and functional analyses of higher
order complexes formed by the polymerase 3Dpol, involving different proteins or
protein precursors (VPg, 3AB, 3Cpro, 3CD) and RNA templates. Such structures
would shed new light on the molecular events underlying the initiation of RNA
genome replication in these viruses, and should provide crucial information for the
design of new antiviral strategies.
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3. Structural Elements Regulating Replication Elongation in RdRPs

3.1. Subtle Conformational Changes Associated with Nucleotide Selection and Active Site
Closure for Catalysis

The replication elongation process can be roughly divided in three steps,
including nucleotide selection, phosphodiester bond formation and translocation
to the next nucleotide for the subsequent round of nucleotide addition. Structural
biology has been crucial to elucidate the structural changes associated with each
phase of catalysis for a wide number of polymerases [25,29,44,45]. Extensive
biochemical and structural studies in the A- and B-families of open-hand nucleic
acid polymerases indicate that the movement of an α-helix of the fingers sub-domain
would control each step of the nucleotide-addition cycle and facilitates translocation
along the template after catalysis [46,47]. In contrast in the “closed-hand” RdRPs,
the presence of the fingertips encircling the catalytic site constrains the fingers’
movement relative to the thumb, avoiding the swinging movement of the fingers
that is associated with active site closure in open-hand polymerases.

The structures of a large number of RdRP-RNA-rNTP replication-elongation
complexes determined, for different members of both, the Picornaviridae and the
Caliciviridae families, have provided important insights into the structural changes
associated to each catalytic step [3,6,7,25,29,48–51]. These structures indicate that
RdRPs use subtle rearrangements within the palm domain to fully structure the active
site for catalysis upon correct rNTP binding. Briefly, in a first state, the RdRP-RNA
complex in the absence of an incoming rNTP, shows an open conformation of the
polymerase active site characterized by a partially formed three-stranded β-sheet
of the palm domain motifs A and C (Figure 1B,C). A second feature characterizing
this state is the presence of a fully prepositioned templating nucleotide (t+1), sitting
above the active site and stacked on the upstream duplex and ready for the binding
of the incoming rNTP (Figure 1C). In a second state, an incoming rNTP reaches the
active site and establishes base-pairing interactions with the template base (t+1), but
catalysis has not taken place because the catalytic site is still in open conformation.
The third state occurs after binding of the correct nucleotide to the active site. This
binding induces the realignment of β-strands in the palm subdomain that includes
the structural motifs A and C, resulting in the repositioning of the motif A aspartate
to allow interactions with both metal ions required for catalysis [6,7,48,49]. It is
important to remark that the active site closure in RdRPs is triggered by the correct
nucleotide binding, suggesting that nucleotide selection in RdRPs is a simple process
in which base-pairing interactions control the initial rNTP binding geometry and the
resulting positioning of the ribose hydroxyls becomes the major checkpoint for proper
incoming nucleotide selection. In particular, two residues within motif B (Ser and
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Asn) and, a second Asp residue at the C-terminus of motif A, strictly conserved
among picorna- and caliciviruses form the ribose binding pocket (Figure 1C). The
interactions between these amino acids and the ribose hydroxyl groups of the
incoming rNTP would stabilize the subtle restructuring of the palm domain that
results in the formation of a functional active site. An incorrect nucleotide can bind,
but its ribose hydroxyls will not be correctly positioned for active site closure, in
consequence, the incorporation efficiency will be reduced.

In addition, growing amounts of data indicate that the conformational changes
in motif D determine both efficiency and fidelity of nucleotide addition [52,53].
Biochemical studies of nucleotidyl transfer reactions catalyzed by RdRPs, RTs and
single subunit DNA polymerases made the unexpected observation that two protons,
not just one, are transferred during the reaction and that the second proton derives
from a basic amino acid of the polymerase (termed general acid) and is transferred
to the PPi leaving group [52]. PPi protonation is not essential but contributes from
50-fold to 1000-fold the rate of nucleotide addition. Additional data from mutagenesis
and kinetics of nucleotide incorporation showed that the general acid was a lysine
located in the conserved motif D of RdRPs and RTs [53]. Solution NMR studies were
used to analyze the changes that occurred during nucleotide addition. A methionine
within motif D, located in the vicinity of the conserved lysine, was found to be a
very informative probe for the positioning of the motif. Authors have found that the
constitution of the catalytically competent elongation complex (RdRP-RNA-NTP)
required the formation of a hydrogen bond between the β-phosphate of incoming
rNTP and motif D lysine [54]. The protonation state of this lysine was also observed
to be critical to achieve the closed conformation of the active site. Moreover, the
ability of motif D to reach the catalytically competent conformation seems to be
hindered by the binding of an incorrect nucleotide and this ability continues to
be affected after nucleotide misincorporation. Indeed, the NMR data correlates
the conformational dynamics of motif D to the efficiency and fidelity of nucleotide
incorporation [54].

A number of structures of enterovirus elongation complexes have been trapped
in a post-catalysis state in which the newly incorporated nucleotide and the
pyrophosphate product are still in the active site, and the active site opens its
conformation [6,7]. This state will be followed by the translocation of the polymerase
by one base pair to position the next templating nucleotide in the active site for the
next round of nucleotide addition. A number of crystal structures have also been
solved in a post-translocation state [6,7,15]; however, no structures of translocation
intermediates are currently available for RdRPs and the precise mechanism is not
yet known. Recent data also suggest that a conserved lysine residue within motif
D can coordinate the export of the PPi group from the active site once catalysis
has taken place [16], thereby triggering the end of the reaction cycle and allowing
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enzyme translocation. Very recently, structural and functional data in enteroviruses
indicate that steric clashes between the motif-B loop and the template RNA would
also promote translocation [51] (see below).

Viral RdRPs are considered to be low fidelity enzymes, generating mutations
that allow the rapid adaptation of these viruses to different tissue types and host
cells. Based on X-ray data of CVB3 and PV catalytic complexes, the laboratories of
Peersen and Vignuzzi engineered different point mutations in these viral polymerases
and studied their effects on in vitro nucleotide discrimination as well as virus
growth and genome replication fidelity. Data obtained revealed that the palm
mutations produced the greatest effects on in vitro nucleotide discrimination and
that these effects appeared strongly correlated with elongation rates and in vivo
mutation frequencies, with faster polymerases having lower fidelity. These findings
suggested that picornaviral polymerases have retained a unique palm domain-based
active-site closure as a mechanism for the evolutionary fine-tuning replication fidelity
and provide a pathway for developing live attenuated virus vaccines based on
engineering the polymerase to reduce virus fitness [55,56].

Finally, recent structural data on calicivirus RdRPs have provided evidence
of new conformational changes occurring during catalysis. Structural comparison
of the human Norovirus (NV) RdRP determined in multiple crystal forms, in the
presence and absence of divalent metal cations, nucleoside triphosphates, inhibitors
and primer-template duplex RNAs, revealed that in addition to the active site closure,
the NV RdRP exhibits two additional key changes: a rotation of the central helix
in the thumb domain by 22˝, resulting in the formation of a binding pocket for the
primer RNA strand and the displacement of the C-terminal tail region away from
the central active-site groove, which also allows the rotation of the thumb helix [57].

3.2. Conformational Plasticity of the Motif B Loop Regulates RdRP Activity

The central role of the motif B loop in template binding, incoming nucleotide
recognition and correct positioning of the sugar in the ribose-binding pocket was
evidenced in the first structures of the FMDV catalytic complexes [15,29]. This loop,
connecting the base of the middle finger to the α-helix of motif B, is able to adopt
different conformations when it binds to different template and incoming nucleotides,
being one the most flexible elements of the active site of RdRPs in picornaviruses,
as well as in other viral families (reviewed in [50]). In fact, structural comparisons
evidenced large movements of the B-loop, ranging from a conformation in which
the loop is packed against the fingers domain leaving the active site cavity fully
accessible for template entry, to a configuration where the loop protrudes towards
the catalytic cavity and clashes with the template RNA (Figure 3). The key residue
of this flexible region is a strictly conserved glycine, which acts as a hinge for the
movement. The critical role of the B-loop dynamics was previously anticipated
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by site-directed mutagenesis in the picornavirus EMCV. Substitutions of the hinge
glycine in 3Dpol essentially abolished RNA synthesis in vitro [58]. Furthermore,
additional interactions established between the B-loop and the RNA phosphodiester
backbone of the upstream duplex, between the ´1 and ´2 nucleotides, prompted
researchers to hypothesize a function of the loop in modulating polymerase activity
through effects on translocation [6,7,15].

Extensive structural and functional work in PV, using several polymerase
mutants, harboring substitutions within the B-loop sequence Ser288-Gly289-Cys290,
evidenced a major role of these residues in the 3Dpol catalytic cycle [51]. The work
concluded that the B-loop is able to adopt mainly three major conformations, termed
in/up, in/down and out/down and that each alternative conformation is important
for the correct NTP binding and for the post-catalysis translocation step. The terms
in/out refer to the loop conformations, packed against the fingers (in), or protruding
into the catalytic cavity (out) (Figure 3A). The designation is based on whether the
residue Cys290 is buried “in” a hydrophobic pocket directly behind the loop or is
“out” of the pocket and exposed to solvent [59]. Moreover, the Sholders and Peersen
work highlighted the role of the PV Ser288. The side chain of this residue may also
adopt two alternative conformations: pointing “up” toward the ring finger and
away from the active site, or “down” pointing toward the active site. These authors
propose a sequential model for the structural changes occurred during the PV RdRP
catalytic cycle where initially, in the apo-form structure of PV 3Dpol, the B-loop is
in the in/up conformation, allowing rNTP entry. Equivalent conformations of the
B-loop were observed in the apo-forms of 3Dpol in FMDV [14], Rhinovirus [11] and
Coxsackievirus [8,9]. On nucleotide binding, the Ser288 flips down toward the active
site (in/down conformation), establishing a hydrogen bond with the Aspartic acid
residue of motif A, involved in the selection of the incoming ribonucleotide (AspA). It
is also important to remark that in the previous step, AspA was hydrogen bonded to a
conserved Asn from the motif B (AsnB) (Figure 1C,D). Following these changes, new
rearrangements occur, including the realignment of the palm motif A, required for
catalysis. After the phosphodiester bond formation, the Sholders and Peersen model
proposes a movement of the B-loop from “in/down” to “out/down” configuration,
resulting in a steric clash between the B-loop and the backbone of the RNA template
strand that would facilitate translocation along the RNA and prevent backtracking
after translocation. In addition, the finding that the PV 3Dpol G289A mutant was able
to catalyze single nucleotide addition but was defective for processive elongation
provided more evidence of the crucial role of this glycine that confers the flexibility
required for the loop movements.

13



Viruses 2015, 7 10 

 

 

palm motif A, required for catalysis. After the phosphodiester bond formation, the Sholders and 

Peersen model proposes a movement of the B-loop from “in/down” to “out/down” configuration, 

resulting in a steric clash between the B-loop and the backbone of the RNA template strand that would 

facilitate translocation along the RNA and prevent backtracking after translocation. In addition, the 

finding that the PV 3Dpol G289A mutant was able to catalyze single nucleotide addition but was 

defective for processive elongation provided more evidence of the crucial role of this glycine that 

confers the flexibility required for the loop movements. 

 

Figure 3. The conformational changes in the B-loop of RdRPs. (A) Superposition of the 

different conformations described for the B-loop. Motifs A, B and C are represented as 

ribbons and colored in gray tones. The B-loop is shown in different colors for each 

observed conformation, from red (up) to blue (down): NV NS7, Mg2+ bound (PDB id. 

1SH3, chain A) chocolate; PV apo-form (PDB id, 1RA6) red; FMDV-RNA complex  

(PDB id, 1WNE) magenta; PV C290V mutant (PDB id. 4NLP) light-orange; IBDV VP1 + 

VP3 C-ter peptide (PDB id. 2R70) orange; NV NS7, Mg2+ bound (PDB id. 1SH3, chain B) 

yellow; PV C290F mutant (PDB id. 4NLQ) light-blue; IBDV VP1 apoform (PDB id. 

2PUS) slate; FMDV K18E mutant (PDB id. 4WYL) blue; (B) Superimposition of the up 

conformation of PV apo-form (PDB id. 1RA6) red and the down conformation of PV 

C290F mutant (PDB id. 4NLQ) slate with the RNA template-primer and an incoming 

rNTP molecule are represented as sticks in semi-transparent representation; (C) Sequence 

alignment of the B-loop region of all the RdRPs from dsRNA and +ssRNA. 

The high sequence and structural conservation of the B-loop among viral polymerases (Figure 3C) 

strongly suggest that its conformational dynamics would be a common feature of the RNA-dependent 

RNA polymerases from positive-strand RNA viruses. 

Figure 3. The conformational changes in the B-loop of RdRPs. (A) Superposition
of the different conformations described for the B-loop. Motifs A, B and C are
represented as ribbons and colored in gray tones. The B-loop is shown in different
colors for each observed conformation, from red (up) to blue (down): NV NS7,
Mg2` bound (PDB id. 1SH3, chain A) chocolate; PV apo-form (PDB id, 1RA6)
red; FMDV-RNA complex (PDB id, 1WNE) magenta; PV C290V mutant (PDB id.
4NLP) light-orange; IBDV VP1 + VP3 C-ter peptide (PDB id. 2R70) orange; NV NS7,
Mg2` bound (PDB id. 1SH3, chain B) yellow; PV C290F mutant (PDB id. 4NLQ)
light-blue; IBDV VP1 apoform (PDB id. 2PUS) slate; FMDV K18E mutant (PDB id.
4WYL) blue; (B) Superimposition of the up conformation of PV apo-form (PDB id.
1RA6) red and the down conformation of PV C290F mutant (PDB id. 4NLQ) slate
with the RNA template-primer and an incoming rNTP molecule are represented
as sticks in semi-transparent representation; (C) Sequence alignment of the B-loop
region of all the RdRPs from dsRNA and +ssRNA.

The high sequence and structural conservation of the B-loop among viral
polymerases (Figure 3C) strongly suggest that its conformational dynamics would
be a common feature of the RNA-dependent RNA polymerases from positive-strand
RNA viruses.
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3.3. Unusual Conformation of Motif A Captured in the Structure of the Cardiovirus
EMCV 3Dpol

The crystal structure of the EMCV 3Dpol in its unbound state has been recently
solved in two different crystal forms [60]. As expected, the overall architecture of the
enzyme was similar to that of the known RdRPs of other members of the Picornaviridae
family. However, structural comparisons revealed a large reorganization of the
active-site cavity in one of the crystal forms. The rearrangement affects mainly the
C-terminal loop of motif A, containing the aspartic acid residue involved in incoming
rNTP selection (Asp240 in EMCV) (Figure 1B). The heart of this conformational
change is that the Asp240 neighbor residue, Phe239, made a drastic movement
whereby it is popped out of a hydrophobic pocket in the palm domain to participate in
an intriguing set of cation-π interactions in the fingers domain at the edge of the NTP
entry tunnel [60]. Another important feature of this altered active site conformation
is that the active site of the enzyme was captured in a closed-like state, with the
β-sheet supporting motif A totally formed and the catalytic Asp235 positioned in
front of the motif C Asp333 (Figure 1B). This active-site conformation has never
been observed before in the absence of RNA and a correctly base-paired rNTP. In
addition, the N-terminal Gly1 residue was moved out of its binding site, anchored in
the fingers domain, toward a totally exposed orientation in the polymerase surface.
This is extremely intriguing because like most of the picornaviral RdRPs, the EMCV
enzyme is only active when cleaved from the polyprotein to generate an N-terminus
with a Gly1 residue [61]. Those observations prompt to hypothesize that this EMCV
3Dpol crystal form might represent the structure of the inactive form of the enzyme
that would be present in the precursor protein, where Gly1 cannot be buried because
is not a terminal residue. However, this hypothesis seems to be in conflict with the
structural data currently available for the poliovirus precursor 3CD that also showed
Gly1 exposed as part of the flexible linker joining 3C and 3Dpol but with the active
site in the standard open conformation found in the pre-catalytic complexes [20].
The possible role of the altered conformation of the motif A loop, in particular, of
the positioning of the rNTP binding residue Asp240 at the edge of the rNTP entry
tunnel, is another mystery to decipher in order to gain insight on the regulation of
this enzyme activity.

3.4. Conformational Flexibility in the Template Channel

The template channel also exhibits substantial flexibility as visualized by comparing
the X-ray structures of different replication elongation complexes [6,7,14,15,19,29,62], as
well as predicted by molecular dynamics simulations in a number of picornaviral
polymerases [22]. This flexibility appears directly correlated with the role of this
channel in driving the template nucleotides toward the catalytic cavity. Of particular

15



importance is the flexible nature of a region included at the 3Dpol N-terminus
(residues 16 to 20; FMDV numbering), lining the channel that appears to be
interacting with the RNA near the single-strand/double-strand junction (Figure 4).
The conformational changes occurring in this region would assist the movement
of the template nucleotides at the +2 and +3 positions. Interestingly, structural
comparisons of the wild type FMDV 3Dpol catalytic complexes showed that the
basic side chain of Arg17 is involved in different interactions with the template
nucleotide t+2 in all complexes analyzed [14,15]. In these complexes, the t+2
nucleotide points towards the active site cavity, stacked with the t+1 nucleotide
that is located in the opening of the central cavity, in close contact with the motif
B loop (Figure 4B). The equivalent residue of Arg17 in enteroviral polymerases is
Pro20 (PV numbering). Structural comparisons of distinct enteroviruses elongation
complexes show that Pro20 and its surrounding residues form a conserved pocket
where the t+2 nucleotide binds [6,7] (Figure 4). This pocket found in the enterovirus
3Dpol seems to be a preformed structure that is also present in the unbound enzymes.
In contrast, the FMDV wild type enzyme lacks a preformed pocket in the template
channel and, as mentioned above, the t+2 nucleotide is oriented towards the active
site cavity (Figure 4), constituting an important structural difference between the
enterovirus and FMDV catalytic complexes. Surprisingly, the comparative structural
analyses of FMDV 3Dpol mutants presenting alterations in RNA binding affinity and
incoming nucleotide incorporation, including a remarkable increase or decrease in
the incorporation of the nucleoside analog ribavirin, showed important movements
in this polymerase region that result in the formation of distinct pockets where the
t+2 nucleotide binds [19,62] (Figure 4).

Besides facilitating specific contacts with the RNA template, the dynamic nature
of residues lining the template channel should permit the access of the t+1 nucleotide
into the 3D catalytic site. The base of the template channel is built mainly by residues
of the motif B loop. These B-loop residues are involved in interactions with the t+1
nucleotide in the active site, as well as with the incoming rNTP [15]. Putting together
all data is tentative to speculate that the rearrangements in the template channel and
the B-loop occur in a concerted manner and that these concerted changes serve to
regulate both RNA replication processivity and fidelity.
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Figure 4. Structure and interactions in the template channel of a picornavirus 3Dpol.
(A) The structure of the CVB3 3Dpol (PDB id. 4K4Y) has been used as a model, the
molecular surface of the polymerase is shown in grey with the acidic residues of
the active site in red and the RNA depicted as a cartoon in orange and the FMDV
RNA is superimposed in yellow. The non-nucleoside analogue inhibitor is also
superimposed in green; (B) Structure and interactions in the template channel at
the entrance of the active site of CVB3 3Dpol (PDB id. 4K4Y), the N-terminal
residues 20–24 depicted as sticks in cyan and the RNA in orange and others
residues involved in the binding RNA are represented as grey sticks; (C) The
wild type FMDV 3Dpol-RNA complex (PDB id. 1WNE); and (D) the FMDV 3Dpol

(K18E)-RNA complex (PDB id. 4WZM); (E) Interaction network between GPC-N114
and its binding pocket of CVB3 3Dpol represented by surfaces (PDB id. 4Y2A). The
polymerase residues in direct contact with the inhibitor are shown with sticks in
atom type color with carbon in slate and explicitly labeled. Hydrogen bonds are
depicted as dashed lines.

4. Polymerase Oligomerization

Proteins can oligomerize through reversible associations mediated by
electrostatic and hydrophobic interactions, hydrogen bonds or by covalent
stabilization by disulfide bonds. RdRPs, the enzymes that exclusively belong
to the RNA virus world are not the exception. In recent years, the X-ray and
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Cryo-electron microscopy (cryo-EM) analyses revealed the quaternary structures
of a large number of RdRP oligomers, defining the critical residues that lead these
associations. Otherwise, complementary biochemical analyses allowed deciphering
of the functional roles in most of these arrangements.

RdRP-RdRP interactions to form dimers or higher order oligomers have been
predominantly reported for (+) ssRNA viruses, including several Picornavirus [63–68],
Flavivirus [68,69] and Calicivirus [67,70] enzymes, as well as, in RdRPs of plants [71]
and Insect viruses [72]. The homo-interaction of RdRPs was also described in
replicases of (´) ssRNA viruses such as influenza A virus [73], and in more distant
dsRNA viruses like infectious pancreatic necrosis virus [74]. RdRP oligomerization
has been predominantly observed in vitro during crystallization, probably produced
by the high protein concentration, as well as by other environmental changes
like pH or ionic strength. However, intracellular accumulation of oligomeric
polymerases was also observed during viral infection of different RNA viruses
including PV [64], Sendai virus [75], Rift Valley Fever virus [76] and norovirus [70],
among others. These observations suggest that RdRP oligomerization can also
be a natural event as a sort of post translational modification. The specificity
for the dimerization/multimerization involves distinct surfaces depending on the
enzyme, i.e., HCV RdRP dimerization has been proposed to be mediated by the
thumb domain [69], whereas, in PV, the polymerase fingers appear to be crucially
involved [66]. Contacts between these domains during oligomer formation may
cause small conformational changes that are transferred to the active site as an
allosteric regulation or could even modify the accessibility of the substrate channels.

The first oligomerization state of an RdRP was described for PV and the nature
of the molecular contacts at two different polymerase interfaces, termed I and II, were
postulated from the first crystal structure of PV 3Dpol [63,64]. The Interface I derived
from interactions between the front of the thumb subdomain of one molecule and
the back of the palm subdomain of the neighbour molecule in the crystal (Figure 5)
whereas interface II involved two N-terminal regions of the polymerase that appeared
disordered in this structure [63]. Later on, Lyle et al., using cryo-EM demonstrated
that the purified PV 3Dpol was able to organize two-dimensional lattices and tubular
arrangements formed by polymerase fibres [65] and, recently, the structure of these
assemblies has been characterized at the pseudo-atomic level [77,78]. The planar
lattices, forming a ribbon-like structure, consist of linear arrays of dimeric RdRPs
supported by strong interactions through the interface-I as defined in the PV 3Dpol

crystal structure [77]. The tubular structure is also formed via interface-I but is also
assisted by a second set of interactions placed in interface-II, involving interactions
between the fingertips of one molecule and the palm of its contacting neighbour. The
fitting of the 3Dpol coordinates into the cryo-EM reconstructions showed that interface
I connects adjacent dimers by head-to-tail contacts [78] (Figure 5). The relevance
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of a number of interface II residues in lattice formation was further confirmed by
mutagenic analysis. In particular, mutations at residues Tyr32 and Ser438 involved
interface II contacts both in planar and tubular array results in a disruption of PV
3Dpol lattice formation [77]. Furthermore, several lines of evidence suggested that
the PV polymerase can change the conformation upon forming oligomers and, in the
tubular assemblies, the porous nature of the polymerase lattice is likely to allow the
participation of other viral and cellular proteins [78].
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Figure 5. Oligomerization of the PV 3Dpol. (A) Polymerase-polymerase
interactions mediated by interfaces I and II, explicitly marked (PDB id. 1RDR)
in yellow palm subdomain, in red and blue fingers subdomain and in light colors
thumb subdomain; (B) Volume map of the reconstructed 3Dpol tubes with the
crystallographic model positioned inside. The volume map was reproduced
from [78] (EM code emd2270); (C) Close up of the interface I (upper panel)
and interfase II (bottom panel) in the oligomeric tubular array of PV 3Dpol

according to [78].

All examples of high-order RdRP assemblies point out that oligomerization
may be an advantageous feature providing a functional control, such as
allosteric regulation in addition to increasing the stability against degradation and
denaturation. The functioning of RdRPs in oligomeric arrays also has an additional
advantage, to concentrate the reaction substrates in a physical place and dispose the
active sites to use them iteratively.

5. Implications for Antiviral Drug Discovery

RdRP synthesize RNA using an RNA template. This biochemical activity,
almost exclusive of RNA virures offers the opportunity to identify very selective
inhibitors of this viral enzyme. Antiviral drugs targeting the RdRPs may either
directly inhibit polymerase activity or essential interactions with the RNA template,
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or the RdRP-RdRP contacts promoting oligomerization, or interactions with other
regulatory proteins. The detailed structural and mechanistic understanding of
the conformational changes occurring during catalysis is essential not only for
understanding of viral replication at the molecular level but also for the design
of novel inhibitors capable of trapping the enzyme in specific conformational states.
The Flaviviruses, Hepatitis C virus, Dengue virus and West Nile virus, as well as
the calicivirus NV are clear examples of how much effort has been directed towards
developing drugs that inhibit viral replication [79–82]. In general Direct-Acting
Antivirals (DAAs), inhibiting RNA replication can be classified into two groups
on the basis of their chemical structure and mechanisms of action: Nucleoside
Analog (NA) inhibitors and Non-Nucleoside Inhibitors (NNIs). NAs target the active
site of the polymerase and need to be converted by the host cell machinery to the
corresponding nucleotides, which can either induce premature termination of RNA
synthesis [83,84] or be incorporated by the viral polymerase into the nascent RNA,
causing accumulation of mutations and contributing to virus extinction through
lethal mutagenesis [85].

Conversely, NNIs bind mainly to allosteric pockets of the target polymerase
causing alterations in the enzyme dynamics. They might either stabilize an inactive
conformation or trap the enzyme in a functional conformation but impeding either
the transition between initiation and elongation or the processivity of polymerase
elongation [86,87].

Allosteric inhibitors directed against protein-RNA or protein-protein
interactions involving viral polymerases are less explored as antiviral drugs.
However, effective antiviral molecules that seem to inhibit interactions of the viral
polymerase within the replicative complex have been for pestiviruses [88,89] and, a
new compound against Dengue virus have been identified that appears to block the
RdRP activity through binding to the RNA template channel [20].

In a very recent study, we have identified a novel non-nucleoside inhibitor
of 3Dpol, the compound GPC-N114 (2,21-[(4-chloro-1,2-phenylene)bis(oxy)]bis(5-
nitro-benzonitrile), with broad-spectrum antiviral activity against both enteroviruses
and cardioviruses [90]. The X-ray analysis of CVB3 3Dpol-GPC-N144 co-crystals
revealed that the binding site of the compound was located at the junction of the
palm and the fingers domains, partially overlapping with the binding site of the
templating nucleotide (Figure 4E). The polymerase-inhibitor interactions involved
different residues of the conserved motifs G, F, B and A, most found in direct contact
with the RNA templates in all picornaviral 3Dpol-RNA complexes determined so
far. Structural comparisons between unbound and GPC-N114 bound CVB3 3Dpol

revealed that the polymerase did not undergo any major conformational change
upon binding of the compound.
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Surprisingly, GPC-N114-resistant enterovirus variants could not be obtained,
but two EMCV resistance mutations (Met300Val and Ile303Val, in the motif
B-loop) were readily selected in the presence of suboptimal concentration of
GPC-N114 [90]. The reason for the inability of enteroviruses to develop resistance
against GPC-N114 remains to be established. A possible explanation is that
mutations that would confer resistance to GPC-N114 also impair binding of
the template-primer, thereby preventing replication. Although the exact reason
remains to be determined, the structural data suggest that, in contrast to most
allosteric binding sites, the GPC-N114-binding cavity in enterovirus 3Dpol lacks the
conformational plasticity required to develop resistance. In contrast, EMCV 3Dpol

appears to be sufficiently plastic to allow for compound-resistance substitutions.
As expected, structural comparisons showed high similarity between the CVB3
and the EMCV enzymes, but a major difference existed in the main interactions
established between these polymerases with the inhibitor that could possibly underlie
the differences observed in the emergence of resistant mutations. A key interaction
of the CVB3 3Dpol-GPC-N114 was mediated by Tyr195 (Figure 4E). In contrast, the
equivalent residue in EMCV 3Dpol is Ala, resulting in a weaker interaction with the
compound. This weaker interaction together with an increment of the flexibility
in the compound-binding area, induced by the B loop resistance mutations, might
result in a decrease of GPC-N114 binding to the EMCV enzyme.

In summary, the identification of this novel drug-binding pocket in the
picornaviral 3Dpol might serve as a starting point for the design of new antiviral
compounds targeting the template-binding channel.

6. Conclusions

RNA-dependent RNA polymerases (RdRPs) play central roles in both
transcription and viral genome replication. In picornaviruses, these functions are
catalyzed by the virally encoded RdRP, termed 3Dpol. 3Dpol also catalyzes the
covalent binding of two UMP molecules to a tyrosine on the small protein VPg.
Uridylylated VPg then serves as a protein primer for the initiation of RNA synthesis.

The ever growing availability of structures of picornaviral catalytic complexes
provided an increasingly accurate picture of the functional steps and regulation
events underliying viral RNA genome replication. Data currently available provides
high-resolution pictures for a range of conformational states associated to template
and primer recognition, VPg uridylylation, rNTP recognition and binding, catalysis
and chain translocation. Such structural information is providing new insights into
the fidelity of RNA replication, and for the design of antiviral compounds.

Protein primed mechanism of replication initiation mediated by VPg appears
to be a process that involves more than one VPg binding site in 3Dpol possibly at
different stages of the virus replication initiation process. Although the number of
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3Dpol-VPg structures available show individual snapshots of the process, to obtain
a global picture of the assembly, regulation and dynamics of complete replication
initiation complexes, requires further analyses of high order assemblies formed
not only by the polymerase and VPg but also involving different viral and host
proteins, protein precursors and RNA templates. Such structures should provide a
more detailed view of the molecular events underlying the initiation of picornavirus
genome replication.

The structures of a large number of picornavirus replication-elongation
complexes captured subtle conformational changes associated with nucleotide
selection and active site closure. Among these movements, the motif B-loop assists
in the positioning of the template nucleotide in the active site. Binding of the correct
nucleotide then induces the β-strands realignment in the palm subdomain and
repositioning of the motif A aspartate for catalysis. Steric clashes between the motif
B-loop and the template RNA would finally promote translocation.
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Using the Hepatitis C Virus
RNA-Dependent RNA Polymerase as a
Model to Understand Viral Polymerase
Structure, Function and Dynamics
Ester Sesmero and Ian F. Thorpe

Abstract: Viral polymerases replicate and transcribe the genomes of several viruses
of global health concern such as Hepatitis C virus (HCV), human immunodeficiency
virus (HIV) and Ebola virus. For this reason they are key targets for therapies to treat
viral infections. Although there is little sequence similarity across the different types
of viral polymerases, all of them present a right-hand shape and certain structural
motifs that are highly conserved. These features allow their functional properties
to be compared, with the goal of broadly applying the knowledge acquired from
studying specific viral polymerases to other viral polymerases about which less
is known. Here we review the structural and functional properties of the HCV
RNA-dependent RNA polymerase (NS5B) in order to understand the fundamental
processes underlying the replication of viral genomes. We discuss recent insights
into the process by which RNA replication occurs in NS5B as well as the role that
conformational changes play in this process.

Reprinted from Viruses. Cite as: Sesmero, E.; Thorpe, I.F. Using the Hepatitis C
Virus RNA-Dependent RNA Polymerase as a Model to Understand Viral Polymerase
Structure, Function and Dynamics. Viruses 2015, 7, 3974–3994.

1. Introduction

Polymerases are crucial in the viral life cycle. They have an essential role in
replicating and transcribing the viral genome and as a result are key targets for
therapies to treat viral infection. A virus may not need to encode its own polymerase
depending on where it spends most of its life cycle. Some small DNA viruses that
spend all their time in the cell nucleus can make use of the host cell’s polymerases.
However, viruses that remain in the cytoplasm do need to encode their own [1].

For viruses that require their own polymerase, most of these enzymes display
detectable activity in vitro without accessory factors. This is primarily because the
sizes of genomes that can be packaged in the viral capsid are limited [1,2]. In addition,
some polymerases perform other functions related to viral genome transcription
and replication. Examples include the RNA-dependent RNA polymerases from the
Flavivirus genus of the Flaviviridae family, retrovirus reverse transcriptases and some
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viral DNA-dependent polymerases. Flavivirus polymerases have a methyltransferase
domain that catalyzes methylations of a 51-RNA cap [3]. The retrovirus reverse
transcriptase has an additional ribonuclease H domain that catalyzes degradation of
the RNA strand in the RNA-DNA hybrid during genome replication [4]. Some viral
DNA-dependent polymerases have a nuclease domain with proof-reading activity to
correct nucleotides incorrectly incorporated during genome synthesis [5].

With regard to copying the viral genome, distinct replication mechanisms
are used by different types of viral polymerases. A number of functions must
be orchestrated depending on the specific virus in question [1]:

(1) Recognition of the nucleic acid binding site
(2) Coordination of the chemical steps of nucleic acid synthesis
(3) Conformational rearrangement to allow for processive elongation
(3) Termination of replication at the end of the genome

Viral polymerases are often classified into four main categories based on
the nature of the genetic material of the virus as follows: RNA-dependent RNA
polymerases (RdRps), RNA-dependent DNA polymerases (RdDps), DNA-dependent
RNA polymerases (DdRps), and DNA-dependent DNA polymerases (DdDps) [1].
DdDps and DdRps are used for the replication and transcription, respectively, of
DNA for both viruses and eukaryotic cells. In contrast, RdDps and RdRps are
mainly used by viruses since the host cell does not require reverse transcription
or RNA replication. RdDps are employed by retroviruses such as the human
immunodeficiency virus (HIV). RdRps are employed by viruses such as Hepatitis
C virus (HCV), poliovirus (PV), human rhinovirus (HRV), foot-and-mouth-disease
virus (FMDV) and coxsackie viruses (CV) among others. We will primarily focus on
RdRps in this review since they are crucial in the replication process of viruses that
are important global pathogens.

There are seven classes of viruses according to the Baltimore classification [6]
based on the genome type and method of mRNA synthesis. These are associated
with the four classes of polymerases specified in the previous paragraph as shown
in Table 1.

Table 1. Baltimore classification of viruses compared with the classification of viral
polymerases based on their targeted genetic material.

Genetic
Material Baltimore Classification Polymerase Classes Examples

DNA
ssDNA viruses DNA dependent DNA polymerases Human parvovirus B19
dsDNA viruses DNA dependent RNA polymerases Bacteriophage ϕ29

RNA
(+) ssRNA viruses

RNA dependent RNA polymerases
HCV, PV, West Nile virus

(´) ssRNA viruses Influenza
dsRNA Bacteriophage ϕ6

RNA/ ssRNA-rt viruses RNA dependent DNA polymerases Retrovirus
DNA dsDNA-rt viruses Hepatitis B
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2. General Structural Features of Viral Polymerases

The structure of all polymerases resembles a cupped right hand and is divided
into three domains referred to as the palm, fingers and thumb (see Figure 1a) [1,7].
This nomenclature is based on an analogy to the structure of the Klenow fragment
of DNA polymerase [8]. The palm domain is the most highly conserved domain
across different polymerases and is the location of the active site. In contrast, the
thumb domain is the most variable. Fingers and thumb domains vary significantly
in both size and secondary structure depending on the specific requirements for
replication in a given virus (i.e., replicating single- or double-stranded RNA/DNA
genomes). The fingers and thumb domains of different polymerases have similar
positions with respect to the palm, which contains the active site in which catalytic
addition of nucleotides occurs. Changes in the relative positions of the fingers and
thumb domains are associated with conformational changes of the polymerase at
different stages of replication [7]. Three well-defined channels have been identified
on the polymerase, serving as the entry path for template and NTPs (i.e., the template
and NTP channels) and exit path for double stranded RNA (dsRNA) product (i.e.,
the duplex channel) [9,10] (see Figure 1b,c,e).

In the active site, the correct NTP to be added to the daughter strand is selected
by Watson-Crick base-pairing with the template base. The selectivity for ribose
(rNTP) vs. deoxyribose NTPs (dNTP) is regulated by the interaction of the polymerase
with the 21-OH of the NTP. In general, DNA polymerases that incorporate dNTP in
the growing daughter strand have a large side chain that prevents binding of an rNTP
with a 21-OH. However, RNA polymerases utilize amino acids with a small side
chain and form H-bonds with the 21-OH of the rNTP. The polymerase active site often
binds the correct NTP with 10–1000-fold higher affinity than incorrect NTPs [11].
While viral polymerases often have domains in addition to the fingers, palm and
thumb that carry out functions related to other aspects of viral genome transcription
and replication (see Introduction), this is not the case for the HCV polymerase.

31



Viruses 2015, 7 4 
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of the enzyme); (c) NTP channel in NS5B (back of the enzyme); (d) Motifs and functional 

regions of NS5B. Motif A in red, B in orange, C in yellow, D in bright green, E in pink, F 

in purple and G in cyan. Functional regions: I in light green, II in violet and III in tan;  

(e) Template channel (top view of the enzyme). 
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roles of each. 

Figure 1. (a) Right-hand structure of HCV polymerase (NS5B). Palm, fingers and
thumb domains are shown in red, blue and green respectively; (b) Duplex channel
in NS5B (front of the enzyme); (c) NTP channel in NS5B (back of the enzyme);
(d) Motifs and functional regions of NS5B. Motif A in red, B in orange, C in yellow,
D in bright green, E in pink, F in purple and G in cyan. Functional regions: I in light
green, II in violet and III in tan; (e) Template channel (top view of the enzyme).

3. Conserved Structural Motifs of Viral Polymerases

There are several structural motifs (designated A through G, see Figure 1d)
that display varying levels of conservation among the different viral polymerases.
Some motifs have been shown to be conserved across all viral polymerases (motifs
A to E) while others (motifs F and G) have only been shown to be conserved for
the RdRps. High levels of conservation despite the low sequence similarity among
polymerases suggests that these motifs have functions that are vital for the action of
these enzymes [1,7,9,12,13].

Motifs A and C have been closely studied because they are located in the active
site. Motif C includes the GDD amino acid sequence that is the hallmark of RdRps.
These conserved residues are bound to the metal ions (Mg2` or Mn2`) necessary
for catalysis. Motif B contains a consensus sequence of SGxxxT and is located at the
junction of the fingers and palm domains [7]. Motif F binds to incoming NTPs and
RNA and is situated near the entrance of the RNA template channel. The sequence
of this motif is not conserved in de novo initiating RdRps such as that present in
HCV [14]. These polymerase sequence motifs have also been used to identify new
polymerase genes in newly sequenced virus genomes [1]. Further details about the
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roles of each motif are shown in Table 2. Other regions have also been shown to
have fundamental importance in RdRp function and have been named “functional
regions”. See Table 3 for a list of the residues included in these regions and the
functional roles of each.

Table 2. Characteristic sequence motifs in polymerases from prototypical viruses:
hepatitis C virus (HCV), poliovirus (PV) and foot-and-mouth-disease virus
(FMDV) [7,9,12,15,16].

Conserved
Elements Role Location

Residues

HCV PV FMDV

Motifs

A Coordinates Magnesium and selects type of nucleic acid
(RNA vs. DNA) Palm 216–227 229–240 236–247

B Determines nucleotide choice (rNTP or dNTP) Palm 287–306 293–312 303–322

C Coordinates Magnesium Palm 312–325 322–335 332–345

D Helps accommodate active site NTPs Palm 332–353 338–362 348–373

E Maintains rigidity of secondary structure that is required for
relative positioning of thumb and palm domains Palm 354–372 363–380 374–392

F Binds incoming NTPs and RNA Fingers 132–162 153–178 158–183

G Binds primer and template Fingers 95–99 113–120 114–121

Functional
regions

I Binds template Fingers 91–94 107–112 108–113

II Binds template Fingers 168–183 184–200 189–205

III Binds nascent RNA duplex Thumb 401–414 405–420 416–430

Table 3. RdRps virus families and species [1,17].

Virus family Representative Species

(+) ssRNA

Picornaviradae Poliovirus (PV)
Human rhinovirus (HRV)

Foot-and-mouth-disease virus (FMDV)
Coxsackie viruses (CV)

Hepatitis A virus (HAV)

Caliciviridae Rabbit hemorrhagic disease virus (RHDV)
Norwalk virus (NV)

Sapporo virus

Togaviridae Sindbis virus

Flaviviridae West Nile virus (WNV)
Yellow fever virus

Dengue virus (DENV)
Japanese encephalitis disease virus (JEV)

Hepatitis C virus (HCV)
Bovine viral diarrhea virus (BVDV)

(´) ssRNA

Orthomyxoviridae Influenza virus
Paramyxoviridae Measles and mumps viruses

Bunyaviridae Hantavirus
Rhabdoviridae Rabies virus

Filoviridae Ebola and Marburg virus
Bornaviridae Borna disease virus

dsRNA

Cystoviridae Bacteriophage φ6
Reoviridae Reovirus

Birnaviridae
Fish infectious pancreatic necrosis virus (IPNV)

Infectious bursal disease virus (IBDV)
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4. Structural Features of RdRps

RdRps replicate the genomic material in RNA viruses. Many of these viruses
are significant public health concerns including HCV, Dengue virus, Japanese
encephalitis and yellow fever. For this reason RdRps are key targets for new drugs
and it is crucial to understand the mechanisms by which they replicate viral genomes.
The fact that there are no mammalian homologs of RdRps [18,19] makes them an
optimal drug target because potential therapeutics would tend to selectively affect
the viral polymerases without interfering with the function of host polymerases.

Within RdRp encoding viruses there are ssRNA viruses (both + and ´ sense)
and dsRNA viruses (see Table 3). Genome replication in (+) ssRNA viruses takes
place in a membrane-bound replication complex [9,20,21]. (+) RNA serves as mRNA
and can be translated immediately after entering the cell [1]. Thus, unlike the
(´) RNA viruses, (+) RNA viruses do not need to package an RdRp within the
virion [22].

The first X-ray structure of an RdRp was generated for Poliovirus (PV)
polymerase in 1997 [23]. X-ray structures are currently available from seven families
of RdRps. These include (+) RNA viruses: Picornaviridae (PV, HRV, FMDV, CV and
HAV), Caliciviridae (RHDV, NV and Sapporo virus) and Flaviviridae (HCV and
BVDV) as well as (´) RNA viruses: Orthomyxoviridae (Influenza virus) and dsRNA
viruses: Cystoviridae (Bacteriophage φ6), Reoviridae (Reovirus and Rotavirus)
and Birnaviridae (IBDV). A table listing each NS5B structure currently available
in the PDB is included as supporting information. The PDB IDs, a description of
each structure and their resolution is provided. Similar information for other viral
polymerases is presented in Tables 1 and 2 of Subissi et al. [14].

A characteristic trait of RdRps is the extensive interaction between fingers and
palm domains [24]. RdRps have an extension of the fingers domain called the
fingertips that connects the fingers and thumb domains to form a fully enclosed
active site. The fingertips also contribute to the formation of well-defined template
and NTP channels in the front and back of the polymerase, respectively.

RdRps were originally thought to be found uniquely in viruses. However, in
1971 the first eukaryotic RdRp was found in Chinese Cabbage [25]. Later on cellular
RdRps were also found in plants, fungi and nematodes [26–28]. Cellular RdRps play
important roles in both transcriptional and post-transcriptional gene silencing [29].
Although viral and cellular RdRps show little sequence homology, both share the
“right hand” shape containing palm, thumb and fingers domains. The palm domain
of cellular RdRps is particularly well-conserved and contains four motifs maintained
in all polymerases. These facts make it likely that the cellular RdRps share some
of the basic mechanistic principles of viral RdRps and that knowledge obtained for
viral RdRps may be transferable to cellular RdRps [13].
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The Flaviviridae family has been widely studied because many members of
this family cause diseases in humans. Within this family there are three genera:
Flaviviruses, Hepaciviruses and Pestiviruses (see Table 4). HCV is part of the
Hepaciviruses genus and is an important pathogen for which no vaccine is currently
available. In explaining recent insights regarding the mechanism by which the HCV
RdRp (gene product NS5B) replicates the viral genome, we will make comparisons
with other members of the Flaviviridae family. However, we note that some
differences may exist, particularly if the other family members are part of a
different genus.

Table 4. Genera and species of the Flaviviridae family.

Virus Family Genus Species

Flaviviridae
Flaviviridae

West Nile virus
Yellow fever virus

Dengue virus
Japanese encephalitis disease virus

Hepaciviruses Hepatitis C virus (HCV)

Pestiviruses Bovine viral diarrhea virus (BVDV)

5. Catalytic Mechanism and Polymerase Reaction Steps

All known polymerases synthesize nucleic acid in the 51 to 31 direction [9].
Thus, replication in positive-stranded RNA viruses occurs via a negative-stranded
intermediate. The polymerase reaction has three stages: initiation, elongation and
termination. For this cycle to take place the polymerase needs to have binding sites
for: (a) the template strand; (b) the primer strand or initiating NTP (P-site) and (c)
incoming NTP (N-site). The 31-nucleotide defining the site of initiation is designated
“n”. Residues at the “n” and “n + 1” positions of the template define the P-site
and N-site.

At the initiation stage, the formation of the first phosphodiester bond is key
for polymerization of the nucleotides to begin. To form this phosphodiester bond a
hydroxyl group corresponding to a nucleotide 31-OH is needed. Depending on how
this 31-OH is supplied two mechanisms are differentiated: primer dependent in the
case that a primer provides the required hydroxyl group, or primer independent (also
called de novo) if this hydroxyl group is provided by the first NTP [2]. The variety of
mechanisms reflect the adaptation of the viruses to the host cell [1]. The size of the
thumb domain seems to define whether a polymerase uses the primer-dependent
or de novo mechanism. Most viruses in Picornaviridae and Caliciviridae families
utilize a primer-dependent mechanism, but exceptions are found, such as noroviruses
in the Caliciviridae family, that synthesize the (´) strand de novo [30]. In general
these enzyme have a small thumb domain that provides a wider template channel
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to accommodate both template and primer. For this mechanism different primers
such as polypeptides, capped mRNAs or oligonucleotides may be used. In contrast,
the Flaviviridae family that employs the de novo mechanism has a large thumb
domain and narrower template channel suited to accommodate only the ssRNA and
NTP [1,14]. However, we note that under certain conditions de novo polymerases can
be induced to become primer dependent [31].

When the de novo mechanism is used initiation takes place exactly at the
31-terminus of the template RNA, so the initiating NTP (the first NTP of the growing
strand) is dictated by the template. Both HCV and BVDV from the Flaviviridae
family have been observed to require high concentrations of GTP for the initiation
of RNA synthesis regardless of the RNA template nucleotide [32,33] which led to
the suggestion that GTP may be needed for structural support of the initiating NTP.
Harrus et al. [34] also suggested that GTP may act as the “initiation platform” and
D’Abramo et al. [35] pointed out that this GTP may stabilize the interaction between
the 31-end of the template and the priming nucleotide. This stabilizing GTP binds
inside the template channel, 6 Å from the catalytic site. It is not incorporated into
the nascent RNA strand and is thought to be released from the active site during
the elongation stage [9]. We note that another GTP molecule has been reported to
bind at the rear of the thumb domain near the fingertips in NS5B. This GTP has been
suggested to play a role in activating de novo initiation or in allosterically regulating
the conformational changes needed for replication [36].

Because base-pairing alone is insufficient to stabilize the dinucleotide product in
the “P-site”, specialized structural elements are employed [13]. Besides the stabilizing
GTP there is also a polymerase structural initiation platform, the so-called β-flap
(residues 443–454). This β-flap likely supports the stabilizing GTP but would need
to move out of the way in the elongation phase to allow the dsRNA product to
exit [1,9,34]. Other researchers have suggested the C-terminal linker (residues 531
to 570) also plays a regulatory role in the initiation stage of replication by acting as
a buttress during the initiation stage and moving out of the template channel in a
similar way as the β-flap in order to allow egress of the double stranded RNA [14,37]
(see Figure 2).

An advantage of the primer-dependent mechanism is that a stable elongation
complex is formed more easily. There is limited abortive cycling, if any, and no
requirement for large conformational rearrangements [13]. In contrast, for the de novo
mechanism the first dinucleotide is not sufficiently stable and an initiation platform is
needed to provide additional stabilization. This reduced stability sometimes results
in abortive cycling for the de novo mechanism. However, an advantage of the de novo
mechanism is that no additional enzymes are needed to generate the primer [38].
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and Choi [1]. The linker and C-terminal anchor are shown in orange as one contiguous 
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Figure 2. Schematic describing de novo initiation in Hepaciviruses and Pestiviruses.
Note that Flaviruses do not anchor their C-terminus in the Endoplasmatic
Reticulum (ER). This figure was generated by incorporating the descriptions
provided by both Appleby et al. [35] and Choi [1]. The linker and C-terminal
anchor are shown in orange as one contiguous element. The β-flap is colored red
(as in Figure 3), the template strand in purple, the growing strand in green, the
stabilizing GTP in blue and the Endoplasmic Reticulum (ER) in brown. The “N”
and “P” indicate where the N-site (nucleotide-site) and P-site (priming-site) are.
These correspond to the positions of the growing strand that bind to residues “n”
and “n + 1” of the template strand respectively.

After the template and primer or initiating NTP are bound to the enzyme, the
steps required for single-nucleotide addition are [1]:

(1) incorporation of the incoming NTP into the growing daughter strand by
formation of the phosphodiester bond

(2) release of pyrophosphate
(3) translocation along the template.
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Figure 3. NS5B structure with characteristic elements highlighted. (a) Front view
and (b) top view. The linker is shown in orange, the β-flap in red. The fingertips
are shown in blue (the delta 1 loop) and green (the delta 2 loop).

These three steps are repeated cyclically during elongation until the full RNA
strand is replicated.

In order to facilitate nucleotide addition, all polymerases have two metal ions
(Mg2` or Mn2`) in the active site bound to two conserved aspartic acid residues.
These metal ions have been shown to be essential for catalysis via the so-called “two
metal ions” mechanism. This mechanism was proposed by Steiz in 1998 [39] and is
as follows: the incoming NTP binds to metal ion B that orients the NTP in the active
site and that may contribute to charge neutralization during catalysis. Metal ion B
coordinates to the β- and γ-phosphate groups of the incoming NTP as well as the
aspartic acid residue in motif A. Once the nucleotide is in place, the second divalent
cation (Metal ion A) coordinates to the initiating NTP, lowering the pKa of the 31-OH
and facilitating nucleophilic attack on the α-phosphate. This then leads to formation
of the phosphodiester bond and the release of pyrophosphate (PPi). Metal ion A
coordinates to the α-phosphate group of the incoming NTP, the 31-OH of the priming
NTP and the aspartic acid residue in motif C (see Figure 4). Both metal ions stabilize
the charge and geometry of the phosphorane pentavalent transition state during the
nucleotidyl transfer reaction [1,13,38].

The switch to elongation requires a major conformational change in the
polymerase structure. Both the β-flap and the linker need to be displaced and
an opening of the enzymatic core occurs. This open conformation may be one of the
factors that enables a higher processivity in the elongation stage compared to the
initiation stage (for more detailed information about this change in conformation see
Section 5 below).
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Figure 4. Two metals ions mechanism in RdRps. The squares represent the bases
that are part of the nucleotides. This figure is inspired by a similar figure from
Choi et al. [1].

Little is known about the termination of RNA synthesis. It has been
suggested that the polymerase may simply fall off the end of the template once
the complementary strand has been synthesized [14,40]. It is important to note that
RNA synthesis by NS5B is error-prone due to the lack of proofreading activity of
the RdRp enzymes. The mutation rates are estimated to be on the order of one
mutation per 103–107 nucleotides resulting in approximately one error per replicated
genome [1,41]. In contrast the mutation rate in E. coli, where cellular polymerases
benefit from error-correcting mechanisms, is on the order of one mutation per
109–1010 nucleotides [1]. The large error rate results in the high genetic variability
of the HCV viruses and provides a molecular basis for the rapid development of
resistance to therapies.

6. NS5B Conformational Changes during the Replication Cycle

One characteristic unique to viral RdRps is their “closed-hand” shape. This
terminology started to be used because their X-ray structures appear to be
more closed than the previously characterized DdDps, DdRps and RTs (called
“open-hand”) [7,14,38,42]. This “closed-hand” shape is characterized by the fingertips
region, a hallmark of RdRps, that connects the fingers and palm domains on the
back of the enzyme as well as by the so-called β-flap on the front of the enzyme
(see Figure 3). The latter is specific to the Flaviviridae RdRps while the linker,
or a variation of it, is common to most of the de novo initiating RdRps [40] (note,
however, that it is not found in the Flavivirus RdRps). The linker (residues 531
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to 570) connects the NS5B catalytic core (residues 1 to 530) with the C-terminus
transmembrane anchor (residues 571 to 591). These last twenty-one C-terminal
residues seem not to influence RNA synthesis in vitro [40]. Given that these residues
are very hydrophobic, their removal facilitates expression and purification of the
enzyme. Thus, most biochemical and all structural studies have been carried out with
the so-called NS5B ∆21 enzyme variant in which these residues have been removed.

Most of the NS5B structures that have been reported are thought to be in
the closed conformation. However, it has been observed that de novo initiation
by NS5B in vitro does not only occur at the 31 end of the template but also can
take place at internal template sites [43,44] and on circular templates [31]. These
facts suggest that in solution there is an equilibrium between the closed and open
conformations. The existence of the open conformation is supported by the structure
of NS5B from genotype 2a NS5B, [45] as well as the structure recently published by
Mosley et al. [46]. The latter contains a variant of NS5B that lacks the β-flap in complex
with primer-template RNA. Molecular dynamics simulations of Davis et al. [47] also
indicate the occurrence of open NS5B conformations.

The closed conformation is thought to represent the initiation state of the
polymerase. In this conformation the catalytic core only provides sufficient space
for a single-stranded RNA template and the nucleotides required for de novo
initiation of RNA synthesis, but is not wide enough to accommodate double-stranded
RNA [40]. To transition to elongation a major conformational change is needed
so the nascent RNA can egress. Primer-dependent RdRps undergo less dramatic
conformational changes than de novo-initiating RdRps [14] because the thumb domain
of primer-dependent RdRps is smaller, leaving enough room for the dsRNA product
to exit. Transitioning to elongation in de novo-initiating RdRps thus requires the
adoption of an open conformation [34,40,46,48]. To arrive at the open conformation
the β-flap would need to be moved out of the way, the stabilizing GTP should unbind
and also a rotation of the thumb domain should take place. This would position it
further from the center of the enzyme, increasing the size of the template and duplex
channels so the dsRNA can exit the enzyme [34,48]. If the C-terminal linker does act
as an initiation platform together with the β-flap, this element would also need to
move away from the template channel in the transition to elongation as described
by Appleby et al. [37] (see Figure 2). It is worth noting that conformational changes
have been reported in several RdRp structures [45,46,49]. These findings suggest that
these enzymes exhibit considerable conformational variability, which is similar to
observations made for other polymerases [50,51].

7. NS5B Inhibitors and Mechanisms of Action

There are two main classes of NS5B inhibitors: nucleoside inhibitors (NIs) and
non-nucleoside inhibitors (NNIs) (see Figure 5). NIs bind in the active site and
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generally act as non-obligate terminators of RNA synthesis after being incorporated
into the newly produced RNA strand. The advantages of NIs are that they have
shown stronger antiviral activity, are able to inhibit multiple HCV genotypes and
have a higher barrier to the emergence of drug resistance [48]. However, they have
the potential to also affect host polymerases since they interact with an active site that
has similar features among diverse types of polymerases. Sofosbuvir, the drug most
recently approved for HCV treatment is in this group. NNIs are allosteric inhibitors
that bind to sites other than the active site. NNIs are also promising, though they
have not yet been used in a clinical setting. NNIs are attractive for use in future
anti-HCV therapies due to the decreased likelihood that they will exhibit nonspecific
side effects compared to NIs. However, HCV is more likely to become resistant
to these inhibitors because there is typically not strong evolutionary pressure to
maintain the amino acid sequence of NNI binding sites. We focus on NNIs in this
review because the role of NIs as terminators of RNA synthesis is well understood.
In contrast, although many structures with NNIs bound have been solved, their
mechanism of action still remains to be elucidated.
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Figure 5. NS5B inhibitors. (a) The three allosteric sites of NS5B are highlighted
with space filling representations of inhibitors that bind in these locations. Thumb
site 1 (NNI-1) in yellow, thumb site 2 (NNI-2) in green, palm sites (NNI-3/4) in
purple; (b) chemical structures of NIs and NNIs that are in clinical trials or have
already been approved [52–59].

Four NNI sites have been identified: two in the thumb (NNI-1 and NNI-2)
and two in the palm (NNI-3 and NNI-4) (see Figure 5). Brown and Thorpe [60]
provide evidence that NNI-3 and NNI-4 are likely to be distinct regions within a
single large pocket rather than two individual pockets. For this reason we use the
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nomenclature NNI-3/4 to denote both of these partially overlapping sites. Due
to the fact that there are multiple distinct allosteric sites it may be possible to
use multiple NNIs in combination with each other or with NIs in the effort to
overcome resistance. NNIs are thought to inhibit NS5B by affecting the equilibrium
distribution of conformational states required for normal catalytic activity of the
enzyme [13,47]. Most of the NNIs that bind to the palm domain have been found to
stabilize the β-flap via critical interactions with Tyr448 [61], fixing it in the closed,
initiation-appropriate conformation and preventing these residues from moving out
to allow the RNA double helix to egress [46]. NNI-2 ligands have also been suggested
to prevent the occurrence of important conformational changes in NS5B [16,45,62].
Some studies have suggested that palm NNIs inhibit initiation while thumb NNIs
inhibit an early phase of replication that occurs after initiation but before elongation
starts [63–66]. Thus, the different allosteric sites may display distinct modes of action.
Davis et al. [46] studied the mechanism of inhibition of allosteric inhibitors in the
different allosteric sites. They found that inhibitors in the NNI-1 pocket seem to
prevent enzyme function by reducing its overall stability and preventing it from
stably adopting functional conformations. In contrast, NNI-2 inhibitors seem to
reduce conformational sampling, preventing the transitions between conformational
states that are required for NS5B to function. NNI-3 inhibitors were also observed
to restrict conformational sampling, though the dominant mode of action of these
molecules was predicted to result from blocking access of the RNA template (see
Figure 6).

Viruses 2015, 7 13 

 

 

conformational sampling, though the dominant mode of action of these molecules was predicted to 

result from blocking access of the RNA template (see Figure 6). 

 

Figure 6. Mechanisms of inhibition for NNIs. NS5B must transition between open and 

closed states to perform replication (upper left). NNI-1 inhibitors have been observed to 

reduce enzyme stability. NNI-2 inhibitors have been shown to reduce conformational 

sampling, confining the enzyme in closed conformations. NNI-3 inhibitors mainly block 

access of the RNA template but also induce some restriction of conformational sampling. 

The RNA template is represented as a black rectangle and the inhibitor as an orange ellipse. 

This may facilitate their use in combination therapies by degrading complementary functionalities 

in the enzyme. Understanding the molecular mechanisms by which small molecules in general and 

NNIs in particular inhibit the function of NS5B is essential for rationally design NS5B inhibitors. Such 

molecules may ultimately serve as a basis for more efficacious or cost-effective HCV therapies, either 

individually or in combination. 

One informative example that illustrates the useful interplay between determining the roles of 

structural and functional elements of NS5B and understanding the efficacy of NNIs is provided by 

recent studies of Gilead pharmaceuticals. Boyce et al. [67] assessed the activities and biophysical 

properties of a number of NS5B variants using mutations and deletions in the enzyme C-terminus and 

β-flap, in concert with challenging the enzyme using diverse NNIs. Their observations suggest that 

ligands which bind to NNI-2 exhibit a unique inhibitory mechanism relative to other NNIs.  

Boyce et al. [67] discovered that NNI-2 ligands are most effective when both the C-terminus and  

β-flap of the enzyme are present. These inhibitors were found to stabilize NS5B in a closed 

conformation, consistent with simulation studies by Davis et al. [16,47]. Boyce et al. [67] found that 

interactions between the C-terminus and the β-flap were required for inhibition, but not for ligand 

binding. These authors determined that NNI-2 inhibitors exhibited decreased efficacy for truncated 

NS5B variants and suggested that while the C-terminus and β-flap do not alter the intrinsic interactions 

of NNI-2 ligands with the enzyme, they do play an important role in propagating the allosteric effects 

that result from inhibitors binding to distant enzyme locations. This finding is consistent with 

mutational data for NNI-2 inhibitors, which map viral resistance mutations to areas around the  

β-flap [68]. 

Figure 6. Mechanisms of inhibition for NNIs. NS5B must transition between open
and closed states to perform replication (upper left). NNI-1 inhibitors have been
observed to reduce enzyme stability. NNI-2 inhibitors have been shown to reduce
conformational sampling, confining the enzyme in closed conformations. NNI-3
inhibitors mainly block access of the RNA template but also induce some restriction
of conformational sampling. The RNA template is represented as a black rectangle
and the inhibitor as an orange ellipse.
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This may facilitate their use in combination therapies by degrading
complementary functionalities in the enzyme. Understanding the molecular
mechanisms by which small molecules in general and NNIs in particular inhibit the
function of NS5B is essential for rationally design NS5B inhibitors. Such molecules
may ultimately serve as a basis for more efficacious or cost-effective HCV therapies,
either individually or in combination.

One informative example that illustrates the useful interplay between
determining the roles of structural and functional elements of NS5B and
understanding the efficacy of NNIs is provided by recent studies of Gilead
pharmaceuticals. Boyce et al. [67] assessed the activities and biophysical properties of
a number of NS5B variants using mutations and deletions in the enzyme C-terminus
and β-flap, in concert with challenging the enzyme using diverse NNIs. Their
observations suggest that ligands which bind to NNI-2 exhibit a unique inhibitory
mechanism relative to other NNIs. Boyce et al. [67] discovered that NNI-2 ligands
are most effective when both the C-terminus and β-flap of the enzyme are present.
These inhibitors were found to stabilize NS5B in a closed conformation, consistent
with simulation studies by Davis et al. [16,47]. Boyce et al. [67] found that interactions
between the C-terminus and the β-flap were required for inhibition, but not for ligand
binding. These authors determined that NNI-2 inhibitors exhibited decreased efficacy
for truncated NS5B variants and suggested that while the C-terminus and β-flap do
not alter the intrinsic interactions of NNI-2 ligands with the enzyme, they do play an
important role in propagating the allosteric effects that result from inhibitors binding
to distant enzyme locations. This finding is consistent with mutational data for NNI-2
inhibitors, which map viral resistance mutations to areas around the β-flap [68].

Simulation studies by Davis and Thorpe suggest that the enzyme C-terminus
reduces conformational sampling in NS5B, likely eliminating transitions between the
closed and open conformations necessary for the initiation and elongation phases
of replication respectively [69]. These observations predict that enzymes without
C-terminal residues should display increased activity, consistent with the findings of
Boyce et al. [67]. Other studies from Davis et al. [16,47] indicate that an NNI-2 ligand
can restrict conformational sampling even if the C-terminus is absent, stabilizing the
enzyme in a very closed state. One might expect that this property could account
for the inhibitory action of NNI-2 ligands without needing to invoke a role for the
C-terminus as suggested by Boyce et al. [67]. However, there are several important
considerations to be noted. First, the simulation studies examine the impact of
binding a ligand to the enzyme and do not directly probe inhibition. The studies
of Boyce et al. [67] indicate that binding affinities of NNI-2 ligands are not a good
proxy for inhibition efficacy. Thus, observations in the simulation studies may not be
explicitly linked to allosteric inhibition. Another consideration is that the simulation
studies were not carried out with both the inhibitor and the C-terminus present.
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It is possible that conformational restriction of the enzyme in the presence of both
entities would be even more dramatic, consistent with the enhanced inhibition in
Boyce et al. [67] measured in the presence of the C-terminus. Finally, different ligands
were employed in each study and it could be that distinct inhibitors elicit different
effects even though they bind to the same location. There is evidence that different
NNI-2 ligands are able to alter the conformational distribution of NS5B to different
extents [47]. Thus, it is possible that the enzyme C-terminus is only required for
observing the inhibitory effects of certain NNI-2 ligands.

In contrast to NNI-2, Boyce et al. [67] observed that the potency of NNI-1 ligands
was not affected by the presence of the C-terminus or β-flap. This observation
suggests that these ligands possess a completely different mechanism of action
compared to NNI-2 inhibitors. These authors noted that the presence of NNI-1
ligands lowered the melting temperature of NS5B, consistent with decreased stability
of the enzyme. The decrease of NS5B stability in the presence of NNI-1 ligands was
noted as well in other studies [70,71]. This finding is also consistent with results from
simulations of Davis et al. [47] that suggest NNI-1 and NNI-2 ligands have distinct
modes of action. In contrast to the stabilizing effect of NNI-2 ligands, it was observed
that an NNI-1 ligand destabilized conformational sampling in NS5B, preventing the
enzyme from stably occupying functional conformational states.

With regard to palm inhibitors, Boyce et al. [67] observed that such ligands
display larger dissociation constants in NS5B constructs for which C-terminal
residues were deleted, suggesting that the C-terminus facilitates binding to palm
sites. Palm site inhibitors also demonstrate decreased potency in these deletion
constructs, indicating that the C-terminus is needed for both binding and inhibition.
In simulation studies Davis et al. [47] observed that NNI-3 ligands were able to bind
to the enzyme without the C-terminus present and also restricted conformational
sampling of NS5B in a similar manner to NNI-2 ligands. However, the conformations
sampled when ligands were bound to NNI-3 tended to be more open in general
than those induced by an NNI-2 ligand. These conformations may perturb the
replication cycle to a reduced extent compared to NNI-2 or NNI-1 ligands. It is
possible that in the presence of the C-terminus NNI-3 ligands elicit more dramatic
changes in conformational sampling. Nonetheless, the authors concluded that the
dominant inhibitory effect of palm ligands is likely due to direct obstruction of the
RNA template channel (thus preventing the template from accessing the active site)
rather than conformational restriction. This observation is consistent with previous
predictions [72].

The findings of Boyce et al. [67] are important because they indicate the enzyme
C-terminus plays a crucial role in modulating the efficacy of NNIs. The likely
molecular basis of this observation can be readily understood by considering the
schematic shown in Figure 2. In this figure it is apparent that the C-terminus acts
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as a “stopper” in the template channel, preventing elongation of the nascent RNA
strand. Thus, both the C-terminus and β-flap need to be removed from the template
channel before elongation can proceed. If the C-terminus is not present, the template
channel cannot be effectively blocked and replication is less likely to be affected
by presence of the inhibitor. This is a quite interesting result, as it points to the
limitations of some inhibitor studies that may have been carried out in vitro using
enzyme variants without the C-terminus. It is likely that any ligands employing
the inhibitory mechanisms described by Boyce et al. [67] would not be identified in
such studies. Thus, the role of NS5B regulatory elements in strongly modulating the
efficacy of inhibitors must be taken into account when assessing ligand potency.

Studies such as those of Boyce et al. [67] or Davis and colleagues [16,47,69] may
be useful to understand the differing susceptibility of different NS5B variants (and
thus different HCV strains or genotypes) to the presence of diverse inhibitors. For
example, in some viral genotypes the C-terminus might interact more strongly with
the template channel than in others. One would anticipate that NNI-2 ligands would
be more effective in inhibiting such enzyme variants. The studies reviewed in this
article indicate that understanding the structure and function of NS5B provides
powerful insight into the molecular mechanisms governing inhibition of this enzyme
and the functional properties of other RdRps. For example, recent structural
studies of the Influenza virus polymerase reveal a β-flap element similar to that
which modulates the activity of NS5B and which may adopt a similarly important
role in these enzymes [73,74]. We note that simulation studies are particularly
helpful in this regard by allowing molecular mechanisms underlying the observed
structure-function relationships to be elucidated [16,47,69].

Understanding the molecular mechanisms involved in inhibition by NNIs could
facilitate the design and deployment of these molecules. The insights acquired
may also be transferable to other polymerases to better understand the relationship
between structure, function and dynamics in these enzymes. Due to the fact that
individual NNIs can have distinct sites of binding, it should be possible to combine
multiple NNIs such that their total inhibitory effect is enhanced relative to applying
any given inhibitor on its own [60]. It may be beneficial to target complementary
activities or distinct conformational states of the enzyme with an array of small
molecules to degrade a wide spectrum of NS5B functionality in a therapeutic context.
For example, it is possible that a large fraction of NS5B exists within the host cell in an
auto-inhibited state with the C-terminus occupying the template channel. In this way,
the virus can avoid negatively perturbing the host cell and facilitate evasion of the
host immune response. One could envision targeting both actively replicating and
auto-inhibited NS5B molecules with different inhibitors in order to more effectively
degrade intracellular enzyme activity.
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8. Summary

Flaviviridae viruses are (+) RNA viruses with RdRp polymerases that utilize
the de novo mechanism for initiation. While Flaviviridae polymerases possess
elements common to other RdRps such as the fingertips region, they are also
unique in possessing the β-flap that may be used as an initiation platform during
genome replication.

The important pathogen HCV is a member of the Flaviviridae family within the
Hepacivirus genus and employs NS5B as the RdRp that replicates its genome. There
are two key steps involved in the replication process: (1) the formation of the initial
dinucleotide and (2) the transition from initiation to processive elongation. Structural
elements of NS5B that likely have a crucial role in these steps are the C-terminal
linker and the β-flap (see Figure 3). Initiation is also facilitated by the so-called
“stabilizing GTP” in the active site (see Figure 2). Finally, a conformational change
involving movement of the thumb and fingers domains to position them further
apart has been observed to accompany the transition from initiation to elongation,
resulting in an open-hand conformation. The linker and the β-flap may have dual
roles: (1) acting as initiation platforms to stabilize formation of the first dinucleotide
and (2) regulating the transition to elongation. These structural elements can prevent
the enzyme from moving to the elongation stage and must be displaced to allow for
processive elongation to take place.

Thus, the available evidence suggests that NS5B possesses an intrinsic capacity
to be regulated via allosteric effectors including NNIs, the β-flap and the C-terminal
linker. In addition, the role of these effectors seems to be strongly modulated by
the specific context of the interaction. Understanding how these structural elements
govern enzyme activity and how they interface with inhibitors is important for
understanding the molecular mechanisms of allosteric inhibition in NS5B. Such
knowledge paves the way for rational design of inhibitors and combination therapies
both for NS5B and for the polymerases to which these insights can be generalized.
This information may also be useful in designing enzymes with attenuated activity,
as would be required if one sought to develop a strain of HCV that could serve as
the basis for a vaccine. Attenuating HCV by degrading the activity of NS5B is one
strategy that could prove useful in this regard. One potential drawback to such
efforts is the high mutation rate of HCV that results from the error-prone nature of
NS5B. However, it is possible that one could circumvent this issue by generating
a polymerase that not only possesses reduced efficacy, but also displays increased
fidelity and thus faithfully replicates the viral genome.

Viral polymerases and, specifically, RdRps share many common structural,
functional and dynamic features. Thus, the knowledge obtained in understanding
how NS5B functions may be transferable to polymerases from closely related
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viruses such as Dengue or West Nile virus, or even to other more distantly related
polymerases such as reverse transcriptase from HIV and 3D-pol from poliovirus.
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Nucleobase but not Sugar Fidelity is
Maintained in the Sabin I RNA-Dependent
RNA Polymerase
Xinran Liu, Derek M. Musser, Cheri A. Lee, Xiaorong Yang, Jamie J. Arnold,
Craig E. Cameron and David D. Boehr

Abstract: The Sabin I poliovirus live, attenuated vaccine strain encodes for four
amino acid changes (i.e., D53N, Y73H, K250E, and T362I) in the RNA-dependent
RNA polymerase (RdRp). We have previously shown that the T362I substitution
leads to a lower fidelity RdRp, and viruses encoding this variant are attenuated in a
mouse model of poliovirus. Given these results, it was surprising that the nucleotide
incorporation rate and nucleobase fidelity of the Sabin I RdRp is similar to that of
wild-type enzyme, although the Sabin I RdRp is less selective against nucleotides
with modified sugar groups. We suggest that the other Sabin amino acid changes
(i.e., D53N, Y73H, K250E) help to re-establish nucleotide incorporation rates and
nucleotide discrimination near wild-type levels, which may be a requirement for
the propagation of the virus and its efficacy as a vaccine strain. These results also
suggest that the nucleobase fidelity of the Sabin I RdRp likely does not contribute to
viral attenuation.

Reprinted from Viruses. Cite as: Liu, X.; Musser, D.M.; Lee, C.A.; Yang, X.; Arnold, J.J.;
Cameron, C.E.; Boehr, D.D. Nucleobase but not Sugar Fidelity is Maintained in the
Sabin I RNA-Dependent RNA Polymerase. Viruses 2015, 7, 5571–5586.

1. Introduction

Positive-strand RNA viruses are common causative agents of human disease,
including the common cold, myocarditis, encephalitis, hepatitis, and paralytic
poliomyelitis [1–7]. Poliovirus (PV) has been the subject of a largely-successful
global eradication campaign [8,9]. These efforts have relied on the live attenuated
oral poliovirus virus vaccine (OPV), and sustained in the developed world by
inactivated poliovirus vaccine (IPV) [10]. Historically, OPV has been the favored
treatment in the majority of countries, owing in part to its ease of use and lower
cost [10]. However, most developed countries have transitioned to IPV because of
OPV’s risk of vaccine-associated paralytic poliomyelitis (VAPP) and vaccine-derived
polioviruses (VDPV) [11]. OPV is generally comprised of three vaccine strains
empirically developed by Albert Sabin and colleagues [12–14]. The three Sabin
vaccine strains all have mutations located in the virus’ internal ribosome entry site
(IRES), which reduces the ability of PV to translate its RNA template within the
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neuronal cell [13,14]. Other mutations outside the IRES, including those within
protein coding regions, may also contribute to viral attenuation [15–20]. The most
abundant strain of the vaccine, Sabin I, has 57 mutations in its RNA sequence
compared to the parental Mahoney strain, leading to 21 amino acid changes in viral
proteins [21]. Four of these amino acid changes occur in the RNA-dependent RNA
polymerase (RdRp) that is responsible for genome replication. We have previously
shown that recombinant PV (i.e., Mahoney background) encoding the Sabin-derived
T362I mutation in the RdRp has a statistically significant reduction in viral virulence,
likely because the T362I RdRp is a more error-prone polymerase than the “wild-type”
(WT) enzyme [22]. These results are intriguing, and might suggest that the Sabin
I RdRp also contributes to viral attenuation. Such findings would be intriguing in
light of the suggestion that viruses encoding RdRp enzymes with altered fidelity
might serve as live, attenuated vaccine candidates [23].

PV RdRp has a highly-conserved canonical cupped right-hand structure with
palm, thumb, and finger subdomains (Figure 1) [24]. There are seven conserved
structural motifs, five of which (A to E) are located in the palm subdomain [25,26].
The T362I amino acid change occurs on structural motif D, which we have proposed is
important in phosphodiester bond formation and nucleotide discrimination [27,28].
More specifically, motif D contains a highly-conserved lysine residue (Lys359
in PV RdRp), which we have proposed acts as a general acid to protonate the
β-phosphate of the incoming nucleotide to facilitate bond breakage between the
α- and β-phosphates and create a better pyrophosphate leaving group [28,29].
We have suggested that the active-site loop containing Lys359 fluctuates between
“closed” and “open” conformations in which Lys359 is positioned and out-of-position
for catalysis, respectively. Our previous nuclear magnetic resonance (NMR) studies
are consistent with this proposal [22,29,30]. We have shown that the Sabin-derived
T362I amino acid substitution alters the motions of motif D, allowing the enzyme to
fluctuate more readily into a closed conformation even in the presence of incorrect
nucleotide, leading to a less faithful polymerase [22].

Other amino acid substitutions in the Sabin I RdRp may also change RdRp
function. The Y73H substitution has been shown to interfere with the initiation
of RNA synthesis [19], which might help to explain why PV encoding the Y73H
substitution is attenuated [17,20]. The D53N, Y73H, and T362I substitutions also
contribute to the temperature sensitivity of the Sabin I vaccine [15–17,31]. The
Sabin substitutions may also affect each other. Our previous molecular dynamics
(MD) simulations suggest that the T362I amino acid substitution induces different
nanosecond timescale motions in distant parts of the enzyme, including around
Asp53 [22]. We have also previously noted anti-correlated motions between motif
D and the α-helix containing Tyr73 [32]. It is also noted that the helices containing
Tyr73 and Lys250 are packed closely together (Figure 1). Altogether, these results
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suggest that there are structural and dynamic connections between the various Sabin
sites, which may contribute to the function of the Sabin I RdRp.

Figure 1. Locations of the amino acid substitutions in the Sabin I polymerase.
The structure of the PV RdRp (PDB 1RA6 [33]) has fingers, palm, and thumb
subdomains. Shown here is the “backside” of the protein, which allows easier
visualization of the Sabin residues. The conserved structural motifs are colored
(A, red; B, green; C, yellow; D, blue; E, purple; F, orange; G, brown). The locations
of the amino acid residues changed in the Sabin I polymerase are indicated in red
(i.e., D53N, Y73H, K250E, and T362I).

In this article, we show that although the T362I substitution by itself lowers
RdRp fidelity, the Sabin I RdRp, encoding all four substitutions, discriminates against
nucleotides with incorrect nucleobases at the same level as wild-type (WT) enzyme.
These results may suggest that there was evolutionary pressure during the selection
of the Sabin I virus to maintain an optimal level of RdRp fidelity. In contrast, the
Sabin I RdRp is less faithful when selecting against 21-modified nucleotides, which
would not be under the same selection pressure.

2. Results

2.1. Sabin PV RdRp Discriminates against Incorrect Nucleobases, but not against Incorrect
Sugars, to the Same Extent as WT RdRp

Our previous studies indicated that the T362I substitution in the PV RdRp
lowers nucleotide fidelity, likely because it alters the structural dynamics of the
motif-D active-site loop [22], an important structural component in nucleotide
discrimination [29]. Recombinant PV encoding the T362I substitution was also
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attenuated in a mouse model of PV [22]. These results suggested that the Sabin
I RdRp may also have altered fidelity and that its function may contribute to the
attenuation of the Sabin I vaccine strain. One way to probe polymerase fidelity is
to perform single nucleotide incorporation assays using purified enzyme [34,35].
As such, we produced a modified RdRp enzyme encoding all four amino acid
substitutions (i.e., D53N/Y73H/K250E/T362I). To ensure that the Sabin I RdRp was
amenable to the single nucleotide incorporation assays, we first examined its ability
to interact with RNA. We have previously shown that the T362I substitution does
not significantly weaken interactions between enzyme and RNA compared to WT
RdRp [22].

The RNA template used in the kinetic assays was the symmetrical
primer/template substrate (s/sU) that encodes for six complimentary base pairs
and a four nucleotide overhang at the 51 end (i.e., 51-GCAUGGGCCC-31), which has
been used in previous kinetic and NMR analyses of the PV RdRp [22,29,34–36]. The
s/sU RNA has a uracil as the first templating base in the RNA duplex. The rate and
yield of competent RdRp s/sU complexes for the Sabin I RdRp was highly similar to
that of WT PV RdRp (Figure 2). The dissociation rate constants for the RdRp-RNA
complexes were also very similar to that of WT PV RdRp (Figure 2). Experiments
with single-substituted variants (i.e., D53N, Y73H, and K250E) also did not reveal
substantial differences from the WT results. Any small differences we observed
between WT and variant RdRp enzymes were deemed not sufficient to interfere with
the single nucleotide incorporation assays.

We have previously investigated the nucleobase and sugar selectivity of the
T362I variant using single nucleotide incorporation assays, which yield the maximal
rate constant for nucleotide incorporation (kpol) and the apparent dissociation
constant for the incoming nucleotide (Kd,app) (Figure 3) [22,34,35]. These results
indicated that the T362I variant had similar kpol and Kd,app values for correct
nucleotide incorporation as WT RdRp, but had higher catalytic efficiency for
incorrect nucleotide incorporation, including those nucleotides with an incorrect
sugar (i.e., 21-dNTP) or incorrect nucleobase [22]. We performed similar experiments
on the Sabin I variant (Table 1). It should be noted that the correct nucleotide was
ATP in this case, since it is templated against U, and so nucleotides with incorrect
sugar and nucleobase were 21-dATP and GTP, respectively.

The Sabin I RdRp had higher rates of single nucleotide incorporation
than WT enzyme using ATP, 21-dATP, and GTP (Table 1; Figure 3). The
fidelity of nucleotide incorporation can be expressed according to the kinetic
experiments as (kpol/Kd,app)correct/(kpol/Kd,app)incorrect, where (kpol/Kd,app)correct

and (kpol/Kd,app)incorrect are the second-order rate constants for correct
(i.e., ATP) and incorrect nucleotide (i.e., using 21-dATP or GTP) incorporation
respectively (Table 1). Our results suggested that the Sabin I RdRp had a
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similar ability to discriminate against nucleotides with incorrect nucleobase
(i.e., (kpol/Kd,app)ATP/(kpol/Kd,app)GTP) as WT enzyme (Table 1). However, Sabin I
RdRp had a reduced ability to discriminate against nucleotides with a 21-deoxyribose
sugar (i.e., (kpol/Kd,app)ATP/(kpol/Kd,app)21´dATP) compared to WT enzyme. These
results suggested that the other three amino acid substitutions in the Sabin I RdRp
(i.e., D53N, Y73H, K250E) may also impact RdRp fidelity.

2.2. The K250E Substitution is Unstable in Cell Culture

The nucleobase fidelity of the Sabin I RdRp was similar to that of WT enzyme
(Table 1). Nonetheless, the Sabin amino acid substitutions may alter other functions
of the RdRp to impact virus biology. To explore this idea, we attempted to encode
recombinant PV (in Mahoney background) with the four substitutions occurring in
the Sabin I polymerase. Unfortunately, this variant was not genetically stable and
virus recovered from HeLa cells only retained the corresponding D53N/Y73H/T362I
mutations. These results suggested that the K250E substitution was not stable in
the Mahoney background, in the absence of other Sabin I mutations. Nonetheless,
there was a possibility that the triple variant D53N/Y73H/T362I could be used in
place of the Sabin variant for further biological characterization. Unfortunately for
those studies, the D53N/Y73H/T362I variant had different sugar and nucleobase
selectivities than the Sabin I variant (Table 1), and so we did not proceed with
cell-based or mouse-based studies. There were also functional differences between
the D53N/Y73H/T362I variant and T362I and WT RdRp enzymes (Table 1). Again,
these results suggested that the other two substitutions, D53N and Y73H, had some
effect on the rates and fidelity of nucleotide incorporation.
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Figure 2. The Sabin amino acid substitutions do not substantially change the
association or dissociation of RdRp complexes. (A) The s/sU RNA is 32P-labeled on
the 51 end for the association and dissociation assays; (B) the experimental design
for the RdRp-RNA-NTP assembly assay. RNA (0.5 µM duplex) and 500 µM ATP
(i.e., which will template against U) were pre-incubated for 5 min at 30 ˝C before
the addition of 1 µM RdRp. Reactions were quenched at the indicated times by
adding 25 mM EDTA; (C) comparisons of the RdRp-RNA-NTP assembly assay for
WT ( ), D53N (�), Y73H (N), K250E (�), T362I (İ) and Sabin ( ) RdRp. The Sabin
I RdRp contains all four amino acid substitutions (i.e., D53N, Y73H, K250E and
T362I); (D) the experimental design for the RdRp-RNAA dissociation assay. RdRp
(1 µM) and RNA (0.1 µM) were pre-incubated at 30 ˝C for 90 s before the addition
of 100 µM unlabeled RNA (i.e., “trap”). After the indicated times, the reaction
buffer was mixed with 500 µM ATP and then quenched after 30 s by the addition of
25 mM EDTA; (E) the RdRp-RNA dissociation assays for WT ( ), D53N (�), Y73H
(N), K250E (�), T362I (İ) and Sabin ( ) RdRp. The lines represent the data fits to a
single exponential function; (F) the RdRp-RNA dissociation rate constants derived
from the data in panel (E). The dissociation rate constants for the RdRp variants are
not substantially different from the WT enzyme.
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Figure 3. The Sabin I RdRp discriminates less against nucleotides with an
incorrect 21-deoxyribose sugar, but maintains nucleobase fidelity similar to WT
enzyme (A) experimental design for the single nucleotide incorporation assay
using ATP and 21-dATP. RdRp (1 µM) was pre-incubated with s/sU RNA (1 µM),
before being quickly mixed with equal volume of ATP or 21-dATP with different
concentrations. These reactions were monitored by fluorescence changes over
time using a stopped-flow apparatus. Kinetic data for (A) AMP and (B) 21-dAMP
incorporation are plotted. The results for WT, T362I, and Sabin RdRp are shown
in black, blue, and red, respectively. The lines represent data fit to a hyperbola
function to give an apparent dissociation constant (Kd,app) and a maximal rate
constant for nucleotide incorporation (kpol); (D) the experimental design for the
single nucleotide incorporation assay using GTP. RdRp (1 µM) was pre-incubated
with s/sU RNA (1 µM) at room temperature for 3 min and then at the assay
temperature of 30 ˝C for 2 min, before being quickly mixed with equal volume
of GTP at different concentrations. In this case, RNA was 32P labeled on 51-end;
and (E) kinetic data for GMP incorporation are plotted in black, blue, and red for
WT, T362I and Sabin RdRp respectively. The lines represent data fit to a hyperbola
function to yield Kd,app and kpol values.
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2.3. D53N, Y73H and K250E PV RdRp Present Different Fidelities for Sugar and
Nucleobase Selection

The functional differences between the Sabin I, D53N/Y73H/T362I, and T362I
variants suggested that the D53N, Y73H, and K250E substitutions all affect RdRp
function. As such, we determined kinetic values for the other single-substituted
variants (Figure 1; Table 1). Although the changes induced by the single substitutions
were relatively small, we note that small changes in RdRp fidelity can lead to
biological effects (e.g., [37–40]). All three variants (i.e., D53N, Y73H, and K250E)
were a little less selective against nucleotides with incorrect sugars compared to WT
RdRp. However, there were different effects for nucleobase selection. The nucleobase
selectivities for the D53N, Y73H, and K250E variants were lower than, higher than,
and similar to that of WT RdRp, respectively (Table 1).

Table 1. The Sabin amino acid substitutions induce small changes in RdRp catalytic
rates and fidelity.

Variant NTP kpol (s´1) Kd,app (µM)
kpol/Kd,app

(µM´1¨ s´1)
kpol,corr./
kpol,incorr.

(kpol/Kd,app)corr./
(kpol/Kd,app)incorr.

WT

ATP

5.9˘ 0.1ˆ 101 36˘ 2 1.6 – –
D53N 6.2˘ 0.1ˆ 101 39˘ 2 1.6 – –
Y73H 4.6˘ 0.1ˆ 101 40˘ 2 1.2 – –
K250E 7.6˘ 0.1ˆ 101 58˘ 3 1.3 – –
T362I 6.7˘ 0.1ˆ 101 33˘ 2 2.0 – –

D53N/T362I 7.2˘ 0.1ˆ 101 44˘ 2 1.6 – –
D53N/Y73H/T362I 8.4˘ 0.2ˆ 101 47˘ 4 1.8 – –

Sabin 7.4˘ 0.1ˆ 101 39˘ 2 1.9 – –

WT

21-dATP

8.9˘ 0.1ˆ 10´1 134˘ 4 6.7ˆ 10´3 70 240
D53N 9.3˘ 0.2ˆ 10´1 101˘ 9 9.3ˆ 10´3 70 170
Y73H 7.3˘ 0.1ˆ 10´1 117˘ 5 6.2ˆ 10´3 60 190
K250E 1.4˘ 0.0 174˘ 6 8.0ˆ 10´3 50 160
T362I 1.5˘ 0.0 112˘ 4 1.3ˆ 10´2 40 150

D53N/T362I 1.5˘ 0.0 132˘ 6 1.1ˆ 10´2 50 150
D53N/Y73H/T362I 1.4˘ 0.0 101˘ 9 1.4ˆ 10´2 60 130

Sabin 2.0˘ 0.0 145˘ 4 1.4ˆ 10´2 40 140

WT

GTP

1.1˘ 0.1ˆ 10´2 142˘ 15 7.7ˆ 10´5 5400 21,000
D53N 7.3˘ 0.8ˆ 10´3 91˘ 35 8.0ˆ 10´5 8400 20,000
Y73H 8.2˘ 0.5ˆ 10´3 154˘31 5.3ˆ 10´5 5600 23,000
K250E 9.9˘ 0.8ˆ 10´3 160˘41 6.1ˆ 10´5 7700 21,000
T362I 1.8˘ 0.1ˆ 10´2 149˘ 25 1.2ˆ 10´4 3700 17,000

D53N/T362I 1.2˘ 0.1ˆ 10´2 115˘ 21 1.0ˆ 10´4 6000 16,000
D53N/Y73H/T362I 1.1˘ 0.1ˆ 10´2 128˘12 8.6ˆ 10´5 7600 21,000

Sabin 1.3˘ 0.1ˆ 10´2 127˘ 16 1.0ˆ 10´4 5700 19,000

WT 21-C-methyl
ATP

1.2˘ 0.0 160˘ 9 7.5ˆ 10´3 50 210
Sabin 1.9˘ 0.0 129˘ 5 1.5ˆ 10´2 40 130

2.4. Allosteric Effects among the Sabin Amino Acid Substitutions

The changes induced by the four single-substituted variants do not readily explain
the kinetic results with the Sabin I variant, suggesting that there may be allosteric
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interactions between the amino acid substitutions. Another way of characterizing
protein variants is to analyze the thermodynamic effects of the amino acid substitutions.
Similar to the methods of Fersht and Mildvan [41–43], we determined ∆∆G values
where ∆∆GX = RT ln((kpol/Kd,app)X/(kpol/Kd,app)WT) where X is a particular enzyme
variant (N.B. in our analysis, variants that have a lower kpol/Kd,app value than WT
enzyme will yield a negative ∆∆G value). In the case of the Sabin I variant, there were
small thermodynamic effects for AMP and GMP incorporation, but more substantial
effects for 21-dAMP incorporation (Figure 4a). This type of analysis also allows us
to determine if the four amino acid substitutions were additive (i.e., ∆∆GSabin =
∆∆GD53N + ∆∆GY73H + ∆∆GK250E + ∆∆GT362I) or non-additive. Intriguingly, the amino
acid substitutions were non-additive for AMP, 21-dAMP, and GMP incorporation
(Figure 4a). In fact, adding together the thermodynamic effects of the four single
amino acid substitutions would predict a more catalytically-efficient Sabin enzyme
(i.e., ∆∆G is negative) for AMP and GMP incorporation, but less catalytically efficient
for 21-dAMP incorporation (i.e., ∆∆GD53N + ∆∆GY73H + ∆∆GK250E + ∆∆GT362I >
∆∆GSabin). However, it should be pointed out that these differences are smaller
(i.e., |∆∆GSabin´ (∆∆GD53N + ∆∆GY73H + ∆∆GK250E + ∆∆GT362I)|~0.2–0.3 kcal/mol)
than the kT value of 0.6 kcal/mol.

The results with the Sabin I RdRp suggested that there were small allosteric
effects among the four amino acid substitutions. Our previous MD simulations
with the T362I variant had indicated that the nanosecond timescale dynamics near
the region encompassing Asp53 are different from what was observed in the WT
enzyme [22]. To gain more insight into potential allosteric effects between these
amino acid substitutions, we characterized the double variant D53N/T362I. The
sugar selectivity of the double variant was similar to that of the T362I variant,
and the nucleobase selectivity was reduced slightly compared to the two single
variants D53N and T362I (Table 1). To more rigorously compare the effects of the
single-substituted variants to the double-substituted variant, we also determined
the thermodynamic effects, as we had for the Sabin variant. The effects of the
single amino acid substitutions were non-additive for AMP, 21-dAMP, and GMP
incorporation (i.e., ∆∆GD53N{T362I < ∆∆GD53N + ∆∆GT362I), which suggests negative
cooperativity between the T362I and D53N substitutions (Figure 4a). It is also
interesting to note that the double variant D53N/T362I had similar ∆∆G values for
AMP and GMP incorporation as the Sabin variant.

60



Figure 4. The Sabin I amino acid substitutions are cooperative. (A) Comparisons
of single-substituted variants with multi-substituted variants. In this case,
∆∆GX = RT ln((kpol/Kd,app)X/(kpol/Kd,app)WT) where X is a particular enzyme
variant. The ∆∆G result for the Sabin variant with all four amino acid substitutions
(D53N/Y73H/K250E/T362I) is in grey, and is compared to the sum of the effects
for all four single variants in red (i.e., ∆∆G(D53N) + ∆∆G(Y73H) + ∆∆G(K250E) +
∆∆G(T362I)). Likewise, the ∆∆G result for the triple variant D53N/Y73H/T362I
is in blue and is compared to the sum of the effects for the three single variants
in green. The ∆∆G result for the double variant D53N/T362I is in orange and
is compared to the sum of the effects for the two single variants in purple. The
∆∆G values for the multi-variants are also compared using thermodynamics cycles
when (B) ATP, (C) 21-dATP, and (D) GTP are the incoming nucleotides (templated
against U); all values are reported as kcal/mol. On the left, the ∆∆G values
for the triple variant D53N/Y73H/T362I are compared to those of the double
variant D53N/T362I and single variant Y73H. On the right, the ∆∆G values for
Sabin variant with all four amino acid substitutions are compared to those of
the triple variant D53N/Y73H/T362I and single variant K250E. (E) Sugar and
(F) nucleobase selectivities are also compared between WT, T362I, D53N/T362I,
D53N/Y73H/T362I, and the Sabin RdRp.
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In the case of the triple variant D53N/Y73H/T362I, the effects of the D53N,
Y73H, and T362I substitutions appeared to be additive (Figure 4a), which was
surprising considering the non-additive results with the D53N/T362I and Sabin
variants. To gain more insight, we constructed thermodynamic cycles to gauge
the contributions of the Y73H and K250E substitutions to the triple and Sabin
variants respectively (Figure 4b–d). Based on these thermodynamic cycles, there
were small differences between ∆∆GD53N{Y73H{T362I and the sum of ∆∆GY73H

and ∆∆GD53N{T362I, with the largest difference being associated with 21-dAMP
incorporation. There were also small differences between ∆∆GSabin and the sum of
∆∆GK250E and ∆∆GD53N{Y73H{T362I. Here, the largest difference was associated with
GMP incorporation.

These results indicated that the Y73H and K250E substitutions provide small
adjustments to the catalytic efficiency of the Sabin polymerase, which also has
consequences for RdRp fidelity. To better visualize these changes, we compared the
kpol,correct/kpol,incorrect values between the T362I, D53N/T362I, D53N/Y73H/T362I,
and Sabin variants (Figure 4e,f). It should be kept in mind that this series of variants
does not necessarily recapitulate the order that these amino acid substitutions
arose during the selection of the Sabin I virus. Nonetheless, this analysis provides
some additional insight into a potential selection process in regards to the Sabin I
polymerase, keeping in mind that other mutations in the Sabin I virus may have
also played a role in regards to the polymerase changes (e.g., K250E is not stable
in the Mahoney background). The results indicated that the Y73H substitution
induced an increase in the relative rates of nucleotide misincorporation when
comparing the D53N/T362I and D53N/Y73H/T362I variants. Interestingly, the
Y73H effects appear to be opposed by the K250E substitution when comparing the
D53N/Y73H/T362I and Sabin variants, such that the relative rate of the Sabin variant
for misincorporation of nucleotide with incorrect nucleobase is very near that of WT
RdRp, whereas the relative rate for misincorporation of nucleotide with incorrect
sugar is near that of the T362I variant (Table 1, Figure 4).

2.5. Structural Dynamic Differences between the Sabin I RdRp and the Triple
Variant D53/Y73H/T362I

We had previously shown that there is a correlation between RdRp fidelity and
the conformational state of motif D, as reported on by the [methyl-13C]Met 1H-13C
HSQC NMR spectra [22,29,30]. In the NMR experiments, we first add 31-dATP
to s/sU RNA and enzyme, so that the nucleotide will become incorporated but
lead to chain termination. Following passage through a de-salting column, another
nucleotide is added to form a ternary complex between the enzyme, RNA, and the
incoming nucleotide [29]. The correct nucleotide is considered to be UTP as it will
basepair to A, which is the next templating base in the RNA. We have suggested that
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the peak position(s) of Met354 in motif D reports on whether motif D is in an open
or closed conformation, which determines whether Lys359 is in a position to act as
a general acid [29]. For WT enzyme, the ternary complexes bound with UTP and
2’-dUTP yield different [methyl-13C] Met NMR spectra, providing fingerprints for the
closed and open conformations, respectively (Figure 5a). We have also previously
shown that Met354 in the T362I ternary complex bound with 21-dUTP gives rise to
two resonances, consistent with this region of the enzyme fluctuating between the
open and closed conformations on the slow NMR timescale (Figure 5b); the Met6 and
Met74 peak also provide evidence of conformational exchange. We have suggested
that T362I RdRp has reduced nucleotide discrimination because the motif-D loop
can more readily access a closed conformation, even in the presence of an incorrect
nucleotide [22].

It was very interesting to note that there were differences in both sugar and
nucleobase discrimination between the triple variant D53N/Y73H/T362I and the
Sabin variant (Table 1; Figure 4). The Sabin I RdRp, in particular, had the lowest sugar
discrimination among all variants tested (Table 1). To gain more insight into structural
changes that might account for these functional behaviors, we collected [methyl-13C]
Met NMR spectra for the triple variant D53N/Y73H/T362I and Sabin variant. The
ternary complexes bound with UTP yielded [methyl-13C] Met spectra very similar to
that of WT enzyme (Figure 5c,d). However, the triple variant D53N/Y73H/T362I
and Sabin variant yielded small differences in the NMR spectrum for the ternary
complex bound with 21-dUTP (Figure 5c,d). In these cases, Met6 gave rise to two
(or more) peaks, suggesting conformational exchange around this residue. We
note that the ε-methyl group of Met6 packs against Phe59, which is located on
the small α-helix that is N-capped by Asp53. Perhaps most informative is the
difference between the Met354 peak(s) in the triple and Sabin variants compared
to the T362I variant. There was no evidence for two Met354 resonances in the
D53N/Y73H/T362I ternary complex bound with 21-dUTP, suggesting that the
enzyme was not substantially populating the closed conformation. For the Sabin
variant, there was a very low intensity peak at the chemical shift position we expect
for Met354 in the closed conformation. These results suggest that the Sabin 2’-dUTP
ternary complex populates the closed conformation to a greater extent than the
corresponding complexes for WT RdRp and the triple variant D53N/Y73H/T362I,
but not nearly to the degree populated by the T362I variant.

63



Figure 5. The Sabin I RdRp does not readily populate the closed conformation when
incorrect nucleotide binds. [Methyl-13C] Met 1H-13C HSQC spectra for (A) WT;
(B) T362I; (C) D53N/Y73H/T362I; and (D) Sabin I RdRp when the enzyme is
bound with s/s RNA lacking a 31-OH group and (left) correct UTP nucleotide or
(right) incorrect 2’-dUTP nucleotide. Spectra were collected at 293 K with 250 µM
RdRp, 1000 µM s/s RNA, and 4 mM UTP or 8 mM 21-dUTP.
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2.6. The Sabin I RdRp is More Susceptible to 21-Modified Nucleotides

It was interesting to note that the Sabin I RdRp more readily incorporates
21-dAMP than WT RdRp, especially in light of the 21 modified nucleotide derivatives
that have been very successful in treating RNA virus infections, especially Hepatitis
C virus [44,45]. As such, we characterized the ability of WT and Sabin RdRp to
incorporate 21-C-methylAMP (Table 1). Intriguingly, comparisons of the second-order
rate constants kpol/Kd,app indicated that Sabin RdRp more readily incorporated
21-C-methylAMP by a factor of two compared to WT RdRp. This result may suggest
that Sabin I RdRp is more susceptible to incorporating 21-modified nucleotides than
WT enzyme.

3. Discussion

The Sabin live, attenuated vaccine has been a major component of the global
efforts to eradicate poliovirus. It has been previously suggested that changes in
the IRES are the major factor contributing to the attenuation of the virus [13,14].
Nonetheless, other mutations in the vaccine strains may also contribute to viral
attenuation and efficacy of the vaccine [15–20,22]. We were especially interested in
the RdRp amino acid changes encoded by the Sabin I strain. Our previous studies had
shown that the T362I amino acid substitution induces a lower fidelity polymerase,
and viruses encoding the T362I change showed a statistically significant decrease
in viral pathogenesis [22]. We were thus interested in determining if there are
similar functional changes in the Sabin I RdRp carrying all four amino acid changes
(i.e., D53N/Y73H/K250E/T362I). To our surprise, the Sabin I RdRp discriminates
against nucleotides with incorrect nucleobases to the same extent as WT enzyme
(Table 1; Figure 3), suggesting that the other three amino acid changes (D53N, Y73H
and K250E) also modify RdRp function.

We also attempted to initiate cell-based assays with recombinant PV
(i.e., Mahoney background) encoding the Sabin I RdRp, but the K250E change
was not genetically stable and virus recovered from HeLa cells only retained the
D53N/Y73H/T362I changes. It should be kept in mind that the PV RdRp (also
known as 3D) is found within other polyproteins, including 3CD, and changes in the
3D domain may have effects on the functions of these other proteins. In fact, 3CD is
known to interact with the 51 untranslated region (UTR) [46–48] and these interactions
are important for regulating RNA synthesis and protein translation [48,49]. A change
from a positively-charged residue (i.e., Lys) to a negatively-charged residue (i.e., Glu)
at position 250 may disrupt interactions between 3CD and the 51UTR. The loss of the
K250E change in the Mahoney background may suggest that other elements in the
Sabin I virus are important for retaining this mutation, or from a different perspective,
the K250E change may have been necessary to compensate for other mutations in
the Sabin I strain during the selection process, such as those in the 51UTR.
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The lack of selective pressure to maintain WT-levels of sugar discrimination
may have allowed the Sabin I RdRp to drift towards a lower sugar selectivity, even
lower than that of the T362I variant (Table 1; Figure 3). We had previously suggested
that the lower fidelity of the T362I variant is likely because this substitution allows
the motif-D active-site loop to fluctuate more readily into a “closed” conformation
even in the presence of incorrect nucleotide [22]. However, this reasoning likely does
not fully explain the lower sugar selectivity of the Sabin I RdRp. The equilibrium
population of the “closed” state, according to the NMR experiments (Figure 5), is
lower for the Sabin I RdRp compared to the T362I variant. It should be kept in
mind, however, that these NMR experiments are under equilibrium conditions, and
so the open-closed transition may still occur more rapidly in the Sabin I enzyme
compared to WT RdRp, but not be reflected in the NMR spectra. Nonetheless, the
NMR experiments suggest that the lower sugar fidelity of the Sabin I RdRp may owe
to factors outside those of the motif-D active-site loop. The lower sugar selectivity
of the Sabin I RdRp and RdRps associated with VAPP may serve as their Achilles
heel. We have also shown that Sabin I RdRp more readily incorporated nucleotides
with modified sugar groups (Table 1). These results suggest that Sabin I may be
more sensitive to 2’-modified nucleotide analogs, which have been used to treat
Hepatitis C and related viruses [44,45]. Considering that all variants we tested have
lower sugar fidelity than WT RdRp, VAPP may also be more sensitive to this class of
compounds, potentially providing an additional treatment option.

We have previously suggested that the small change in fidelity for the T362I
variant likely contributes to viral attenuation [22]. In contrast, our results here suggest
that fidelity of the Sabin I RdRp likely would not contribute to viral attenuation.
These results would be consistent with previous studies that suggest that mutations
in the IRES primarily contribute to viral attenuation in the Sabin strain [13,14].
Nonetheless, other RdRp functions might be impacted by the Sabin substitutions.
It is already known that the Y73H change interferes with RdRp initiation [19]. The
Sabin changes may also affect interactions with other viral or host proteins, including
when the RdRp is found as a domain in other important viral polyproteins (e.g., 3CD).
In these cases, the Sabin I substitutions may also be acting cooperatively to fine-tune
these other functions.

4. Materials and Methods

4.1. Materials

[γ-32P]ATP and [α-32P]UTP (>7000Ci/mmol) was from VWR-MP Biomedical
(Santa Ana, CA, USA); nucleoside 51-triphosphates and 21-deoxynucleoside
51-triphosphates (all nucleotides were ultrapure solutions) were from GE Healthcare
Bio-Sciences (Pittsburgh, PA, USA). 31-Deoxyadenosine 51-triphosphate (cordycepin)
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was from Trilink Biotechnologies (San Diego, CA, USA). All RNA oligonucleotides
were from Dharmacon Research, Inc. (Boulder, CO, USA). T4 polynucleotide kinase
was from New England Biolabs, Inc (Ipswich, MA, USA). [Methyl-13C] methionine
was from Cambridge Isotope Laboratories (Tewksbury, MA, USA). HisPur Ni-NTA
resin was from ThermoFisher Scientific (Waltham, MA, USA). Q-Sepharose fast
flow resin was from GE Healthcare Bio-Sciences. Polyethylenimine-cellulose thin
layer chromatography (TLC) plates were from EM Science (Gibbstown, NJ, USA).
QuickChange site-directed mutagenesis kit was from Stratagene (La Jolla, CA, USA).
The plasmid DNA isolation miniprep kit was from Qiagen (Frederick, MD, USA).
All other reagents were of the highest grade available from Sigma-Aldrich (St. Louis,
MO, USA) or ThermoFisher.

4.2. Plasmid Construction

All RdRp variants including D53N, Y73H, K250E, D53N/T362I,
D53N/Y73H/T362I, and D53N/Y73H/K250E/T362I (Sabin variant) were
generated using the QuickChange site-directed mutagenesis kit using appropriate
forward and reverse primers. Mutations were confirmed by DNA sequencing at the
Nucleic Acid Facility at the Pennsylvania State University. It should be noted that all
RdRp constructs contain two additional interface I amino acid substitutions (L446D
and L455D) to reduce protein oligomerization.

4.3. Overexpression and Protein Purification

The overexpression and protein purification were conducted by following the
procedure previously described [30,50–52].

4.4. Kinetic Assays

The kinetic assays including the active site titration assay, assembly assay and
the dissociation assay were conducted as described previously [30,51]. Briefly,
the reaction contained 50 mM HEPES pH 7.5, 10 mM 2-mercaptoethanol, 5 mM
MgCl2, and 60 µM ZnCl2. The stopped flow experiments and the benchtop assays
for nucleotide incorporation were conducted as described previously [22,29,34].
Reactions were incubated at 30 ˝C and quenched by the addition of an equal
volume of ethylenediaminetetraacetic acid (EDTA) to a final concentration of 25 mM.
Specific concentrations of RdRp, s/sU RNA, and nucleotide are indicated in the
corresponding figure legend.

4.5. Determination of Kinetic Constants (Kd,app, and kpol) for Nucleotide Incorporation
Catalyzed by RdRp

Kinetic data analysis was conducted by following the procedure and equations
previously described [22,29]. Briefly, the quenched product samples from kinetic
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assays were analyzed by 23% highly cross-linked denaturing polyacrylamide gel. The
gel was visualized using a PhosphorImager and quantified using the ImageQuant
software (GE Healthcare Bio-Sciences). The data were fit into different curves using
Kaleidagraph (Synergy Software, Reading, PA, USA).

4.6. NMR Sample Preparation and Spectroscopy

NMR sample preparation followed procedures described previously using
[methyl-13C] Met-labeled PV RdRp [29,30]. 1H, 13C HSQC (heteronuclear single
quantum coherence) NMR spectra were collected on a Bruker Avance III 600 MHz
spectrometer equipped with a 5-mm “inverse detection” triple-resonance (1H, 13C,
15N) single axis gradient TCI probe at 293 K. NMR samples generally contained
250 µM RdRp, 1000 µM s/s RNA, and 4 mM UTP, 8 mM 21-dUTP or 16 mM ATP.

4.7. Construction of Mutated Viral cDNA Clones and Replicons

To introduce the four mutations, D53N, Y73H, K250E and T362I, into the
RdRp/3Dpol-coding sequence of viral cDNA, pMovRA, overlap PCR was performed
with oligonucleotides PV-3D-D53N-for (51-GAT CCC AGG CTT AAG ACA AAT
TTT GAG GAG GCA ATT TTC-31), PV-3D-D53N-rev (51-AGA AAA TTG CCT CCT
CAA AAT TTG TCT TAA GCC TGG GAT C-31), PV-3D-Y73H-for (51-ATT ACT GAA
GTG GAT GAG CAT ATG AAA GAG GCA GTA GAC-31), PV-3D-Y73H-rev (51-GTC
TAC TGC CTC TTT CAT ATG CTC ATC CAC TTC AGT AAT-31), PV-3D-K250E-for
(51-GCT TGG TTC GAG GCA CTA CAA ATG GTG CTT GAG AAA ATC GGA-31),
PV-3D-K250E-rev (51-TCC GAT TTT CTC AAG CAC CAT TTC TAG TGC CTC GAA
CCA AGC-31), PV-3D-BglII-for (51- GGC AAA GAA GTG GAG ATC TTG GAT GCC
AAA GC-31), PV-3D-EcoRI-ApaI-polyA-rev (51-CGC TCA TCG ATG AAT TCG GGC
CCT TTT TTT TTT TTT TTT TTT TCT CC-31) and the pMoV-3D-BPKN-I92T-T362I
plasmid as template [22]. PCR products were purified and digested with Bgl II and
Eco RI and the digested PCR product was ligated into pMovRA vector.

4.8. RNA Transcription

The pMo-3D-D53N-Y73H-K250E-T362I plasmid was linearized with ApaI
and purified with Qiaex II suspension (Qiagen) by following the manufacturer’s
protocol. RNA was then transcribed from the linearized plasmid DNAs in a 20-µL
reaction mixture containing 350 mM HEPES, pH 7.5, 32 mM magnesium acetate,
40 mM dithiothreitol (DTT), 2 mM spermidine, 28 mM nucleoside triphosphates,
0.025 µg/µL linearized DNA, and 0.025 µg/µL T7 RNA polymerase. The reaction
mixture was incubated for 4 h at 37 ˝C, and magnesium pyrophosphate was removed
by centrifugation for 2 min. The supernatant was transferred to a new tube, and RQ1
DNase (Promega; Madison, WI, USA) was used to remove the template. The RNA
concentration was determined by measuring absorbance at 260 nm, assuming that
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an A260 of one was equivalent to 40 µg/mL, and the RNA quality was verified by
0.8% agarose gel electrophoresis.

4.9. Infectious Center Assays

HeLa cells were transfected by electroporation with 5 µg of viral RNA transcript
and these cells were serially diluted and plated onto HeLa cell monolayers. Cells
were allowed to adhere to the plate for 1 h at 37 ˝C and then the medium/PBS was
aspirated. Cells were covered with 1X DMEM/F12 plus 10% fetal bovine serum and
1% agarose. After 2–4 days of incubation, the agarose overlay was removed and the
cells were stained with crystal violet.

4.10. Virus Isolation, RNA Isolation, cDNA Synthesis, and Sequencing to Confirm the
Presence of the Quadruple Mutation

HeLa cells were transfected by electroporation with 5 µg viral RNA transcript,
added to HeLa cell monolayers and incubated at 37 ˝C. Upon cytopathic effect (CPE),
viruses were harvested by three repeated freeze-thaw cycles, cell debris removed
by centrifugation. Viral RNA was isolated with QiaAmp viral RNA purification kit
(Qiagen), as recommended by the manufacturer. The 3Dpol cDNA was prepared
from purified viral RNA by reverse transcription with MMuLV-RT (New England
Biolabs) with Random Hexamer Primers (manufacturer). The resulting DNA product
was then PCR amplified using SuperTaq DNA polymerase (Ambion; Naugtuck, CT,
USA) and oligonucleotides PV-3D-BglII-for and PV-3D-EcoRI-ApaI-polyA-rev as
primers. The presence of all four mutations was determined by sequencing of the
nucleic acid obtained in second PCR step with oligonucleotides PV-3D-seq100-for
(51-GAA GGG GTG AAG GAA CCA G-31) and PV-3D-seq500-for (5’-AGG TTG AGC
AGG GGA AA-31).
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Conformational Ensemble of the Poliovirus
3CD Precursor Observed by MD
Simulations and Confirmed by SAXS:
A Strategy to Expand the Viral Proteome?
Ibrahim M. Moustafa, David W. Gohara, Akira Uchida, Neela Yennawar
and Craig E. Cameron

Abstract: The genomes of RNA viruses are relatively small. To overcome the
small-size limitation, RNA viruses assign distinct functions to the processed viral
proteins and their precursors. This is exemplified by poliovirus 3CD protein. 3C
protein is a protease and RNA-binding protein. 3D protein is an RNA-dependent
RNA polymerase (RdRp). 3CD exhibits unique protease and RNA-binding activities
relative to 3C and is devoid of RdRp activity. The origin of these differences
is unclear, since crystal structure of 3CD revealed “beads-on-a-string” structure
with no significant structural differences compared to the fully processed proteins.
We performed molecular dynamics (MD) simulations on 3CD to investigate
its conformational dynamics. A compact conformation of 3CD was observed
that was substantially different from that shown crystallographically. This new
conformation explained the unique properties of 3CD relative to the individual
proteins. Interestingly, simulations of mutant 3CD showed altered interface.
Additionally, accelerated MD simulations uncovered a conformational ensemble of
3CD. When we elucidated the 3CD conformations in solution using small-angle X-ray
scattering (SAXS) experiments a range of conformations from extended to compact
was revealed, validating the MD simulations. The existence of conformational
ensemble of 3CD could be viewed as a way to expand the poliovirus proteome, an
observation that may extend to other viruses.

Reprinted from Viruses. Cite as: Moustafa, I.M.; Gohara, D.W.; Uchida, A.;
Yennawar, N.; Cameron, C.E. Conformational Ensemble of the Poliovirus 3CD
Precursor Observed by MD Simulations and Confirmed by SAXS: A Strategy to
Expand the Viral Proteome? Viruses 2015, 7, 5962–5986.

1. Introduction

Establishment of a bacterial or viral infection requires that the pathogen be
able to evade intrinsic and innate immune defenses of the host cell [1]. Pathogenic
bacteria that replicate within cells often encode as many as tens to hundreds “effector”
proteins to evade intrinsic and innate immunity [2]. RNA viruses tend to have small
genomes, typically encode no more than a dozen proteins in total. This smallness of
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genome size could be related to the fact that RNA viruses are highly susceptible to
mutations [3,4]. RNA viruses developed a strategy to overcome the limited capacity
of their encoding genomes and to maximize their functional usability [5,6]. Indeed,
these viruses are as efficient as their bacterial counterparts at opposing cellular
defense mechanisms.

One well known strategy of RNA viruses is the use of a virus-encoded
protease(s) to inactivate host defense proteins, for example pathogen recognition
receptors, their adaptors and/or signaling molecules that lead to expression of
interferon [7]. These same proteases also enable RNA viruses to express the full
complement of its proteome as a single polyprotein that is cleaved co- and/or
post-translationally to yield a set of terminally processed proteins [8,9]. These
terminally processed proteins often exhibit multiple functions, all of which are
generally required for some aspect of virus multiplication [10]. Invariably, cleavage
occurs in a manner that yields intermediates: dimeric, trimeric or longer fusion
proteins (also referred to here as precursor proteins). Often these precursor proteins
actually encode unique functions relative to the fully processed components, thus
the use of a polyprotein can actually serve as a strategy and mechanism to expand
the proteome [5,6].

Poliovirus (PV) and other picornaviruses, single-stranded RNA viruses with
genome size 7–9 kb [11], use a polyprotein strategy to produce their proteins. The
polyprotein is divided into three regions: P1, P2 and P3. The P3 region contains four
proteins: 3A, 3B, 3C and 3D. In addition to the fully processed proteins, precursor
proteins exist, and some of these accumulate in infected cells. One fusion protein that
accumulates is 3CD, a multifunctional protein. PV 3CD consists of the amino acid
sequences of both the viral protease 3C (aa 1–183) and the RNA-dependent RNA
polymerase (RdRp) or 3D (aa 184–644) [12]. The 3CD protein exhibits protease and
RNA-binding activities of 3C, although the specificity may differ [13,14], but the
3CD protein does not exhibit any of the RdRp activity of 3D [15]. In addition, 3CD
exhibits numerous activities that are not present in 3C, 3D or the combination of the
two individually (Figure 1) [10].

Both 3C and its 3CD precursor perform the majority of proteolytic cleavages
of the 247 kDa polyprotein encoded by the poliovirus genome, playing a critical
role in regulating the viral gene expression. Notably, 3CD was found to be more
efficient (~100–1000 times) and specific than 3C in processing the P1-region of the
polyprotein to yield the capsid proteins [13]. For RNA-binding activity, the 3C on
its own and in the context of 3CD has been shown to bind the cis-acting replication
elements (cre) of the viral RNA, forming important interactions required for genome
replication; however, 3CD exhibits enhanced ability to form these interactions
compared to 3C [16–22]. As shown in previous studies, 3CD is more efficient than 3C
in recognizing the cloverleaf RNA at the 51-end of the RNA genome, in association
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with host proteins, to form a ribonucleoprotein complex that is critical for virus
replication [17,19,20]. Interactions between 3CD, but not 3C, and the cre at the 31-end
of the RNA genome have also been shown [20]. Additionally, 3CD binds to oriI,
the internal cre, with an enhanced specificity compared to that of 3C in the VPg
uridylylation reactions [21,22]— incorporation of UMP into VPg protein to form
VPg-pUpU that serves as the protein primer for RNA synthesis.
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Figure 1. Crystal structure of 3CD is a composite of 3C and 3D proteins. Shown are
the crystal structures of the precursor protein 3CD (PDB 2IJD) and the processed
proteins 3D (1RA6, blue), and 3C (1L1N, cyan) proteins from poliovirus. The
active-site residues of the protease (His-40, Glu-71, Cys-147) and polymerase
(Asp-416, Asp-511, Asp-512, 3CD numbering) are shown as red spheres to indicate
the relative orientation of the two domains. The different functions associated with
the precursor and cleaved proteins are shown next to the structures.

Usually, polyproteins are considered “beads-on-a-string”. For each protein
(bead) to be cleaved, the viral protease would require an accessible cleavage site
(string). However, with such arrangement, it is difficult to understand how unique
function is created. PV 3CD represents a typical example. In the determined 3CD
structure [23] (Figure 1), the 3C and 3D domains are arranged as beads-on-a-string,
separated by a short linker (aa 180–186) to form an extended conformation with no
interactions between the two domains. The precursor is a composite of the structures
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of 3C [24] and 3D proteins [25,26] (Figure 1). Of note, the linker region between the
two domains in the crystal structure appeared weakly ordered, suggesting some
flexibility in the 3CD structure [23]. Clearly, the 3CD crystal structure cannot explain
how 3C-3D fusion in the precursor protein resulted in enhancing and modulating
the protease activity of 3C and abrogating the polymerase function of 3D.

When the structure of PV 3CD was solved, showing a beads-on-a-string
organization, the case has been made that dynamics is the missing link between
structure and function of viral proteins [27]. Here we use molecular dynamics
simulations of PV 3D to determine the extent to which precursor dynamics
contributes to the unique activities of this protein relative to its processed components.
These studies reveal a compact form of 3CD. The two domains collapse, forming an
interface and masking the cleavage site. Interestingly, multiple orientations of the
3C–3D interface in 3CD were observed. The compact conformation of 3CD perturbed
dynamics of the 3D domain, for example opening and closing of the nucleotide
channel, thus explaining the absence of RdRp activity in the precursor. A single
amino acid change in the interface produced a conformational ensemble distinct
from the wild-type protein. Small angle X-ray scattering was used to demonstrate the
existence of compact conformations in solution. We propose that the conformational
dynamics of a viral precursor protein, coupled with the production of new ensembles
by single amino acid substitutions may represent a strategy for viruses to expand
their proteome/interactome. Studying interdomain interactions in these validated
target precursor proteins in RNA viruses generates opportunities to develop new
drugs against viral infections.

2. Materials and Methods

2.1. Molecular Dynamics Simulations

MD simulations were performed using Amber12 software suite [28] and
parameters from amber99SB force field as described previously [29]. The starting
coordinates for MD simulations were prepared from the crystal structure of 3CD
(PDB 2IJD) [23]. The mutated residues in the crystal structure that were engineered
into 3CD to facilitate crystallization were mutated back to wild-type residues. The
crystal structure has two monomers 1 and 2 in the asymmetric unit that differ in
the region encompassing residues 181–184 of the linker; monomer 1 is relatively
more extended than monomer 2 by ~1 Å. Independent simulations for the two
monomers were carried out. We also carried out a simulation on the 3CD crystal
structure without modifying its sequence to wild-type protein. For all simulations,
the prepared 3CD monomers were immersed in a truncated octahedral cell filled with
TIP3P water molecules. The solvent molecules in the unit cell extended to at least
12 Å from any protein atoms; counterions were added to neutralize the system charge.
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Simulations were conducted under NPT conditions of constant temperature (300 K)
and pressure (1 atm); Berendsen thermostat was used to maintain the constant
temperature. Simulations were conducted for a total of 100 ns (wild-type 3CD,
monomer 1), 100 ns (WT 3CD, monomer 2), and 50 ns (mutant 3CD structure),
using 1 fs integration time-step; SHAKE algorithm was employed to constrain bonds
involving any hydrogen atoms. Periodic boundary conditions were employed to
calculate non-bonded interactions using 9 Å cutoff distance. The Particle Mesh
Ewald (PME) method was used to calculate electrostatic interactions. Snapshots of
the simulated structure were taken at 1 ps interval. Analysis of the MD trajectories
was done using PTRAJ and CPPTRAJ of the Amber suite [30].

To enhance the conformational sampling of 3CD, we carried out accelerated
MD (aMD) simulations of WT 3CD (monomer 1) using the GPU version of
pmemd in Amber 14 [31], modified to support the rotatable accelerated molecular
dynamics-dual boost (RaMD-db) procedure described by Doshi and Hamelberg [32].
The structure was solvated in TIP3P water with 15 Å buffer, minimized and subjected
to 10 ns of conventional MD using Amber ff14SB force field under NPT conditions
with a 2 fs time-step. Boosting parameters for the RaMD-db run were calculated from
the equilibration run according to the procedures described for traditional aMD in the
Amber manual. The RaMD-db calculation was switched to constant temperature and
volume (NVT) and run for an additional 170 ns of simulation time with snapshots
saved every 10 ps. The resulting trajectory was analyzed using CPPTRAJ.

For free energy calculations of the interdomain interactions, we used SITRAJ
program [33,34]. The program calculates ∆G for selected snapshots as the sum of
(i) van der Waals interactions; (ii) Coulomb interactions; (iii) change in reaction
field energy that is determined by solving Poisson-Boltzmann equation; and
(iv) non-polar solvation energy that is proportional to the solvent accessible solvent
area. The calculated ∆G is scaled by an empirical parameter as a crude treatment
for entropy-enthalpy compensation [34,35]. The calculations were carried out on
5000 snapshots across the last 50 ns of the MD trajectory of the wild-type simulation
(monomer 1). The selected snapshots were first clustered into six groups by PTRAJ
using means algorithm [36] to make sure that ∆G is calculated over parts of the
trajectory that have small fluctuations of the root-mean-square deviations (RMSD);
which is recommended by SITRAJ developers. The estimated ∆Gs for the different
clusters were obtained by averaging of 530, 611, 1008, 645, 874, and 1332 calculations
(corresponding to the number of snapshots in the clusters 1 to 6, in the same order).
Knowing the limitations and caveats in this type of free energy calculations, we
calculated ∆G for structures corresponding to the beads-on-a-string conformation
of 3CD, where there is no interdomain interactions, and used it as a reference
to calculate ∆∆G for the different clusters. The reported ∆∆G represents the
favorable interdomain interaction in compact 3CD conformations sampled during
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simulations relative to the beads-on-a-string extended conformation shown by
X-ray crystallography.

2.2. SAXS Experiments

2.2.1. Expression and Purification of 3CD

3CD protein was expressed using SUMO-fusion system. The poliovirus 3CD
gene, containing the same series of mutations in the 3CD construct utilized for
crystallization [23], was subcloned into the expression plasmid pET24-6His-SUMO
and transformed into Rosetta(DE3) competent cells [37]. The cells containing the
fusion plasmid were grown at 30 ˝C overnight in 100 mL of NZCYM medium
supplemented with kanamycin at 25 µg/mL (K25), chloramphenicol at 20 µg/mL
(C20), and dextrose at 0.4%. The overnight cell culture was used to inoculate 2 liters
of NZCYM autoinducing medium supplemented with K25 and C20; cells were
grown at 37 ˝C to an OD600 of „1.0 and then growth continued at 25 ˝C for an
additional 16 h before harvesting the cells. Cell pellets were washed once with buffer
containing 10 mM Tris, pH 8.0, and 1 mM EDTA, suspended in lysis buffer [100 mM
potassium phosphate, pH 8.0, 500 mM NaCl, 5 mM imidazole, 1.0 mM EDTA,
20% glycerol, 10 mM β-mercaptoethanol (β-ME), 2.8 µg/mL pepstatin A, and
2.0 µg/mL leupeptin], and disrupted by passage through a French pressure cell
at 20,000 psi. Phenylmethanesulfonyl fluoride (PMSF) and Nonidet P-40 were added
immediately to the cell lysate to final concentrations of 1.0 mM and 0.1%, respectively.
Polyethyleneimine was added slowly to the cell lysate, to precipitate nucleic acid,
at a concentration of 0.025%. The lysate was stirred at 4 ˝C for 30 min and then
centrifuged at 25,000 rpm; the clear solution was retained, to which ammonium
sulfate was added slowly to reach 60% saturation. The ammonium sulfate suspension
was pelleted by centrifugation at 25,000 rpm for 30 min; the pellet, containing 3CD
protein, was re-suspended in buffer A (50 mM Tris, pH 8.0, 500 mM NaCl, 10%
glycerol, and 10 mM β-ME) containing 5 mM imidazole. The protein sample was
loaded onto an Ni-nitrilotriacetic acid column (Ni-NTA,„1 mL bed volume per 25 mg
total protein) that was pre-equilibrated with buffer A containing 5 mM imidazole.
The column was washed to baseline with the equilibrating buffer and eluted with
a linear imidazole gradient (50 to 500 mM) in buffer A. Fractions containing 3CD
protein, checked by SDS-PAGE, were pooled, Ulp1 protease was added to cleave
the SUMO tag („1 µg protease per 1.0 mg SUMO-fusion protein), and the sample
was dialyzed overnight against buffer A containing 0.5 mM EDTA. The dialyzed
sample was further fractionated on a HiLoad 26/60 Superdex 200 gel filteration
column, equilibrated with buffer B [50 mM Tris, pH 7.5, 200 mM NaCl, 10% glycerol,
0.5 mM EDTA, and 2 mM dithiothreitol (DTT)]. Fractions containing 3CD protein
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were pooled together and concentrated using Vivaspin concentrator (MWCO 10,000)
to a final concentration of 5 mg/mL.

2.2.2. SAXS Data Collection and Analysis

Samples of 3CD protein at concentrations of 0.54, 1.1, 2.2, and 4.3 mg/mL were
prepared in a buffer containing (50 mM Tris, pH 7.5, 200 mM NaCl, 5% glycerol,
2 mM DTT, and 0.5 mM EDTA). Monodispersity of samples was checked by DLS.
Synchrotron X-ray scattering data were collected at MacCHESS on the G1-line station.
SAXS data were collected at 293 K using dual PILATUS 100K-S detector and a
wavelength of 1.224 Å. The setup of the sample-to-detector distance facilitated
simultaneous small- and wide-angle data recording, covering a momentum transfer
range (q-range) of 0.01 < q < 0.8 Å´1 [q = 4πsinpθq

λ , where 2θ is the scattering angle].
Exposure times of 1 min in fifteen 4-seconds frames were used for the measurements;
this allowed monitoring for any radiation damage effect. No radiation damage was
detected. The RAW software was used for initial data reduction and background
subtraction [38]. The data at high concentrations showed some concentration
dependence and a combined scattering curve was prepared from data recorded at
low and high concentrations. The forward scattering I(0) and the radius of gyration
(Rg) were calculated using the Guinier approximation, which assumes that at very

small angles (q <1.3/Rg) the intensity is approximated as I(q) = I(0)exp
„

´
pqRgq

2

3



.

GNOM [39] was used to calculate the pair-distance distribution function P prq, from
which the maximum particle dimension pDmaxq and Rg were determined. The
molecular mass was estimated using (i) comparison with lysozyme standard protein;
(ii) Porod invariant [40]; and (iii) SAXS MoW web tool [41]. Ab initio low-resolution
models were reconstructed using DAMMIN [42] for data in the range (0.012 < q
< 0.4 Å´1) and GASBOR [43] for data in the range (0.012 < q < 0.5 Å´1). Ten
models were generated from each program and averaged using DAMAVER [44].
The normalized spatial discrepancy parameter (NSD) obtained from DAMAVER
indicated the similarity between models used for average calculations. NSD values
ď 1.0 are expected for similar models. The theoretical scattering profiles of the
constructed models were calculated and fitted to experimental scattering data using
CRYSOL [45] and FoXS [46]. The 3CD structures from X-ray and MD simulations
were fitted into the SAXS model using SUPCOMB [47].

To evaluate the conformational flexibility of the two domains in the protein,
Ensemble Optimization Method (EOM 2.0) was used [48,49]. This method assumes
the existence of a mixture of conformations in solution; the average scattering of the
mixture fits the experimental data. In EOM, a random pool of 10,000 conformers of
3CD was generated; in these conformers the linker residues were allowed to have
random-coil conformations and 3C-domain assumed different conformations relative
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to a fixed 3D-domain. The theoretical scattering was calculated for each generated
model by CRYSOL. Using genetic algorithm in GAJOE, 100 sub-ensembles with
varying numbers of conformers were selected. The distribution of Rg of the initial
pool was compared with the corresponding distributions of the 100 sub-ensembles
and the one with the best discrepancy (χ-value) was reported as the best solution.
Information about conformers constituting the selected best sub-ensemble and their
contributions to scattering was obtained. The EOM calculations were repeated three
times; in each the same results were found.

2.2.3. Dynamic Light Scattering

Dynamic light scattering (DLS) experiments of the expressed and purified 3CD
protein (2.0 mg/mL) were performed using Viscotec 802 instrument at 293 K. The
DLS data were processed by OmniSIZE 3.0 software to get an estimate for the
hydrodynamic radius Rh and polydespercity of the protein sample. The estimated
Rh was 38 Å, and the estimated polydespersity was „22.5%; see Figure S1.

3. Results

3.1. MD Simulations Revealed Domain Motions and Formation of Interdomain
Interactions in 3CD

Conformational dynamics of 3CD was investigated using MD simulations as
described in the Experimental section §2.1. MD simulations permit the study of
time-dependent structural changes of proteins, providing detailed information on
protein conformations that are relevant to function. The structure of the wild-type
(WT, monomer 1) 3CD was immersed in a box containing water solvent and
counterions were added to neutralize charges on the protein. The whole system was
subjected to a 100 ns all-atom MD simulation with structural snapshots stored every
1 ps. Analysis of the trajectory of the MD simulation yielded detailed information on
the dynamics of 3CD.

To obtain information on the extent of structural changes of 3CD during
simulations, we calculated the root-mean-square deviations (RMSD) of all snapshots
in the MD trajectory relative to the starting coordinates. The calculations were carried
out utilizing backbone atoms of all residues in the protein and backbone atoms of
the individual 3C and 3D domains (Figure 2). Clear differences were observed
between the RMSD calculated using the 3CD precursor protein and that calculated
for the individual domains. In the case of the precursor protein, the RMSD showed
a dramatic increase during the first 10 ns of the simulation, reached an average of
„8 Å after 20 ns and continued fluctuating around this average for the rest of the
MD trajectory. For 3C-domain, the calculated RMSD fluctuated around an average of
„2 Å throughout the entire trajectory. For 3D-domain, a gradual increase in RMSD
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values was observed during the first half of the MD trajectory, reaching a value of
„4 Å and fluctuating around this average value for the remainder of the simulation.
This large discrepancy in RMSD values of the individual domains compared to that
of the precursor protein suggested large domain movements during the simulation.
Also, the larger RMSD values of the 3D-domain compared to that of 3C-domain
(„4 Å vs. „2 Å) indicated that 3D-domain is more dynamic than 3C-domain.

The large domain movements in 3CD indicated by RMSD analysis (Figure 2)
was readily observable by visual inspection of the MD trajectory using the molecular
graphics software CHIMERA [50]. The 3C and 3D domains evidently approached
each other early during simulations to form a compact conformation. To assess
this observed conformational change in a more quantitative manner, the radius of
gyration (Rg), which describes the root-mean-square distance of the protein atoms
from their common center of mass, was calculated as a function of time. The Rg

calculations were carried out for the full-length 3CD protein as well as for the
individual 3C and 3D domains (Figure 3A); only backbone atoms were used in the
calculations. For 3C-domain, the calculated Rg remained almost constant throughout
the simulation with an average value of 14.7 ˘ 0.06 Å. The calculated Rg of the
3D-domain showed more variation than that of the 3C-domain, fluctuating around
an average value of 23.4 ˘ 0.2 Å. For 3CD, the calculated Rg exhibited substantial
variation; it decreased by approximately 8% from 30.1 Å at the starting time of
simulation to an average of 27.8 ˘ 0.6 Å over the last 50 ns of the simulation. The
decreasing Rg of the full-length 3CD without significant changes in the Rg values of
the individual 3C and 3D domains is consistent with the large domain movements
hinted by RMSD analysis and that the two domains are getting closer during the
simulation. Calculating the average structure of 3CD using structural snapshots from
the last 50 ns of the MD trajectory clearly revealed a compact conformation with
interactions between 3C and 3D domains relative to their extended conformation in
the crystal structure (Figure 3B). The 3C-domain moved approaching the back of the
3D-domain, towards the NTP channel of the polymerase.

To determine whether the arrangement of the 3C and 3D domains in the
average MD structure corresponds to a single unique conformation or to multiple
conformations sampled during simulations, we performed cluster analysis. The
structural snapshots of the last 50 ns of the MD trajectory can be grouped into six
clusters (1 to 6). Representative conformations of the clusters are shown in Figure 4A.
Superpositioning of conformations of the different clusters using backbone atoms
of the 3D-domain revealed relatively large conformational changes for residues
of the 3C-domain. Also, small conformational changes for residues of the thumb
(aa 563–644) in the polymerase domain were noticed. Inspection of these different
conformations showed that they are similar to the compact conformation of the
average structure (Figure 3B). Apparently, in all conformations, the same faces of
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the 3C and 3D domains are involved in interdomain interactions. Nevertheless,
the details of these interactions vary from one conformation to another, suggesting
a dynamic interface. Thus, a characteristic feature of the conformational changes
observed in the simulations of 3CD is a large movement of the 3C-domain towards
the 3D-domain with variations in the relative positions of the two domains. It is
worthy to note that the collapsing of the two domains in 3CD structure to form a
compact conformation occurred early during the first 10 ns of the simulation.
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Figure 2. Root-mean-square deviations (RMSD) analysis of the Molecular Dynamics (MD) trajectory 

reveal large domain movements relative to crystal structure. The RMSD for the backbone atoms of 

the full-length 3CD (black), of the domains 3C (cyan) and 3D (blue) are plotted as a function of time. 

The RMSD calculated for 3C and 3D domains showed much lower values than that calculated for 

3CD. The dramatic increase in RMSD values for the full-length 3CD during the first 10 ns of the 

simulations suggested a large domain motion of the precursor protein. Moreover, the lower RMSD 

values of 3C-domain compared to that of 3D-domain indicated less dynamics of 3C-domain compared 

to 3D-domain. 

Figure 2. Root-mean-square deviations (RMSD) analysis of the molecular dynamics
simulation (MD) trajectory reveals large domain movements relative to crystal
structure. The RMSD for the backbone atoms of the full-length 3CD (black), of
the domains 3C (cyan) and 3D (blue) are plotted as a function of time. The RMSD
calculated for 3C and 3D domains showed much lower values than that calculated
for 3CD. The dramatic increase in RMSD values for the full-length 3CD during the
first 10 ns of the simulations suggested a large domain motion of the precursor
protein. Moreover, the lower RMSD values of 3C-domain compared to that of
3D-domain indicated less dynamics of 3C-domain compared to 3D-domain.

To obtain information on the nature of motions of the two domains in 3CD and
their correlations, we analyzed the correlations among positional fluctuations of Cα

atoms in the simulated structure, or what is known as dynamic cross-correlation map
(DCCM). In this analysis, residues that move in the same direction appear positively
correlated whereas residues moving in opposite directions appear negatively
correlated. Figure 4B shows the calculated DCCM for residues of 3CD using the
last 50 ns of the MD trajectory. The residues of the 3C-domain exhibited strong
intradomain positive correlations (red color in the calculated map), which can be
interpreted as an indication of a collective movement of the whole domain. Also,
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the thumb residues (aa 563–644) of the polymerase domain showed strong positive
correlations with each other, suggesting their collective movement as well. These
collective movements of the thumb residues and 3C-domain are in agreement with
the conformational changes observed by cluster analysis (Figure 4A).
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the full-length 3CD protein (black) and the individual domains 3C (cyan) and 3D (blue) are plotted as 

a function of time. The Rg of 3CD substantially decreased during the simulation, whereas the Rg of 3C-

domain remained almost constant and the Rg of 3D-domain showed very small variation. The 

decrease in Rg values of 3CD reflects the development of the interactions between 3C and 3D domains 

during simulations. (B) Shown are the 3CD structure at the starting time of the simulation (t = 0) and 

the average structure calculated over the last 50 ns of the trajectory of monomer 1. The structures are 

rendered as surface, the 3C and 3D domains are colored cyan and blue, respectively. The active-site 

residues of the protease (His-40, Glu-71, Cys-147) and polymerase (Asp-416, Asp-511, Asp-512) are 

indicated by red color to show the relative orientation of the two domains. The starting 3CD structure 

adopts an extended conformation with no interdomain interactions in contrast to that observed in the 

simulated average structure. 

To determine whether the arrangement of the 3C and 3D domains in the average MD structure 

corresponds to a single unique conformation or to multiple conformations sampled during 

simulations, we performed cluster analysis. The structural snapshots of the last 50 ns of the MD 

trajectory can be grouped into six clusters (1 to 6). Representative conformations of the clusters are 

shown in Figure 4A. Superpositioning of conformations of the different clusters using backbone 

atoms of the 3D-domain revealed relatively large conformational changes for residues of the 3C-

Figure 3. MD simulations reveal interdomain interactions in 3CD. (A) The radius of
gyration (Rg) of the full-length 3CD protein (black) and the individual domains 3C
(cyan) and 3D (blue) are plotted as a function of time. The Rg of 3CD substantially
decreased during the simulation, whereas the Rg of 3C-domain remained almost
constant and the Rg of 3D-domain showed very small variation. The decrease in
Rg values of 3CD reflects the development of the interactions between 3C and 3D
domains during simulations. (B) Shown are the 3CD structure at the starting time
of the simulation (t = 0) and the average structure calculated over the last 50 ns of
the trajectory of monomer 1. The structures are rendered as surface, the 3C and
3D domains are colored cyan and blue, respectively. The active-site residues of the
protease (His-40, Glu-71, Cys-147) and polymerase (Asp-416, Asp-511, Asp-512)
are indicated by red color to show the relative orientation of the two domains.
The starting 3CD structure adopts an extended conformation with no interdomain
interactions in contrast to that observed in the simulated average structure.

Of note, the intradomain correlations of 3D-domain differ significantly from
the correlations reported previously in the MD simulation study of the cleaved
polymerase [29] and protease [51]. The characteristic negative correlations of residues
surrounding the template-nascent RNA duplex channel, the template channel and
the NTP channel in the 3Dpol, which indicated the expansion and contraction of these
channels of the polymerase, are lacking in the 3D-domain of the precursor protein;
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additionally, the positive correlations among the functional motifs in the palm and
fingers subdomains are less pronounced in the precursor protein compared to the
mature polymerase. Inspecting the interdomain correlations revealed that residues
of the 3C-domain were negatively correlated (blue color in the map) with regions
of the fingers and palm of the 3D-domain encompassing residues 186–190, 238–246,
360–370, and 423–434. These regions of the 3D-domain appeared to be on the same
side or near the interface with the 3C-domain. The negative correlations suggest
that they move in a direction opposite to that of the 3C-domain movement. Thus,
from DCCM analysis it can be concluded that the 3C-domain moves as a whole
unit, or what is called “rigid-body” motion, towards a unique face of the 3D-domain.
Further analysis of the MD trajectory using principal component analysis (PCA),
which filters the noise from major motions in MD simulations as described in our
previous study [29], revealed that the rigid-body movement of 3C-domain towards
the polymerase domain is the major motion observed during simulations (Figure S2).
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encompassing residues 186–190, 238–246, 360–370, and 423–434. These regions of the 3D-domain 
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Figure 4. Conformational changes of 3CD during simulations. (A) Representative
conformations of the clusters (1–6) sampled during the last 50 ns of wild-type (WT)
3CD simulation of monomer 1, superimposed using Cα atoms of 3D-domain. The
positioning of 3C-domain (cyan) relative to 3D-domain (blue) varies among the
different conformations, resulting in small variations at the interface between the
two domains as indicated by the orange arrow. (B) Dynamic Cross-Correlation
Map (DCCM) analysis of the last 50 ns, calculated for Cα atoms of all residues in
3CD. Residues of 3C-domain exhibited strong correlations, indicating rigid-body
motion of the domain. Also, residues of the thumb (aa 563–644) in the 3D-domain
showed strong correlations; which is consistent with the slightly larger deviations
observed for the thumb residues shown in (A).
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hepatitis A virus 1B (HAV1B). The residues shown in the alignment are those involved in the 

interdomain interactions: 31–32, 63, 87, 176–185, 246–249, and 528–534. Many of the interface residues 
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Figure 5. Interactions between 3C and 3D domains in the compact conformation
of 3CD (monomer 1). (A) Shown is the simulated WT 3CD with interface residues
displayed as sticks; the 3C and 3D domains are colored cyan and blue, respectively.
The active-site residues of the protease (His-40, Glu-71, Cys-147) and polymerase
(Asp-416, Asp-511, Asp-512) are shown as red spheres to help identifying the
relative orientation of the two domains. The list of interdomain interactions
is shown at the right of the panel; three types of interactions are indicated
(sidechain-sidechain, sc-sc; sidechain-backbone, sc-bb/bb-sc; backbone-backbone,
bb-bb). (B) Two close-up views of the interface marked by the yellow box
in (A). Interacting residues are shown as sticks and their C-atoms are colored
according to the corresponding domains. Interface residues are engaged in
many H-bonding interactions and salt bridges, depicted as black dashed-lines.
(C) Shown is part of the sequence alignment of 3CD proteins from picornaviruses,
including poliovirus (PV), coxsackievirus A16 (CoxA16), coxsackievirus B3 (CoxB3),
enterovirus 71 (EV71), enterovirus D68 (EVD68), human rhinovirus 16 (HRV16),
human rhinovirus 1B (HRV1B), foot-and-mouth disease virus (FMDV), and
hepatitis A virus 1B (HAV1B). The residues shown in the alignment are those
involved in the interdomain interactions: 31–32, 63, 87, 176–185, 246–249, and
528–534. Many of the interface residues are highly conserved.
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3.2. Interface Residues and Stability of the Interdomain Interactions

Next, we analyzed the conformations visited during simulations of the WT 3CD
to obtain information on residues involved in the interdomain interactions. The 3C
and 3D domains bury „500 Å2 of surface area between them. Residues mediating
the interactions between the two domains are shown and listed in Figure 5A,B. The
interface is formed by amino acids from the 3C-domain (residues 31, 32 and 63),
the linker (residues 176–185), and from the 3D-domain (residues 246–248 of the
fingers subdomain and residues 528–534 of motif D in the palm subdomain of the
polymerase). The contact surface between the two domains involves electrostatic and
weak hydrogen bonding interactions made by backbone and sidechain atoms. The
linker region is sandwiched between the two domains to form an intricate network
of interactions. The sidechain of Ser-177 forms a hydrogen bond with that of Asp-532.
The carbonyl oxygen atoms of four residues, two from each domain, including
Arg-176, Phe-179, Asp-532 and Tyr-533, form an oxyanion hole that accommodates
the positively charged sidechain of Lys-249. The sidechain of Gln-181 is engaged in
hydrogen bonding interaction with the backbone of Gly-534. The backbone atoms of
Ser-182 mediate hydrogen bonding interactions with both backbone and sidechain
atoms of Asn-248 and Arg-87, respectively. The backbone atoms of Asn-248 in turn
are hydrogen bonded to the backbone atoms of Gln-183. The backbone nitrogen
atom of Glu-185 forms a hydrogen bond with the sidechain of Asp-32. The residue
preceding Asp-32, His-31, mediates a hydrogen bonding interaction between its
sidechain and the carbonyl oxygen atom of Val-246. Finally, Glu-63 forms a salt
bridge with Lys-531 and a hydrogen bond with the sidechain of Gln-528.

Interestingly, many of the residues at the interface are linked to functions. In
the 3C-domain, His-31, Asp-32, Glu-63 and Arg-87 have been shown by NMR to be
involved in RNA-binding by 3C [16,51]. Mutations of His-31 and Asp-32 in 3C impair
the RNA recognition activity [17]. The residue Arg-176 is also known to be implicated
in RNA recognition [24]. In addition, Arg-176 and Phe-179 are involved in peptide
binding [51]. In the 3D-domain, Lys-249 (Lys-66 in PV RdRp numbering) is nearby
Lys-61 of 3D that was previously shown to be critical for polymerase function [52].
Residues 528–534 correspond to motif D of the polymerase that is also known to be
critical for polymerase function [53,54]. Therefore, the interactions between the two
domains could be linked to the functional differences between the precursor protein
3CD and its cleaved products.
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When we evaluated whether the interdomain interactions in PV 3CD exist
in the related 3CD proteins from other picornaviruses (Figure 5C), we found that
many of these interactions are conserved but some are not. Interactions in PV
3CD that involve backbone atoms and sidechains of residues at positions 31, 32,
87,177, 181, 249 and 532 are likely to exist in the related proteins; residues at these
positions are either conserved or substituted by residues capable of making similar
interactions. However, interactions mediated by Glu-63 are predicted to be unique
for the poliovirus protein. Our interpretation of this observation is that picornaviral
3CD proteins likely adopt compact conformations in which the two domains interact
with each other.

After examining the interface between 3C and 3D domains in the simulated WT
3CD and showing that the contact surface between the two domains involves many
interactions, we evaluated the stability of the interdomain interactions in the compact
conformation relative to the extended conformation seen in crystal structure. To do
so, we carried out the free energy calculations using SIETRAJ as described in the
Experimental section 2.1. The relative free energy (∆∆G) of 3C-3D interactions were
calculated for the different conformations visited during simulations; see Table 1. The
compact conformations with 3C-3D interdomain interactions were found to be more
stable than the extended conformation with non-interacting domains by an average
of ´7.4 ˘ 0.89 kcal/mol. Considering the number of interactions between the two
domains described above, the estimated stabilization energy seemed reasonable.

Table 1. Relative free energy of interdomain interactions in WT 3CD.

Conformation ∆∆G a (kcal/mol)

Crystal structure b 0
Cluster 1 ´7.73 ˘ 0.89
Cluster 2 ´8.55 ˘ 0.98
Cluster 3 ´6.81 ˘ 0.85
Cluster 4 ´6.25 ˘ 0.74
Cluster 5 ´8.26 ˘ 0.90
Cluster 6 ´6.84 ˘ 0.98
average ´7.41 ˘ 0.89

a errors correspond to standard deviations; b used as a reference for the free
energy calculations.
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respectively. The active-site residues of the protease (His-40, Glu-71, Cys-147) and polymerase (Asp-

416, Asp-511, Asp-512) are shown as red spheres to help identifying the relative orientation of the two 

domains. Interdomain interactions are listed at the right of the panel; two types of interactions are 

indicated (sidechain-sidechain, sc-sc; sidechain-backbone, sc-bb). (B) Two close-up views of the 

interface marked by the yellow box in (A). Interacting residues are shown as sticks and their C-atoms 

are colored according to the corresponding domains. Interface residues are engaged in many H-

bonding (black dashed-lines), hydrophobic and electrostatic interactions. The contact surface between 

the two domains in the mutant 3CD is distinct from that of monomer 1 shown in Figure 5. 

Two monomers were present in the 3CD crystal structure with slightly different conformations 

of the linker. In order to assess the impact of starting conformation on the outcome of the simulation, 

we performed a second simulation using monomer 2. Similar to monomer 1 simulation, analysis of 

the MD trajectory revealed a 3CD molecule forming a compact conformation with a surface area of 

∼460 Å 2 buried between 3C and 3D domains. Interestingly, a new interface in monomer 2 was 

Figure 6. Interface in the compact conformation of 3CD (monomer 2). (A) The
simulated 3CD is shown with interface residues displayed as sticks; the 3C and
3D domains are colored cyan and blue; respectively. The active-site residues of the
protease (His-40, Glu-71, Cys-147) and polymerase (Asp-416, Asp-511, Asp-512) are
shown as red spheres to help identifying the relative orientation of the two domains.
Interdomain interactions are listed at the right of the panel; two types of interactions
are indicated (sidechain-sidechain, sc-sc; sidechain-backbone, sc-bb). (B) Two
close-up views of the interface marked by the yellow box in (A). Interacting residues
are shown as sticks and their C-atoms are colored according to the corresponding
domains. Interface residues are engaged in many H-bonding (black dashed-lines),
hydrophobic and electrostatic interactions. The contact surface between the two
domains in the mutant 3CD is distinct from that of monomer 1 shown in Figure 5.
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Two monomers were present in the 3CD crystal structure with slightly different
conformations of the linker. In order to assess the impact of starting conformation on
the outcome of the simulation, we performed a second simulation using monomer
2. Similar to monomer 1 simulation, analysis of the MD trajectory revealed a 3CD
molecule forming a compact conformation with a surface area of „460 Å2 buried
between 3C and 3D domains. Interestingly, a new interface in monomer 2 was
revealed and appeared to be different from that observed in monomer 1. The
3C-domain moved ~20 Å and rotated ~60˝ relative to the conformation observed
for monomer 1, now reaching the upper part of the fingers in the 3D-domain
(Figure S3A,B). The new interface is formed by the loop residues Arg-84, Asp-85,
Arg-87 and Pro-88 projected from 3C-domain that interact with residues Ile-186,
Glu-194, Glu-239 and Lys-461 from the fingers of 3D-domain (Figure 6). The interface
residues from 3D-domain, in turn, interact with residues Arg-176, Gln-181, Ser-182
and Gln-183 at the C-terminus of the 3C-domain. Examination of the interface
residues showed that residues at positions 84, 85, 87 and 186 are completely
conserved in the related picornaviral proteins; the remaining residues showed a
high level of conservation. The site of the 3D-domain contributing to the interface in
monomer 2 is adjacent and non-overlapping to that presented in monomer 1. Also,
the loop residues 84–88, which are known to play a role in RNA binding [16] in
3C-domain, are adjacent to the 31–32 site that is part of the interface in monomer
1 (Figure 5). The linker residues 176–183 contribute to the contact surfaces in the
two monomers. The interfaces in the two monomers are predominately formed by
electrostatic and hydrogen bonding interactions. Nevertheless, in monomer 2 there is
a hydrophobic contribution to the interface from the interaction between Pro-88 from
3C-domain and Ile-186 from 3D-domain (Figure 6). Thus, it can be argued that 3CD
is capable of assuming different compact conformations that could serve distinct
functions at different stages of the viral lifecycle.
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representative conformations of 3CD sampled during the accelerated MD simulations (including both 

compact and extended conformations), revealing the dynamic nature of the interface between the two 

domains of the protein. The interface in the compact conformation from the conventional MD is 

shown in a yellow box for comparison. The 3C and 3D domains are colored cyan and blue, 

respectively; active-site residues of the protease (His-40, Glu-71, Cys-147) and polymerase (Asp-416, 
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Figure 7. Accelerated MD simulations reveal dynamic interface between 3C and 3D
domains. Shown are five representative conformations of 3CD sampled during the
accelerated MD simulations (including both compact and extended conformations),
revealing the dynamic nature of the interface between the two domains of the
protein. The interface in the compact conformation from the conventional MD is
shown in a yellow box for comparison. The 3C and 3D domains are colored cyan
and blue, respectively; active-site residues of the protease (His-40, Glu-71, Cys-147)
and polymerase (Asp-416, Asp-511, Asp-512) are shown as red spheres to help
identifying the relative orientations of the two domains.

The observation of two unique orientations of the 3C-domain relative to the
3D-domain in the two simulated 3CD monomers begged the question: do additional
conformations exist? To address this question we performed a 170 ns accelerated
MD simulation (aMD) as described in the Experimental section §2.1 that enhanced
sampling of the conformational space of 3CD. Similar to the above two simulations,
the 3CD assumed compact conformations with interfaces that overlap with the
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interfaces observed in the conventional MD simulations (Figure 7). The switching
among different conformations is shown in movie S1. The buried surface area
between the two domains was in the range of „500 to „650 Å2 in the different
compact conformations sampled during the aMD simulation. Interestingly, in the
accelerated simulation the 3CD has been seen transiently visiting relatively extended
conformations similar to that observed in the crystal structure. The boosting energy
in the aMD helped to overcome the interdomain interactions that exist in the compact
conformations. From the results of MD simulations it can be concluded that 3CD
may exist in solution as a mixture of many compact and extended conformations.

3.3. Mutated 3CD has Altered Interface Compared to the WT Protein

Crystal structures of 3C and 3D proteins revealed numerous packing
interactions. Mutagenesis was used to prohibit these interactions during
crystallization of 3CD. These mutations are E55A, D58A, E63A, C147A, L629D and
R638D; see Figure S4. Because some of these substitutions were near the interface
of the two domains, this structure provided an opportunity to evaluate the impact
of these mutations on the outcome of the simulations. We performed a 50 ns MD
simulation of the mutant 3CD and analyzed it in the same manner described for the
WT protein; see Experimental section §2.1. Similar to WT simulations, RMSD and
radius of gyration analyses indicated large domain movements (Figure S5). Analysis
of the conformations sampled during simulations of the mutant protein suggested
interdomain interactions between 3C and 3D domains. The interface between the
domains in the mutant was found to be different from that observed in the WT
protein (Figure S3C).

The interdomain interactions found in the mutant 3CD are displayed in Figure 8.
The surface area buried between the two domains is „700 Å2, larger than that
observed in the WT protein. Comparison of the interdomain interface of the mutant
with that shown in Figures 5 and 6 for WT protein highlighted interesting similarities
and differences. Whereas some residues of the 3D-domain at the interface in WT
were also present in the mutant (Glu-185, Asp-236, Glu-239, Val-246, Lys-249 and
Lys-531), interface residues from the 3C-domain in the mutant were totally different
from that in the WT protein. Specifically, the substitution at position-63 in the mutant
disrupted the interaction between Glu-63 and Lys-531 observed in the WT protein.
The sidechain of Lys-531 in the mutant is engaged in hydrogen bonding interaction
with backbone atoms of Gly-129; the aliphatic moiety participates in hydrophobic
interactions with that of Asn-69. The sidechain of Asn-69 forms a bridge between the
two domains via hydrogen bond formation with the carboxylate of Glu-71. In the
vicinity of these interactions, the sidechain of Gln-131 forms a hydrogen bond with
the carbonyl oxygen of Ser-529. Additionally, the interactions mediated by the linker
region (residues 176–183) in WT are lost in the mutant. The only linker residue that is
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part of the contact surface in the mutant is Glu-185 of the 3D-domain. It forms a salt
bridge with Lys-60, which is hydrogen bonded to the backbone oxygen of Val-246.
The environment of Lys-249 in WT is lost in the mutant where it is hydrogen bonded
to the backbone oxygen of Ala-61. Lastly, new interactions in the mutant mediated
by Glu-45 and Lys-78 have no equivalent in WT. The residue Glu-45 forms two salt
bridges with Lys-350 and Lys-355 and a hydrogen bond with the sidechain of Gln-353.
Lys-78 forms a salt bridge with Asp-236 and is located within range to participate
in electrostatic interactions with Glu-239. We conclude that a single substitution
of Glu-63 with alanine at the interface was sufficient to remodel the interface to a
completely new conformation.

3.4. Experimental SAXS Data Support more than one Conformation for 3CD

The MD simulations revealed a compact conformation with interdomain
interactions for 3CD and transiently sampled the extended beads-on-a-string
conformation reported in the crystal structure. To see if the two conformations
exist and to gain more insight into the solution state, we performed small-angle
X-ray scattering (SAXS) experiments; see the Experimental section §2.2. SAXS
technique is ideal to explore the large domain movement suggested for 3CD by
MD simulations [55].

Experimental data summary is given in Table 2. SAXS data collected at four
different concentrations in the range of 0.54 to 4.3 mg/mL are shown in Figure 9A.
Parameters that characterize the size of the protein, radius of gyration (Rg) and
maximum particle dimension (Dmax), were determined from data collected at low
concentrations (0.54 and 1.1 mg/mL), for which no concentration dependence was
observed. Data at very small angles showed linear correlations (Figure 9B) that
satisfied Guinier approximation (qRg <1.3), from which an Rg value of 32.5 Å was
obtained. The Rg parameter was also determined from the interatomic pair-distance
distribution function P(r), computed by GNOM, which takes into account the entire
scattering curve, not only the very small-angle portion (Figure 9C). The real-space Rg

obtained from P(r) was determined to be 33.48 ˘ 1.53 Å, which is in good agreement
with that obtained from Guinier approximation. It should be noted that the Rg

from SAXS accounts for both protein atoms and solvent molecules in the hydration
shell [56]. It is therefore larger than the Rg calculated from structure coordinates
utilizing backbone atoms of the protein during MD simulations. The Rg from SAXS
agrees well with the estimated hydrodynamic radius (Rh) from DLS with an Rg/Rh
ratio of 0.86, which suggests a globular shape of 3CD. For comparison, an Rg/Rh
value of ~0.8 is characteristic for globular proteins, the ratio increases as the molecules
deviate from globular to elongated shapes, reaching ~1.4 for denatured proteins [57].
The Dmax parameter was derived from P(r) with a value of 125 Å. The estimated
size parameters are reasonable for a molecule with the size of 3CD, indicating a

93



monomeric state of the protein in solution. In addition, the molecular masses
derived from three different methods (76.9 ˘ 3.8, 71.5 ˘ 2.0 and 72.8 ˘ 2.9 kDa)
were consistent with the calculated molecular mass of a monomer (71.92 kDa); see
Table 2.Viruses 2015, volume, page–page 
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the two domains. Interdomain interactions are listed at the right of the panel; two types of interactions 

are indicated (sidechain-sidechain, sc-sc; sidechain-backbone, sc-bb/bb-sc). (B) Two close-up views of 

the interface marked by the yellow box in (A). Interacting residues are shown as sticks and their C-

atoms are colored according to the corresponding domains. Interface residues are engaged in many 

H-bonding and salt bridges, depicted as black dashed-lines. The contact surface between the two 

domains in the mutant 3CD is different from that observed in the WT protein shown in Figures 5 and 
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Figure 8. MD simulation reveals altered interface in the mutant 3CD. (A) The
simulated mutant 3CD is shown with interface residues displayed as sticks; the 3C
and 3D domains are colored cyan and blue; respectively. The active-site residues
of the protease (His-40, Glu-71, Cys-147) and polymerase (Asp-416, Asp-511,
Asp-512) are shown as red spheres to help identifying the relative orientation of
the two domains. Interdomain interactions are listed at the right of the panel; two
types of interactions are indicated (sidechain-sidechain, sc-sc; sidechain-backbone,
sc-bb/bb-sc). (B) Two close-up views of the interface marked by the yellow box
in (A). Interacting residues are shown as sticks and their C-atoms are colored
according to the corresponding domains. Interface residues are engaged in many
H-bonding and salt bridges, depicted as black dashed-lines. The contact surface
between the two domains in the mutant 3CD is different from that observed in the
WT protein shown in Figures 5 and 6.
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We used the combined scattering curve to construct low-resolution SAXS
models using DAMMIN and GASBOR programs; see the Experimental section
§2.2. Ten independent models were generated from each program and averaged.
Some variations among the models were observed as indicated by NSD values that
represent their similarity (1.211 ˘ 0.041 for DAMMIN models and 1.438 ˘ 0.049
for GASBOR models), which may reflect the flexibility of the protein. The average
DAMMIN model is shown in Figure 10A. The model can reasonably fit the two
conformations of 3CD: the one observed in the crystal structure and that revealed by
MD simulations (Figure 10B). Of note, the structure from simulations showed slightly
better fitting (NSD = 0.67) than the crystal structure (NSD = 0.96). Nevertheless, the
precise orientation of the protein inside the SAXS envelope could not be determined
without ambiguity. Moreover, fitting the calculated scattering profiles of the crystal
structure and that of the average MD structure to the experimental curve appeared
to be less than optimal with χ values of 1.9 and 2.9 for the crystal structure and the
average MD structure, respectively (Figure 10C). This was interpreted to mean that
no single conformation can satisfactorily fit the scattering data.

Table 2. Small-angle X-ray scattering (SAXS) data analysis for 3CD protein.

Data Collection
Instrument G1-line station at CHESS, dual Pilatus 100K-S detector
Beam diameter (µm) 250 ˆ 250
Wavelength (Å) 1.244
q-range (Å´1) 0.006–0.800
Exposure time (s) 15 ˆ 4
Concentration range (mg mL´1) 0.54–4.3
Temperature (K) 293
Structural parameters
Rg [real-space Rg from P(r)] (Å) 33.48 ˘ 1.53
Rg (from Guinier) (Å) 32.5
Dmax (Å) 125
Molecular-mass determination
Molecular mass Mr (Da)
From Porod volume (Vp/1.6) 76,875 ˘ 3750
From Lysozyme standard 71,492 ˘ 1953
From SAXS MoW 72,750 ˘ 2900
Calculated from sequence 71,920
Software employed
Primary data reduction RAW
Data processing GNOM
Ab initio analysis DAMMIN, GASBOR
Validation and averaging DAMAVER
Conformational flexibility EOM
Computation of model scattering CRYSOL, FoXS
Fitting structure to SAXS model SUPCOMB
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4.3 (grey) mg/mL. (B) Guinier plot of data at very small angles is shown with a linear regression 
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GNOM is shown. The estimated maximum particle dimension (Dmax) and Rg from P(r) are indicated 
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Figure 10. Ab initio SAXS model and fitting of single-conformation to experimental scattering data. 

(A) Shown are the average SAXS model constructed using DAMMIN (red spheres) and the fitting of 

the reference model (red line) to experimental SAXS data (grey). (B) The crystal and average MD 

structures of 3CD, represented as cartoons, are fitted to the DAMMIN model that is shown in A (red 

transparent surface); two different views are displayed for each fitting. The average MD structure fits 

the SAXS model slightly better (NSD = 0.67) than the crystal structure (NSD = 0.96). In both cases, 

however, the exact orientation of the structures cannot be determined without ambiguity; (C) The 

calculated scattering profiles of the crystal and average MD structures are compared to experimental 

data. The agreement between theoretical profiles and experimental data is relatively poor as indicated 

by the χ-values, suggesting that no single conformation can satisfactorily fit the experimental data. 

Figure 9. Experimental solution scattering data. (A) Shown are plots of the
scattering intensity from SAXS data collected at different concentrations of 3CD
protein: 0.54 (cyan), 1.1 (green), 2.2 (red) and 4.3 (grey) mg/mL. (B) Guinier
plot of data at very small angles is shown with a linear regression satisfying
the approximation q < 1.3/Rg . (C) The pair-distance distribution function P(r)
calculated by GNOM is shown. The estimated maximum particle dimension
(Dmax) and Rg from P(r) are indicated on the plot. The Rg determined from Gunier
approximation is in good agreement with that calculated by GNOM.

To assess the possibility of the presence of multiple conformations for 3CD in
solution, we employed the Ensemble Optimization Method (EOM). This method
assumes that a mixture of different conformers co-exist in solution and finds the
best sub-ensemble out of a randomly generated ensemble consisting of a large
number of conformers that best fits the experimental data. From an ensemble of
3CD conformers in which the 3C-domain and the linker residues were allowed to
adopt different conformations, EOM selected a sub-ensemble that fits the scattering
data better than any single conformation with a χ-value of 1.38 (Figure 11A).
Comparison of the Rg histogram of the initial pool covering the range of 26–38 Å
(corresponding to compact-to-extended conformations) with that of the selected
sub-ensemble indicated the presence of both extended and compact conformations
in solution (Figure 11B). The selected sub-ensemble has a bimodal distribution
that could result from switching between the two conformations. The first peak
centered at an Rg of „31 Å corresponds to the compact conformation, and the second
peak centered at an Rg of „33 Å corresponds to the extended conformation. The
conformer corresponding to the first peak accounts for 43% of the total scattering
and that corresponding to the second peak accounts for 57%. Thus, both compact
and extended conformations are well represented in solution. Of note, the entire
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initial pool is not represented in the selected sub-ensemble, suggesting a limited
conformational space of the protein with the molecule fluctuating around its compact
and extended conformations.
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Figure 10. Ab initio SAXS model and fitting of single-conformation to experimental
scattering data. (A) Shown are the average SAXS model constructed using
DAMMIN (red spheres) and the fitting of the reference model (red line) to
experimental SAXS data (grey). (B) The crystal and average MD structures of
3CD, represented as cartoons, are fitted to the DAMMIN model that is shown in A
(red transparent surface); two different views are displayed for each fitting. The
average MD structure fits the SAXS model slightly better (NSD = 0.67) than the
crystal structure (NSD = 0.96). In both cases, however, the exact orientation of the
structures cannot be determined without ambiguity. (C) The calculated scattering
profiles of the crystal and average MD structures are compared to experimental
data. The agreement between theoretical profiles and experimental data is relatively
poor as indicated by the χ-values, suggesting that no single conformation can
satisfactorily fit the experimental data.

In conclusion, the SAXS experiments are consistent with that the conformation
of 3CD protein observed in the crystal structure and that revealed by MD simulations
co-exist in solution in almost equal proportions. Furthermore, fluctuations around
each conformation, similar to what was found in simulations (Figure 4A), could be
inferred from the SAXS data.
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Figure 11. Ensemble Optimization Method (EOM) analysis suggested the presence of two 

conformations for 3CD in solution. (A) The scattering profile calculated from the selected EOM sub-
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In conclusion, the SAXS experiments are consistent with that the conformation of 3CD protein 

observed in the crystal structure and that revealed by MD simulations co-exist in solution in almost 

equal proportions. Furthermore, fluctuations around each conformation, similar to what was found 

in simulations (Figure 4A), could be inferred from the SAXS data. 

Figure 11. Ensemble Optimization Method (EOM) analysis suggested the presence
of two conformations for 3CD in solution. (A) The scattering profile calculated from
the selected EOM sub-ensemble (red) is in good agreement with the experimental
data (grey) as indicated by the low χ-value. (B) Shown is the EOM radius
of gyration distribution (Rg) of the initial random pool (black line) and the
selected sub-ensemble (red shades) for 3CD; the 3C-domain adopts different
conformations relative to the 3D-domain in the sub-ensemble. The selected
sub-ensemble corresponds to two conformers: an extended conformer that has no
interdomain interactions and a compact conformer with interdomain interactions;
the extended one is slightly preferred, contributing 57% to the total scattering. The
two conformers are displayed in the inset.

4. Discussion

Biochemical studies of the PV 3CD protein demonstrate quite convincingly that
the protein is not merely the sum of its parts (Figure 1). Although 3CD exhibits the
3C-encoded protease activity, the catalytic efficiency and specificity are demonstrably
different [13,14]. Even more striking, however, is the fact that 3CD fails to exhibit any
of the 3Dpol-encoded polymerase activity [15]. Observations such as these suggested
that the structure of 3CD would be more than two "beads on a string." However, such
an organization was observed when the crystal structure of 3CD was reported [23].
The current study was designed to determine if there was more to learn about 3CD
than the crystal structure was telling us.

Starting from the crystal structure of 3CD, with modifications to reconstruct the
wild-type sequence, molecular dynamics simulations revealed a collapse of the 3C
and 3D domains to yield a conformation that could no longer be considered “beads on
a string” (Figures 2 and 3). Interestingly, the simulation suggested that the 3C domain
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can move relative to the 3D domain to create multiple, unique interfaces (Figure 4),
although one interface predominated the first trajectory (Figure 5). Performing the
same experiment using 3CD coordinates from the second monomer in the unit cell
produced the same results as above with respect to the collapse of the 3C and 3D
domains (Figure 6). However, the predominating interface observed in this second
trial was only partially overlapping with that observed in the first trial. Accelerated
molecular dynamics simulations revealed an even wider range of possibilities for
the conformations of 3C relative to 3D achievable for 3CD, including the extended
conformation observed crystallographically (Figure 7). That the conformational
ensemble of 3CD observed computationally exists in solution was shown by using
small-angle X-ray scattering experiments (Figures 9–11). If each conformation of 3CD
exhibits some unique function: catalytic activity or ability to interact specifically with
a viral or host factor, then such a conformational ensemble may represent a strategy
to expand the viral proteome.

In addition to revealing the conformational ensemble of the 3CD protein, the
molecular dynamics simulations provided insight into the unique specificity/activity
of 3CD relative to its domains in isolation. Regarding the proteolytic activity, the
organization of the proteolytic active site in the context of 3CD when compared to
3C alone showed no significant difference (Figure 12A) [51]. However, residues of
3C that contribute to substrate binding are more dynamic in the precursor than in
the processed protein (Figure 12A). The amino terminus was much more dynamic
in the processed protein than in the precursor protein (Figure 12A). Indeed, these
differences in dynamics appear as differences in structure when processed and
precursor forms are evaluated by X-ray crystallography [23,24]. Of note, it has been
shown before that binding of the peptide substrate is accompanied by conformational
rearrangements within binding site [24]. Furthermore, portions of the 3D-domain
should be able to interact directly with polyprotein substrate (Figure 12A). For
the differences in RNA-binding between 3CD and 3C, MD simulations provided
plausible insights. Residues of 3C that are implicated in stabilizing the conformation
of the RNA recognition site [24] are engaged in interface interactions in the context
of 3CD (Figures 5 and 6). These interactions may contribute to the differences in
RNA binding activity of 3CD relative to 3C. Additionally, the drastic differences in
dynamics of the amino terminus described above in the precursor and processed
proteins may also contribute to the differences in RNA binding as these residues are
known to be implicated in RNA binding activity [16].

In terms of the missing polymerase activity, it was clear going into this study
that the amino terminus penetrates the fingers sub-domain of the polymerase and
contributes to the organization of conserved structural motif A, which, in turn,
contributes to the organization of conserved structural motif C [25]. Addition of
a single amino acid to the amino terminus of the 3D protein reduces polymerase
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activity by 50–200 fold [37]. Interestingly, in the context of 3CD, the NTP channel is
closed (Figure 12B). In the isolated 3D protein, this channel oscillates between open
and closed but is most often observed in the open configuration (Figure 12B) [29,58].
This difference may also contribute to the complete absence of polymerase activity
associated with 3CD.

We suggest that picornaviruses have evolved 3CD to be devoid of polymerase
activity. First, the orthologous protein in the Calicivirus family, Pro-Pol, actually
exhibits robust polymerase activity and is thought to be the active form of the enzyme
in cells [59,60]. In this system, the role of the amino terminus has been replaced by the
addition of an arginine residue to the fingers sub-domain [61]. Second, members of
the Flavivirus family encode a methyltranferase domain followed by the polymerase
domain [62,63]. In addition, the L (large) proteins of negative strand RNA viruses are
all multi-functional, multi-domain proteins exhibiting polymerase activity [64,65].

We speculate that the observation made here for PV 3CD extends to all viral
polyprotein precursor proteins. Structures of other precursor or multi-domain viral
proteins have been solved (Figure 13) [62,63,66]. These are clearly compact structures
with interdomain interactions. While solution information is not available for
the alphavirus nsP23 precursor, SAXS experiments have been performed for the
flavivirus NS5 protein [67]. These experiments suggest a conformational ensemble
for NS5 as well. There is a clear need to place greater emphasis on the dynamics and
conformational sampling of viral proteins, both fully processed and precursor forms,
in the future.

Our laboratory has been quite intrigued by the concept that RNA viruses need
to create mechanisms to expand their functional proteome [68]. This notion emerged
when considering hepatitis C virus (HCV). HCV encodes fewer than one dozen
proteins but is capable of precluding clearance by the human body as long as the
liver can tolerate infection, usually many decades. We have provided very compelling
evidence that in the case of HCV the use of an intrinsically disordered protein whose
structure and dynamics can be regulated by phosphorylation is the strategy this
virus uses to expand its functional proteome. Acute RNA viruses likely require more
function than they encode using traditional approaches but not as many as persistent
viruses. Use of the conformational ensemble is quite elegant. Even more elegant
is the ability to make this ensemble sensitive to single amino acid substitutions.
RNA viruses exist as a population of genetic variants, with the possibility for each
amino acid to be sampled at each position of each protein. Our studies show that a
single amino acid substitution in the interdomain interface of a precursor protein can
completely change the architecture of the interface and the ensemble of conformations
present and/or populated (Figure 8). Whether or not the conformational ensemble
of multi-domain viral proteins as suggested here is a trait unique to this class of viral
proteins, or cellular proteins as well, merits further investigation.
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Figure 12. Influence of interdomain interactions on 3CD functions. (A) An ensemble of 3C 

conformations (left) obtained from MD simulations of 3C alone [51] and an ensemble of 3CD 

conformations (right) are shown. The catalytic triads of the protease active sites are indicated by red 

spheres; interface residues from 3C-domain in the precursor protein are colored red. MD simulations 

revealed that the N-terminal residues (aa 1–13), implicated in RNA binding, are much less dynamic 

in the context of 3CD than 3C alone. Whereas residues implicated in substrate binding or catalysis, 

including residues of pocket S1 (Thr-142, Gly-145 and Gln-146) and pocket S4 (Leu-125, Leu-127 and 

Phe-170), are more dynamic in the context of 3CD than 3C alone. These differences in dynamics may 

contribute to the unique specificity/activity of 3C relative to its precursor protein. Note that the 3D 

domain in 3CD can participate directly in interactions with polyprotein substrates, which may also 

contribute to the observed difference between the precursor and processed 3C protein. (B) Shown are 

the crystal structure of PV RdRp with the incoming NTP bound at the active site displayed as sticks 

(3D, PDB 3OL7 [26]), left, and the average 3CD structure from MD simulations, right. The two 

structures are oriented using the same view of the polymerase. The 3C and 3D domains are colored 

cyan and blue, respectively, and the polymerase domain is rendered as transparent surface. The NTP 

channel is circled and indicated by red arrow. In contrast to 3D structure in which the NTP channel 

is open, in 3CD the channel is closed and the nucleotide has no access to the active site of the 

polymerase. Also, interface residues in 3CD maintain interactions with the residues lining the NTP 

channel, interfering with its opening/closing motion. Additionally, the interdomain interactions in 

3CD interfere with functionally important motions of the conserved structural motifs. All these 

differences in dynamics of 3D alone compared to that in the context of 3CD may contribute to the lack 

of polymerase activity in the precursor protein. 

 We suggest that picornaviruses have evolved 3CD to be devoid of polymerase activity. First, the 

orthologous protein in the Calicivirus family, Pro-Pol, actually exhibits robust polymerase activity 

and is thought to be the active form of the enzyme in cells [59,60]. In this system, the role of the amino 

terminus has been replaced by the addition of an arginine residue to the fingers sub-domain [61]. 
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precursor proteins. Structures of other precursor or multi-domain viral proteins have been solved 

(Figure 13) [62,63,66]. These are clearly compact structures with interdomain interactions. While 

Figure 12. Influence of interdomain interactions on 3CD functions. (A) An ensemble
of 3C conformations (left) obtained from MD simulations of 3C alone [51] and
an ensemble of 3CD conformations (right) are shown. The catalytic triads of
the protease active sites are indicated by red spheres; interface residues from
3C-domain in the precursor protein are colored red. MD simulations revealed
that the N-terminal residues (aa 1–13), implicated in RNA binding, are much less
dynamic in the context of 3CD than 3C alone. Whereas residues implicated in
substrate binding or catalysis, including residues of pocket S1 (Thr-142, Gly-145
and Gln-146) and pocket S4 (Leu-125, Leu-127 and Phe-170), are more dynamic in
the context of 3CD than 3C alone. These differences in dynamics may contribute
to the unique specificity/activity of 3C relative to its precursor protein. Note that
the 3D domain in 3CD can participate directly in interactions with polyprotein
substrates, which may also contribute to the observed difference between the
precursor and processed 3C protein. (B) Shown are the crystal structure of PV
RdRp with the incoming NTP bound at the active site displayed as sticks (3D, PDB
3OL7 [26]), left, and the average 3CD structure from MD simulations, right. The
two structures are oriented using the same view of the polymerase. The 3C and
3D domains are colored cyan and blue, respectively, and the polymerase domain
is rendered as transparent surface. The NTP channel is circled and indicated by
red arrow. In contrast to 3D structure in which the NTP channel is open, in 3CD
the channel is closed and the nucleotide has no access to the active site of the
polymerase. Also, interface residues in 3CD maintain interactions with the residues
lining the NTP channel, interfering with its opening/closing motion. Additionally,
the interdomain interactions in 3CD interfere with functionally important motions
of the conserved structural motifs. All these differences in dynamics of 3D alone
compared to that in the context of 3CD may contribute to the lack of polymerase
activity in the precursor protein.
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solution information is not available for the alphavirus nsP23 precursor, SAXS experiments have been 

performed for the flavivirus NS5 protein [67]. These experiments suggest a conformational ensemble 

for NS5 as well. There is a clear need to place greater emphasis on the dynamics and conformational 

sampling of viral proteins, both fully processed and precursor forms, in the future. 

 

Figure 13. Interdomain interactions in PV 3CD and related proteins. Shown are the simulated 

structure of PV 3CD, structure of the polyprotein nsP23pro-ZBD from Sindbis virus (SINV, PDB 4GUA), 

structures of NS5 proteins from Japanese Encephalitis Virus (JEV NS5, PDB 4K6M) and Dengue Virus 

(DENV NS5, PDB 4V0R). The polymerase domains are colored blue and the N-terminal domains 

(protease in PV and MTase in NS5) are shown in cyan, pink and yellow. The nsP2 and nsP3 domains 

are colored cyan and red, respectively. In the four proteins, interfaces between the N- and C-terminal 

domains exist. The interface in 3CD is a reminiscent of the interfaces observed in the above related 

proteins. In the structure of nsP23pro-ZBD, extensive interdomain interactions between the nsP2 protease 

and the nsP2/3 domain are maintained. To process this polyprotein, a conformational change is 

required to expose the cleavage site, suggesting that multiple conformations may exist. In the JEV 

NS5 structure, the interactions between the N-terminal MTase and the C-terminal polymerase 

domains are mostly hydrophobic; whereas in DENV NS5 the interdomain interactions are mostly 

polar. This difference in the nature of the interface suggested that JEV NS5 may possess multiple 

conformations similar to what has been shown by SAXS for DENV NS5. An interesting difference 

between 3CD and NS5 is that the linker residues in 3CD (7 amino acids long) are sandwiched between 

the two domains whereas the linkers in NS5 are not. Note that the linker of JEV NS5 is longer than 

3CD (10 amino acids long) and that of DENV NS5 is shorter than 3CD (4 amino acids long). Also, the 

linker residues in NS5 proteins are less conserved than the linker residues in 3CD. 

 Our laboratory has been quite intrigued by the concept that RNA viruses need to create 

mechanisms to expand their functional proteome [68]. This notion emerged when considering 

hepatitis C virus (HCV). HCV encodes fewer than one dozen proteins but is capable of precluding 

clearance by the human body as long as the liver can tolerate infection, usually many decades. We 
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Figure 13. Interdomain interactions in PV 3CD and related proteins. Shown are
the simulated structure of PV 3CD, structure of the polyprotein nsP23pro´ZBD

from Sindbis virus (SINV, PDB 4GUA), structures of NS5 proteins from Japanese
Encephalitis Virus (JEV NS5, PDB 4K6M) and Dengue Virus (DENV NS5, PDB
4V0R). The polymerase domains are colored blue and the N-terminal domains
(protease in PV and MTase in NS5) are shown in cyan, pink and yellow. The nsP2
and nsP3 domains are colored cyan and red, respectively. In the four proteins,
interfaces between the N- and C-terminal domains exist. The interface in 3CD
is a reminiscent of the interfaces observed in the above related proteins. In the
structure of nsP23pro´ZBD, extensive interdomain interactions between the nsP2
protease and the nsP2/3 domain are maintained. To process this polyprotein, a
conformational change is required to expose the cleavage site, suggesting that
multiple conformations may exist. In the JEV NS5 structure, the interactions
between the N-terminal MTase and the C-terminal polymerase domains are mostly
hydrophobic; whereas in DENV NS5 the interdomain interactions are mostly polar.
This difference in the nature of the interface suggested that JEV NS5 may possess
multiple conformations similar to what has been shown by SAXS for DENV NS5.
An interesting difference between 3CD and NS5 is that the linker residues in 3CD
(7 amino acids long) are sandwiched between the two domains whereas the linkers
in NS5 are not. Note that the linker of JEV NS5 is longer than 3CD (10 amino acids
long) and that of DENV NS5 is shorter than 3CD (4 amino acids long). Also, the
linker residues in NS5 proteins are less conserved than the linker residues in 3CD.
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5. Conclusions

The use of a polyprotein for gene expression has always been considered
a strategy to encode more functions into the limited coding capacity of a virus.
Here we suggest that conformational sampling of interdomain interactions in
polyprotein processing intermediates may further increase the viral proteome. The
impact of mutation at the interdomain interfaces can be transformative to the
conformational ensemble and hence the proteome, providing a possible explanation
for the requirement of genetic diversity of an RNA virus for optimal fitness.

Supplementary Materials: Supplementary Materials: The following are available online at
http://www.mdpi.com/1999-4915/7/11/2919, Figure S1: DLS analysis of PV 3CD protein,
Figure S2: PCA analysis reveal major motions of 3CD, Figure S3: MD simulations reveal
multiple interfaces in WT and mutant 3CD, Figure S4: Mutations of 3CD in the crystal
structure, Figure S5: Analysis of the 50 ns MD simulations of mutant PV 3CD, and Video S1:
Conformational Ensemble of the Poliovirus 3CD Precursor Observed by MD Simulations and
Confirmed by SAXS: A Strategy to Expand the Viral Proteome?; DOI: 10.5281/zenodo.34538.
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Coordinated DNA Replication by the
Bacteriophage T4 Replisome
Erin Noble, Michelle M. Spiering and Stephen J. Benkovic

Abstract: The T4 bacteriophage encodes eight proteins, which are sufficient to carry
out coordinated leading and lagging strand DNA synthesis. These purified proteins
have been used to reconstitute DNA synthesis in vitro and are a well-characterized
model system. Recent work on the T4 replisome has yielded more detailed insight
into the dynamics and coordination of proteins at the replication fork. Since the
leading and lagging strands are synthesized in opposite directions, coordination of
DNA synthesis as well as priming and unwinding is accomplished by several protein
complexes. These protein complexes serve to link catalytic activities and physically
tether proteins to the replication fork. Essential to both leading and lagging strand
synthesis is the formation of a holoenzyme complex composed of the polymerase
and a processivity clamp. The two holoenzymes form a dimer allowing the lagging
strand polymerase to be retained within the replisome after completion of each
Okazaki fragment. The helicase and primase also form a complex known as the
primosome, which unwinds the duplex DNA while also synthesizing primers on
the lagging strand. Future studies will likely focus on defining the orientations and
architecture of protein complexes at the replication fork.

Reprinted from Viruses. Cite as: Noble, E.; Spiering, M.M.; Benkovic, S.J. Coordinated
DNA Replication by the Bacteriophage T4 Replisome. Viruses 2015, 7, 3186–3200.

1. Introduction

Bacteriophages were first discovered in the early 20th century due to their ability
to kill bacteria [1]. Apart from their therapeutic uses, bacteriophages were found to
encode proteins that carried out many of the same basic processes that are found
in eukaryotic cells. The T4 bacteriophage, which infects Escherichia coli, is one of
the best-studied viruses in this group. Its double-stranded DNA genome encodes
all of the proteins necessary to carry out viral DNA replication in the infected cell.
The components of the T4 replisome can be purified and used to reconstitute DNA
replication in vitro. This system has been well characterized as a model for DNA
replication at a fork [2–4]. The T4 replisome consists of eight proteins, which together
catalyze coordinated leading and lagging strand synthesis (Figure 1). These proteins
are similar in structure and function to their eukaryotic homologues [5]. Studies on
the T4 system have contributed greatly to the understanding of DNA replication
and paved the way for current studies on human and yeast DNA replication. This
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review will cover the current understanding of T4 DNA replication and highlight
areas where recent research has yielded new mechanistic insight into functioning of
the T4 replisome. For more detail on other prokaryotic model systems, see recent
reviews highlighting studies of the T7 bacteriophage and E. coli replisomes [6–8].

2. T4 Replication Fork Components

T4 replication can be initiated via several different pathways [9]. Two specialized
structures, R-loops and D-loops, have been shown to be important. R-loops form
at T4 origin sites where an RNA primer is synthesized. D-loops are formed by
the recombination machinery and are used to initiate origin-independent DNA
synthesis. These two mechanisms of DNA replication initiation of have been
reviewed elsewhere [10].

Synthesis of the T4 genomic DNA is accomplished by a holoenzyme complex
composed of the gp43 polymerase and the gp45 sliding clamp [11–13]. On the
leading strand, DNA synthesis is carried out continuously by one holoenzyme
complex. On the lagging strand, DNA is synthesized in the opposite direction of
the progression of the replication fork. Multiple priming events allow a second
holoenzyme complex to carry out DNA synthesis discontinuously in 1 to 2 kb
fragments known as Okazaki fragments. While there is no available crystal structure
for the T4 gp43, the structure for the RB69 bacteriophage gp43 has been solved
alone and as part of a binary and ternary complex [14–16]. The two proteins are
62% identical and 74% similar and thus, the proteins are likely very similar in
topology. The RB69 structure reveals five conserved domains in a configuration
similar to that of the eukaryotic B family polymerases. The N-terminus contains a 3′

to 5′ exonuclease active site. This truncated exonuclease domain from T4 gp43 has
been isolated and the structure solved [12]. The catalytic activity of this domain is
independent from the rest of the polymerase, as it retains full exonuclease activity
in vitro [17]. The C-terminus of RB69 gp43 is organized into conserved finger, palm,
and thumb domains, which catalyze DNA polymerization 5′ to 3′ [15].

The T4 sliding clamp, gp45, is a ring-shaped, trimeric protein that serves as
a processivity factor for the polymerase [18,19]. The inner diameter of the ring is
about 35 Å, which is large enough to accommodate duplex DNA. Unlike clamps in
other systems, the T4 clamp exists in solution as a partially open ring with one of the
three subunit interfaces disrupted [20–22]. Once loaded onto DNA, the interior of
the clamp interacts with the DNA phosphate backbone through a number of basic
residues and anchors the polymerase to the DNA [19]. gp43 has a C-terminal PIP box
domain that mediates the interaction of the polymerase and the sliding clamp [23].
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strand holoenzymes interact to form a dimer. Single-stranded DNA formed by the helicase 
is coated with single-stranded DNA-binding protein (gp32). 

Figure 1. A model of the T4 bacteriophage DNA replisome. Replication of T4
genomic DNA is accomplished by a replication complex composed of eight proteins.
The helicase (gp41) and primase (gp61) interact to form the primosome with the
assistance of the helicase loader (gp59). The primosome complex encircles the
lagging strand DNA, unwinding duplex DNA while synthesizing RNA primers for
use by the lagging strand polymerase (gp43). DNA synthesis on both strands is
catalyzed by a holoenzyme complex formed by a polymerase (gp43) and a trimeric
processivity clamp (gp45). The clamp is loaded onto the DNA by the clamp loader
complex (gp44/62). The leading and lagging strand holoenzymes interact to form a
dimer. Single-stranded DNA formed by the helicase is coated with single-stranded
DNA-binding protein (gp32).

The circular gp45 clamp is loaded onto the DNA by a clamp loader complex.
In T4, four gp44 subunits associate with one gp62 subunit forming the gp44/62
clamp loader [24]. Each gp44 subunit binds ATP and the complex has a strong
DNA-dependent ATPase activity [25,26]. The clamp loader is a member of the
AAA+ family of ATPases, but unlike other enzymes of this type, clamp loaders are
pentameric rather than hexameric. This asymmetry results in a gap that allows the
clamp loader to specifically recognize the primer-template junction when loading a
clamp [27,28].

The T4 helicase, gp41, forms a hexamer upon binding GTP or ATP [29]. This
active form of the helicase hydrolyzes GTP/ATP to move along single-stranded
DNA [30,31]. Electron microscopy has revealed that there are two forms of the
hexameric gp41, a symmetric ring and a gapped asymmetric ring [32]. The “open”
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ring is thought to be important for the loading of the helicase onto DNA [29]. As part
of the replication fork, gp41 unwinds the double stranded DNA by traveling 5′ to 3′,
encircling the lagging strand while excluding the leading strand [33]. The preferred
substrate for the helicase is a forked DNA with both 5′ and 3′ single-stranded
DNA regions, suggesting the protein interacts with both the leading and lagging
strands [33,34]. T4 also encodes two other helicases, UvsW and Dda. Both accessory
helicases have been suggested to have roles in replication initiation, recombination,
and repair (see review [35]).

Priming on the lagging strand is catalyzed by the gp61 primase, which
interacts with gp41 to form the primosome [36]. This primosome synthesizes
pentaribonucleotides from 5′-GTT-3′ priming sites. The 3′-T is necessary for
priming but is not used to template the primer; the resulting primers have the
sequence 5′-pppACNNN-3′ [37]. At high concentrations in vitro, gp61 alone can
synthesize some RNA primers, but they are typically dimers primed from a 5′-GCT-3′

site [37,38]. In the presence of gp41, the rate of primer synthesis increases and shifts
to pentaribonucleotide products primed from 5′-GTT-3′ sites, which is the priming
site used in vivo [38,39]. gp61 alone is monomeric, but in the presence of gp41 and/or
DNA, it oligomerizes into a hexameric ring [32,40].

Exposed single-stranded DNA is bound by gp32, which is necessary for DNA
replication in vivo. It has many functions including preventing the formation of
DNA secondary structure, protecting DNA from nuclease digestion, and stimulation
of the gp43 synthesis rate and processivity [41–43]. A crystal structure of gp32
in complex with DNA reveals three domains. The N-terminus binds other gp32
monomers allowing for oligomerization, the C-terminus mediates interactions with
other proteins such as the T4 polymerase, and the core domain binds single-stranded
DNA [44].

In vivo a helicase loader, gp59, is required for origin-dependent initiation of
replication [45]. In the presence of gp32, the helicase cannot efficiently load onto the
DNA fork without the addition of gp59. gp59 interacts with gp41 stoichiometrically
and helps to displace gp32, allowing the helicase to load [46]. gp59 is thought to
mediate loading by inducing a conformational change in gp41 that promotes DNA
binding [47]. It is unclear if gp59 dissociates or remains as part of the replication
complex [48,49]. Binding events between gp43 and gp59 have been observed using
single-molecule FRET [50].

3. Holoenzyme Formation

The gp43 polymerase alone can only copy short stretches of single-stranded
DNA without dissociating [51]. The gp45 sliding clamp is a homotrimeric ring that
allows gp43 to catalyze processive DNA synthesis. It is loaded onto DNA by gp44/62
with the clamp loader specifically recognizing the free 3′ end of the primer-template
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junction. As the clamp is partially open in solution, the function of the T4 clamp
loader is to stabilize the open clamp and direct it onto DNA in the correct orientation.
Crystal structures of the clamp/clamp loader complex, both with and without DNA,
have provided detailed insight into how loading occurs [52]. The clamp loader has
a low affinity for the clamp until the binding of ATP through an AAA+ module in
each of the gp44 subunits. ATP binding causes the clamp loader subunits to adopt
a spiral conformation that can bind to the clamp and open it further, allowing it to
be loaded onto DNA. The opening of the clamp occurs in two planes. Movement
of ∼9 Å in the plane of the ring allows single-stranded DNA to pass through the
gap, while an out-of-plane shift of ∼23 Å results in a twisted conformation of the
clamp, aligning it with the helical structure of the DNA. DNA binding stimulates the
ATPase activity of the clamp loader and the hydrolysis of ATP in each of the four
gp44 subunits [24,53]. This hydrolysis triggers a change in the conformation of the
clamp loader, which closes the clamp around the DNA.

Once the clamp is closed around the DNA, it must be bound by the polymerase
to form the holoenzyme. This process has been characterized using a FRET-based
assay to monitor clamp loading and holoenzyme assembly. The clamp and clamp
loader complex rapidly bind to the DNA after ATP binding. In the absence of the
gp43 polymerase, the clamp and clamp loader remain as a complex and dissociate
from the DNA together. In the presence of the polymerase, a functional holoenzyme
forms in three kinetically distinct steps. The first corresponds to the hydrolysis of
ATP and the dissociation of the clamp loader. The subsequent two steps involve
slower conformational changes leading to the formation of a stable complex. The
dissociation of the clamp in the presence of the polymerase is significantly slower
than the clamp alone [54]. This stable holoenzyme complex is then able to efficiently
carry out processive DNA synthesis on the leading strand and discontinuous DNA
synthesis on the lagging strand.

4. Holoenzyme Processivity

The holoenzyme on the leading strand synthesizes DNA in the same direction
as the movement of the replication fork. In vivo, the T4 genome can be synthesized
within 15 min [55]. The half-life of the holoenzyme complex has been measured
as 11 min as part of a moving fork and about 6 min on a small, defined DNA
fork structure [56,57]. Given the half-life of the holoenzyme and the speed of
synthesis, it is possible that the entire T4 genome could be synthesized by a single
holoenzyme on the leading strand. While this highly processive holoenzyme
would be advantageous on the leading strand, the lagging strand is synthesized
discontinuously and the holoenzyme must repeatedly dissociate and rebind for
synthesis of each Okazaki fragment.
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A more recent study probing the processivity of the T4 holoenzyme confirmed
the long half-life during replication using a standard dilution experiment [58].
However, it was found that an inactive mutant of the polymerase (D408N) was
able to rapidly displace the wild-type polymerase and inhibit DNA synthesis. This
inhibition occurred on both the leading and lagging strands. These results suggest
that although the polymerase will not readily dissociate on its own, it can be actively
displaced by a second polymerase without affecting DNA synthesis. The exchange
process was termed dynamic processivity and is thought to be mediated through
interactions with gp45 [58]. The C-terminus of gp43 is essential for polymerase
binding to the clamp, but its deletion does not affect DNA polymerization [23].
When polymerase containing this deletion was used as a trap, it could no longer
displace the replicating polymerase [58]. As the clamp is trimeric, it is hypothesized
that multiple polymerases could bind and facilitate the exchange. This “toolbelt”
model for the clamp has been suggested in other systems as well, with numerous
proteins involved in DNA replication and repair also containing clamp binding
domains [59,60]. In the T7 system, where there is no sliding clamp, the exchange
process has been shown to be mediated by an interaction between the polymerase
and the helicase [61]. It is thought that the helicase can bind multiple polymerases
facilitating exchange on the leading strand and recycling on the lagging strand.

5. Coupling of Helicase and Polymerase for Leading Strand Synthesis

While both gp41 helicase and gp43/gp45 holoenzyme can function
independently in vitro to unwind duplex DNA, the two enzymes work best when
their activities are combined. The helicase alone is significantly slower and less
processive than the replication fork, and the holoenzyme is very inefficient at strand
displacement synthesis [33,62]. Together, the helicase and holoenzyme are able to
efficiently carry out leading strand synthesis [63]. In the presence of a macromolecular
crowding reagent, only gp43 and gp41 are needed, indicating the clamp does not
play a role [64]. While the functional coupling between the two proteins has been
clearly demonstrated, there is no evidence of a physical interaction between gp43
and gp41 [65,66]. One study also found that the T4 polymerase could be replaced
with another processive polymerase and still carry out strand displacement synthesis,
but could not be replaced with a low processivity polymerase [65]. This suggests that
each enzyme is stabilized on the DNA replication fork by the activity of the other,
with the helicase providing single-stranded DNA that the polymerase then traps.

In the T7 system, it was reported that nucleotide incorporation by the
polymerase provided the driving force to stimulate helicase activity, but a detailed
mechanism for helicase-polymerase coupling was not described [67]. A more recent
single-molecule study of the coupling in the T4 system used magnetic tweezers to
monitor both coupled and uncoupled activity [68]. A DNA hairpin was tethered to a
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glass slide with a magnetic bead on the other end. Force was applied to destabilize
the duplex and assist enzymes in opening the hairpin. At low force, where the
duplex of the hairpin is stable, the helicase moved at 6 times slower than its maximal
translocation rate and showed sequence dependent pausing. As higher force was
applied, the rate of helicase activity increased dramatically. Additionally, at low
helicase concentrations, significant helicase slippage was observed involving the
reannealing of tens to hundreds of base pairs. This fits with the passive model of
helicase activity previously demonstrated, in which the helicase is not efficient in
destabilizing duplex DNA and relies on transient fraying of base pairs to move
forward [69].

The T4 holoenzyme was found to have very low strand displacement activity
at low force and mainly exhibited exonuclease activity [68]. When higher forces
destabilized the duplex, the holoenzyme was able to replicate the hairpin at maximal
speeds. At moderate forces, the holoenzyme exhibited pausing and stalling. The
proportion of holoenzymes observed synthesizing DNA, pausing, or degrading DNA
was highly dependent on the force used. This indicates that at higher forces the
holoenzyme is able to stay in the polymerization mode, while lower forces shift
the holoenzyme to the exonuclease mode. When pausing and exonuclease events
were excluded from analysis, the holoenzyme activity fits with a model of a strongly
active motor. The basis for collaborative coupling then emerges in a model where the
helicase provides the single-stranded DNA for the holoenzyme, but also prevents
the fork regression pressure from switching the polymerase into the exonuclease
mode. As the holoenzyme is kept in its highly processive polymerization mode, it
stimulates the activity of the helicase and prevents slippage backwards [68].

6. Coordination of Helicase and Priming on the Lagging Strand

The leading and lagging strands are thought to be synthesized at the same net
rate, despite the need for repeated priming and extension events on the lagging
strand [4,70,71]. Priming is catalyzed by a gp61-gp41 complex known as the
primosome. Both priming and DNA unwinding activity are stimulated when
both proteins are present [34,38,39]. There is strong biochemical evidence for the
interaction of the hexameric gp41 helicase and oligomeric gp61 primase [34,36,72,73].
Importantly, a gp61-gp41 fusion protein has been shown to have close to wild-type
priming and helicase activity and can successfully catalyze coordinated leading and
lagging strand synthesis [74].

This tight coordination of activity is clear, despite the fact that the helicase
travels 5′ to 3′ unwinding duplex DNA while the primase synthesizes primers 3′

to 5′ on the same strand. There are three models for how this coupling can occur.
The first model suggests that the helicase, and possibly the whole replisome, pauses
while the primers are being synthesized. In the second model, primase subunits
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dissociate from the helicase and are left behind to synthesize primers. In the third
model, coupling is accomplished by the formation of priming loops wherein the
lagging strand folds back allowing for priming. The loop is then released after the
primer is synthesized.

By observing helicase and priming activity on DNA hairpins using magnetic
tweezers, the role of the three models in the T4 primosome could be directly
observed [74]. In the T7 system, both pausing of the primosome [75] and priming
loops have been reported [76]. The T4 study yielded no evidence of pausing of the
T4 primosome. However, clear evidence of both primase disassembly and looping
were seen in these experiments, indicating that there are two different mechanisms
used by T4 to couple the helicase and primase (Figure 2). While primase disassembly
was the predominant mode, in the case where the primase and helicase were fused
only the looping mechanism was seen.

7. Recycling of the Lagging Strand Polymerase

The trombone model was proposed to explain the coordination of leading
and lagging strand synthesis with the two polymerases synthesizing in opposite
directions. In this model, the lagging strand DNA loops out during the formation of
each Okazaki fragment [4]. These loops have been visualized in electron micrographs
of T4 replication products [48]. The lagging strand polymerase is retained as
part of the replisome after completing synthesis of each Okazaki fragment [4].
It dissociates from the DNA, but then rapidly binds the next primer to continue
synthesis. This recycling of the lagging strand polymerase is supported by numerous
studies. While the clamp, clamp loader, primase, and gp32 have all been shown to
exchange with proteins in solution during replication, the polymerase is resistant to
dilution [77–80]. The size of the Okazaki fragments is also independent of polymerase
concentration [4,58]. Importantly, the leading and lagging strand polymerases
interact in the presence of DNA, which provides a mechanism for tethering the
lagging strand polymerase to the replisome [66].

While the holoenzyme on the leading strand is highly processive, on the lagging
strand it must repeatedly dissociate. The trigger for the dissociation of the lagging
strand polymerase has not clearly been defined despite a number of studies. Several
models have been proposed with two gaining the most support and evidence
suggests that both play a role during replication [81]. The collision model proposes
that the lagging strand polymerase dissociates after colliding with the end of the
previous Okazaki fragment, and this stimulates the primase to synthesize a new
primer [62,82]. However, it has been also shown that dissociation of the lagging
strand polymerase can occur before reaching the previous Okazaki fragment leaving
single-stranded DNA gaps [81]. To account for this observation, the signaling model
has been proposed where recycling is triggered by the synthesis of a new primer
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and the timing controlled by gp61 [80,81,83]. Recently, additional signals have been
proposed to regulate this recycling in other replication systems such E. coli and T7.
These new triggers include tension induced dissociation of the polymerase [84],
primer availability [85], and a third polymerase [86]. While it has been shown that a
third T4 polymerase does not seem to play a role in Okazaki fragment synthesis [87],
the nature of the signal for recycling is still unknown.
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lagging strand. This complex unwinds duplex DNA while synthesizing pentaribonucleotide 
RNA primers for use by the lagging strand polymerase (gp43). Primer synthesis occurs 
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Figure 2. The two models of primosome activity used by T4 to initiate lagging
strand synthesis. The helicase (gp41) and primase (gp61) interact as stacked
rings encircling the lagging strand. This complex unwinds duplex DNA while
synthesizing pentaribonucleotide RNA primers for use by the lagging strand
polymerase (gp43). Primer synthesis occurs while the helicase continues to unwind
DNA in the opposite direction. Two models have been proposed to accommodate
these coupled activities. In the primosome disassembly model (shown left), one of
the primase subunits dissociates from the primosome complex and remains with
the newly synthesized primer. In the DNA looping model (shown right), the excess
DNA unwound by the helicase during primer synthesis loops out allowing the
primase to stay intact. In both models, the clamp loader (gp44/62) loads a clamp
(gp45) onto the newly synthesized primer. The lagging strand polymerase is then
signaled to release and recycle to the new primer.
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8. Future Directions

The major unanswered questions concerning T4 DNA replication involve
understanding the dynamics and organization of the proteins at the replication fork.
While the protein complexes involved in replication, the primosome, holoenzyme,
and single-stranded DNA binding protein, have been extensively studied, their
orientations and spatial juxtapositions at the fork are unclear. According to the
trombone model, the two polymerases are thought to interact in opposite orientations,
but how these proteins assemble at the fork has not been demonstrated. It is also not
known how the polymerases at the replication fork are able to readily exchange with
polymerases in solution. It is possible that the polymerase and clamp transiently
separate yielding the dynamic processivity that has been observed. Another area of
uncertainty is the trigger for recycling of the lagging strand polymerase. A number
of possible signals have been suggested but none of these models have been proven.
Fluorescence resonance energy transfer (FRET) and single-molecule experiments
will likely play an important role in resolving these uncertainties and more clearly
defining the organization and coordination of the T4 replisome.
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HIV Rev Assembly on the Rev Response
Element (RRE): A Structural Perspective
Jason W. Rausch and Stuart F. J. Le Grice

Abstract: HIV-1 Rev is an ∼13 kD accessory protein expressed during the early stage
of virus replication. After translation, Rev enters the nucleus and binds the Rev
response element (RRE), a ∼350 nucleotide, highly structured element embedded
in the env gene in unspliced and singly spliced viral RNA transcripts. Rev-RNA
assemblies subsequently recruit Crm1 and other cellular proteins to form larger
complexes that are exported from the nucleus. Once in the cytoplasm, the complexes
dissociate and unspliced and singly-spliced viral RNAs are packaged into nascent
virions or translated into viral structural proteins and enzymes, respectively. Rev
binding to the RRE is a complex process, as multiple copies of the protein assemble on
the RNA in a coordinated fashion via a series of Rev-Rev and Rev-RNA interactions.
Our understanding of the nature of these interactions has been greatly advanced by
recent studies using X-ray crystallography, small angle X-ray scattering (SAXS) and
single particle electron microscopy as well as biochemical and genetic methodologies.
These advances are discussed in detail in this review, along with perspectives on
development of antiviral therapies targeting the HIV-1 RRE.

Reprinted from Viruses. Cite as: Rausch, J.W.; Le Grice, S.F.J. HIV Rev Assembly on
the Rev Response Element (RRE): A Structural Perspective. Viruses 2015, 7, 3053–3075.

1. Introduction

Replication of retroviruses and transposition of endogenous retroelements
exploits a unique mechanism of post-transcriptional regulation as a means of
exporting their full-length and incompletely-spliced mRNAs (which serve as the
genomic RNA and the template for protein synthesis, respectively) to the cytoplasm.
This is achieved through the concerted interaction of highly structured cis-acting
regulatory elements in the RNA genome with a variety of obligate viral and host
proteins. Examples of such regulatory RNAs include the constitutive transport
element (CTE) of the simian retroviruses (MPMV, SRV-1, SRV-2) [1], the musD
transport element (MTE) of murine retroelements (intracisternal A particles and
musD) [2], the ∼1.7 kb posttranscriptional element (PTE) of gammaretroviruses
such as murine leukemia virus [3] and the L1-NXF1 element of human LINE-1
transposons [4]. Studies such as these, which have made a significant contribution
to our understanding of cellular processes regulating the fate of RNA, resulted
from seminal work performed over 30 years ago to understand nucleocytoplasmic
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RNA transport in human immunodeficiency virus (HIV). In particular, disrupting
the HIV-1 genome in the immediate vicinity of the trans-activator of transcription
(tat) open reading frame (ORF) had no effect on its expression levels, but inhibited
expression of the gag, pol and env genes, resulting in a severe replication defect [5].
This defect could be corrected by inclusion of an overlapping ORF encoding the
regulator of expression of viral proteins, or Rev, a small accessory protein containing
both nuclear export and localization signals (NES and NLS, respectively).

The notion that Rev was involved in RNA transport rather than modifying
splicing arose from observations of Malim et al. [5], who elegantly showed that
cytoplasmic expression of the non-spliceable HIV-1 env gene was also subject to
Rev control. At the same time, these authors identified the Rev response element
(RRE), an ∼350 nt highly-structured cis-acting RNA within the env gene (nucleotides
7709–8063), as the target of Rev. The principles of the Rev/RRE axis are outlined
schematically in Figure 1. Early in the virus life cycle, Rev and additional HIV
regulatory proteins are translated from completely spliced RNAs that are exported
from the nucleus in a manner analogous to cellular mRNAs. Subsequently, the
arginine-rich NLS facilitates entry of Rev into the nucleus, where it interacts with
the RRE in unspliced and incompletely-spliced HIV RNAs. Rev initially binds to
stem-loop IIB, a purine rich RNA secondary structure motif (vide infra), after which
several additional Rev molecules assemble along the RRE to generate the Rev-RRE
complex. This complex then recruits Crm1 and other host proteins into a larger
complex that is exported from the nucleus into the cytoplasm. The goal of this
review is to provide an updated account of our understanding of the HIV Rev-RRE
complex with respect to the recently-elucidated structures of the protein and RNA
components. For a broader perspective, the reader is referred to excellent reviews
from the Cullen [6], Hope [7], Malim [8], Daelemans [9] and Frankel [10] groups.
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Figure 1. Rev-mediated nucleocytoplasmic transport of HIV-1 RNA containing the Rev 
RRE. RNA transport: In the early phase of the HIV life cycle, the genomic RNA transcript 
is completely spliced, generating RRE-free messages, which are transported to the 
cytoplasm via standard nuclear export pathways. One of these messages encodes Rev, 
which is imported into the nucleus via its nuclear localization sequence (NLS). The late 
phase of the viral life cycle is characterized by the expression of viral proteins encoded by 
the unspliced (9 kb) or partially spliced (4 kb) RRE-containing mRNAs. These large 
intron-containing RNAs are retained in the nucleus for splicing/degradation until  
a sufficient level of Rev accumulates, after which they are exported to the cytoplasm via  
a Rev-dependent export pathway. This involves assembly of the Rev-RRE complex and 
recruitment of host proteins CRM1 and Ran-GTP via the Rev nuclear export sequence 
(NES). Export of the Rev-RRE -CRM1/RanGTP complex to the cytoplasm provides 
mRNAs that are translated to produce the remaining viral proteins and full-length genomes 
that are packaged into the budding virion. Inset: Rev initially binds the IIB secondary 
structure motif, then cooperatively assembles along the RRE via a series of Rev-Rev and 
Rev-RNA interactions. Rev has also been reported to bind motif IA with high affinity. 

2. Rev Structural Organization and RNA Binding 

HIV-1 Rev is a 116 amino acid, ~13 kD protein generated by translation of a fully spliced 2 kb 
mRNA during the early phase of viral replication and organized as shown in Figure 2A [8]. The  
N-terminus of the protein assumes a helix-turn-helix configuration containing two functional 

Figure 1. Rev-mediated nucleocytoplasmic transport of HIV-1 RNA containing
the Rev RRE. RNA transport: In the early phase of the HIV life cycle, the genomic
RNA transcript is completely spliced, generating RRE-free messages, which are
transported to the cytoplasm via standard nuclear export pathways. One of these
messages encodes Rev, which is imported into the nucleus via its nuclear localization
sequence (NLS). The late phase of the viral life cycle is characterized by the
expression of viral proteins encoded by the unspliced (9 kb) or partially spliced
(4 kb) RRE-containing mRNAs. These large intron-containing RNAs are retained
in the nucleus for splicing/degradation until a sufficient level of Rev accumulates,
after which they are exported to the cytoplasm via a Rev-dependent export pathway.
This involves assembly of the Rev-RRE complex and recruitment of host proteins
CRM1 and Ran-GTP via the Rev nuclear export sequence (NES). Export of the
Rev-RRE -CRM1/RanGTP complex to the cytoplasm provides mRNAs that are
translated to produce the remaining viral proteins and full-length genomes that
are packaged into the budding virion. Inset: Rev initially binds the IIB secondary
structure motif, then cooperatively assembles along the RRE via a series of Rev-Rev
and Rev-RNA interactions. Rev has also been reported to bind motif IA with
high affinity.
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2. Rev Structural Organization and RNA Binding

HIV-1 Rev is a 116 amino acid, ∼13 kD protein generated by translation of a
fully spliced 2 kb mRNA during the early phase of viral replication and organized as
shown in Figure 2A [8]. The N-terminus of the protein assumes a helix-turn-helix
configuration containing two functional domains: the nuclear localization signal
and RNA binding domain (NLS/RBD) and the Rev multimerization domain. The
NLS/RBD is housed within the distal portion of the helix-turn-helix motif. A
stretch of amino acids within α-helix 2 in this domain contains several functionally
important arginines and has thus been dubbed the arginine rich motif (ARM). The
multimerization domain houses a number of hydrophobic amino acids located at
opposite ends of the helix-turn-helix primary sequence, but proximal to each other
in three dimensions (3D). Contacts among these hydrophobic residues stabilize the
overall Rev structure, and their arrangement generates the two-sided interface for
Rev multimerization. Outside of the helix-turn-helix motif, the C-terminus of Rev
is intrinsically disordered; however, this segment of the protein contains a third,
leucine-rich functional domain known as the nuclear export signal (NES). This is
the effector domain of Rev, and is required for recruitment of Crm1 and other host
proteins that facilitate nuclear export of the Rev-RRE complex.
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groove widened by non-canonical base pairs (G47-A73, G48-G71) and an unpaired, 
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highlighted by space-filling and yellow coloration, respectively. 

As its designation suggests, the NLS/RBD of HIV-1 Rev is important for both nuclear import  
of cytoplasmic Rev and binding to the RRE. Multiple reports indicate that initial Rev binding occurs 
at a purine rich segment in stem loop IIB, a substructure of the HIV-1 RRE for which Rev has  
been shown to bind with high affinity (vide infra) [11–15]. The first high-resolution picture of the 
Rev–stem loop IIB interaction was obtained from NMR structures of a Rev ARM peptide in 
complex with a short synthetic RNA engineered to stably recapitulate the IIB RNA substructure [16].  
The averaged structure of the ARM-IIB complex is depicted in Figure 2B, wherein nucleotide 
numbering reflects that used for the artificial IIB construct in the file deposited in the Protein Data 

Figure 2. Rev structural organization and arginine-rich motif (ARM)/stem
loop IIB complex: (A) Rev organization according to primary sequence and 3D
structure. The bipartite oligomerization domain and the nuclear localization
signal/RNA-binding domain (NLS/RBD) are depicted in green and blue,
respectively. The C-terminal domain of Rev, which houses the nuclear export signal
(NES), is intrinsically disordered; (B) ARM peptide in complex with stem-loop
IIB model RNA. The ARM peptide binds in the RNA major groove widened by
non-canonical base pairs (G47-A73, G48-G71) and an unpaired, unstacked uridine
(U72). These nucleotides are space-filled in the model. Arginines that make specific
contacts with nucleic acid bases, and the contacted nucleotides, are highlighted by
space-filling and yellow coloration, respectively.
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As its designation suggests, the NLS/RBD of HIV-1 Rev is important for
both nuclear import of cytoplasmic Rev and binding to the RRE. Multiple reports
indicate that initial Rev binding occurs at a purine rich segment in stem loop IIB,
a substructure of the HIV-1 RRE for which Rev has been shown to bind with
high affinity (vide infra) [11–15]. The first high-resolution picture of the Rev–stem
loop IIB interaction was obtained from NMR structures of a Rev ARM peptide in
complex with a short synthetic RNA engineered to stably recapitulate the IIB RNA
substructure [16]. The averaged structure of the ARM-IIB complex is depicted in
Figure 2B, wherein nucleotide numbering reflects that used for the artificial IIB
construct in the file deposited in the Protein Data Bank (PDB). The IIB binding site
is notable in that it contains two non-canonical base-pairs (G47-A73 and G48-G71)
separated by an unstacked, bulged uridine (U72) [17,18]. This arrangement serves
to widen the helical major groove at the site where the Rev peptide contacts the
RNA [16,19,20]. Upon binding, the Rev ARM penetrates deeply into the stem loop
IIB major groove [16,21–23], thereby inducing a conformational change that widens
the groove even further [24–26]. Four ARM residues make base-specific contacts
with nucleotides in stem loop IIB: Arg35 and Arg39 contact nucleotides U66, G67
and G70 on one side of the RNA major groove, while Asn40 and Arg44 contact
U45, G46, G47 and A73 on the other. In addition, Thr34, located at the non-helical
turn segment of the Rev helix-turn-helix motif, and six arginine residues (Arg38,
Arg41–Arg43, Arg46 and Arg48) within the ARM, interact nonspecifically with the
RNA sugar-phosphate backbone.

More recently, a crystallographic structure of a rev dimer in complex with an
engineered RRE-like RNA was resolved that has greatly enhanced our understanding
of both Rev interactions and how Rev binds RNA [27]. Unlike the NMR structure,
the 47-nt RNA in the Rev dimer complex contains both the IIB binding site and an
adjacent “junction site” engineered to resemble the three-way junction within stem
loop II. This secondary site contains a non-canonical G-A base pair like that found
in IIB, as well as an unpaired U. The unpaired U and adjacent A were shown to
be essential for binding of the second Rev, as their removal results in a complex in
which only a single Rev is bound. In the crystal structure, the ARMs of the dimerized
Rev molecules bind along the RNA major grooves of the adjacent binding sites.
Contacts at the IIB site closely resemble those observed in the NMR structure, with
the notable exception of those involving Rev amino acid Asn40. At the junction site,
all contacts except those involving Arg43 and Arg44 are with the RNA phosphate
backbone, consistent with finding that binding at the second site is relatively sequence
non-specific and requires only that the site contain an RNA bulge [28]. While the
rotational positioning of the two Rev ARMs in the major grooves of the IIB and
junctional binding sites appears to be similar, their linear positioning is displaced by
approximately the length of an alpha helical turn. The structure also addresses how
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binding of the Rev dimer to adjacent sites on the RRE RNA affects the Rev dimer
interface, which will be discussed below.

Another Rev binding site in RRE stem loop I has been identified using structural
and biochemical techniques [29]. Like the IIB and junctional sites, the stem I site
(designated site IA) is also comprised of a purine-rich bulge in which the major
groove might be expected to be widened, flexible, and/or defined by non-canonical
G-A base pairs. However, mutational analysis suggests that residues Arg38, Arg
41 and Arg 46 are crucial for binding at site IA, indicating a different rotational
positioning of Rev in the RNA major groove and suggesting that the Rev-RRE
interface is flexible and may be substantially different at distinct binding sites. Other
segments of stem I have been implicated in Rev binding [30], but the Rev-RNA
interactions at these sites have not been characterized structurally.

3. Structural Basis for Rev Oligomerization

Although oligomerization has been shown to be an important aspect of Rev
function in virus replication [29,31,32], this property was first observed with
recombinant protein. At low concentrations, Rev exists as monomer [11], dimer [33]
or tetramer [11,34]. Above a critical concentration of ∼80 ng/mL (∼6 µM), however,
Rev forms regular, unbranched filaments of indeterminate length [11,33,35,36]. The
structural basis for filament formation resides in the two-sided multimerization
interface in which a given Rev molecule can be flanked by additional Rev on
either side.

The oligomerization domain of HIV-1 Rev is a flat, two-sided structure formed
by juxtaposition of two α helical regions located at opposite ends of the Rev
helix-turn-helix motif primary sequence. The domain has a polarity named for
the sides of a coin, with the “heads” (H) and “tails” (T) faces interacting specifically
with their equivalent counterparts in adjacent Rev molecules; i.e., “H/H” or “T/T”
interfaces are preferentially formed in Rev oligomers [37]. Although the T/T Rev
dimer is more stable than the H/H and is the form assumed by Rev dimers in
solution and after initial binding to the RRE IIB substructure, a high resolution
structure of a Rev dimer containing an H/H interface was the first to be resolved by
X-ray crystallography [38]. Crystal formation was promoted and filament formation
inhibited in this case by blocking the outer T faces of the Rev dimer with monoclonal
Fab fragments. Although present in the crystalized protein, the disordered C-terminal
portion of Rev, including the NES, was unresolved.

In support of prior genetic and NMR structural data [16,37], a hydrophobic
core comprising residues Leu12, Ile19, Leu22, Tyr23 of alpha-helix 1 and Trp45,
Ile52, Ile59, Leu60 and Tyr63 of α-helix 2 were shown to be major contributors to
Rev helical hairpin stability. Intermolecular interactions among an overlapping
set of multimerization domain hydrophobic residues (Leu12, Leu13, Val16, Ile19,

132



Leu60 and Leu64) were shown to comprise much of the H/H interface, of which
the roles of Leu12, Val16 and Leu60 were previously established genetically [37].
Because the H/H junction involves residues located at the extreme pronged end
of the Rev helix-turn-helix, viewing the structured portion of the dimer from the
intermolecular axis orthogonal to the plane of the interface demonstrates that the
two molecules assume a “V-like” configuration relative to each other (i.e., rather
than one resembling an “X”) (Figure 3A). Moreover, the helix-turn-helix motifs are
arranged such that the two ARMs form an angle of approximately 140◦. The spacing
between NLS/RBDs and the opposing trajectories of the two motifs place their
extreme termini approximately 8 nm apart, suggesting that the ARMs in such a
dimer would be unlikely to bind the RRE in adjacent regions of the major groove
on the same helix. Instead, a model based on superimposition of H/H Rev dimer
crystal structure and the ARM/IIB NMR structure that suggests the H/H dimer may
be best suited for linking either two separate RNAs or two RNA helices located in
distant regions of the same RNA [38].

Details of the T/T Rev dimer interface were first resolved in a crystal structure
in which H-surface residues Leu12 and Leu60 were mutated to suppress higher order
multimerization [39] (Figure 3B). Despite these modifications, asymmetric units in
these crystals contained four Rev molecules linked sequentially by T/T, H/H and
T/T interfaces, where the H/H interaction matched that observed in the original
dimer crystal structure almost exactly. Packing of hydrophobic residues on the T
surfaces of adjacent Rev molecules formed an interface that buries over 1500 Å2

of surface area. Leu18 and Ile55 form symmetric contacts between monomers at
the T/T interface, are highly conserved, and essential for cooperative RNA binding
and export [29,37,40]. Phe21, Leu22 and Ile59 are likewise present at the dimer
interface, although these residues are also important for stabilizing monomeric Rev.
From the vantage point of the oligomerization axis, the ordered portion of the T/T
Rev dimer assumes a configuration resembling an asymmetric “X”, with long and
short NLS/RBD and multimerization domain protrusions flanking the Rev-Rev
interface on either side, respectively. Moreover, at 120◦, the ARM angle formed in
the T/T dimer is narrower than observed in the H/H dimer structure. A molecular
model of the T/T dimer in complex with a short IIB-like RNA suggests that both
opposing ARMs could bind in the major groove on the same face of an RNA helix
with contacts separated by approximately one A-form helical turn. It is further
suggested that Rev-Rev and Rev-RNA interactions may propagate from the IIB
initiation site along a contiguous region of the RRE, placing the Rev molecules—each
with a disordered NES—projecting away from the RNA in a common direction like
“tentacles of a jellyfish” [39]. The jellyfish model provides important insight into how
multiple Revs may assemble on a comparatively large RRE, and will be discussed
in more detail below. However, it is worth noting that in this initial manifestation
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of the model, the helical axis of the RNA was nearly perpendicular to the axis of
Rev oligomerization—an arrangement that would likely be incompatible with the
proposed coordination of multiple Revs binding at adjacent sites on the RRE.

How Rev-Rev and Rev-RNA interactions can occur concomitantly was largely
explained by the aforementioned co-crystal structure in which a T/T Rev dimer
binds a truncated RRE RNA at adjacent IIB and junctional sites [27]. ARM binding
in the RNA major groove at the two sites appears to change the organization of
the T/T interface relative to the naked Rev dimer, and a reciprocal effect can be
observed in the distorted binding site major grooves. Among of the more important
consequences of this reorganization are that the angle formed by the two Rev ARMs
is reduced to ∼50◦ and the Rev multimerization and RNA helical axes are nearly
parallel (Figure 3C). Both of these observations are compatible with the jellyfish
model of Rev assembly.

Relative to the naked dimer, the T/T interface of the Rev dimer-RNA complex
is rotated around Ile55, substantially altering contacts among the hydrophobic
residues of both T-surfaces. Although the interacting residues at the T/T interface
are largely the same regardless of whether RNA is present, specific points of contact
are altered considerably. Collectively, surface area buried at the T/T interface in the
Rev dimer-RNA complex is reduced by ∼33% (to ∼1000 Å2), suggesting that the
dimer may be less stable in the presence of RNA. However, the energetic favorability
of RNA binding likely compensates for reduced hydrophobic interactions, thereby
rendering the Rev-dimer-RNA complex more stable than the naked dimer. The
Phe21 residues that facilitated dimerization in the naked dimer are excluded from
the T/T interface in the Rev-dimer RNA complex; moreover, reciprocal Gln51-Gln51
hydrogen bonding is observed only in the presence of RNA. Interestingly, introducing
a Gln51Ala mutation into Rev appears to both impair Rev dimerization and reduce
the affinity of Rev for the truncated RRE RNA approximately 30-fold. However,
the effects of this mutation on the fully assembled Rev-RRE complex are relatively
modest, suggesting that Gln51 hydrogen bonding may not be as important during
later stages of Rev assembly.
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Figure 3. Crystal structures of Rev dimers: (A) Ribbon representation of the H/H
Rev dimer. The angle formed by the two ARMs is 140◦, which separates the apices
of the two NLS/RBDs by approximately 8 nm and precludes binding at adjacent
sites on an RNA helix; (B) T/T Rev dimer structure. In the absence of RNA, the
ARM angle is 120◦. Binding at adjacent RNA sites is conceivable, but higher order
Rev multimerization would likely require a reduced ARM angle at H/H interfaces;
(C) Structure of the T/T Rev dimer in complex with RNA. The two ARMs bind
RNA at adjacent sites on the helix and are oriented at an angle of 50◦ relative to each
other. The Rev oligomerization and RNA helical axes in this structure are roughly
parallel, thereby facilitating consecutive binding and the higher order structures
proposed in the jellyfish model of Rev assembly.

4. Secondary and 3D Structures of the RRE

Our structural understanding of Rev, Rev dimer and Rev–IIB interactions
has been greatly facilitated by X-ray crystallography and NMR. Using the same
approaches to study the structure of the HIV-1 RRE is problematic, however, given
the size and flexibility of this highly structured RNA element. For the most part,
experimental approaches have been restricted to using a number of enzymatic and
chemical probing techniques to characterize the RRE secondary structure. Although
these efforts sometimes produced differing secondary structural models for similar
RRE variants, common structural features have been identified that help both in
developing 3D models of the motif and for understanding how Rev assembles along
this conserved segment of RNA.

Although the HIV-1 RRE is approximately 350 nt in length, the secondary
structure of this RNA element was initially characterized using RNA folding
prediction software together with enzymatic and chemical RNA probing experiments
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conducted using a truncated (∼235 nt), in vitro transcribed version of the RNA [41].
The sub-structure designations defined in this seminal work will also be used here.
In the original model, the HIV-1 RRE RNA assumes a secondary structure comprised
of five stems, stem loops or bifurcated stem-loops (I-V) arranged around a central
5-way junction (Figure 4A). Stem I is the longest of the stems/stem-loops, and is
interrupted by a number of internal loops and bulges of varying size. Some of these
internal loops are purine rich, and that most proximal to the central junction (stem IA)
has been identified as a high-affinity Rev binding site [29]. Stem-loop II is bifurcated
to form smaller substructures designated IIA, IIB and IIC. As previously noted, IIB
contains a purine-rich internal segment characterized by non-canonical G-A and G-G
base pairing and a widened major groove, and has been identified as the site at which
Rev initially binds to the RRE to initiate assembly [31,32,42]. Moreover, according
to the Rev dimer-RNA co-crystal structure [27], the adjacent stem-loop II junctional
region serves as the binding site for the second Rev. Proceeding clockwise around
the central junction in Figure 4A, stem loops III-V complete this 5-stem secondary
structural model of the RRE.

A later 4-stem model obtained using enzymatic and chemical probing techniques
suggests that stem loops III and IV, together with the intervening loop region, are
organized to form a hybrid III/IV stem loop [32] (Figure 4B). While the central
junction is compacted somewhat in this alternative folding, no additional differences
between the 4- and 5-stem RRE secondary structures were proposed. Which
of the two structures is assumed by the RRE in the context of HIV replication
has been a subject of considerable debate, with multiple studies supporting both
forms [2,43,44]. Recently, however, it has been demonstrated using native gel
electrophoresis and in-gel SHAPE [45] that the HIV-1 RRE can assume either the
5- or the 4-stem conformation [46]. Moreover, supporting virological data suggest
that the two forms may not be equivalent, i.e., HIV-1 housing a mutant RRE that
exclusively assumes the 5-stem conformation outgrows virus with a 4-stem RRE in
growth competition experiments. This finding is in agreement with the observation
that RRE61, an RRE mutant shown to assume a conformation resembling the 5-stem
structure, confers resistance to the trans-dominant Rev mutant RevM10 [2].
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comprising stem loops III and IV, and stem loop III/IV, in the respective structures. Due to 
space limitations, stem I has been truncated in the models presented in panels (A–C). 
Alternative 5-stem RRE structure proposed for an ARV-2/SF2 HIV-1 isolate. The entire 
RRE is shown. Stem I is truncated relative to the original 5-stem model, and there are more 
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Figure 4. Secondary structures of HIV-1 RREs: (A) 5-stem structure. Sub-structure
designations and base-pairing patterns, including non-canonical G-A and G-G
base pairs in stem IIB, are indicated. Established Rev binding sites at IIB, the
stem loop II junction and stem IA are also shown (gray ovals); (B) Comparison
of the 5- and 4-stem structures. Differences between the two models are limited
to the base pairing patterns of nucleotides comprising stem loops III and IV, and
stem loop III/IV, in the respective structures. Due to space limitations, stem I has
been truncated in the models presented in panels (A–C). Alternative 5-stem RRE
structure proposed for an ARV-2/SF2 HIV-1 isolate. The entire RRE is shown.
Stem I is truncated relative to the original 5-stem model, and there are more
single-stranded nucleotides separating stem I and stem IIA. In addition, base
pairing across the central junction separates stem loops IV and V from the rest of
the alternative 5-stem structure. R1, R2 and R3 refer to Rev binding regions 1–3
identified for this RRE variant by time-resolved selective 2′-hydroxyl acylation
analyzed by primer extension (SHAPE).

Recently, another secondary structural model was proposed for the RRE of an
ARV-2/SF2 HIV-1 isolate (Figure 4C) that closely resembles the RRE configurations
proposed for HIV-2 and SIVmac [30,43,47]. This model resembles the original
5-stem HIV-1 RRE structure in that stem-loops II, III, IV and V are identical in
the two versions. However, in the more recent model, the loop region between
I and IIA is larger than in original model, with a 6-basepair “bridge” across the
central junction separating stem loops IV and V from the rest of the structure. Since
nucleotides contributing to these alternative arrangements are base-paired at the
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proximal terminus of stem I in the original structure, the stem I motif is four base
pairs shorter in the newer model.

The modified 5-stem RRE structure is arguably the most compatible with the
jellyfish model of Rev assembly, as single-stranded, purine rich, Rev binding sites at
the IIB/stem II junction, central junction and proximal stem I internal loop are more
evenly spaced than in other secondary structural models. However, the authors of
this study also provide evidence for a heretofore unrecognized Rev binding region
among the purine-rich internal loops located near the center of stem I, and propose a
novel mechanism of Rev assembly that differs somewhat from the jellyfish model to
explain binding at that site [30]. This model of assembly will be discussed in more
detail in the following section.

While varying RRE sequence and secondary structure has been shown to affect
RRE function, the nature and degree of these effects are not entirely predictable. For
example, whereas large engineered changes such as deletion of stem loop II almost
completely abolishes Rev binding in in vitro assays [14], disruption of stem loops III
and IV (or III/IV) does not. The latter changes do, however, substantially impair
Rev/RRE-mediated nuclear export function in cell culture [46]. Nuclear export of
HIV-1 RNA is similarly reduced upon serial truncation of RRE stem I, although this
process is gradual, and considerable function is retained in RRE variants as small
as ∼230 nt [32].

The effects of natural RRE sequence and structural variations in the context of
viral replication can be more difficult to interpret. Since the RRE is embedded in the
env gene, changes in RRE sequence may affect the functionality of Env as well as
the nuclear export of HIV-1 RNA. Another consequence of this dual functionality
may be that genetic flexibility is limited, making the RRE sequence a potentially
promising target for antiviral therapies. Despite these seeming limitations, RRE
sequences derived from clinical samples do exhibit a degree of genetic variation,
and the effects of these sequence differences are not always easy to explain. For
example, in one study, the function of patient-derived RRE variants appeared to be
more affected by select single nucleotide polymorphisms than by more pronounced
changes predicted to substantially alter RRE secondary structure [48]. In other work,
select polymorphic RREs obtained from clinical isolates were shown to decrease
Rev-dependent nuclear export 2–3-fold, although a corresponding effect on RRE
structure was not established [49]. Although it is not clear how specific RRE
mutations correlate with RRE structure and function, it has been suggested that
mutational attenuation of RRE function could potentially serve as a natural means of
down-regulating HIV-1 replication during the course of infection [46].

Thus far, molecular modeling and small angle X-ray scattering (SAXS) have
been the only means of generating 3D models of the RRE. One option for the former
approach is to use RNA Composer, a web-based RNA folding application that uses
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homology modeling and energy minimization to assemble a 3D RNA structure from
primary sequence and an associated secondary structure map [50]. This software
was used to generate the 3D model of the HIV-2 RRE depicted in Figure 5A [47].
While less is known about HIV-2 Rev assembly on its cognate RRE, alignment of the
homologs of IIB, the central junction and stem loop I in this model suggest that the
RRE 3D structures and mechanisms of Rev assembly may be similar between HIV-2
and HIV-1.

A combination of SAXS and molecular modeling was used to generate a 3D
model of the HIV-1 RRE [51]. Using the 4-stem secondary structure map as a
model, individual sub-structures were constructed (e.g., stem loop III/IV) and
analyzed by SAXS. The molecular boundaries of the sub-structures were then
mapped onto the global envelope of a truncated (233 nt) HIV-1 RRE, which was
itself used to constrain and define the 3D organization of the RNA predicted by
molecular modeling (Figure 5B). In the resulting structure, the HIV-1 RRE assumes
an A-like configuration in which stem IIA and stem-loop III/IV are collinear, stem I
is collinear with stem-loop V and the two extended motifs are centrally linked by
a rigid, elongated 4-way junction. Moreover, whereas the loop regions of III/IV
and V are proximally located, and perhaps contacting each other at the apex of the
A-like configuration, IIB and the putative high affinity Rev binding site in stem I are
opposite each other and separated by ∼55 Å. Because this distance approximates the
separation between the ARMs of the Rev dimer in the absence of RNA [39], it was
suggested that dimeric Rev spans from IIB to the high affinity site in I in the early
stages of assembly [51]. In this model, multimerization then proceeds outward from
the initiating dimer in both directions along the multimerization axis on one face of
the A-like RRE RNA.

Subsequent SAXS analysis of the full length RRE extends the preceding model
to include all of stem I [30]. These data suggest that an intact stem I folds back on
itself so that the distal portion of the motif interacts with the proximal portion, and
perhaps also with regions near the central junction. Interestingly, although A-like
RRE SAXS envelopes are reported in both studies, probably in part because the
former model was used to derive the latter, the 4-stem secondary structure used to
model the former structure was not used in the more recent study. Instead, SHAPE
analysis [52,53] determined that the RRE variant used in the latter work assumed the
modified 5-stem structure with base-pairing across the central junction. While this
secondary structural variation was used for subsequent SHAPE-based mapping of
Rev binding sites on the RRE, the modified 5-stem RRE was not modeled into the
A-like SAXS envelope in this study.
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For example, in one study, the function of patient-derived RRE variants appeared to be more 
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of down-regulating HIV-1 replication during the course of infection [46]. 
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Composer, a web-based RNA folding application that uses homology modeling and energy 
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Figure 5. Three-dimensional models of the HIV-2 and HIV-1 RREs: (A) HIV-2 RRE 
model structure obtained using SHAPE and molecular modeling with RNA Composer. 
Substructures homologous to those reported for the HIV-1 RRE are indicated. The region 
of base pairing that bridges the gap between stem loops IV and V and the rest of the 
structure is also shown (Br, black ribbon); (B) A-like SAXS envelope obtained for a 
truncated HIV-1 RRE (233 nt). Sub-structure designations and positioning are determined 
by fitting an RRE molecular model into the SAXS envelope. The molecular model was 
generated using the RRE 4-stem secondary structure as a template. High-affinity Rev 
binding sites at IIB and IA are separated by approximately 55 Å. 

Figure 5. Three-dimensional models of the HIV-2 and HIV-1 RREs: (A) HIV-2
RRE model structure obtained using SHAPE and molecular modeling with RNA
Composer. Substructures homologous to those reported for the HIV-1 RRE are
indicated. The region of base pairing that bridges the gap between stem loops IV
and V and the rest of the structure is also shown (Br, black ribbon); (B) A-like SAXS
envelope obtained for a truncated HIV-1 RRE (233 nt). Sub-structure designations
and positioning are determined by fitting an RRE molecular model into the SAXS
envelope. The molecular model was generated using the RRE 4-stem secondary
structure as a template. High-affinity Rev binding sites at IIB and IA are separated
by approximately 55 Å.

5. Rev Assembly on the RRE

It is well established that multiple copies of HIV-1 Rev bind the RRE, and
when this capacity is mutationally abolished, Rev-mediated nuclear export is
adversely affected [32,42,54,55]. The stoichiometry of the saturated Rev-RRE complex,
however, remains a subject of some debate. Reported binding ratios range from
of 5:1 to 13:1 Rev/RRE, with an 8:1 ratio most often represented in early work in
this area [11,32,33,39,56–63]. A study of particular note utilized surface plasmon
resonance and a 244-nt RRE to measure Rev binding kinetics, with results indicating
that up to 10 Rev molecules could bind the RRE before the complex became
saturated [63]. Moreover, while the kinetics of the first four binding events suggest
that Rev binding is sequential and specific, the subsequent Rev binding appeared to
occur non-specifically. Most recently, a Rev/RRE ratio of 6:1 was determined for a

140



242-nt RRE using size exclusion chromatography [39]. The hexameric-Rev-RRE in
this study was also shown to migrate as a discrete species by native polyacrylamide
gel electrophoresis, suggesting structural uniformity, while complexes containing
the Rev Leu18Gln/Leu60Arg multimerization mutant migrated as a broad, diffuse
band to a position consistent with a Rev/RRE ratio of approximately 3–4:1.

Biochemical and biophysical experiments, together with single complex FRET
measurements, demonstrate that Rev assembles on the RRE one molecule at
time [2,64], binding initiates at stem-loop IIB [11,12,14,15,31] and the binding of
successive Rev molecules is cooperative [29]. Nuclease protection analysis further
indicates that Rev binding occurs principally on stem loop IIB and stem I of the RRE,
as other structural motifs remained susceptible to nuclease cleavage in the presence
of Rev [32]. Although a great deal is now known about how Rev interacts with
itself and with RNA, the precise sequence of events required for Rev assembly, the
positioning of individual Rev molecules on the RNA and the 3D structure of the
saturated Rev-RRE complex remain unknown.

From the 3D structure of a 232-nt RRE obtained using molecular modeling
in conjunction with SAXS, a model for Rev assembly was proposed in which
8 Rev molecules are coaxially arranged along one face of the A-like structure of
the truncated RRE (Figure 6A) [51]. Support from this proposal comes primarily
from observations that the high affinity Rev binding sites on IIB and stem-loop
I are separated by ∼55 Å, matching the approximate separation between distal
portions of the ARMs in the T/T Rev dimer crystal structure [39]. However, the
model also suggests direct binding of Rev to stem loops III/IV and V in higher order
complexes and does not involve distal regions of stem I in Rev assembly. Both of these
suppositions are inconsistent with prior nuclease protection analysis [32]. The high
resolution Rev-dimer-RNA co-crystal structure [27], in which tandem NLS/RBSs
bind at adjacent sites on the same helix likewise does not support the IIB-I bridging
model of Rev assembly suggested by Wang and colleagues.

As noted previously, SAXS analysis of the full-length RRE suggests that the distal
segment of stem I folds back on itself over one face of the A-like RRE structure [30].
Probing experiments further show highly variable sensitivity to chemical acylation
at select regions of the RRE in the presence and absence of Rev. These area are
designated Regions 1–3, and correspond, respectively, to (i) IIB and the stem loop II
junction; (ii) the central junction and proximal purine rich internal loop of stem I; and
(iii) a sequence of three adjacent, purine rich bulges located near the center of stem I.
These regions of variable acylation sensitivity reportedly mark Rev binding sites,
with Region 1 containing sites included in the Rev-dimer-RNA crystal structure [27].

Based on these data, a model for Rev assembly was presented in which Rev
dimers bind sequentially at Regions 1–3 (Figure 6B). As in both previous models,
assembly is proposed to initiate at the IIB nucleation site of Region 1. Moreover,
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as would be predicted by the jellyfish model, Rev binding at Regions 1 and 2 is
temporally coupled, likely due to their spatial proximity. Unlike in the jellyfish model,
however, this intriguing new model suggests that the 4-Rev complex subsequently
undergoes an induced-fit conformational change to accommodate a third Rev dimer
binding at Region 3, which is not adjacent to Regions 1 and 2 in the RNA secondary
structure but is brought into proximity by tertiary RNA interactions. Specific Rev-Rev
associations within the hexameric complex are not otherwise detailed in this model,
and the relative positioning and orientation of individual Rev molecules in the fully
assembled complex is likewise not predicted. Moreover, it is worth noting that
in seeming contradiction to this model, a hexameric Rev-RRE complex has been
reported to assemble on a 242-nt truncated RRE that lacks almost all of the Domain 3
Rev binding site(s) [29].

In the jellyfish model, Rev assembly extends from the IIB nucleation site through
the RRE central junction and into the proximal segment of stem I, including stem IA
(Figure 6C). Size exclusion chromatography suggests that coordinated assembly stops
after six Rev molecules have been bound in the complex [29]. Rev-Rev and Rev-RNA
interactions in such a complex would be consistent with the recent Rev-dimer RNA
crystal structure [27], but a stable Rev hexamer would likely require similarly flexible
H/H interface. More specifically, it would be necessary that the angles formed by
the ARMs in adjacent Rev molecules are relatively narrow at both T/T and H/H
interfaces, allowing for sequential binding at widened major grooves in adjacent
segments of a contiguous RNA helix. Such an arrangement would be consistent with
nuclease protection studies that suggest that Rev binds at IIB and along stem I [32],
and also predict that the Rev effector domains align along the same face of the RRE.

Some RRE mutations have been shown to alter both RNA secondary structure
and the capacity of the RRE to mediate nuclear export of HIV-1 RNA, yet do not
appear to affect the binding kinetics or stoichiometry of Rev binding [2,46]. Such
observations may be explained by aberrant Rev-RRE complexes that assemble with
normal kinetics but where the relative orientations of Rev molecules are affected.
Such subtle distinctions among complexes would be invisible in most biochemical
assays, yet may substantially affect Rev-RRE function in a cellular context. In a
recent study, the structure of a nuclear export complex containing Rev, the RRE
and a Crm1 dimer was elucidated using single particle electron microscopy [65].
In this elegant work, the authors demonstrate that the Rev-RRE complex binds at
the Crm1 dimer interface. It is suggested that each Crm1 subunit is bound by three
NES domains of the hexameric Rev, although there is sufficient diversity among
the complexes to allow for other binding stoichiometries. Crm1 binding appears to
require a functional NES, as Rev bearing a dominant-negative M10 mutation [66] in
the NES did not bind Crm1 under any condition. Although the resolution of these
images is insufficient to definitively verify the jellyfish arrangement of Rev on the
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RRE, the observed interactions are consistent with a hexameric Rev-RRE in which the
NES domains are concentrated in a small area and oriented in a common direction.Viruses 2015, 7 14 

 

 

Figure 6. Models for assembly of HIV-1 Rev on the RRE: (A) “Bridging” model. The first 
two Rev in the complex bind to IIB and IA high affinity sites on the A-like RRE, as well as 
to each other, thereby forming a Rev dimer that “bridges” the distance separating two  
sub-structures. This proposal is based largely upon the observations that the distances 
separating the apices of the Rev arms in the T/T dimer crystal structure and the IIB and IA 
motifs modeled to fit the HIV-1 RRE SAXS envelope are both approximately 55 Å. After 
this initial Rev dimer-RRE complex is formed, assembly is proposed to propagate in both 
directions along the A-like RRE structure and involve stem loops III/IV, V and more distal 
portions of stem I; (B) Stem I “loop-back” model. Based on analyses using SAXS and time 
resolved SHAPE, it has been proposed that following relatively rapid assembly of Rev 
dimers at R1 and R2 (R1, Region 1—IIB and stem II junction; R2, Region 2—central 
junction and IA), the remaining dimer in the hexameric Rev complex assembles at R3 
(Region 3—a series of purine-rich bulges in a more distant segment of stem I). RNA 
tertiary interactions bring the stem I terminus into proximity with the RRE central junction 
(even in the absence of Rev), and the last Rev dimer is accommodated in the fully 
assembled complex by an induced fit mechanism of conformational sampling; (C) Jellyfish 
model. Rev initially binds to the IIB high-affinity site, after which five additional Rev 
molecules assemble on the RRE via a series of consecutive T/T and H/H multimerization 
domain interactions. These Rev-Rev interactions are facilitated by concomitant Rev ARM 
binding at adjacent regions on the RRE RNA, such as is observed in the T/T Rev  
dimer-RNA crystal structure. The six C-terminal domains in this putative Rev-RRE 
complex would be expected to project in a common direction, which would in turn 
facilitate NES binding at the Crm1 dimer interface and promote nuclear export. 
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Figure 6. Models for assembly of HIV-1 Rev on the RRE: (A) “Bridging” model. The
first two Rev in the complex bind to IIB and IA high affinity sites on the A-like RRE,
as well as to each other, thereby forming a Rev dimer that “bridges” the distance
separating two sub-structures. This proposal is based largely upon the observations
that the distances separating the apices of the Rev arms in the T/T dimer crystal
structure and the IIB and IA motifs modeled to fit the HIV-1 RRE SAXS envelope
are both approximately 55 Å. After this initial Rev dimer-RRE complex is formed,
assembly is proposed to propagate in both directions along the A-like RRE structure
and involve stem loops III/IV, V and more distal portions of stem I; (B) Stem I
“loop-back” model. Based on analyses using SAXS and time resolved SHAPE, it
has been proposed that following relatively rapid assembly of Rev dimers at R1
and R2 (R1, Region 1—IIB and stem II junction; R2, Region 2—central junction and
IA), the remaining dimer in the hexameric Rev complex assembles at R3 (Region
3—a series of purine-rich bulges in a more distant segment of stem I). RNA tertiary
interactions bring the stem I terminus into proximity with the RRE central junction
(even in the absence of Rev), and the last Rev dimer is accommodated in the fully
assembled complex by an induced fit mechanism of conformational sampling;
(C) Jellyfish model. Rev initially binds to the IIB high-affinity site, after which
five additional Rev molecules assemble on the RRE via a series of consecutive
T/T and H/H multimerization domain interactions. These Rev-Rev interactions
are facilitated by concomitant Rev ARM binding at adjacent regions on the RRE
RNA, such as is observed in the T/T Rev dimer-RNA crystal structure. The six
C-terminal domains in this putative Rev-RRE complex would be expected to project
in a common direction, which would in turn facilitate NES binding at the Crm1
dimer interface and promote nuclear export.
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6. Therapeutic Targeting of the HIV-1 RRE

Based on its crucial role in HIV replication, interrupting RRE function clearly
offers an attractive avenue for therapeutic intervention. The notion of using a
transdominant negative version of the HIV-1 Rev protein harboring mutations in
its nuclear export signal (RevM10), while disrupting export of Rev-dependent viral
transcripts [67], was later shown to promote acquisition of resistance-conferring
mutations [2]. Early attempts to target the HIV-1 RRE with small molecules have
demonstrated the usefulness of neomycin B and related aminoglycosides as structural
probes [68,69]. However, the therapeutic potential of this class of antagonist faces the
challenges of specificity and poor cellular uptake [70]. Thus, alternative approaches
to target the Rev/RRE interaction are warranted.

Both structural and mutagenic analyses have shown that the α-helical
arginine-rich motif (ARM) of Rev mediates a critical interaction with the RRE
by inserting into the major groove of an asymmetric bulge in IIB. Based
on these observations, Mills et al. [71] synthesized a series of ARM-like
conformationally-constrained (i.e., α-helical) peptidomimetics to antagonize the
Rev/RRE interaction. Of 15 candidate peptidomimetics examined, one bound the
RRE with an affinity equivalent to that of the Rev ARM (Kd ∼50 nM), while control
experiments indicated that its unconstrained counterpart showed little specificity.
An alternative approach has suggested targeting the RRE with an ARM peptide
modified to incorporate reactive metal chelates [72,73]. This strategy envisions
“catalytic” metallo-inhibitors, which, following destruction of their target biomolecule,
would dissociate and circulate through the viral RNA population, and thus would
not be required in saturating amounts to achieve maximum potency. Bifunctional
metallo-inhibitors linking a high affinity targeting motif (the Rev ARM) with a
metal chelate complex capable of damaging RNA in its vicinity via a variety of
oxidative chemistries have been synthesized, and proof of concept was demonstrated
by the ability of Cu2+-Gly-Gly-His-ARM complexes to selectively cleave RRE
RNA in vitro [74] and in vivo [72]. An extension of this strategy has investigated
the oxidative properties of Rev ARM peptides linked to metal chelators such as
tetraazacyclododecane-tetraacetic acid (DOTA), diethylenetriamineepentaacetic acid
(DTPA), ethylenediaminetetraacetic acid (EDTA) and nitrilotriacetic acid (NTA) [75].
All complexes retained high affinity binding to RRE IIB (0.2–16 nM) and their
Cu2+-bound chelates efficiently induced RRE cleavage, with activity varying in
the order Cu-NTA-Rev > Cu-DOTA-Rev > Cu-DTPA-Rev > Cu-EDTA-Rev. From a
therapeutic perspective, oxidative damage of the RRE would result in dissociation of
the metal chelate-ARM complex, which can be “reactivated” by reducing agents such
as ascorbic acid or glutathione, whose concentrations are sufficiently high in vivo.
Also, since the metal is extremely tightly chelated (Kd ∼10−15 M), the risk of toxicity
due to metal ion leaching from the complex would be negligible.
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Following initial reports that promoted multiple antigenic peptides for vaccine
design [76], branched peptides comprising natural or unnatural amino acids, or
combinations thereof, have been gaining attention as therapeutic agents, based
on their potential for multivalent targeting of RNA and their resistance to
proteolysis [77]. In screening a branched peptide boronic acid (BPBA) library whose
boronic acid substituent was designed to mimic an acceptor for RNA 2′ OH groups
and improve selectivity for RNA over DNA, Zhang et al. [78] identified BPBA1, a
compound that bound RRE IIB with micromolar affinity and a 1:1 stoichiometry.
Mutational studies supported the notion that the IIB tertiary structure was necessary
for high affinity binding of BPBA1, while enzymatic footprinting highlighted several
nuclease-insensitive regions in the presence of the branched peptide. Finally,
studies with a fluorescent BPBA1 derivative suggest cellular uptake can be achieved,
although suppression of HIV-1 replication remains to be established.

Of the currently available approaches, small molecules have superior delivery
properties and can be “fine-tuned” through medicinal chemistry. With respect to the
Rev/RRE interaction, several recent studies support their further development. By
combining NMR spectroscopy and computational molecular dynamics, Steizer et al.
have taken advantage of virtual screening to identify several compounds that
antagonize the Tat/TAR interaction by interacting with nucleotides of both the
apical loop and trinucleotide bulge [79]. Our laboratory has exploited small molecule
microarrays (SMMs) with fluorescently-labeled, structured RNA motifs, where we
identified a novel chemotype that binds the TAR hairpin with micromolar affinity,
inhibits virus replication in culture and is not cytotoxic [80]. Finally, Informa, a
computational approach to designing lead small molecules targeting RNA motifs
based on sequence alone, has been used to identify a bioactive benzimidazole that
induces apoptosis in cancer cells by sequestering the nuclease processing site of
pre-micro RNA-96 [81]. Extending this approach to target the RRE would seem
a logical next step.

Although this section has concentrated on small molecule inhibition of the
Rev/RRE axis by targeting the viral cis-acting RNA, we should not rule out
the possibility of targeting the HIV Rev protein to antagonize its interaction
with host factors, thereby interrupting nucleocytoplasmic transport of unspliced
and singly-spliced viral RNAs. In this respect, Campos et al. [82] have recently
made the exciting discovery that the quinolin-2-amine ABX464 specifically targets
Rev-dependent nuclear transport of HIV RNA without compromising cellular
function. The lack of toxicity displayed by ABX464, combined with its ability to
suppress viral load sustainably after treatment arrest, represent another powerful
addition to the armament of HIV antivirals that will be needed until either a
cross-clade vaccine or functional cure is achieved.
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7. Summary and Perspective

The Rev-RRE interaction is vital to HIV replication and therefore constitutes
an important axis for antiviral therapy. Although recent SAXS and crystallographic
studies have greatly enhanced our understanding of these two viral components
on a structural level, much remains to be learned—particularly regarding the
details of Rev assembly and the overall structure of the nuclear export complex.
Biochemical studies tell us that six Rev molecules cooperatively assemble on each
RRE, and the resulting complex binds Crm1 at the dimer interface according to single
particle electron microscopy. The latter study also suggests that while they share
many common features, the structures of Rev6-RRE-Crm12 complexes may not be
completely uniform. Other factors, including the observed flexibility in the Rev
T/T interface, potential flexibility in the H/H interface, and variability in RRE RNA
sequence and secondary structure suggest this as well. It is conceivable, therefore,
that select components of the “bridging”, “loop-back” and jellyfish models of Rev
assembly may all contribute to formation of the nuclear export complex in the context
of the HIV-infected cell.
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Translational Control of the HIV Unspliced
Genomic RNA
Bárbara Rojas-Araya, Théophile Ohlmann and Ricardo Soto-Rifo

Abstract: Post-transcriptional control in both HIV-1 and HIV-2 is a highly regulated
process that commences in the nucleus of the host infected cell and finishes by the
expression of viral proteins in the cytoplasm. Expression of the unspliced genomic
RNA is particularly controlled at the level of RNA splicing, export, and translation.
It appears increasingly obvious that all these steps are interconnected and they result
in the building of a viral ribonucleoprotein complex (RNP) that must be efficiently
translated in the cytosolic compartment. This review summarizes our knowledge
about the genesis, localization, and expression of this viral RNP.

Reprinted from Viruses. Cite as: Rojas-Araya, B.; Ohlmann, T.; Soto-Rifo, R.
Translational Control of the HIV Unspliced Genomic RNA. Viruses 2015, 7, 4326–4351.

1. Introduction

Human Immunodeficiency virus type-1 (HIV-1) and type-2 (HIV-2) belong to
the Lentivirus genus of the Retroviridae family and are the etiological agents of the
Acquired Immunodeficiency Syndrome (AIDS) in humans [1]. Both viruses primarily
infect cells of the immune system that express the CD4 receptor and one of the
chemokine receptors CCR5 or CXCR4 that act as co-receptors for viral entry. The
HIV replication cycle begins with the interactions between the surface glycoprotein
gp120 with CD4 and one of the co-receptors in a process that induces conformational
changes allowing insertion of the viral transmembrane protein gp41 in the host cell
membrane to trigger fusion of both membranes and entry of the viral capsid into the
host cell cytoplasm. Then, the positive single stranded RNA genome is converted
into double stranded DNA by the virally encoded reverse transcriptase, which is
located in the capsid. In association with viral and cellular proteins, viral DNA forms
the so-called pre-integration complex (PIC), which is imported to the host cell nucleus
in an active process orchestrated by the viral proteins capsid and integrase [2]. The
latter then catalyzes integration of viral DNA into the host cell genome to establish
what is known as the proviral state. Once integrated, the provirus can remain
latent or undergo efficient gene expression in order to continue with late steps of
the replication cycle. The full-length unspliced genomic RNA (hence referred as
unspliced mRNA) has a dual function as it is both used as mRNA for the synthesis
of Gag and Gag-Pol precursors and the genome that is incorporated into the viral
particles. The structural protein Gag drives both packaging of the genomic RNA and
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assembly of newly synthesized viral particles, which will be maturated by the viral
protease allowing initiation of a new replication cycle.

HIV gene expression relies on the host for transcription, RNA processing,
nuclear export and translation, a series of complex processes that are assisted by
at least, two major viral regulators namely Tat and Rev. HIV transcription relies
both on the promoter sequences present in the viral 51 long-terminal repeat (51-LTR)
region and the trans-activator viral protein Tat, which acts together with host cellular
proteins including the RNA polymerase II and the pTEFb transcription factor [3–7].
Transcription from the provirus results in expression of the full-length unspliced
mRNA, which is 9-kb long and encodes structural and enzymatic proteins (Gag and
Gag-Pol). However, the presence of multiple splice donor and acceptor sites within
the full-length mRNA supports alternative splicing which results in the generation
of a complex pattern of viral mRNAs harboring the open reading frames of Vif, Vpr,
Vpu/Env, Tat, Rev and Nef, which differ in their 51 untranslated regions (51-UTR) [8].
These transcripts are both incompletely (4-kb) and completely spliced (2-kb) and
are used for expression of all remaining viral proteins. Several of these completely
spliced transcripts coding for Tat, Rev, and Nef are produced during the early steps
of infection [9–11]. Later on, the full-length unspliced mRNA together with further
different 4-kb transcripts coding for Env/Vpu, Vif, Vpr, and Tat are then generated,
exported and translated in the cytoplasm [9–12]. All these RNA processing events
generate different viral mRNP complexes that will differ in the routes used to reach
the host translational machinery. As such, while completely spliced transcripts
are exported by the canonical nuclear export pathway, the unspliced and the 4-kb
incompletely spliced transcripts require the binding of the virally encoded protein
Rev to the cis-acting RNA element called the Rev responsive element (RRE) present in
all of these intron-containing transcripts; this allows their export through the CRM1
pathway [13–20] (Figure 1).

As mentioned above, in addition to its nuclear function as a pre-mRNA template
for the generation of the 2 and 4-kb transcripts, the 9-kb full-length unspliced mRNA
plays two additional roles in the cytoplasm by serving both as a mRNA for viral
protein production and as the packaged genome (Figure 1). In order to combine these
different functions, the unspliced mRNA needs to overcome several structural and
functional constraints that could affect cellular post-transcriptional events such as
nuclear export and translation. In this review, we focus on how the virus has evolved
to combine the building of a complex and specific mRNP on its mRNAs ensuring
proper viral gene expression.
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(mRNP) together with host proteins such as the exon junction complex (EJC) and the 
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(and partially spliced mRNAs) reaches the cytoplasm through the CRM1-dependent 

pathway avoiding the host cell surveillance mechanisms. During this journey to the 
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Figure 1. Post-transcriptional control on human immunodeficiency virus (HIV).
Upon transcription, the capped and polyadenylated full-length genomic RNA is
used as a template for the host mRNA processing machinery in order to generate
fully spliced and partially spliced transcripts (partially spliced transcripts have
been omitted for simplicity). In the nucleus, fully spliced transcripts form a classical
messenger ribonucleoprotein complex (mRNP) together with host proteins such
as the exon junction complex (EJC) and the mRNA export factor NXF1. In the
cytoplasm, fully spliced mRNAs recruit the host translational apparatus for protein
synthesis and later they are degraded by the mRNA turnover machinery. In the
presence of the viral protein Rev, the unspliced genomic RNA (and partially spliced
mRNAs) reaches the cytoplasm through the CRM1-dependent pathway avoiding
the host cell surveillance mechanisms. During this journey to the cytoplasm, the
unspliced genomic RNA forms a unique mRNP that favors its association with
the host translational machinery. In contrast to the fully spliced transcripts, the
unspliced genomic RNA does not undergo turnover as it is incorporated into
viral particles.

2. Reaching the Cytoplasm Avoiding Surveillance Mechanisms

HIV-1 transcripts are synthesized by the RNA polymerase II and, consequently,
are capped and polyadenylated by the host machinery [21–24]. As described above,

155



many different viral mRNA species can be found in infected cells with at least
four different 51- and eight different 31-splice sites being used during pre-mRNA
processing [9–11]. However, the cellular splicing machinery must be inefficient
in the usage of viral splice sites in order to ensure that appropriate pools of each
subset of viral mRNAs can be produced in the nucleus [25–27]. The vast majority of
cellular mRNAs are usually spliced to completion and thus all introns are removed
during splicing [28]. This is the case for the viral 2-kb transcripts that are completely
processed and can be exported to the cytoplasm through the nuclear export factor
NXF1 [29–31]. However, nuclear export of mRNAs that harbor functional introns
is quite unusual and they are often retained in the nucleus by the interaction with
splicing factors until they are either spliced to completion or degraded [32–34].
In addition, viral intron-containing transcripts cannot be exported through the
NXF1-dependent pathway due to surveillance mechanism ruled by, amongst others,
the cellular protein Tpr [35–37]. As such, the 4-kb incompletely spliced and the 9-kb
unspliced transcripts are retained and degraded in the host cell nucleus unless the
viral protein Rev is present [25,38].

Rev is synthesized from a 2-kb completely spliced transcript and is essential
for virus replication [39]. Although the step of the replication cycle in which Rev
activity is the most important has been the subject of some controversy [39–41],
there is no doubt that synthesis of the viral structural proteins Gag and Gag-Pol
from the unspliced mRNA is dramatically reduced in the absence of Rev. Rev is
a phosphoprotein of approximately 18-kDa that constantly shuttles between the
nucleus and the cytoplasm but accumulates in the nucleus [39]. The N-terminal
domain of the protein contains an arginine-rich motif that serves both as a nuclear
localization signal (NLS) and as an RNA-binding domain (RBD) [39,42–50]. While
the NLS allows recognition and nuclear import of Rev by Importin-β, the RBD
allows the interaction with the Rev Responsive Element (RRE) which is present
exclusively in the incompletely spliced and unspliced viral transcripts as it is
located within the env gene [19,39,51]. The arginine-rich sequence is flanked from
both sides by less defined sequences required for oligomerization [39,49,50]. The
C-terminal domain contains the leucine-rich nuclear export signal (NES) that allows
the interaction and nuclear export of the Rev-RRE complex with the karyopherin
CRM1 (Chromosome maintenance-1) bound to Ran-GTP [16,52–55]. Recent structural
studies have revealed that once bound to the RRE, the Rev protein oligomerizes
in order to promote nuclear export [49,56] while CRM1 forms a dimer that favors
nuclear export of the Rev-RRE complex [57]. Moreover, it was recently shown
that Rev can interact with the nuclear cap-binding complex (CBC) component
CBP80 and block NXF1 recruitment in order to specifically enter the nuclear export
pathway through CRM1 [58]. In addition to CRM1-RanGTP and CBP80, Rev recruits
several host proteins including eIF5A, hRIP, DDX3, DDX1, and Sam68 to promote
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nuclear export [59]. Thus, by using this alternative pathway, the viral protein Rev
ensures the cytoplasmic accumulation of intron-containing transcripts and avoids
NXF1-associated quality control mechanisms. This explains that despite the presence
of introns, viral transcripts that do not undergo complete splicing are not substrates
for non-sense mediated decay (NMD) [60,61].

After completion of their journey from the nucleus and through the nuclear
pores, the viral transcripts must compete with cellular mRNAs in the cytoplasm to
recruit the host translational machinery. In mammals, ribosome recruitment onto
the mRNA occurs by two main mechanisms: the cap-dependent and the internal
ribosome entry sites (IRES)-driven mechanisms [62,63] and HIV-1 has evolved
strategies to use both [64].

3. An Overview on mRNA Translation Initiation in Eukaryotes

The vast majority of cellular mRNAs recruit ribosomes through a cap-dependent
translation initiation mechanism. This process sequentially involves: (i) formation
of a 43S pre-initiation complex; (ii) cap structure recognition and loading of
the 43S pre-initiation complex onto the mRNA; (iii) ribosomal scanning of the
51-UTR; (iv) initiation codon recognition and (v) joining of the 60S ribosomal
subunit [62]. The 43S pre-initiation complex is composed of a recycled 40S small
ribosomal subunit, an eIF2-GTP-tRNAi ternary complex (TC), eIF3, eIF1, eIF1A and
probably eIF5 [62]. At the 51 end of the mRNA, the eIF4F holoenzyme binds to
the cap-structure and unwinds local RNA structures assisted by eIF4B or eIF4H
creating the landing pad for the 43S pre-initiation complex. The eIF4F multimeric
complex is composed of the cap-binding protein eIF4E, the RNA helicase eIF4A,
and the scaffold protein eIF4G [65,66]. eIF4E exhibits high affinity for the cap
structure and interacts with eIF4G to mediate cap-dependent translation initiation
by promoting assembly of eIF4F onto the capped mRNA. The DEAD-box protein
eIF4A is an RNA helicase with ATP-dependent RNA unwinding activity [67,68].
Although the intrinsic helicase activity of eIF4A is weak, its inclusion into the eIF4F
complex together with the binding of eIF4B and the related factor eIF4H strongly
stimulates its enzymatic activity [69]. As mentioned above, the eIF4G scaffold
protein associates with eIF4E and eIF4A to form the eIF4F holoenzyme that binds
to the 51 end of capped mRNAs [70–73]. By further interacting with eIF3, eIF4G
promotes attachment of the 43S pre-initiation complex onto the transcript to allow
formation of a 48S pre-initiation complex [72,74–78]. Once attached, this complex
immediately starts scanning in a 51 to 31 direction from the cap structure until it
reaches an initiation codon, which often corresponds to the first AUG codon [79–81].
The ribosomal scanning model proposes that the translation initiation complex
unwinds secondary structures present in the 51-UTR and moves in the 51 to 31

direction in an ATP-dependent manner [82,83]. Thus, in addition to their role in
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43S pre-initiation complex attachment, eIF4G, eIF4A, eIF4B (or eIF4H) also assist the
scanning process [83,84]. Although the RNA helicase eIF4A and its associated factors
eIF4B/eIF4H can support the unwinding process of the scanning pre-initiation
complexes, it has been recently shown that additional RNA helicases can also
be recruited [85]. As such, the related DExH box protein 29 (DHX29) binds the
40S small ribosomal subunits while RNA helicase A binds selected mRNAs and
both are required for efficient scanning of mRNAs containing highly structured
51-UTRs [86–88].

An alternative model of translation initiation has been described for mRNAs
that harbor specific RNA sequences termed Internal Ribosome Entry Sites (IRES).
These sequences are generally present in the 51-UTR of the mRNA whose function
is to recruit ribosomes for translation initiation in a cap-independent manner. IRES
elements were first discovered in viral RNA genomes more than 25 years ago with
the studies of picornavirus translation [89,90] and have now been characterized in
many viral mRNAs including HCV, Pestiviruses, and Retroviruses [63]. Although
IRES elements have also been described in near 100 cellular mRNAs their existence
remains controversial mainly by the lack of essential controls discarding cryptic
promoters and/or alternative splicing during the characterization process [91].

IRES elements promote the direct binding of the 43S pre-initiation complex and
associated factors to the mRNA. However, the precise mechanism of IRES-mediated
translation initiation is not completely understood. Although a classification of
IRES elements by structural criteria is not possible due to the lack of any conserved
sequence, viral IRES elements can be grouped based on a mechanistic and functional
point of view involving: (i) the way by which the 43S pre-initiation complexes
is recruited, e.g., whether it is assisted or not by eIFs; and (ii) the site where the
43S pre-initiation complex is positioned onto the mRNA, which can be close to the
initiation codon or if it involves an additional step of scanning. Moreover, IRES
elements can also be characterized by the requirement of diverse cellular accessory
proteins denominated IRES trans-acting factors (ITAFs) for proper function.

IRES elements allow the selective translation of viral mRNAs under conditions
in which global host translation is compromised. When faced by several stresses
(such as viral infections, hypoxia, or heat shock) or particular cellular conditions (such
as mitosis or apoptosis), Eukaryotic cells often respond by reducing the global rates
of translation [92]. However, a significant fraction of cellular mRNAs was shown
to remain associated to polysomes [93] and several of these are IRES-containing
transcripts. This shows that the presence of the IRES element allows mRNAs to
be translated under unfavorable conditions in which cap-dependent translation is
slowed down or arrested [94–98].
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4. Recruiting the Host Translational Machinery onto the Unspliced HIV
Genomic RNA

The unspliced mRNA harbors a long (51-UTR) organized in several RNA
structures involved in many steps of the replication cycle [3,99–103]. Given the
structure and complexity of the 5’-UTR, the mechanism by which translation
initiation takes place on the HIV-1 genomic RNA has been the subject of debate
for several years [104]. Indeed, it was initially shown that sequences derived from
the 51-UTR were inhibitory for translation [105–109]. Particularly, cell-free in vitro
translation assays and ex vivo experiments using reporter genes suggested that
the presence and folding of the TAR RNA motif, which is located at the very 51

end of the viral transcripts, exerted a negative effect on protein synthesis both by
impeding ribosome recruitment and by activating the kinase PKR [105–108,110,111].
However, despite this incompatibility with ribosome recruitment by a cap-dependent
ribosomal scanning mechanism, an IRES-driven mechanism on HIV-1 transcripts
was rapidly discarded indicating that cap-dependent translation initiation was the
major mechanism for ribosome recruitment [112].

5. Identification of a Cell Cycle-Dependent IRES

As mentioned above, initial attempts to identify sequences within viral 51-UTR
supporting IRES activity failed and the cap-dependent ribosomal scanning was
proposed as the only mechanism to drive Gag synthesis [112]. However, a more
detailed study revealed that an IRES element was indeed present within the 51-UTR
of the HIV-1 unspliced mRNA [113]. This IRES element was mapped to nucleotides
104 to 336 where it spans the primer-binding site (PBS), the dimerization site (DIS),
the major splice donor (SD) and RNA motifs that are critical for encapsidation [113].
Interestingly, this IRES element was shown to be activated during the G2/M phase
of the cell cycle [113]. This peculiarity not only explained why previous studies
failed to detect IRES activity but also emphasized the physiological relevance that
the use of an alternative mechanism of ribosome recruitment could have during
viral replication. Indeed, during HIV-1 and other lentiviral infections, the viral
protein Vpr induces a cell cycle arrest at the G2/M phase [114–117]. Although
the G2/M phase is characterized by a strong inhibition of cap-dependent protein
synthesis [95,118,119], HIV-1 viral gene expression was shown to continue during this
phase of the cell cycle [120–122]. Although IRES elements were demonstrated to be
able to drive efficiently protein synthesis in G2/M [96], other authors have proposed
another alternative in which the translation of the HIV-1 unspliced mRNA was
rather conducted by a eIF4E-independent, CBC-driven, cap-dependent mechanism
during the G2/M arrest induced by Vpr [122]. Nevertheless, the ability of the 51-UTR
of HIV-1 transcripts to drive IRES-driven translation has now been evidenced by
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several groups in different experimental contexts and on different HIV-1 prototype
strains [123–130]. Therefore, it is conceivable that the HIV-1 genomic RNA can
use both strategies depending on some physiological conditions that remain to be
found. Moreover, similar to poliovirus, the HIV-1 and HIV-2 proteases were shown
to process translation initiation factors eIF4GI and PABP in vitro and ex vivo leading
to the inhibition of cap-dependent ribosomal scanning with modest impact on viral
unspliced mRNA translation [70,131–134]. However, processing of eIF4GI and PABP
during viral infection was rather modest and occurred late during infection [131]
and thus, the significance of these events in the course of viral replication remains to
be demonstrated.

Protein synthesis from the HIV-1 and HIV-2 unspliced mRNAs presents an
additional layer of complexity as IRES elements have also been characterized within
the Gag coding region [64,135]. By using the HIV-1 Gag ORF lacking the viral 51-UTR
it was shown that this region was able to drive synthesis of full-length p55 Gag
and a novel 40-kDa N-terminally truncated isoform of Gag (p40) initiated at an
internal in frame AUG codon [136]. The presence of IRES elements downstream to
the authentic initiation codon and the synthesis of N-terminally truncated isoforms
of Gag were also characterized in other related lentiviruses such as HIV-2, SIV,
and FIV indicating that the conservation of the mechanism is a common feature
of the genus and could be important for replication [135,137–139]. In HIV-1 and
HIV-2, these Gag isoforms are incorporated into viral particles despite the lack of
a myristoylation site at their N-terminus, probably by protein-protein interactions
with the full length Gag polyprotein; this suggests a role for these truncated isoforms
in the replication cycle [136,138]. Although the molecular mechanisms controlling
this process in the HIV-1 unspliced mRNA are not completely understood, an in vitro
study revealed that the different modes of ribosome recruitment have different levels
of requirements for eIF4F [140]. In the case of the HIV-2, it was shown that three IRES
elements within the Gag coding region were able to directly recruit three independent
43S pre-initiation complexes [138,141–143].

6. Translation by a Cap-Dependent Mechanism

More recently, by using synthetic constructs Berkhout and co-workers
demonstrated that cap-dependent ribosomal scanning occurs throughout the 51-UTR
of the HIV-1 unspliced mRNA [144]. Using similar approaches, other groups
including ours demonstrated that the cap-dependent mechanism of translation
initiation occurs both in vitro and ex vivo [109,121]. The ability of the 43S pre-initiation
complex to scan through the highly structured 51-UTR could be explained by the
recruitment of the helicase RHA, which was shown to promote polysome association
of the unspliced mRNA by interacting with a post-transcriptional control element
(PCE) located at the 51-UTR [88,145]. Although it is thought that RHA helicase activity
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contributes to the unwinding of secondary structures during ribosomal scanning, the
involvement of other RNA helicases such as DHX29 has not yet been investigated
and thus, cannot be discarded.

While the involvement of RHA shed light on how the 43S pre-initiation
complex moves along the highly structured viral 51-UTR, it was still unclear how
the cap-structure could be recognized by the eIF4F complex in the presence of the
TAR structure. Indeed, the 51 end cap moiety of all HIV-1 transcripts is base-paired
and embedded within the basis of the stem of the TAR RNA motif and thus, is
likely to be inaccessible for the binding of the eIF4F complex and the ribosomal
43S subunit. Surprisingly, although the presence of TAR was shown to strongly
interfere with translation initiation in the rabbit reticulocytes lysate (RRL), this was
not the case in constructs expressed in living cells [109]. These data suggested
that some specific host factor(s) that are absent or in limited concentration in the
RRL can be used to overcome the structural constraint imposed by TAR. A likely
candidate was found amongst one of the Rev cofactors namely the RNA helicase
DDX3 [146]. DDX3 belongs to the DEAD-box family of proteins whose prototype
member is the initiation factor eIF4A [147]. DEAD-box proteins are ATP-dependent
RNA helicases that play pleiotropic functions within the cell by participating in
all steps of RNA metabolism [148]. These proteins are thought to participate in
RNA:RNA and RNA:protein remodeling or to act as RNA clamps for the assembly of
large macromolecular complexes [148]. DDX3 was first proposed to be a host factor
involved in Rev-dependent nuclear export [146]. By using a full-length reporter
proviral DNA and viral infection, we were also able to show that DDX3 was required
for translation of the unspliced genomic RNA both in HeLa and T-cells and this
function required the ATP binding and ATPase activity of the enzyme [149,150]. We
also reported that the molecular target for DDX3 was actually the TAR RNA motif,
an observation recently validated by another group [151]. Interestingly, we observed
that DDX3 was required to unwind TAR in cells and this functional interaction was
necessary when the latter was at its original location (e.g., at the 51 end of the HIV-1
transcript) but the dependence in DDX3 was abolished when the TAR motif was
preceded by an unstructured spacer sequence [149]. These data suggested that DDX3
binds and unwinds TAR during a pre-translation initiation step that is necessary to
remodel secondary structures in order to render the cap moiety accessible to the eIF4F
holenzyme and the 43S complex [149] (Figure 2). In agreement with this, we could
also show that DDX3 was bound to, at least, two additional and specific sites within
the 51-UTR of the HIV-1 genomic RNA [149]. These sites were located exclusively on
RNA single stranded regions and could correspond to loading platforms for DDX3 as
had been previously suggested [148]. In addition, an interaction between DDX3 and
translation initiation factors eIF4GI and PABPC1 was also evidenced by biochemical
assays as well as confocal microscopy [149]. Interestingly, we observed that the

161



complex formed between the unspliced HIV-1 mRNA, DDX3, eIF4GI, and PABPC1
was assembled in localized cytoplasmic granules that resembled but were different
from stress granules as they lacked the eIF4F components eIF4E, eIF4A, eIF4B, and
the CBC component CBP80 [150] (Figure 2).

Another intriguing feature of the unspliced HIV-1 mRNA that could
also influence its translation is the presence of a trimethylguanosine (TMG)
cap structure [152]. A few years ago, the peroxisome proliferator-activated
receptor-interacting protein with methyltransferase domain (PIMT) (the human
homolog of the yeast cap hypermethylase TGS1) was shown to interact with Rev
and this resulted in the hypermethylation of the 51 cap structure of the HIV-1
unspliced mRNA [152]. It has been known for quite some time that TMG-capped
mRNAs present reduced translational rates in vitro [153]. However, in the case of
the HIV-1 genomic RNA, the latter is efficiently used for viral protein production
and trimethylation of its cap was shown to be required in this process although
the molecular mechanism underlying was not elucidated [152]. In light of our data
showing the presence of a pre-initiation complex composed of DDX3/eIF4G/PABP,
but lacking any of the major cap binding proteins CBC and eIF4E [150], a further
investigation into the role of a TMG cap would be interesting. Indeed, as the affinity
of the CBC and eIF4E for the TMG cap is largely reduced compared to the classical
m7G monomethylated cap [154], this could explain the exclusion of both eIF4E
and CBC from this pre-initiation complex and could suggest that other TMG-bound
cellular proteins may be recruited for initiation of HIV-1 unspliced mRNA translation.

7. Assembly of Unspliced mRNA-Containing Granules

Cellular mRNAs are in a dynamic equilibrium between polysomes and
cytoplasmic granules such as stress granules and p-bodies [155,156]. While
stress granules are sites of triage for mRNAs stalled in translation initiation as
a response to cellular stress, p-bodies are sites intimately related to the mRNA
decay machinery [155,156]. Both structures and/or some of their components have
been shown to play pivotal roles during replication of several viruses and thus, it
is not surprising that viruses have evolved different strategies to manipulate the
assembly/disassembly of mRNA granules [157–159].

Although it was first proposed that HIV-1 translation could be negatively
regulated by some components of p-bodies including APOBEC3G [160,161], there
is new evidence showing that HIV-1 replication induces the disassembly of
p-bodies [162]. Moreover, it was also recently shown that APOBEC3G activity on
HIV-1 replication was independent of p-bodies [163] and that p-bodies components
such as DDX6 and Argonaute 2 were rather involved in viral particle assembly
independent of RNA packaging [164]. Therefore, further work is necessary to clarify
the role of p-bodies in HIV-1 unspliced mRNA metabolism.
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Figure 2. DDX3-mediated translation of the HIV-1 genomic RNA. In the absence
of DDX3, the TAR RNA motif impedes binding of the eIF4F holoenzyme to the
cap. Thus, DDX3 binds the viral 51-UTR to nucleate formation of a pre-translation
initiation complex that involves ATP-dependent unwinding of TAR and specific
recruitment of translation initiation factors eIF4GI and PABP (and probably other
unidentified cellular proteins). TAR unwinding renders the cap accessible for
eIF4F binding and subsequent recruitment of the 43S pre-initiation complex. It
is possible that such a pre-translation initiation step driven by DDX3 occurs
compartmentalized in RNA granules (in yellow).

Interestingly, HIV-1 and HIV-2 have evolved completely opposite strategies to
modulate and control the assembly of stress granules. As such, it was shown that
HIV-1 has the ability to interfere with stress granule assembly induced by different
types of stresses [162,165]. Indeed, the authors showed that the HIV-1 Gag protein
has the ability to interfere with stress granules assembly through a direct interaction
with eEF2 and G3BP1, two key factors required for assembly of these cytoplasmic
structures [165]. Thus, it is possible that by doing so, the HIV-1 unspliced mRNA
promotes the assembly of a pre-initiation complex with DDX3 and subset of eIFs in
order to enter in translation initiation and associate with polysomes [150] (Figure 3A).
Then, the HIV-1 unspliced mRNA is assembled into a Staufen1-dependent mRNP,
which also contains the viral protein Gag and is required for RNA packaging [162]
(Figure 3A).
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Figure 3. RNA granules assembled during HIV replication. (A) Polysome
association of HIV-1 unspliced mRNA requires its previous assembly in
DDX3-dependent granules together with eIF4GI, PABPC1 and probably other,
yet, unidentified cellular proteins. Once translated, unspliced mRNA associates
with the dsRNA-binding protein Staufen1 and the viral protein Gag in order to
form another specific RNA granule (Staufen1 granule), which is required for viral
particle assembly. This dynamic assembly of different RNA granules allows HIV-1
to coordinate genomic RNA translation and packaging; (B) The HIV-2 unspliced
mRNA recruits the stress granule assembly factor TIAR to form a specific viral
mRNP that accumulates in stress granules in the absence of active translation. The
viral protein Gag also accumulates in stress granules suggesting that the transition
from translation to RNA packaging could occur in these structures.
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In sharp contrast with what was described for HIV-1, we showed that HIV-2
replication induces the spontaneous assembly of stress granules [166] (Figure 3B).
Moreover, we observed that HIV-2 unspliced mRNA was directly associated with
the stress granule assembly factor TIAR in order to form a specific viral mRNP [166]
(Figure 3B). We have previously shown that ribosome recruitment onto the HIV-2
genomic RNA is very inefficient due to a strong interference imposed by the highly
structured TAR RNA motif [109]. Thus, stress granules could serve as sites of storage
for the viral genome while threshold levels of Gag required for RNA packaging
are produced. Interestingly, the HIV-2 Gag polyprotein was also observed in stress
granules indicating that the transition from translation to RNA packaging may occur
in these structures [166] (Figure 3B).

8. Viral Proteins Promoting Translation

Some of the virally encoded proteins, namely Tat, Rev, and Gag have been
involved in the control of viral mRNA translation (Figure 4). Initial studies carried
out in the RRL and Xenopus leavis oocytes revealed that Tat was involved in
the control of translation notably by counteracting the deleterious activation of
PKR [107,167,168]. Indeed, secondary RNA structures constituting the TAR motif at
the 51-UTR were shown to activate the protein kinase R (PKR) leading to inhibition of
translation [169,170]. Once activated, PKR phosphorylates the α subunit of eIF2
resulting in a global inhibition of translation initiation [171]. However, Tat binding
to TAR and/or PKR could prevent activation of the kinase the phosphorylation
of eIF2α [172]. In addition, it was shown that Tat is able to stimulate translation
both in vitro and in living cells [129]. Moreover, binding of Tat to the 51-UTR of the
unspliced mRNA could stimulate the programmed-1 ribosomal frameshift [173].
More recently, Tat was shown to interact with DDX3 and remain associated to
polysomes together with the unspliced mRNA further indicating its role in viral
mRNA translation [151].

Another viral protein, Rev, was demonstrated to be required for association
of the incompletely spliced mRNAs vif, vpr, env, and vpu into polysomes [174]. By
using a Gag expression vector lacking the RRE, it was also shown that polysome
association of the resulting gag mRNA was deficient either in the presence or absence
of Rev, suggesting that the Rev-RRE interaction and not the presence of Rev per se is
critical for ribosome recruitment [175]. Such a function of Rev in translation could be
explained by an enhanced recruitment of PABPC1 to Rev-dependent mRNAs [176]
or by direct binding to the loop-A of stem-loop 1 located within the packaging
signal [177].
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of the panel of viral (Rev, Tat, Gag) and cellular (DDX3, PIMT, CBP80, RHA, and
PABP) proteins required to assist translation initiation from the HIV-1 and HIV-2
unspliced mRNA.

Finally the Gag protein was shown to modulate its own translation by exerting
a bimodal effect depending on its concentration [143,166,178]. As such, it was
shown that HIV-1 and HIV-2 Gag stimulate translation at low concentrations to
then inhibit protein synthesis. In the case of HIV-1, stimulation required the matrix
domain while inhibition was dependent on the binding of nucleocapsid domain
to the packaging signal [178]. In the case of HIV-2, we also observed a bimodal
effect of Gag on translation with stimulation at low concentration and inhibition
and higher concentrations [166]. Interestingly, we observed that such an effect of
Gag on translation was concordant with the subcellular localization of the unspliced
mRNA [166]. As such, we observed that both the unspliced mRNA and Gag localized
diffusely in the cytoplasm at low concentrations of Gag while both components were
assembled in stress granules at high concentrations of the viral protein [166].

9. Concluding Remarks

Post-transcriptional control of HIV-1 viral gene expression is regulated from
the nucleus to the cytoplasm and involves many host and viral proteins throughout
this process. It is amazing to realize that almost every step, from splicing, export,
and translation, has its own regulatory pathway, which often differs from that
used by cellular mRNAs. This results in the constitution of a unique viral RNP
that reaches the cytoplasm to be translated by a spectrum of different mechanisms
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juggling with cap-dependent and cap-independent mechanisms of initiation. The
great diversity of these means of expression confers to the virus several selective
advantages such as preventing degradation of the unspliced mRNA by surveillance
mechanisms in the nucleus and allowing selective translation under conditions that
are not favorable for host gene expression. Evolution of diverse mechanisms for gene
expression also allows the conciliation of the presence of multiple RNA structures in
the 51-UTR, that are required for genome replication, with the need of an efficient
mechanism for viral protein synthesis. For instance, the TAR structure at the 51

end of the mRNA represents an essential element for transcription that would be
severely inhibitory for ribosome binding and scanning unless it can be counteracted
by the recruitment of the host RNA helicase DDX3 to assist pre-initiation complex
formation. An interesting, promising new direction concerns the recent identification
of compartmentalized cytoplasmic foci containing HIV-1 and HIV-2 viral RNPs.
Although, the function of these foci are not fully characterized, they may serve as
sites of storage to ensure an equilibrium between unspliced mRNA translation and
its packaging into assembly virions. Interestingly, use of these cytoplasmic foci seems
to be radically different between the two closely related human immunodeficiency
viruses. A better understanding of this process may shed light on our understanding
of the replication cycle of these two relatives. Such a specific and complex control of
post-transcription gene expression in lentiviruses can point to new directions in the
treatment of disease. As such, the targeting of essential host factors that are required
for viral replication, such as DDX3 for instance, could bring new therapeutical
approaches. Above all, due to great diversity of their strategies developed to express
their genome, lentiviruses represent good paradigms for the studies on the control of
post-transcriptional gene expression.
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Flaviviral Replication Complex:
Coordination between RNA Synthesis and
51-RNA Capping
Valerie J. Klema, Radhakrishnan Padmanabhan and Kyung H. Choi

Abstract: Genome replication in flavivirus requires (´) strand RNA synthesis,
(+) strand RNA synthesis, and 51-RNA capping and methylation. To carry out
viral genome replication, flavivirus assembles a replication complex, consisting of
both viral and host proteins, on the cytoplasmic side of the endoplasmic reticulum
(ER) membrane. Two major components of the replication complex are the viral
non-structural (NS) proteins NS3 and NS5. Together they possess all the enzymatic
activities required for genome replication, yet how these activities are coordinated
during genome replication is not clear. We provide an overview of the flaviviral
genome replication process, the membrane-bound replication complex, and recent
crystal structures of full-length NS5. We propose a model of how NS3 and NS5
coordinate their activities in the individual steps of (´) RNA synthesis, (+) RNA
synthesis, and 51-RNA capping and methylation.

Reprinted from Viruses. Cite as: Klema, V.J.; Padmanabhan, R.; Choi, K.H. Flaviviral
Replication Complex: Coordination between RNA Synthesis and 51-RNA Capping.
Viruses 2015, 7, 4640–4656.

1. Flavivirus Genome and Viral Non-Structural (NS) Proteins

Flaviviruses are positive (+) sense RNA viruses belonging to the family
Flaviviridae, which also includes Hepacivirus and Pestivirus. The Flavivirus genus
includes over 70 viruses, many of which cause arboviral diseases in humans,
such as dengue (DENV), West Nile (WNV), tick-borne encephalitis (TBEV), and
yellow fever virus. The 11 kb flaviviral RNA genome consists of a 51-cap,
a 51-untranslated region (51-UTR), a single open reading frame (ORF), and a
31-UTR. The 51- and 31-UTRs contain conserved RNA secondary structures that
are important for viral replication, including sequences that mediate long range
51- and 31-RNA interactions [1–8]. The viral ORF is translated into a polyprotein,
C-prM-E-NS1-NS2A-NS2B-NS3-NS4A-NS4B-NS5, that is subsequently cleaved into
individual proteins by viral and host proteases. Three structural proteins (C, prM,
and E) form capsids and seven non-structural (NS) proteins (NS1, NS2A, NS2B,
NS3, NS4A, NS4B, NS5) are involved in the assembly of the viral replication
complex [9]. Among NS proteins, the functions of NS3 and NS5 in viral replication
are well established. NS3 consists of an N-terminal serine protease and a C-terminal
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helicase. NS3 protease activity requires NS2B as a cofactor, and cleaves the viral
polyprotein at several positions between NS proteins [10–14]. The NS3 helicase
domain has helicase, RNA-stimulated nucleoside triphosphate hydrolase and 51-RNA
triphosphatase activities [15–19]. Helicase activity would be required for unwinding
the double-stranded (ds) RNA intermediate formed during genome synthesis, and
51-RNA triphosphatase activity is required for 51-RNA cap formation [20,21]. NS5,
the largest viral protein (103 kDa), consists of an N-terminal methyltransferase
(MTase) and a C-terminal RNA-dependent RNA polymerase (RdRp). The RdRp is
involved in viral genome replication and carries out both (´) and (+) strand RNA
synthesis [22]. The NS5 MTase has RNA guanylyltransferase and methyltransferase
activities necessary for 51-RNA capping and cap methylations [23,24]. Little is known
about functions of the membrane proteins NS2A, NS4A, and NS4B, but they are
likely involved in membrane alterations and assembly of the viral replication complex
on the cellular membrane [25–29]. NS1 may be involved in multiple steps in the
viral life cycle, including viral replication [30–33]. NS1 exists as two forms, either
a membrane-bound dimer in the viral replication complex or a secreted hexameric
form with as-yet-unknown function [34,35]. More extensive reviews of NS protein
functions can be found elsewhere [36,37].

2. Flavivirus Genome Replication

The flavivirus replication complex carries out RNA synthesis, RNA capping
and RNA methylation steps to produce the genome with a type 1 cap structure
(m7GpppNm-RNA) at its 51 end. RNA synthesis in flavivirus is semi-conservative
and asymmetric. The (+) sense RNA, which is the same polarity as the viral genome,
is predominantly formed over the (´) sense RNA; single-stranded (ss) RNA found
in flavivirus-infected cells is (+) sense RNA, and (´) strand RNA is only detected in
the dsRNA form [38]. When DENV or Kunjin virus-infected cells were incubated
with a radiolabeled NTP (3H-UTP or 32P-labeled guanosine-5'-triphosphate (GTP)),
three radiolabeled RNA products were identified: a double-stranded replicative
form (RF) RNA, single-stranded genome length RNA, and the slowest migrating,
replicative intermediate (RI) [22,39,40]. RNase treatment of the RI suggested that
the RI likely contains growing nascent RNAs on the RF template, which displace a
pre-existing strand of the same polarity (Figure 1A). One to ten nascent RNA strands
are synthesized on one RF template at a time [29,39]. Based on these observations, a
general scheme of RNA synthesis and the associated required enzymatic activities are
outlined in Figure 1A. The genomic (+) sense RNA is first used as a template by NS5
RdRp to synthesize a complementary (´) sense RNA. The (´) strand RNA remains
base-paired with the (+) strand RNA, resulting in a dsRNA intermediate. The (´)
strand within the dsRNA intermediate then serves as the template to generate (+)
sense RNA. NS3 helicase activity may be required to unwind the dsRNA. The nascent
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(+) strand synthesized on the (´) RNA template displaces a pre-existing (+) strand
and is released as a dsRNA product. The newly generated dsRNA is then recycled
as a template to generate additional copies of (+) sense RNA.
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Figure 1. RNA synthesis by the flavivirus replication complex. (A) RNA replication
by flaviviral NS3 and NS5 proteins. A (+) strand genomic RNA serves as a template
to produce (´) strand RNA. The (´) strand RNA exists as a dsRNA intermediate
(replicative form). The (´) strand within the dsRNA intermediate is then used
as a template for (+) strand RNA synthesis. The dsRNA product is released and
recycled for additional (+) strand synthesis. Flavivirus replication is asymmetric,
and multiple copies of (+) strand RNA are synthesized from a (´) strand template.
The (+) strand RNA is then capped and methylated by NS3 and NS5 to form (+)
strand genomic RNA. The identities of the enzymes involved in each step are shown
in purple. (B) 51-RNA cap synthesis by flaviviral NS3 and NS5 proteins. The type 1
cap is formed on (+) strand RNA via the four sequential enzyme activities of RNA
triphosphatase, guanylyltransferase, guanine-N7-MTase, and RNA 21O-MTase.
First, triphosphatase activity of the NS3 helicase releases the terminal phosphate
from the 51-triphosphate end of (+) strand RNA. A guanosine monophosphate
(GMP) moiety from GTP is transferred to the 51 end of the now-diphosphorylated
RNA through guanylyltransferase activity of the NS5 MTase. The capped RNA is
then methylated first at the N7 position of the guanine cap and subsequently at the
ribose 21-O position of the first RNA nucleotide. The MTase domain of NS5 carries
out both methylations using S-adenosyl-L-methionine (AdoMet) as a methyl donor.
AdoMet is converted to S-adenosyl-L-homosysteine (AdoHcy) during this process.

The (+) strand progeny RNA is subsequently capped at its 51 end and methylated
to form a type 1 cap (Figure 1B). The cap is shown to be present only on genomic
RNA, and not on the dsRNA intermediate (RF form) in WNV-infected cells [38].
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The RNA-capping process is likely to occur as the (+) strand RNA is synthesized
during the initial stages of RNA synthesis (Figure 1), but little is known about
how flavivirus coordinates RNA synthesis and 51 end RNA capping. The RNA
capping and methylation processes require three enzymatic activities. First, the
51-triphosphate end of (+) RNA is converted into a 51-diphosphate by the RNA
triphosphatase activity of the NS3 helicase. Second, a GMP moiety from GTP is
transferred to the 51-diphosphate RNA by a guanylyltransferase (GTase). The NS5
MTase domain has weak guanylyltransferase activity that transfers a GMP cap from
GTP to the 51 end of (+) sense RNA [23]. Finally, the capped RNA is first methylated
at the N7 position of guanine and then at the ribose 21-OH position of the first
nucleotide of the RNA. The MTase domain of NS5 functions as both the N7-MTase
and the 21O-MTase, and transfers a methyl group from the cofactor AdoMet to the
substrate capped RNA in both reactions [24,41].

3. Flaviviral Replication Complex

Genome replication in flavivirus is carried out by a membrane-bound viral
replication complex consisting of viral NS proteins, viral RNA and unidentified host
proteins [9]. Membrane fractions prepared from the lysates of flavivirus-infected cells
contained virus-specific RNA and proteins, and retained all of the RdRp activity [29].
Flaviviruses alter host cellular membrane structures, presumably to protect the viral
RNA and replication proteins from triggering the host immune response and being
degraded by cytoplasmic enzymes. Using electron microscopy and tomography,
flavivirus (DENV, WNV, and TBEV)-infected cells have been shown to form spherical
single-membrane vesicles of 80–100 nm in diameter via invagination of the ER
membrane into the ER lumen [25,42,43] (Figure 2). This contrasts to the related
hepatitis C virus, which shows the double membrane vesicle structures with varied
sizes between 150–1000 nm [44,45]. Viral NS proteins NS1, NS2B, NS3, NS4A,
NS4B and NS5 along with dsRNA are located in the membrane vesicles, suggesting
that these vesicles are the sites of RNA replication [28,45]. The vesicles have a
pore connecting the interior of the vesicle to the cytoplasm, which is thought to
allow exchange of nucleotides and RNA product with the cytoplasm [25,42]. In
addition, virus particles have been shown to bud out on ER membranes next to the
replication vesicles, suggesting that the viral replication and encapsidation of the
viral genome/virion assembly are likely coordinated.

Although the exact composition of the replication complex is not known,
all flaviviral NS proteins have been shown to be a component of the replication
complex. Using immunoprecipitation, yeast two-hybrid, and fluorescence resonance
energy transfer (FRET) assays, interactions among NS proteins have been
identified [27,46–48] (Figure 2). Membrane proteins NS2B, NS4A, and NS4B are likely
involved in membrane alterations and/or anchoring the viral replication complex
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to the membrane [26]. NS2B interacts with the three other membrane proteins,
NS2A, NS4A, and NS4B [47]. NS4A and NS4B have been proposed to interact
with NS1 by genetic studies [49,50]. Oligomerization of NS4A, and dimerizations
of NS4B and NS1 have also been reported [51,52]. NS3 itself does not have any
membrane-association or transmembrane region. However, the active protease
function of NS3 (in the N-terminal domain) requires the cofactor NS2B, thus NS3
localizes to the membrane as an NS3-NS2B complex [15,47]. NS3 has also been shown
to interact with NS4B through its C-terminal helicase domain [53]. NS5 also does not
have any membrane-associated region and interacts only with NS3. Thus, NS5 likely
accumulates to the membrane via NS3-NS5 interactions. Unidentified host proteins
are also involved in viral replication. It has been shown that DENV NS5 protein
alone was not able to use a viral dsRNA intermediate (RF form) as a template for
RNA synthesis. However, the addition of uninfected cell lysate to the NS5 reaction
could restore polymerase activity, suggesting that host proteins are also involved in
viral replication [40]. Consequently, an in vitro flaviviral replication system, which
can use the viral genome to synthesize the methylated, capped RNA product, is
currently unavailable.
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Figure 2. Flaviviral replication complex assembled on the cytoplasmic side of the
ER membrane. The viral replication complex is associated with the virus vesicle
(single membrane vesicle) formed by invagination of the ER membrane. Interactions
between flaviviral NS proteins are indicated schematically. Viral membrane proteins
NS2A, NS2B, NS4A, and NS4B form a scaffold for the assembly of NS3 and NS5
proteins. Oligomerization of NS4A and dimerization of NS4B are depicted [51,52].
NS3 interacts with NS2B through its protease domain and with NS4B through its
helicase domain. NS5 interacts only with NS3. The NS1 dimer is located in the ER
lumen, and associates with NS4A and NS4B.
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4. Inter- and Intramolecular Coordination between NS5 and NS3 during
Genome Replication

At the heart of the flaviviral replication complex are NS3 and NS5, which
together account for all enzymatic activities required to amplify the RNA genome
and to attach a type 1 cap to its 51 end (Figure 1). Other viral and host proteins in
the viral replication complex would provide additional efficiency and specificity
for viral replication. NS5 is involved in RNA synthesis, 51-RNA cap transfer, and
cap methylations. The NS3 helicase domain is involved in dsRNA unwinding and
removal of the γ-phosphate at the 51-RNA prior to RNA capping. However, how NS3
and NS5 activities are coordinated during viral replication is not known. It is possible
that individual activities of the two proteins are modulated by mutual interaction
with each other as well as with other proteins and viral RNA [23,54–56]. Interactions
between NS3 and NS5 proteins from several flaviviral species have been shown
using pull-down assays from infected cell extracts, in vivo fluorescent measurements,
and yeast two-hybrid studies [46,47,57]. Their respective binding sites map to the
C-terminal domain of NS3 (residues 303–618) and the RdRp domain of NS5 (residues
320–368, which also includes a nuclear localization sequence) [58–60].

The physical linkage between the MTase and RdRp domains within NS5
suggests that viral genome replication and 51-RNA capping may be coordinated
between the two domains. Several genetic studies show that mutations in the MTase
domain impact RNA replication by the RdRp domain, suggesting that the RdRp and
MTase interact during viral genome replication [61–64]. In addition, a full-length
DENV type 2 RNA containing an NS5 chimera, in which the MTase from DENV type
4 is fused to the RdRp from DENV type 2, cannot carry out replication although the
MTase from DENV type 2 and 4 NS5 share high sequence identity („70%) [65]. This
suggests that sequence-specific interactions between the MTase and RdRp domains
are necessary for viral replication. Consequently, there has been great interest in
carrying out structural and biochemical studies to define whether and/or how
coordination between these activities may occur, and how coordination may be
exploited to design novel antiviral agents effective against flavivirus infection [66,67].
The individual MTase and RdRp domains from several flaviviral sources have been
structurally characterized, but until recently there were no available structures of
full-length flavivirus NS5. The crystal structures of full-length NS5 from Japanese
encephalitis virus (JEV) and DENV were recently reported, and provided a first
glimpse into how the MTase and RdRp domains interact.

5. Full-Length NS5 Structure and Function

The recently reported structures of full-length NS5 from JEV and DENV offer
details of specific interactions between the MTase and RdRp domains and suggest
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a structural mechanism by which their activities may be coordinated within the
flavivirus replication complex [68,69]. We have recently determined the crystal
structure of DENV NS5 as a dimer (in preparation), and will provide an overview
of the three structures (Figure 3). Briefly, the MTase domain contains a central core
structure characteristic of AdoMet-dependent MTases consisting of a 7-stranded
β-sheet surrounded by 4 α-helices. The RdRp domain adopts the shape of a closed
right hand and consists of palm, fingers, and thumb subdomains. The inner surfaces
of the fingers and thumb subdomains form the entrance to a template-binding
channel that leads to the active site in the palm subdomain. The locations of respective
active sites in the MTase and the RdRp are indicated in Figure 3. Surprisingly, in both
JEV and DENV full-length NS5 the active sites of the MTase and RdRp domains are
located on opposite faces and do not interact with each other. The MTase domain
sits “behind” the RdRp domain when viewed in its right hand orientation, opposite
the dsRNA exit channel and close to the template-binding channel (Figure 3). In all
three structures, the individual MTase and RdRp domains are nearly superimposable
with one another. The major difference between the JEV and DENV NS5 structures is
the relative orientation of the MTase and RdRp domains, primarily due to different
conformations of the inter-domain linker (residues 263-272, DENV type 3 numbering).
The MTase domains in JEV and DENV NS5 are rotated relative to one another
by „100˝. A strictly conserved 260Gly-Thr-Arg262 (GTR) motif, N-terminal to the
inter-domain linker, is proposed to act as a hinge that allows movement of the
MTase and RdRp domains relative to one another [68–70]. Accordingly, the relative
orientation of the MTase and RdRp active sites are quite different in JEV and DENV
NS5, and the domain interfaces involve different sets of MTase residues to interact
with the same area of the RdRp. In the JEV NS5, the domain interface centers around
a hydrophobic core consisting of residues P113, L115, and W121 from the MTase
domain, and F467, F351, and P585 from the RdRp. In contrast, the domain interface
in DENV NS5 is stabilized mainly by polar and electrostatic interactions involving
MTase residues Q63, E252, and D256 to interact with relatively the same area of RdRp
(Figure 3). Interestingly, the MTase residues involved in the inter-domain interactions
in the JEV NS5 monomer (P113, P115, and W121 in DENV numbering) are present at
the dimer interface in our DENV NS5 dimer structure. Thus, the same MTase region
mediates intra- and inter-molecular interactions with the RdRp domain in JEV and
DENV NS5, respectively, suggesting that NS5 may also function as a dimer (Figure 3).
Taken together, comparison of the full-length NS5 structures from JEV and DENV
shows that flavivirus NS5 can alter relative MTase and RdRp domain orientations
and its monomer-dimer state by modulating its linker region. This may endow NS5
with the flexibility it needs to carry out multiple functions in the replication complex
and interact with other proteins at different steps of viral replication (see below).
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Figure 3. Comparison of full-length NS5 structures from JEV and DENV. Overall fold of 

JEV and DENV full-length NS5 (Protein Data Bank entries 4K6M and 4VOQ) are shown 

Figure 3. Comparison of full-length NS5 structures from JEV and DENV. Overall
fold of JEV and DENV full-length NS5 (Protein Data Bank entries 4K6M and 4VOQ)
are shown from the canonical right hand view of RdRp (top) and side view (bottom).
Side views of both monomer and dimer forms of DENV NS5 are shown. The RdRp
domain consists of fingers (green), palm (blue), and thumb (red) subdomains.
The MTase domain (cyan) sits opposite the dsRNA exit channel of the RdRp and
near the template-binding channel. The methyl donor used during MTase reaction,
AdoMet, is shown in yellow. In each structure, the same region of the RdRp contacts
the MTase. The MTase residues at the domain interface from JEV and DENV are
indicated by pink and orange spheres, respectively. For comparison, corresponding
residues are also mapped on the structures. Domain interactions are also indicated
in schematics by a series of three lines below the side view. The MTase active
site is indicated by dashed ovals, and the RdRp template channel is shown as a
dashed tube.
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6. Model of Flaviviral Replication

The multifunctional flavivirus NS5 carries out several reactions. These include
synthesis of (´) strand RNA, synthesis of (+) strand RNA, addition of a guanine cap
to the 51 end of (+) strand RNA, and two methylation reactions to form a type 1 cap
structure at the 51 end of the nascent RNA. Consequently, NS5 interacts with other
viral proteins and several different forms of viral RNA, including both single- and
double-stranded, (+) and (´) strand, capped and uncapped, and methylated and
unmethylated forms of capped RNA. Thus, NS5 likely needs to adopt multiple
conformations during different stages of genome replication and processing, as
suggested by the conformational variation observed for the structures of full-length
NS5 from JEV and DENV. Below, we summarize viral replication steps in terms of
coordination of NS3 and NS5 functions.

1. (´) strand RNA synthesis: (´) sense RNA synthesis is carried out by NS5
polymerase using the viral (+) RNA genome as a template. The function of
NS3 does not seem to be required for (´) strand RNA synthesis, since NS5
(either the full-length protein or the polymerase domain) alone is capable of
synthesizing RNA using viral subgenomic RNA. The (+) sense RNA genome
contains cyclization sequences at the 51- and 31-UTR, and the cyclized genome
serves as the template for (´) strand RNA synthesis [1–8,71]. NS5 polymerase
recognizes a conserved RNA structure called stem loop A (SLA) within the
51-UTR as a promoter, and initiates (´) strand RNA synthesis at the 31 end of
the genome. The nascent (´) RNA product exists as dsRNA, base-paired with
the (+) strand RNA template [29].

2. (+) strand RNA synthesis: The viral replication complex uses the (´) strand
RNA in the dsRNA intermediate as the template to synthesize multiple copies
of (+) sense RNA. Both NS5 and NS3 activities are required for (+) RNA
synthesis (Figure 4). NS3 helicase first unwinds the dsRNA intermediate
into (+) and (´) sense RNAs. Following strand separation, the 31 end of
(´) sense RNA will bind the template-binding channel of NS5 RdRp and
serve as a template for (+) strand RNA synthesis. Because (´) strand RNA
only exists in the dsRNA form, specific RNA interactions, such as those
between the cyclization sequences or stem loop structures necessary for (´)
strand synthesis, are not required for (+) sense RNA synthesis [29,72]. Upon
completion of nascent (+) sense RNA synthesis, a dsRNA product (consisting
of the nascent (+) strand and the (´) strand template) will be released from
the RdRp and recycled for another round of (+) strand RNA synthesis [29,36].

3. 51-RNA capping and methylation of (+) sense RNA: The (+) sense RNA will
be capped and methylated to form a type 1 cap at the 51 end (Figure 1B).
NS3 helicase hydrolyzes the 51-terminal phosphate of (+) sense RNA and
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converts it to a diphosphate using its RNA triphosphatase activity. The
51-diphosphorylated (+) sense RNA then binds the NS5 MTase for capping
and methylations. For 51-RNA capping, NS5 MTase first reacts with GTP
to form a covalently linked GMP-enzyme intermediate, and then transfers
the GMP moiety to the 51-diphosphate of the (+) strand RNA [23]. Next, the
MTase methylates the N7 position of the guanine cap and the ribose 21-OH
position of the first nucleotide. Each methylation reaction requires distinct
RNA sequences and lengths, and N7 cap methylation requires the presence
of the stem loop A in the 51-UTR of the viral genome [73]. Since the NS5
MTase carries out three separate reactions using one active site, the 51 end of
(+) RNA needs to dissociate and then re-associate with the MTase at
each step [74].

4. Coordination of (+) RNA synthesis and 51-RNA capping: The 51-RNA capping
and methylation steps are likely coupled with (+) sense RNA synthesis, but
during which step of RNA synthesis 51-RNA capping and methylation occur
is not clear. Capping of 51-RNA could occur on the nascent (+) strand RNA
while it is being synthesized by the NS5 RdRp domain (co-transcriptional
model in Figure 4A). After a short stretch of (+) sense RNA is synthesized, the
51 end of the nascent (+) RNA could be dephosphorylated by NS3 helicase,
and capped and methylated by NS5 MTase. The 51-capped (+) sense RNA
will then be continuously synthesized until the entire (´) strand is copied.
Alternatively, the 51-RNA capping could occur on the preexisting full-length
(+) RNA that is separated from the (´) strand template RNA by NS3 helicase
(post-transcriptional model in Figure 4A). Upon unwinding of dsRNA, NS3
helicase hydrolyzes the 51-terminal phosphate of (+) sense RNA and NS5
MTase subsequently attaches the type 1 cap to the 51 end. The consequential
difference between the two mechanisms would be whether the (+) strand
RNA in the dsRNA form is capped. In the co-transcriptional model, all (+)
strand RNA, either ssRNA or dsRNA, would be capped and methylated
because the nascent RNA is co-transcriptionally capped and methylated. In
the post-transcriptional model, only displaced (+) strand RNA, and not the
(+) sense RNA in the dsRNA form, would be capped and methylated. Since
the cap is shown to be present only on genomic (+) sense RNA, and not on
the dsRNA form in WNV-infected cell [29,38], it seems likely that 51-capping
occurs on the fully synthesized (+) sense RNA. In this case, upon completion
of a cycle of nascent (+) sense RNA synthesis, a dsRNA product and a capped
(+) strand RNA (identical to the viral genome) will be released from the RdRp
and MTase domains of NS5 (Figure 4B).
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Figure 4. Possible mechanisms of coordination between RNA synthesis and
51-RNA capping. (A) Two possible mechanisms are proposed for 51-RNA
capping for (+) sense RNA. In a co-transcriptional model, 51-RNA capping occurs
co-transcriptionally while nascent (+) sense RNA is being synthesized from dsRNA
replicative form. After a short stretch of (+) sense RNA being synthesized, the
51 end of the nascent (+) RNA would be dephosphorylated by NS3 helicase, and
capped and methylated by NS5 MTase. The cap structure is depicted with a closed
circle. The 51-capped (+) sense RNA would then be continuously synthesized
until the entire (´) strand is copied. Upon completion of a cycle, a dsRNA
containing a capped (+) strand and a capped (+) RNA are synthesized. In a
post-transcriptional model, 51-RNA capping occurs on the fully synthesized (+)
strand RNA. Following strand separation of dsRNA, the (+) sense RNA could be
dephoshphorylated by NS3 helicase, and capped and methylated by NS5 MTase.
Upon completion of a cycle, a dsRNA and a capped (+) RNA are synthesized.
(B) Coordination of RNA synthesis and 51-RNA capping by flavivirus NS3 and NS5
in the post-transcriptional model. NS3 helicase unwinds the dsRNA intermediate
into (+) and (´) sense RNA, and hydrolyzes the 51 end of (+) sense RNA by its
51-RNA triphosphatase activity. (ii) The 31 end of the (´) strand RNA will enter
the NS5 RdRp template-binding channel, and serve as a template for (+) strand
RNA synthesis. The 51-dephosphorylated (+) RNA enters the NS5 MTase active site
for 51-RNA capping and methylations. (iii) Upon completion of nascent (+) sense
RNA synthesis, a dsRNA and a 51-capped (+) strand RNA are released from the
NS5 RdRp and MTase domains. The dsRNA product, consisting of the (´) strand
template and nascent (+) strand, is then recycled for another round of (+) strand
RNA synthesis.
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7. Conclusions and Future Perspectives

The identification and visualization of subcellular membrane structures used
by flavivirus as replication factories have provided insight into how flavivirus may
orchestrate viral replication and virion assembly in infected cells. Additionally,
crystal structures of the full-length NS5 have provided details of intra- and
inter-molecular interactions that stabilize different forms of NS5. These forms may
interact with RNA and protein components of the replication complex differently
and thus serve as a platform to promote different steps during genome replication.
Future studies will be geared toward understanding how these membrane vesicles
are related to the assembly and function of the viral replication complex at the
molecular level. In particular, how flaviviral and host proteins establish such
elaborate membrane vesicles for replication, how flaviviral NS proteins are assembled
in the membrane-bound viral replication complex, and how the viral replication
complex carries out individual steps of RNA replication are of great interest.
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Abstract: Human T-cell leukemia virus type 1 (HTLV-1) is a retrovirus that causes
cancer (Adult T cell Leukemia, ATL) and a spectrum of inflammatory diseases
(mainly HTLV-associated myelopathy—tropical spastic paraparesis, HAM/TSP).
Since virions are particularly unstable, HTLV-1 transmission primarily occurs by
transfer of a cell carrying an integrated provirus. After transcription, the viral
genomic RNA undergoes reverse transcription and integration into the chromosomal
DNA of a cell from the newly infected host. The virus then replicates by either
one of two modes: (i) an infectious cycle by virus budding and infection of new
targets and (ii) mitotic division of cells harboring an integrated provirus. HTLV-1
replication initiates a series of mechanisms in the host including antiviral immunity
and checkpoint control of cell proliferation. HTLV-1 has elaborated strategies to
counteract these defense mechanisms allowing continuous persistence in humans.
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1. Introduction

HTLV-1 infects approximately 5–10 million people worldwide mainly in
subtropical areas [1]. In the vast majority of cases, HTLV-1 infection remains
clinically silent. Among asymptomatic carriers, 3% to 5% will develop a
leukemia/lymphoma (ATL) or a neurodegenerative disease (HAM/TSP) after long
latent periods (40–60 years) [2]. ATL results from proliferation and accumulation
of infected cells carrying an integrated proviral genome (here referred to as clones).
HAM/TSP is associated with invasion of the central nervous system by infected cells,
antiviral immunity, cytokine burst, and inflammation. Main clinical symptoms
of HAM/TSP are urinary failures and paralysis of lower legs. Why infected
subjects develop either ATL or HAM/TSP is currently unknown. There is no
efficient treatment for HAM/TSP, except palliative attenuation of inflammation
with corticosteroids. The leukemic form of ATL is initially responsive to general
chemotherapy (CHOP) but almost invariably relapses after a few months. An
antiviral therapy based on AZT combined with interferon yields 50% survival at five

198



years [3]. Another type of treatment includes hematopoietic stem cell transplantation
that yields, if successful, the best long-term survival rates [4–6]. An anti-CCR4
antibody is now in clinical use in Japan [7,8] and other promising approaches such
as valproic acid are currently being investigated [8,9].

The HTLV-1 genome contains essential structural and enzymatic genes (Gag,
Pro, Pol and Env) shared by all retroviral family members (reviewed by [10]). As a
deltaretrovirus, HTLV-1 also encodes a series of accessory and regulatory proteins.
Among these, the Tax oncoprotein and HTLV-1 basic leucine zipper factor (HBZ)
play pivotal roles in the viral life cycle [11]. Here, we describe how these factors
subvert cellular pathways to allow viral transmission, persistence, and replication.

2. Current Model of HTLV-1 Replication

HTLV-1 predominantly infects CD4+ T cells but also targets other cell types
such as CD8+ T and B lymphocytes, dendritic cells (DCs), monocytes, and
macrophages [12–14]. This pleiotropic pattern is permitted by the presence of
membrane-associated receptors that interact with the viral envelope allowing efficient
binding and entry. These include heparan sulfate proteoglycans (HSPGs), the glucose
transporter 1 (GLUT-1) and neuropilin-1 (NRP-1) [15–18]. The mechanisms of
receptor binding and virus entry have been reviewed elsewhere [19–21]. A number of
studies have shown that cell-free infection is poorly efficient compared to cell-to-cell
virus transfer (about 10,000 fold) [22,23], suggesting that HTLV-1 spread in vivo relies
more on a cellular intermediate than on the virion itself. Whatever the route of
infection used, the initial contact with HTLV-1 mainly occurs via breast feeding,
sexual intercourse, and blood transfusion [24]. Except when contamination occurs by
blood transfer, initial infection first requires interaction with oral, gastrointestinal, or
cervical mucosa. Crossing of the mucosal barrier occurs by different mechanisms as
schematized on Figure 1a. Although not formally demonstrated yet, HTLV-1 infected
macrophages could transmigrate through an intact epithelium as observed for human
immunodeficiency virus (HIV) [25,26]. Viral particles produced by HTLV-1 infected
T-cells have been shown to cross the epithelium by transcytosis, i.e., the transit of a
virion incorporated into a vesicle from the apical to the basal surface of an epithelial
cell [26,27]. Alternatively, HTLV-1 can also infect an epithelial cell and produce new
virions that are then released from the basal surface [28]. Finally, HTLV-1 infected
cells can directly bypass a disrupted mucosa [28].

Having crossed the epithelial barrier, HTLV-1 infects mucosal immune cells
directly or via APCs such as DCs or macrophages. APCs can either undergo
infection or transfer membrane bound extracellular virions to uninfected T-cells
(trans-infection) [14]. Cell-to-cell transfer of HTLV-1 virions then potentially involves
several non-exclusive mechanisms (reviewed in [28]): a virological synapse [29–31],

199



cellular conduits [32], or extracellular viral assemblies [33,34]. Infection of resident
cells occurs either in the mucosa or in secondary lymphoid organs.Viruses 2015, 7 3 

 

 

 

Figure 1. Model of HTLV-1 replication (a) HTLV-1 transmission occurs by breastfeeding, 
sexual intercourse, or blood transfusion. Except for blood transfer, initial infection requires 
crossing of the mucosal barrier by several mechanisms: (i) transmigration of HTLV-1 
infected macrophages, (ii) transcytosis of viral particles, (iii) release of newly produced 
virions from the basal surface of infected epithelial cell, (iv) bypass of HTLV-1 infected 
cells through a damaged mucosa. HTLV-1 can then infect mucosal immune cells directly 
(cis-infection) or via antigen-presenting cells (APCs); (b) APCs can either become infected 
or transfer membrane-bound extracellular virions to T-cells (trans-infection). Cell-to-cell 
transfer of virions involves different non-exclusive mechanisms: a virological synapse, 
cellular conduits, or extracellular viral assemblies. Infection of resident cells occurs either in 
the mucosa or in secondary lymphoid organs. Soon after primary infection, HTLV-1 
replicates by cell-to-cell infection (i.e., the infectious cycle) or (c) by mitotic division of a 
cell containing an integrated provirus (clonal expansion). Since an antiviral immune 
response is quickly initiated, the efficacy of the infectious cycle is severely dampened down 
soon after infection. 

Figure 1. Model of HTLV-1 replication (a) HTLV-1 transmission occurs by
breastfeeding, sexual intercourse, or blood transfusion. Except for blood transfer,
initial infection requires crossing of the mucosal barrier by several mechanisms:
(i) transmigration of HTLV-1 infected macrophages, (ii) transcytosis of viral particles,
(iii) release of newly produced virions from the basal surface of infected epithelial
cell, (iv) bypass of HTLV-1 infected cells through a damaged mucosa. HTLV-1 can
then infect mucosal immune cells directly (cis-infection) or via antigen-presenting
cells (APCs); (b) APCs can either become infected or transfer membrane-bound
extracellular virions to T-cells (trans-infection). Cell-to-cell transfer of virions
involves different non-exclusive mechanisms: a virological synapse, cellular
conduits, or extracellular viral assemblies. Infection of resident cells occurs either in
the mucosa or in secondary lymphoid organs. Soon after primary infection, HTLV-1
replicates by cell-to-cell infection (i.e., the infectious cycle) or (c) by mitotic division
of a cell containing an integrated provirus (clonal expansion). Since an antiviral
immune response is quickly initiated, the efficacy of the infectious cycle is severely
dampened down soon after infection.
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Soon after primary infection, HTLV-1 attempts to expand by colonizing new
targets by cell-to-cell transfer, reverse transcription of the viral RNA, integration of
the provirus into the chromosome, expression of viral proteins and budding of new
virions (the infectious cycle; Figure 1b). Another mode of replication involves mitotic
division of a cell containing an integrated provirus (clonal expansion; Figure 1c).
Recently, host restriction factors such as SAMHD1, APOBEC3 and miR-28-3p have
been shown to limit HTLV-1 infection [35–37]. Since an antiviral immune response is
also quickly initiated, the efficacy of the infectious cycle is severely attenuated soon
after infection, although likely not completely abrogated later on. On the other side,
clonal expansion and cell proliferation also require expression of viral factors such
as Tax [38,39]. Survival of infected progeny cells therefore requires silencing of viral
expression before immune-mediated destruction. This model is consistent with the
following observations: (i) to block HTLV-1 infection, reverse transcriptase inhibitors
(RTIs) must be administrated simultaneously with viral inoculation [40]; (ii) when
used alone, RTIs do not reduce the proviral load in HTLV-1 infected subjects [41,42];
(iii) sustained T-cell proliferation in patients correlates with Tax expression [43],
extending previous studies in BLV-infected animal models [44]; (iv) compared to HIV,
the HTLV-1 genome undergoes limited variability [45], suggesting a replication mode
by cellular DNA polymerase rather than by viral reverse transcriptase; (v) sequential
high-throughput sequencing of proviral integration sites reveal a high clonal stability
over years [46]. In this context, our recent study in BLV-infected cows also showed
that most clones generated during primary infection are destroyed and replaced by
others undergoing expansion [47].

Taken together, these data support a model of viral replication by cell-to-cell
contact at the early stages of infection, followed by a sustained clonal proliferation
counterbalancing the host immune response. Repetitive cycles of viral expression
followed by transcriptional silencing continuously challenges the immune response
thereby initiating inflammation and ultimately leading to HAM/TSP. By favoring
emergence of sporadic mutations in the cell genome, unrestrained proliferation also
paves the way to malignant transformation and development of ATL [43].

3. Tax and HBZ Are Two Main Drivers of Viral Replication

According to currently most accepted model, Tax and HBZ are believed to
have the highest impact on viral replication and cell transformation, besides other
components required to synthesize the viral particle. The modes of action of Tax and
HBZ are remarkably pleiotropic and involve a variety of cell signaling pathways
(CREB, NFkB and AKT; Figure 2). Tax inhibits tumor suppressors (p53, Bcl11B and
TP53INP1 [48–50]) and activates cyclin-dependent kinases (CDKs) [51], both of these
mechanisms leading to accelerated cell proliferation. In parallel, Tax attenuates the
Mad1 spindle assembly checkpoint protein, induces genomic lesions and interferes
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with DNA repair thereby promoting aneuploidy [39,52,53]. Experimental evidence
also shows that Tax drives tumor formation in transgenic mouse models, supporting
its oncogenic potential [54–56]. Tax also induces genomic instability [39,57],
generating somatic alterations [58] and promoting cell growth. However, expression
of Tax alone fails to systematically immortalize human primary T cells [59],
suggesting the involvement of other viral or cellular components. In particular,
driver mutations affecting the CCR4 chemokine receptor have been identified in
„25% of ATL cases [60,61]. In about 50% of ATL cases, Tax is either inactivated by
genetic mutation or transcriptionally silenced by hyper-methylation or deletion of
the 51-LTR [62–65]. Because of the strong immunogenicity of the Tax protein, it is
possible that these mechanisms confer a selective advantage to HTLV-1-transformed
T cells [66–69]. In comparison, HBZ triggers a less efficient immunity that is
compatible with permanent expression throughout HTLV-1 infection [70,71]. Later
in leukemogenesis, cell growth can thereby become independent of Tax and be
promoted by HBZ. Indeed, HBZ is constitutively expressed throughout HTLV-1
infection [72,73], counteracts Tax-mediated viral and cellular pathways modulation
(such as NF-κB, Akt and CREB) and stimulates cell proliferation [69,74] via
apoptosis/senescence inhibition and cell cycle modulation [69,74]. This simplified
model thus hypothesizes that Tax initiates transformation while HBZ is required
to maintain the transformed phenotype if Tax expression is silenced [75]. Clinical
data indicating that Tax mRNA expression allows estimating the risk of HAM/TSP
development and that HBZ positively correlates with the severity of symptoms
further supports a role of Tax and HBZ in pathogenesis [76,77].

3.1. Tax and HBZ Exert Opposite Functions in Signaling Pathways

Almost systematically, the activities of Tax on a series of cellular pathways are
balanced by HBZ.

3.1.1. NF-κB

By controlling T lymphocyte activation and proliferation in response to diverse
immune stimuli (such as antigens, cytokines or microbial components), the NF-κB
pathway is a key player in regulation of immunity and inflammation [78]. HTLV-1
Tax activates the IKK complex through IKKγ/NEMO binding. Tax requires
CADM1/TSLC1 for inactivation of the NF-kappaB inhibitor A20 and constitutive
NF-κB signaling [79]. The subsequent translocation of p50/p65 complex into the
nucleus activates transcription of NF-κB responsive genes [78,80]. Activation of the
canonical NF-κB pathway by Tax requires IL17RB signaling [81]. On the other hand,
Tax stimulates IKKα-dependent processing of p100 into p52 [78,80]. Tax also hijacks
the cellular ubiquitin machinery to activate ubiquitin-dependent kinases and NF-κB
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signaling (reviewed in [82]). Tax thereby induces expression of a variety of growth
promoting cytokines (such as IL-1, IL-6, TNF, and EGF [83,84]). Tax also upregulates
antiapoptotic proteins: caspase-8 inhibitory protein c-FLIP [85,86] and members of
the Bcl-2 family (Bcl-2, Bcl-xL, Mcl-1 and Blf-1) [87–90]. By activating the NF-κB
pathway, Tax thus favors proliferation and survival of HTLV-1-infected T cells. On
the contrary, HBZ suppresses the canonical NF-κB signaling pathway by inhibiting
the activity of the RelA/p65 complex and thus mitigates excessive activation of
NF-κB by Tax [91]. NF-κB activation by Tax is associated with an upregulation of
p21WAF1{CIP1 and p27KIP1, leading to cellular senescence [92,93]. In HeLa cells, HBZ
prevents Tax-induced senescence through down-regulation of NF-κB [92,94].

3.1.2. Akt

Tax promotes cell proliferation and survival through activator protein-1 (AP-1)
and the phosphatidylinositol 3-kinase (PI3K)/Akt pathway [95]. Inhibition of
Akt in HTLV-1-transformed cells decreases phosphorylated Bad and induces
caspase-dependent apoptosis [96]. Stimulation of PI3K/Akt by Tax activates HiF-1
(hypoxia-inducible factor 1) [97], reduces expression of proapoptotic Bim and Bid and
promotes IL-2 independent growth [98] and finally increases Bcl3 whose expression
is associated with the growth of infected cells [99]. HBZ inhibits Tax-dependent
activation of the PI3K/Akt pathway and downstream anti-apoptotic properties [100].
HBZ suppresses apoptosis by attenuating the function of FOXO3a and altering
its localization [101]. Besides, the interaction of HBZ with AP-1 factors (cJun,
JunB or MafB) results in the inhibition of their transcriptional activities via several
mechanisms, such as sequestration into nuclear bodies or proteasomal degradation,
and prevents the subsequent activation of AP-1 regulated genes [102–106].

3.1.3. CREB

Tax activates 51-LTR-directed transcription by interacting with CREB,
modulating its phosphorylation at Ser133 and connecting the histone
acetyltransferase CBP (CREB-binding protein/p300) [107]. The ability of Tax
to activate transcription via CREB is required to protect murine fibroblasts from
serum-depletion-induced apoptosis. [108–110]. Tax modifies the phosphorylation
state of CREB (i) by activating the upstream Akt kinase [111,112] or (ii) by decreasing
the expression of PTEN phosphatase which is required for CREB dephosphorylation
at Ser133 in the nucleus [111,113].
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Figure 2. Tax and HBZ promote proliferation and persistence of the infected cell. Tax 
activates survival pathways (CREB/Akt/NFkB), promotes mitosis (CDKs), and inhibits 
tumor suppressors (p53, TP53INP1, Bcl11B). Tax-mediated growth-promoting activities are 
counteracted by HBZ, mitigating unrestrained proliferation. The host immune response 
further controls infected cell proliferation. Tax-induced proliferation creates replicative 
stress and generates reactive oxygen species (ROS). Tax interacts with the mitotic 
checkpoint control protein Mad1 thereby inducing clastogenic damage. Tax attenuates the 
DNA damage response (DDR) induced by unscheduled cell proliferation. Inhibition of the 
DDR allows cells to accumulate DNA lesions and stabilize mutations. If uncontrolled  
by senescence or cell death mechanisms, growth-promoting mutations pave the way to 
disease development. 

Figure 2. Tax and HBZ promote proliferation and persistence of the infected
cell. Tax activates survival pathways (CREB/Akt/NFkB), promotes mitosis
(CDKs), and inhibits tumor suppressors (p53, TP53INP1, Bcl11B). Tax-mediated
growth-promoting activities are counteracted by HBZ, mitigating unrestrained
proliferation. The host immune response further controls infected cell proliferation.
Tax-induced proliferation creates replicative stress and generates reactive oxygen
species (ROS). Tax interacts with the mitotic checkpoint control protein Mad1
thereby inducing clastogenic damage. Tax attenuates the DNA damage response
(DDR) induced by unscheduled cell proliferation. Inhibition of the DDR allows
cells to accumulate DNA lesions and stabilize mutations. If uncontrolled by
senescence or cell death mechanisms, growth-promoting mutations pave the way
to disease development.
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HBZ represses viral transcription through interaction with the bZIP domain of
CREB proteins and prevents their binding to the viral CRE elements [114,115]. HBZ
interacts with the KIX domain of p300/CBP, competing for Tax binding and inhibiting
the association of co-activators with the viral promoter [116]. HBZ modulates the
occupancy of KIX domains of p300/CBP by modulating the activity of transcription
factors, thereby influencing subsequent gene expression [117].

3.1.4. Wnt

Tax interacts with DAPLE (dishevelled-associating protein with a high frequency
of leucine residues) to activate the canonical Wnt pathway. HBZ can suppress this
activation by inhibiting DNA binding of TCF-1/LEF-1 transcription factors. On the
other side, HBZ promotes transcription of WnT 5a, a key protein of the non-canonical
Wnt pathway, by enhancing its promoter activity through transforming growth
factor-beta (TGF-beta). Knockdown of Wnt5a represses proliferation and migration of
ATL cells, pointing out the role of this pathway in HTLV-1 infected cell growth [118].

3.1.5. TGF-β/Smad

Tax represses TGF-β 1 signaling (i) by blocking the association of Smad
proteins with Smad-binding elements, (ii) through its interaction with CREB-binding
protein/p300 and (iii) via c-jun activation [119–121]. HBZ counteracts this effect and
also interacts with Smad2/3 to enhance TGF-beta/Smad transcriptional responses in
a p300-dependent manner, improving transcription of different genes, such as the
FOXP3 mediator of regulatory T cells [122].

3.1.6. S Phase Entry and Cell Cycle Progression

Through interaction with cyclins and CDKs, Tax interferes with cell cycle
progression by several mechanisms: (i) Tax stabilizes the cyclin D2/CDK4 complex
and favors hyperphosphorylation of the retinoblastoma protein (Rb). Phosphorylated
Rb frees E2F1 that activates transcription of genes required for G1/S transition;
(ii) Tax represses cyclin-dependent kinases inhibitors (CKIs) such as members of
INK4 family and KIP1; (iii) Tax interacts with and directs Rb to the proteasome for
subsequent degradation; (iv) Tax activates the cyclin D1 transcription by enhancing
p300 recruitment to the CRE site of cyclin D1 promoter through interaction with
pCREB and TORC2 [123]. As a result, Tax favors S phase entry of HTLV-1
infected cells (reviewed in [51,75]). Tax also accelerates S phase progression by
interaction with the replicative helicase (minichromosome maintenance complex,
MCM2-7). Tax modulates the spatiotemporal program of replication origins through
p300-dependent histone hyperacetylation, resulting in early firing of late replication
origins. Tax also fires supplementary origins of replication accelerating S phase
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progression. This mechanism triggers replicative stress and genomic lesions, such as
double strand breaks (DSBs) [39,57]. By modulating replication timing, Tax could
also modulate the entire transcriptional landscape of infected cells. Indeed, the level
of transcription at replication origins (ORC1 binding sites) correlates with replication
timing [124].

In contrast to Tax, HBZ exerts a dual regulatory role in cell cycle progression.
Indeed, HBZ interacts with CREB and inhibits transcription of cyclin D1 [125]. HBZ
also binds activating transcription factor 3 (ATF3) that modulates expression of
cell division cycle 2 (CDC2) and cyclin E2, thereby promoting proliferation of ATL
cells [126]. Concomitantly, HBZ suppresses ATF3-induced p53 transcriptional activity.
Moreover, the HBZ mRNA increases E2F1 gene transcription and promotes cell
proliferation [69].

Together, this series of data on the signaling pathways illustrates the opposite
functions of Tax and HBZ in finely tuned regulatory mechanisms of cell proliferation.

3.2. Cellular Checkpoints Control Unscheduled Proliferation

Cellular checkpoints act as a failsafe barrier against unrestrained cellular
proliferation. Tax subverts the G1 restriction and the spindle mitotic checkpoints. In
G1, the tumor-suppressor protein p53 is the main factor that controls the checkpoint.
Although approximately 50% of cancers harbor a mutation in p53, this mechanism
only appears in a small percentage of ATL patients. Instead, p53 is functionally
inactivated in leukemic and HTLV-1 transformed cells [127]. It remains incompletely
understood how Tax inactivates p53: (i) Tax competes with p53 in binding with CBP,
thereby repressing p53 trans-activating function [128]; (ii) NF-kappaB p65 subunit is
critical for Tax-induced p53 inactivation [129]; (iii) repression of p53 transcriptional
activity by Tax is independent of NF-kB and CBP [130]; p53 is invalidated by
wild-type p53-induced phosphatase 1 (Wip1) [131,132]. ATL cells are characterized
by loss of spindle assembly checkpoint function [133] and aneuploidy [134]. Tax
binding to Mad1 perturbs the organization of the spindle assembly and results in
multinucleated cells [52]. Moreover, the direct interaction between Tax and the
anaphase-promoting complex APC Cdc20 also explains the mitotic abnormalities in
HTLV-1 infected cells [135]. Tax promotion of supernumerary centrosomes through
recruitment of Ran and Ran-binding protein-1 is another mechanism contributing to
leukemia [136].

3.3. Response to DNA Damage

By accelerating the replication-timing program, the Tax protein induces
replicative stress and DSBs [39]. Tax expression generates reactive oxygen species
(ROS) leading to oxidative and replication-dependent DSBs [53]. Tax-associated
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DNA damages activate several phosphoproteins of the DDR pathway (H2AX,
ATM, CHK1-2, P53, BRCA1), which in turn arrest the cell cycle transiently or
lead to apoptosis and senescence. In presence of DNA damaging agents (e.g., UV
irradiation), Tax inhibits the DDR machinery by sequestrating key signaling pathway
components [137–144]. Induction of genomic lesions and inhibition of the DDR leads
to proliferation in presence of DNA mutations, potentially to leukemogenesis.

HBZ induces DNA lesions through activation of miR-17 and miR-21 and
downregulation of the DNA damage factor OBFC2A [145]. HBZ association with
growth arrest and DNA damage gene 34 (GADD34) also deregulates the cellular
responses to DNA damage [146].

3.4. DNA Repair Pathways

Besides modulating the DDR signaling pathway, Tax also directly interferes
with the mechanisms of DNA repair. For example, Tax downregulates the expression
of β-polymerase [147] and inhibits base excision repair (BER) [148]. Furthermore,
Tax activates PCNA and interferes with nucleotide excision repair (NER) [149,150].
Tax decreases Ku80 gene transcription and interacts with Ku80 protein, interfering
with non-homologous end joining (NHEJ) [151,152]. In Tax-expressing cells, DSBs
are nevertheless preferentially repaired by error-prone NHEJ [153]. Another viral
protein, p30, inhibits homologous recombination, shifting repair towards unfaithful
pathways [154]. Whether HBZ also interferes with DNA damage repair mechanisms
remains to be further clarified.

4. Conclusions

HTLV-1 persists and replicates by means of viral proteins, such as Tax and HBZ
that finely tune cellular signaling pathways. Viral replication through the infectious
and the mitotic routes requires viral expression and faces destruction by the host
immune response. Expression of viral proteins creates genomic stress responsible
for DNA lesions that initiate the DDR response. Imperfect repair of these errors
stabilizes mutations that potentially drive oncogenesis.
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Abstract: Eukaryotic translation is a complex process composed of three main steps:
initiation, elongation, and termination. During infections by RNA- and DNA-viruses,
the eukaryotic translation machinery is used to assure optimal viral protein synthesis.
Human immunodeficiency virus type I (HIV-1) uses several non-canonical pathways
to translate its own proteins, such as leaky scanning, frameshifting, shunt, and
cap-independent mechanisms. Moreover, HIV-1 modulates the host translation
machinery by targeting key translation factors and overcomes different cellular
obstacles that affect protein translation. In this review, we describe how HIV-1
proteins target several components of the eukaryotic translation machinery, which
consequently improves viral translation and replication.

Reprinted from Viruses. Cite as: Guerrero, S.; Batisse, J.; Libre, C.; Bernacchi, S.;
Marquet, R.; Paillart, J.-C. HIV-1 Replication and the Cellular Eukaryotic
Translation Apparatus. Viruses 2015, 7, 199–218.

1. Introduction

Eukaryotic translation is a complex process orchestrated by a wide range of
players, including several protein factors and three classes of RNA (ribosomal
RNA (rRNA), transfer RNA (tRNA), and messenger RNA (mRNA)). This process is
comprised of three main steps: initiation, elongation and termination. Immediately
after transcription, mRNAs are maturated and exported through the nuclear pores
to the cytoplasm. Once in the cytoplasm, cap-dependent translation is initiated by
the recruitment of the small ribosomal subunit (40S), which scans along the mRNA
until it finds an initiation codon. At this point, the large ribosomal subunit (60S) is
engaged to decode the mRNA and assembles amino acids to synthesize proteins. The
elongation step is completed when the ribosome reaches a stop codon that triggers
the termination step. Finally, the components of the translational machinery are
recycled for further protein translation.

Optimal viral protein synthesis often occurs at the expense of cellular proteins
and many viruses have evolved mechanisms that redirect and control the eukaryotic
translational machinery. In these cases, viral factors can target the initiation,
elongation and termination steps through interactions with key translation factors
and mechanisms, which interfere with or disrupt the host translation machinery.
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The HIV-1 proteins are mainly synthesized by a cap-dependent mechanism.
Nonetheless, different pathways such as leaky scanning, frameshifting, ribosome
shunting, and cap-independent mechanisms are used to complete translation of the
viral proteome. Moreover, HIV-1 has evolved sophisticated strategies to overcome
cellular barriers that affect viral protein translation. This is the case of ribosomal
scanning inhibition due to highly structured RNA elements and cap-dependent
translation inhibition triggered by host immune responses. In this review, we focus
on the HIV-1 functions that are essential to control the cellular translation apparatus
in order to improve translation of viral proteins at the expense of cellular factors.

2. Overview of Eukaryotic Translation

2.1. Translation Initiation

2.1.1. Pre-Initiation Complex Assembly and mRNA Activation

Prior to translation initiation, the 5'-end of nascent mRNAs are capped with
a 7-methylguanosine (m7G) and subsequently polyadenylated at their 3'-end
immediately after transcription. The m7G cap is then recognized by the cap-binding
complex (CBC), which is composed by the cap-binding proteins 80 and 20
(CBP80/20) [1]. Messenger RNA export effectors (exon-exon junction complex
(EJC) and SR proteins) are then loaded on mature mRNA molecules during the
splicing events. These adaptors molecules allow the recruitment of the NXF1/NXT1
heterodimer, which mediates the export of the messenger ribonucleoprotein (mRNP)
from the nucleus to the cytoplasm through the nuclear pores via interactions with
nucleoporins [2,3] (Figure 1, steps 1–2).

Once in the cytoplasm, mRNAs undergo a CBC-mediated pioneer round of
translation, which is important for the quality control of the transcript [4]. CBC is
then displaced from the m7G and mRNAs are activated by the eukaryotic initiation
factor 4F complex (composed of eIF4E, eIF4G and eIF4A) and eIF4B (Figure 1,
step 3). Thus, mRNA acquires a “closed-loop” structure, required for an optimal
mRNA recruitment into the 43S pre-initiation complex (PIC) (Figure 1, step 6). This
conformation is achieved by the simultaneous binding of PABP (Poly(A)-binding
protein) and eIF4E to eIF4G [5].

In parallel, ternary complex (TC) formation occurs through the assembly of
the initiator methionyl-tRNA (Met-tRNAi

Met), eIF2 and a GTP molecule (Figure 1,
step 4). The TC is then recruited to the ribosomal subunit 40S to assemble the 43S
PIC (Figure 1, step 5). In this process, other eIFs (eIF1, 1A, 3 and 5) are required to
promote TC binding to the 40S subunit [6].
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Figure 1. Eukaryotic translation initiation. mRNA maturation and nuclear export precede 

translation initiation (steps 1 and 2). Once in the cytoplasm, mRNA is activated (step 3) and 
Figure 1. Eukaryotic translation initiation. mRNA maturation and nuclear export
precede translation initiation (steps 1 and 2). Once in the cytoplasm, mRNA is
activated (step 3) and 43S PIC formation takes place (step 4 to 5). The mRNA recruits
the 43S PIC and scanning begins until an initiation codon is detected (step 6). At this
point, the 48S initiation complex is formed and the 60S subunit is recruited to form
the ribosome 80S complex (step 7 to 9). HIV-1 viral functions important to control the
eukaryotic translation initiation are shown. (A) Unspliced and singly-spliced viral
mRNAs could be translated due to the ability of the CBC to activate mRNA during
translation initiation (green line); (B) HIV-1 protease partially inhibits translation
initiation by targeting PABP, eIF3 and eIF4G (red lines); (C) Vpr-induced G2/M
arrest indirectly inhibits host protein translation by targeting eIF4E activity (red
line); (D) HIV-Tat protein and high concentration of HIV-1 TAR element indirectly
promote viral translation by blocking PKR activity (red line). PKR phosphorylates
eIF2α to block its recycling for ongoing translation, resulting in a potent translation
inhibition of cellular and viral mRNA.
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2.1.2. Initiation Codon Recognition and 80S Complex Formation

Once the mRNA has been loaded on the 43S PIC, this complex scans
the 5' untranslated region (5'UTR) until it recognizes a start codon (AUG) by
complementarity with the anticodon of the Met-tRNAi. To prevent incorrect base
pairing of the Met-tRNAi to a non-AUG codon and to promote recognition of the
correct start codon, 43S PIC employs a discriminatory sequence-based mechanism.
This permissive sequence (GCC(A/G)CCAUGG) surrounding the start codon is
termed Kozak consensus sequence and is principally composed of a purine at position
´3 and a G at position +4 (the A of the AUG codon is designated as +1) [7–9]. Once
the AUG start codon has been recognized and the 48S complex formation has been
accomplished, eIF1 is ejected from the scanning complex (Figure 1, step 7) [10]. This in
turn triggers hydrolysis of eIF2-bound GTP and Pi release by the eIF5 GTPase activity.

These events cause the transition from an “open” to a “closed” conformation
of the scanning complex, which stabilizes the binding of the Met-tRNAi with the
AUG start codon [11]. At this point, the remaining factors are dissociated to allow
the joining of the 60S subunit and 80S complex formation (Figure 1, step 8). This
process is mediated by eIF5B which causes the dissociation of eIF3, eIF4B, eIF4F
and eIF5, and eIF5B self-dissociates from the assembled 80S ribosome by its GTPase
activity [12]. This reaction also triggers the release of eIF1A to finally forms an
elongation competent 80S ribosome (Figure 1, step 9) [13].

2.2. Translation Elongation and Termination

After the AUG start codon has been identified and the formation of the 80S
ribosome has been achieved, translation elongation begins [13]. 80S ribosome
decodes the mRNA sequence and mediates the addition of amino acids to elongate
the growing polypeptide chain. Elongation is accomplished by the eukaryotic
elongation factors eEF1 (composed of eEF1A and eEF1B) and eEF2 (Figure 2) [14,15].
The eEF1A-GTP complex carries each aminoacylated tRNA to the 80S ribosome
A site where it builds codon-anticodon interactions (Figure 2, step 1). After 80S
ribosome-catalyzed peptide bond formation (Figure 2, step 2), eEF2 mediates 80S
ribosome translocation through GTP hydrolysis (Figure 2, step 3) and the next round
of amino acid incorporation begins (Figure 2, step 4).

Polypeptide elongation continues until a stop codon triggers the translation
termination step. This process is mediated by the eukaryotic translation termination
factors eRF1 and eRF3 [16]. The eRF1 factor mediates stop codon recognition, while
eRF3 potently stimulates peptide release. After protein release, eRF1 remains bound
to the post-termination complex (post-TC), and in conjunction with the ATP-binding
cassette protein ABCE1, dissociates the post-TC into the 60S subunit, and the tRNA-
and mRNA-bound 40S subunit [17].
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Figure 2. Eukaryotic translation elongation. eEF1A-GTP transports the aminoacylated tRNAs 

into the A site of the 80S ribosome and eEF1A-GDP is re-activated by eEF1B (step 1). The 

80S ribosome-mediated peptide bond formation (step 2) precedes ribosome translocation 

mediated by eEF2 (step 3). Finally, the ribosome begins another cycle of peptide elongation 

(step 4). HIV-1 viral functions important to control the eukaryotic translation elongation are 

shown. (A) HIV-1 Pr55Gag interacts with eEF1A and induces translation inhibition (red line); 

(B) HIV-1 Nef protein also interacts with eEF1A and mediates a nucleocytoplasmic 

relocalization of eEF1A (red line); (C) The HIV-1 RTC recruits eEF1 to stimulate late steps 
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Figure 2. Eukaryotic translation elongation. eEF1A-GTP transports the
aminoacylated tRNAs into the A site of the 80S ribosome and eEF1A-GDP is
re-activated by eEF1B (step 1). The 80S ribosome-mediated peptide bond formation
(step 2) precedes ribosome translocation mediated by eEF2 (step 3). Finally,
the ribosome begins another cycle of peptide elongation (step 4). HIV-1 viral
functions important to control the eukaryotic translation elongation are shown.
(A) HIV-1 Pr55Gag interacts with eEF1A and induces translation inhibition (red line);
(B) HIV-1 Nef protein also interacts with eEF1A and mediates a nucleocytoplasmic
relocalization of eEF1A (red line); (C) The HIV-1 RTC recruits eEF1 to stimulate late
steps of the HIV-1 reverse transcription process (green line).
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3. HIV-1 Takes Advantage of the Host Translation Machinery

3.1. Overcoming Ribosome Scanning Barriers

All spliced and unspliced HIV-1 transcripts possess the same 289 nt long
5'UTR. Because this region presents several highly structured motifs such as the
trans-activation responsive (TAR) RNA element, the unwinding step of the ribosomal
scanning process is expected to be inefficient [18]. Soto-Rifo et al. [19] have shown that
RNA helicase DDX3 is required in order to overcome this constraint. DDX3 directly
binds to the HIV-1 5'UTR and interacts with eIF4G and PABP to promote translation
initiation of HIV-1 genomic RNA [19], and mediates pre-initiation complex assembly
in an ATP-dependent manner. In this process, the HIV-1 genomic RNA seems to be
located in large cytoplasmic RNA granules alongside with DDX3, eIF4G and PABP,
but not with CBP20/80 and eIF4E [20].

In vitro experiments revealed that cytoplasmic DDX3 is able to bind the m7G
cap independently of eIF4E, showing that DDX3 could promote the formation
of a pre-initiation complex in the absence of eIF4E. Thus, DDX3 substitutes for
eIF4E to stimulate compartmentalized translation initiation of HIV-1 unspliced
mRNA [20]. Groom et al. [21], by using an in vitro transcription/translation assay
from rabbit reticulocyte lysates, have demonstrated that Rev, which interacts with
DDX3, stimulates translation of HIV-1 mRNAs at low concentration. This stimulation
is dependent on a Rev binding site, in addition to the RRE, present in the internal
loop B of stem-loop 1 (SL1) of HIV-1 RNA packaging signal [22]. On the contrary, at
a high concentration, Rev inhibits mRNA translation in a non-specific manner. In
this process, Rev may bind mRNAs and block ribosomal scanning by a mechanism
that remains to be elucidated [21]. Lai et al. [23] have shown that DDX3 is recruited
to the TAR region through the interaction with the Tat protein in order to promote
HIV-1 mRNA translation.

Other cellular proteins also bind the TAR element and promote viral translation.
RNA Helicase A (RHA) binds to the TAR region in vitro and in vivo enhancing HIV-1
LTR-directed gene expression and viral production [24]. Dorin et al. [25] showed that
the TAR RNA-binding Protein (TRBP) promotes translation of TAR-bearing RNAs
independently of its ability to inhibit protein kinase RNA-activated (PKR). Other
RNA-binding proteins have been shown to stimulate HIV-1 translation. This is the
case with Staufen [26] and La autoantigen [27]. Both proteins stimulate translation of
TAR-containing reporter transcripts.

3.2. The Vpu-Env Bicistronic mRNA: Modulation of Ribosome Scanning Process

As many other viruses, HIV-1 optimizes its genome coding capacity by
translating different proteins from a common mRNA. This is the case of the bicistronic
vpu-env mRNA which encodes both Vpu and Env proteins [28,29]. The coding
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sequences of Vpu and Env proteins are arranged so that the Vpu Open Reading
Frame (ORF) precedes the Env coding sequence (Figure 3). Schwartz et al. [28,29]
showed that the Env protein is synthesized by a leaky scanning mechanism in which
the 43S PIC passes through the Vpu start codon. According to these authors, this
modulation of the 43S PIC scanning process is achieved because the Vpu initiation
codon is surrounded by a weak Kozak context [28,29]. As a result, mutations of the
Vpu initiation codon that improve its Kozak context inhibit Env translation from the
bicistronic vpu-env mRNA [28,29].

In contrast, by studying the 5'UTR of 16 alternatively spliced Env mRNAs,
some of which also including the extra upstream Rev initiation codon, Anderson
et al. [30] demonstrated that mutations in the upstream AUG codons of the Env
ORF had little effect on Env synthesis. This suggests that Env translation is
achieved via a discontinuous scanning mechanism such as ribosome shunting,
a process in which the ribosome bypasses parts of the 5'UTR to reach a start
codon. Indeed, Krummheuer et al. [31] reported that translation of Env protein was
inconsistent with the leaky scanning model. Instead, Env translation is stimulated by
a six-nucleotide upstream ORF (uORF) (Figure 3), which is located in the vpu start
codon region. uORFs are short open reading frames located within the 5'UTR of a
mRNA. Mutations of the start and stop codons of this uORF reduced Env protein
translation five-fold [31]. The authors suggest that this uORF acts as a ribosome
pausing site supporting the ribosome shunting model [31].

3.3. The Fate of Unspliced HIV-1 mRNA

3.3.1. Cap- and IRES-Dependent Translation Initiation

The HIV-1 unspliced mRNA can initiate translation of Gag and Gag-Pol
polyproteins either by a classical cap-dependent mechanism or by Internal Ribosome
Entry Sites (IRES) [32–35]. Cap-dependent translation of HIV-1 unspliced mRNA has
been observed in vitro [35] and ex vivo [33,36]. As described above, cap-dependent
translation initiation relies on the recognition of the 5'UTR cap structure by the eIF4F
complex to promote the recruitment of 43S PIC (Figure 1).

IRESs present in several viral mRNAs (mainly picornaviruses and Hepatitis C
virus) overcome a global translation down-regulation established by the cell during
viral infection. The HIV-1 genomic mRNA presents two IRESs: one in the viral
5'UTR, named HIV-1 IRES [32] and a second within the gag coding region, known
as HIV-1 Gag IRES [37] (Figure 4). The HIV-1 IRES has been characterized in a
proviral wild-type HIV-1 clone (pNL4.3) [32], but also in the CXCR4 (X4)-tropic
primary isolate HIV-LAI [38], and in viral RNA isolated from clinical samples [39],
demonstrating the importance of these elements in HIV-1 replication. The cap
structure and the HIV-1 IRES both drive translation of pr55Gag and pr160Gag/P˝l. The
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minimal active HIV-1 IRES is harbored within the region spanning nucleotides 104 to
336 [32]. This region also contains several RNA motifs involved in different functions
of the HIV-1 life cycle (Figure 4).Viruses 2015, 7 206 
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Figure 3. The HIV-1 vpu-env bicistronic mRNA. A schematic diagram of the HIV-1
provirus genome is presented along with its primary 9 kb mRNA transcript. The
vpu-env bicistronic mRNA is formed after splicing of the 9 kb mRNA. Start codon
sequences of both vpu and env ORFs are presented and the upstream ORF that
stimulates Env translation is boxed in green.

The HIV-1 IRES has been shown to be implicated in different cellular states
in which cap-dependent translation initiation is inhibited [18]. Monette et al. [34],
by using in vitro artificial systems and HIV-1-expressing cells, reported that Pr55Gag

translation was preserved at 70% when eIF4G and PABP, two main components of
the cap-dependent translation initiation, were targeted by picornavirus proteases.
Using a similar system, Amorim et al. [40] showed that HIV-1 protein synthesis is
highly dependent on cap-initiation the first 24–48 h of viral replication, while at later
time points IRES-dependent translation is needed to ensure viral particles production.
HIV-1 IRES also drives viral structural protein synthesis during the G2/M cell cycle
transition [32,41] and is stimulated by oxidative stress [38].
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Figure 4. HIV-1 IRESs. HIV-1 IRES and HIV-1 Gag IRESs are represented. The
43S pre-initiation complex can mediate both cap-dependent and IRES-mediated
translation initiation.

Although the molecular mechanism of the HIV-1 IRES-mediated translation
remains largely unknown, Plank et al. [42] demonstrated that the HIV-1 IRES is
cell type-specific. Using a plasmid encoding a dual-luciferase reporter mRNA, the
authors showed that the HIV-1 IRES activity was 4-fold higher in Jurkat T-cells than
in HeLa cells. Based on the fact that all spliced and unspliced HIV-1 transcripts
possess the same 289 nt long 5'UTR, the authors also demonstrated that vif, vpr, vpu,
and nef transcripts can initiate translation by an IRES. Interestingly, despite the fact
that all HIV-1 constructs contain the same 5' leader region, the IRES activity of these
transcripts differ from the IRES-containing gag transcript [42]. Based on these results,
Plank et al. [42] proposed a model in which the structure of the 5' leader region adopts
several conformations to stimulate different processes in the viral replication cycle,
such as RNA dimerization prior to packaging or IRES-mediated translation. Thus,
cell type-specific ITAFs (IRES Trans-Acting Factors) could promote the structural
conformation of the 5' leader region required for an optimal IRES activity. In vif, vpr,
vpu or nef transcripts, the specific ITAFs bind regions of the 5'UTR common to all
these transcripts to form a “Core IRES” that stimulate IRES-mediated translation.
However, the IRES activity of these transcripts could be regulated by specific RNA
sequences present downstream of the common 5'UTR [42].

Several cellular proteins have been reported as cellular factors increasing the
HIV-1 IRES activity [18]: eIF5 [43], the heterogeneous nuclear ribonucleoprotein
A1 (hnRNP A1) [44] and the Rev-cofactors DDX3 and hRIP [43]. On the contrary,
the human embryonic lethal abnormal vision (ELAV)-like protein (HuR) has been
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identified as a negative regulator of the HIV-1 IRES activity [45]. Cis-acting elements
have also been shown to negatively modulate HIV-1 IRES activity. Brasey et al. [32]
showed that the Gag ORF impacts the HIV-1 IRES-mediated translation initiation
in the context of a bi-cistronic mRNA. Gendron et al. [38] identified another region
located upstream of the PBS, the IRES negative element (IRENE) that also negatively
regulates the HIV-1 IRES activity (Figure 4). Recently, it was shown that the instability
element 1 (INS-1), a cis-acting regulatory element present within the gag ORF, also
inhibits HIV-1 IRES activity (Figure 4) [46]. Furthermore, several HIV-1 IRES ITAFs
have been identified from G2/M-arrested cell extracts [41], including proteins that
have already been identified to have a role in HIV-1 replication, such as the high
mobility group protein HMG-I/HMG-Y (HMG-I(Y)) [47] or the activated RNA
polymerase II transcriptional co-activator p15 [48].

The HIV-1 Gag IRES mediates translation of both full length Pr55Gag polyprotein
and a N-truncated 40-kDa Gag (p40) isoform lacking the matrix domain [37,49].
Despite the fact that p40 is produced at a much lower level than Pr55Gag, this
protein seems to be important in wild-type replication of HIV-1 in cultured cells [37].
Expression of p40 has also been observed in all HIV-1 clinical isolates from a large
cohort of patients (n = 100) [18].

3.3.2. Ribosomal Frameshift

The Gag-Pol polyprotein, which is synthesized at a ~1/10 ratio compared
to Gag, is translated via a ´1 nucleotide ribosomal frameshift [50,51]. This
process is regulated by two main factors, a slippery heptanucleotide sequence
(UUUUUUA) where the frameshift takes place, and a downstream RNA element
called the frameshift stimulatory signal (FSS) that controls the frameshift efficiency
(Figure 5) [52]. The shift places the gag termination codon into an out-of-frame
context and translation continues toward the downstream pol sequence [50,51]. The
structure of the FSS and its mechanistic mode of action are not well understood. It has
recently been proposed that the ´1 frameshift is promoted by 4 pseudoknots (PK1-4)
present in the FSS [53,54]. However, ex virio SHAPE (Selective 2'-Hydroxyl Acylation
analyzed by Primer Extension) experiments [55] and frameshifting assays [56] do not
support this model.

The most widely accepted model suggests that ´1 frameshift is triggered
when the FSS forces a small portion of the 80S complexes to make a pause. This
pause forces the 80S complexes to shift one nucleotide backwards into the pol
sequence [57–59]. Léger et al. [57] have proposed a model in which, after release of
the eEF2-GDP complex from the ribosome, the two tRNAs cannot be translocated by
three nucleotides (from P/A to E/P sites). Instead the two tRNAs are translocated
only by two nucleotides due to the FSS. Consequently, the two tRNAs are trapped in
an intermediate translocation state and frameshift is achieved [57]. This is supported
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by the cryo-EM structure resolved by Namy et al. [58], in which the ribosome is stalled
by the presence of the FSS. Additionally, Mouzakis et al. [56] have demonstrated
that the base pairs important for this process are located at an 8 nt distance from the
slippery sequence, which is consistent with the paused-ribosome model.
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Figure 5. HIV-1 Ribosomal frameshift. A schematic diagram of the ´1 nucleotide
ribosomal frameshift. This process is mediated by a slippery heptanucleotide
sequence (UUUUUUA) where the frameshift takes place, and an RNA element
called the frameshift stimulatory signal (FSS).

Further studies have shown that the highly structured TAR element and the Tat
protein modulate ribosomal frameshift [60,61]. Charbonneau et al. [61] demonstrated
that the presence of the HIV-1 5'UTR in a reporter mRNA increases the ´1 frameshift
efficiency fourfold in Jurkat T-cells, compared to a control reporter with a short
unstructured 5'UTR. This is associated with the presence of the TAR region within
the 5'UTR [60,61]. This region slows down the rate of translation initiation during
cap-dependent translation. As a consequence, the distance between ribosomes
is larger and the FSS has more time to refold [60,61]. Thus, a structured FSS is
required for an optimal ´1 frameshift process. The increase in the ´1 frameshift
efficiency is antagonized by the HIV-1 Tat protein, which indirectly destabilizes TAR
structure by increasing recruitment of RNA helicases, such as DDX3 [23]. Moreover,
Lorgeoux et al. [62], using a dual-luciferase reporter assay, showed that the helicase
DDX17 is required for ´1 frameshift and for maintaining proper ratios of Gag vs.
Gag-Pol proteins.
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3.4. Redirecting mRNA Activation

In the G2/M phase of the cell cycle, cap-dependent translation is
down-regulated by a cascade of events that lead to the disruption of the eIF4F
complex, and thereby inhibition of the mRNA activation step (Figure 1, step 3) [63].
In this process, formation of the eIF4F complex is prevented by targeting of eIF4E.
This factor is regulated by a family of translation inhibitor proteins, named the
eIF4E-binding proteins (4E-BPs). After hypophosphorylation, 4E-BPs compete with
eIF4G for the same binding site on eIF4E, preventing eIF4F complex assembly [63,64].

In HIV-1-infected cells, viral proteins alter cell function by affecting different
cellular pathways. HIV-1 viral protein R (Vpr) has been identified as a viral protein
capable of arresting cells in the G2/M phase. Vpr mediates G2/M arrest via a complex
signaling cascade involving activation of the ataxia telangiectasia mutated and
Rad3-related kinase (ATR) [65]. Vpr-induced G2/M arrest also inhibits host protein
translation by a process involving the regulation of eIF4E activity (Figure 1C) [66].

Despite the global reduction of host protein synthesis by Vpr-induced
G2/M arrest, translation of HIV-1 structural proteins is maintained [58].
RNA-coimmunoprecipitation experiments showed that full-length unspliced HIV-1
genomic RNA and singly spliced mRNAs are associated with CBC in contrast to
multi-spliced viral and cellular mRNAs that are associated with eIF4E. Moreover,
unspliced and singly-spliced viral mRNAs retain their interaction with CBC
during translation and packaging. Based on these observations, Sharma et al. [66]
hypothesized that unspliced and singly-spliced viral mRNAs are translated due to
the ability of the CBC to activate mRNA during initiation (Figure 1A). Thus, CBC
retention could allow viral protein synthesis while the global protein translation is
inhibited by an eIF4E decrease.

3.5. Targeting Cellular Translation Factors

During the HIV-1 replication cycle, viral proteins inhibit different translation
factors. This is the case of the HIV-1 protease, which partially impairs cap-dependent
protein translation, in addition to its main function during virion maturation.
Ventoso et al. [67] were the first to report that HIV-1 protease is able to cleave
the initiation factor eIF4G in cellula (Figure 1B), by using HIV-1 C8166 target cells.
Further studies using rabbit reticulocyte lysates have demonstrated that HIV-1
protease not only cleaves eIF4G but also PABP (Figure 1B) [68–70]. Degradation of
eIF4G and PABP leads to an inhibition of the cap- and PABP-dependent translation
initiation [67–70]. Jäger et al. [71] reported that the HIV-1 protease also cleaves eIF3d
(Figure 1B), a subunit of eIF3. This cleavage presents a similar efficiency to the one of
the Pr55Gag. This may also promote inhibition of cap-dependent protein synthesis.

In the early phases of HIV-1 replication, the HIV-1 TAR RNA element activates
PKR, which mediates host translation inhibition [72]. PKR interacts with the
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TAR element, inducing PKR dimerization, auto-phosphorylation and activation.
Activated PKR phosphorylates the alpha subunit of eIF2 (eIF2α), blocking its
recycling for ongoing translation, resulting in a potent translation inhibition of
cellular and viral mRNA [73]. HIV-1 indirectly prevents phosphorylation by
targeting PKR. Indeed, the HIV-1 Tat protein directly interacts with PKR, thus,
preventing auto-phosphorylation (Figure 1D) which is essential for function [72,74].
Moreover, during the late events of HIV-1 replication, PKR activity is inhibited by
the high concentration of the HIV-1 TAR element (Figure 1D). Studies with TAR
and other RNAs showed that high concentration of double-stranded RNA (dsRNA)
inhibits PKR dimerization and therefore its activation [75]. PKR activation is further
inhibited by HIV-induced mechanisms involving the cellular factors TRBP, Adenosine
deaminase ADAR1 and a change in PACT function [72,76].

Moreover, by using a yeast two-hybrid screen assay, Cimarelli and Luban [77]
reported that the HIV-1 Pr55Gag binds to eEF1A through its matrix (MA) and
nucleocapsid (NC) domains. They demonstrated that this interaction requires
RNA, and suggested that tRNA could probably mediate this interaction since
both NC and eEF1A have been shown to bind tRNAs [78,79]. Thus, as cellular
concentration of Pr55Gag increases in the cell, Pr55Gag association with eEF1A-tRNA
complexes may induce translational inhibition (Figure 2A). As a consequence of this
inhibition, viral genomic RNA could be released from the translation machinery.
Subsequently, Pr55Gag interaction with the genomic RNA may lead to a further
viral translation inhibition, thus stimulating RNA packaging into virions [77]. The
authors also showed that both eEF1A and a truncated form of eEF1A of 34 to 36
kDa are incorporated into virions. In addition, eEF1A can also interact with the
cellular cytoskeleton, suggesting a possible role of eEF1A in virion assembly and
budding [80]. Despite these reports, direct evidence for a role of eEF1A in RNA
packaging, virion assembly or viral particle budding remains to be demonstrated [81].

Similar to Pr55Gag, HIV-1 Nef protein also interacts with eEF1A and forms a
Nef/eEF1A/tRNA complex. Thus, Nef mediates a nucleocytoplasmic relocalization
of eEF1A and tRNAs to prevent stress-induced apoptosis in primary human
macrophages (Figure 2B) [82]. Moreover, Warren et al. [83] have reported that the
HIV-1 reverse transcription complex (RTC) recruits eEF1 to stimulate late steps of the
HIV-1 reverse transcription process (Figure 2C). The eEF1 factor binds to the HIV-1
RTC through an interaction with reverse transcriptase (RT) and integrase (IN). This
association enhances the stability of the RTC in the cytoplasm [83]. Nevertheless,
further studies will be needed to establish whether eEF1 functions synergistically
with the components of the RTC, or independently during reverse transcription.
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3.6. Inhibiting APOBEC3G Translation

APOBEC3G (apolipoprotein B mRNA-editing enzyme, catalytic polypeptide-
like 3G, or A3G) is a restriction factor that impairs HIV-1 replication [84]. A3G is
incorporated into viral particles and during reverse transcription in the target cells, it
converts cytidines into uridines in the (´) strand DNA. This will generate further
reverse transcription and integration defects and potentially produce non-functional
viral proteins. HIV-1 counteracts this cellular factor by at least two pathways
involving the HIV-1 viral infectivity factor (Vif). First, binding of Vif to A3G allows
the recruitment of an E3 ubiquitin ligase that mediates the poly-ubiquitination of
A3G and its degradation through the proteasome pathway. Second, Vif impairs the
translation of A3G mRNA through a putative mRNA-binding mechanism [85,86].

Mariani et al. [87] were the first to observe that Vif inhibits A3G translation and
suggested that this repression may contribute to the reduction of A3G encapsidation.
The authors reported that Vif causes a 4.6 fold reduction in A3G synthesis by
pulse-chase metabolic labeling experiments. Additionally, Kao et al. [88] showed
that Vif causes the reduction of cell-associated A3G by 20%–30% compared to
up to 50-fold reduction in virus-associated protein. This result supports the idea
that Vif functions at different levels to reduce the intracellular levels of A3G. A3G
translational inhibition was finally confirmed by Stopak et al. [89]. By using kinetic
analyses and in vitro transcription-translation experiments, the authors showed that
Vif was capable of impairing A3G translation by approximately 30%–40% [89].

Based on these observations, we recently showed that Vif binds to A3G
mRNA and inhibits its translation in vitro [86]. Indeed, filter binding assays and
fluorescence titration experiments revealed that Vif tightly binds A3G mRNA. We
also demonstrated that Vif is able to inhibit A3G translation in in vitro-coupled
transcription/translation assays. In these experiments, Vif caused a two-fold
reduction of A3G translation in a 5'UTR-dependent manner, most likely through
mRNA binding and/or through its RNA chaperone activity [90,91]. These
observations show that HIV-1 not only targets the host translational machinery
to improve translation of its own proteins, but also inhibits translation of the host
restriction factor A3G.

4. Concluding Remarks

HIV-1 has evolved several mechanisms that control the host translation
machinery and overcome different obstacles in the cell, such as ribosomal scanning
inhibition due to highly structured RNA elements and cap-dependent translation
inhibition triggered by host immune responses. During this antiviral state triggered
by the cell, HIV-1 proteins interact with the eukaryotic translation apparatus in
different ways. Thus, these mechanisms not only promote translation of HIV-1
proteins, but also guarantee the fitness of newly produced viral particles by inhibiting
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A3G incorporation. It seems that the sophisticated functions presented in this review
only represent a fraction of the strategies that have evolved by HIV-1 interaction with
cellular functions, leading to a control of the host translation machinery during
viral replication. Indeed, Jäger et al. [71] reported 497 interactions between 16
HIV-1 proteins and 435 human proteins. In addition, genome-wide techniques
such as ribosome profiling [92] and/or iCLIP (individual-nucleotide resolution UV
cross-linking and immunoprecipitation) [93] could be used, for example to identify
HIV-1 Vif mRNA targets and to understand how this protein inhibits translation of
specific genes. Identifying which cellular proteins of the translational eukaryotic
machinery are targeted by HIV-1 will be crucial for a global understanding of the
HIV-1 replication.
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APOBEC3 Interference during Replication
of Viral Genomes
Luc Willems and Nicolas Albert Gillet

Abstract: Co-evolution of viruses and their hosts has reached a fragile and dynamic
equilibrium that allows viral persistence, replication and transmission. In response,
infected hosts have developed strategies of defense that counteract the deleterious
effects of viral infections. In particular, single-strand DNA editing by Apolipoprotein
B Editing Catalytic subunits proteins 3 (APOBEC3s) is a well-conserved mechanism
of mammalian innate immunity that mutates and inactivates viral genomes. In this
review, we describe the mechanisms of APOBEC3 editing during viral replication,
the viral strategies that prevent APOBEC3 activity and the consequences of
APOBEC3 modulation on viral fitness and host genome integrity. Understanding the
mechanisms involved reveals new prospects for therapeutic intervention.

Reprinted from Viruses. Cite as: Willems, L.; Gillet, N.A. APOBEC3 Interference
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1. APOBEC3s Edit Single-Stranded DNA

The APOBEC3 enzymes are deaminases that edit single-stranded DNA (ssDNA)
sequences by transforming deoxycytidine into deoxyuridine [1–3]. APOBEC3s
are involved in the mechanisms of innate defense against exogenous viruses and
endogenous retroelements [3]. The human genome codes for seven APOBEC3 genes
clustered in tandem on chromosome 22 (namely A3A, A3B, A3C, A3DE, A3F, A3G,
and A3H) and surrounded by the CBX6 and CBX7 genes. All APOBEC3 genes
encode a single- or a double-zinc-coordinating-domain protein. Each zinc-domain
belongs to one of the three distinct phylogenic clusters termed Z1, Z2 and Z3. The
seven APOBEC3 genes arose via gene duplications and fusions of a key mammalian
ancestor with a CBX6-Z1-Z2-Z3-CBX7 locus organization. Aside from mice and
pigs, duplications of APOBEC3 genes have occurred independently in different
lineages: humans and chimpanzees (n = 7), horses (n = 6), cats (n = 4), and sheep
and cattle (n = 3) [4,5]. Read-through transcription, alternative splicing and internal
transcription initiation may further extend the diversity of APOBEC3 proteins.

APOBEC3s are interferon-inducible genes [6] that are highly expressed in
immune cells despite being present in almost all cell types [7,8]. The sub-cellular
localization differs between the APOBEC3s isoforms: A3DE/A3F/A3G are excluded
from chromatin throughout mitosis and become cytoplasmic during interphase, A3B
is nuclear and A3A/A3C/A3H are cell-wide during interphase [9].
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APOBEC3s exert an antiviral effect either dependently or independently of their
deaminase activity. The deaminase activity involves the removal of the exocyclic
amine group from deoxycytidine to form deoxyuridine. This process can generate
different types of substitutions. First, DNA replication through deoxyuridine leads to
the insertion of a deoxyadenosine, therefore causing a C to T transition. Alternatively,
Rev1 translesion synthesis DNA polymerase can insert a C in front of an abasic
site that is produced through uracil excision by uracil-DNA glycosylase (UNG2)
leading to a C-to-G transversion [10]. In addition to inducing deleterious mutations
in the viral genome, deamination of deoxycytidine can also initiate degradation of
uracilated viral DNA via a UNG2-dependent pathway [11,12]. On the other hand,
deaminase-independent inhibition requires binding of APOBEC3s to single-stranded
DNA or RNA viral sequences at various steps of the replication cycle [13–23].

2. APOBEC3 Edition during Viral Replication Cycles

The mechanism of APOBEC3s inactivation is dependent on the type of virus
and its mode of replication.

2.1. Retroviruses

Retroviruses are plus-strand single-stranded RNA viruses replicating via a
DNA intermediate generated in the cytoplasm by reverse transcription. Human
retroviruses notably include HIV (human immunodeficiency virus) and HTLV
(human T-lymphotropic virus).

2.1.1. HIV-1

Historically, the first member of the APOBEC3 family was discovered in a
groundbreaking study on HIV-1 [24]. A3G has indeed been shown to inhibit HIV
infection and to be repressed by the viral Vif protein. Later on, a similar function was
also attributed to other APOBEC3 proteins, namely A3DE, A3F and A3H [25–27].
Figure 1 illustrates the different mechanisms of HIV-1 inhibition by APOBEC3s. After
binding of the HIV virion to the host cell membrane, the viral single-stranded RNA
(ssRNA) genome is released into the cytoplasm and converted into double-stranded
DNA (dsDNA) by reverse transcription. This dsDNA is then inserted into the host
genome as an integrated provirus.

A3DE, A3F, A3G and A3H are expressed by CD4+ T cells upon HIV infection,
are packaged into virions and lead to proviral DNA mutations [27]. A3G and
A3F notably concentrate in cytoplasmic microdomains (non-membrane structures)
called mRNA-processing bodies or P-bodies [28–30]. P-bodies are sites of RNA
storage, translational repression and decay [31]. A3G exerts its anti-HIV effect
mainly via its deaminase function inducing abundant and deleterious mutations
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within the HIV provirus, whereas A3F acts more preferentially through its
deaminase-independent activity [32]. This deaminase-independent effect involves
inhibition of reverse transcription priming and extension [14–17] and interference
with proviral integration [21–23].
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reverse transcriptase protein (RT). The RT-associated ribonuclease H activity (RNAse H) selectively 
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Figure 1. APOBEC3s interfere with several key steps of the HIV infectious cycle.
After binding of the HIV virion to the cell membrane, the single-stranded RNA
genome (in blue) is released into the cytoplasm together with APOBEC3G and 3F
(orange). APOBEC3 proteins expressed by the host cell concentrate in P-bodies and
stress granules. A3G and A3F inhibit reverse transcription, mutate viral DNA and
perturb proviral integration into the host genome. In the absence of HIV Vif, A3G
and A3F will be incorporated into the budding virions.

APOBEC3-induced mutations are almost always G-to-A transitions of the
plus-strand genetic code. Moreover, the mutation load is not homogeneous along
the HIV provirus but presents two highly polarized gradients, each peaking just 5′ to
the central polypurine tract (cPPT) and 5′ to the LTR (long terminal repeat) proximal
polypurine tract (3′PPT) [33]. As illustrated in Figure 2, this mutational signature is
due to the mechanism of HIV reverse transcription. Binding of the human tRNALys3
to the primer binding sequence (PBS) initiates the minus strand DNA synthesis by
the virus-encoded reverse transcriptase protein (RT). The RT-associated ribonuclease
H activity (RNAse H) selectively degrades the RNA strand of the RNA:DNA hybrid
leaving the nascent minus-strand DNA free to hybridize with the complementary
sequence at the 3′ end of the viral genomic ssRNA. After minus strand transfer,
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the viral RNA is reverse-transcribed into DNA. Whilst DNA synthesis proceeds,
the RNAse H function cleaves the RNA strand of the RNA:DNA. Two specific
purine-rich sequences (polypurine tracts cPPT and 3′PPT) that are resistant to RNAse
H remain annealed with the nascent minus strand DNA. The reverse transcriptase
uses the PPTs as primers to synthesize the plus-strand DNA. Finally, another strand
transfer allows the production of the 5′ end of the plus-strand DNA (reviewed in [34]).
From this complex multistep process, it appears that only the minus strand can be
single-stranded (light red in Figure 2). Thus, G to A mutations observed on the plus
strand (dark red in Figure 2) originate from C-to-T mutations on the minus strand.
The gradient of mutational load actually correlates with the time that the minus
strand remains single-chain [33].

To counteract inactivation, HIV-1 encodes the Vif protein that inhibits
APOBEC3s. Vif prevents A3G, A3F and A3H from being packaged into the
virion by recruitment to a cullin5-elonginB/C-Rbx2-CBFβ E3 ubiquitin ligase
complex, resulting in their polyubiquitination and subsequent proteasomal
degradation [35–37]. Other mechanisms can limit APOBEC3 access to the
single-chain minus-strand DNA generated during reverse transcription. By
stabilizing the viral core, the glycosylated Gag protein of the murine leukemia
virus renders the reverse transcription complex resistant to APOBEC3 and to other
cytosolic viral sensors [38]. The HIV nucleocapsid protein (NCp) is able to bind
ssDNA in a sequence aspecific manner and prevents A3A from mutating genomic
DNA during transient strand separation [39]. Degradation of the RNA strand
from the RNA:DNA hybrid by the RNAse H activity of the reverse transcriptase
contributes to expose the minus strand as a single-chain nucleic acid. Interestingly,
the host factor SAMHD1 (sterile alpha motif and histidine-aspartic acid domain
containing protein 1) restricts HIV via its RNAse H function, activity that may
facilitate the access of the APOBEC3s to the transiently single-stranded minus
strand [40,41].
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Figure 2. Hotspots of APOBEC3 editing in the HIV genome. Host cell tRNALys3
(dark blue) hybridizes to the primer binding sequence (PBS) of the single stranded
plus-strand RNA genome (light blue) and initiates minus strand DNA synthesis
(light red). After strand transfer, reverse transcription proceeds up to the PBS
yielding minus-strand DNA. RNAse H then hydrolyses the RNA (dotted light
blue) of the RNA:DNA hybrid leaving the minus-strand DNA single-stranded.
APOBEC3 G and F (orange) have now access the ssDNA genome, deaminate
deoxycytidine and inhibit plus strand DNA synthesis (dark red). RNAse H activity
of SAMHD1 promotes exposure of the minus-strand DNA (red pacman) whereas
HIV nucleocapsid (green) limits APOBEC3-edition. Deoxycytidine deamination of
the minus strand generates G-to-A mutations on the plus strand. Since plus-strand
DNA synthesis starts from the PolyPurine Tracts (cPPT, 3′PPT), ssDNA located
distant to these sites will be accessible to APOBEC3 edition over a longer period of
time. Therefore, the APOBEC3-related mutational load will also be higher (brown
curve, schematic representation of the data from [33]).
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2.1.2. HTLV-1

Another human retrovirus, human T-lymphotropic virus 1 (HTLV-1), is also
a target of A3G [42,43]. As in HIV-1 infection, A3G induces G-to-A transitions
on the plus strand via deamination of deoxycytidines on the minus strand.
HTLV-1 proviruses contain A3G-related base substitutions, including non-sense
mutations [43]. Because HTLV-1 proviral loads mainly result from clonal expansion of
infected cells, non-sense mutations are stabilized and amplified by mitosis, provided
that viral factors stimulating proliferation are functional [44–47]. Although HTLV-1
does not seem to encode for a Vif-like protein, the frequencies of G-to-A changes in
HTLV-1 proviruses are low, likely due to the mode of replication of HTLV-1 by clonal
expansion [43,48]. This phenotype has also been associated with the ability of the
viral nucleocapsid to limit A3G encapsidation [49].

2.1.3. HERVs

Human endogenous retroviruses (HERV) are transposable elements which were
evolutionary integrated into human lineage after infection of germline cells. HERVs
are abundant in the human genome (about 8%) and exert important regulatory
functions such as control of cellular gene transcription [50]. HERVs contain canonical
retroviral gag, pol and env genes surrounded by two LTRs. Nevertheless, most HERVs
are defective for replication because of inactivating mutations or deletions [51].
These mutations are likely associated with A3G activity because of a particular
signature with a mutated C present in a 5′GC context instead of 5′TC for other
APOBEC3s [52–54]. Interestingly, A3G is still able to inhibit a reconstituted functional
form of HERV-K in cell culture [52].

2.1.4. Simian Foamy Virus

SFV (simian foamy virus) is a retrovirus that is widespread among non-human
primates and can be transmitted to humans [55]. A3F and A3G target SFV genome
in vitro, leading to G-to-A transitions on the plus strand [56]. SFV genomes found in
humans also display G-to-A mutations [57–59]. SFV codes for the accessory protein
Bet, limiting APOBEC3 action [60–63].

2.2. Retroelements

About half of the human genome is constituted by repetitive elements. Among
them, non-LTR retroelements LINE-1 (long interspersed nuclear element-1), SINE
(short interspersed nuclear elements) and Alu are capable of retrotransposition, i.e.,
inserting a copy of themselves elsewhere in the genome. Since retrotranpositions can
be harmful for genome integrity, these events are tightly controlled. In fact, only a
small proportion of endogenous retroelements remains active in the germline cells
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because APOBEC3s protect the host genome from unscheduled retrotransposition
(Figure 3). LINE-1 retrotransposition is initiated by transcription of a full-length
LINE-1 RNA and translation of ORF1p and ORF2p. These two proteins associate
with LINE-1 RNA to form the LINE-1 RiboNucleoProtein (L1 RNP) complex. Upon
translocation of L1 RNP into the nucleus, LINE-1 is reverse transcribed and integrated
into a new site of the host genome. A3C restricts LINE-1 retrotransposition in a
deaminase-independent manner by redirecting and degrading the L1 RNP complex
in P-bodies [20]. Within the nucleus, A3C also impairs LINE-1 minus strand DNA
synthesis [20]. A3A prevents LINE-1 retrotransposition by deaminating the LINE-1
minus strand DNA [64]. Consistently, RNAse H treatment increases deamination of
the LINE-1 minus strand [64].

Viruses 2015, 7 6 
 
2.2. Retroelements 

About half of the human genome is constituted by repetitive elements. Among them, non-LTR 
retroelements LINE-1 (long interspersed nuclear element-1), SINE (short interspersed nuclear 
elements) and Alu are capable of retrotransposition, i.e., inserting a copy of themselves elsewhere  
in the genome. Since retrotranpositions can be harmful for genome integrity, these events are tightly 
controlled. In fact, only a small proportion of endogenous retroelements remains active in the germline 
cells because APOBEC3s protect the host genome from unscheduled retrotransposition (Figure 3). 
LINE-1 retrotransposition is initiated by transcription of a full-length LINE-1 RNA and translation  
of ORF1p and ORF2p. These two proteins associate with LINE-1 RNA to form the LINE-1 
RiboNucleoProtein (L1 RNP) complex. Upon translocation of L1 RNP into the nucleus, LINE-1 is 
reverse transcribed and integrated into a new site of the host genome. A3C restricts LINE-1 
retrotransposition in a deaminase-independent manner by redirecting and degrading the L1 RNP 
complex in P-bodies [20]. Within the nucleus, A3C also impairs LINE-1 minus strand DNA synthesis 
[20]. A3A prevents LINE-1 retrotransposition by deaminating the LINE-1 minus strand DNA [64]. 
Consistently, RNAse H treatment increases deamination of the LINE-1 minus strand [64]. 

 

Figure 3. LINE-1 retrotransposons are targeted by APOBEC3s. After transcription, the LINE-
1 mRNA is transported into the cytoplasm. After translation, the ORF1- and ORF2-
encoded proteins associate with the LINE-1 RNA and form a ribonucleoprotein (RNP) 
complex. The LINE-1 RNP enters the nucleus, where the ORF2p endonuclease domain 
cleaves the chromosomal DNA. After cleavage, the 3′-hydroxyl is used by the LINE-1 
reverse transcriptase to synthesize a cDNA of LINE-1. This target-site-primed reverse 
transcription typically results in the insertion of a 5′-truncated LINE-1 element into a new 
genomic location. Different APOBEC3s-dependent mechanisms control LINE-1 
retrotransposition: (1) in the cytoplasm, A3C interacts with and redirects the L1-RNP into 
P-bodies for degradation; (2) in the nucleus, A3C inhibits reverse transcriptase processing 
while A3A mutates the minus strand LINE-1 DNA. 

Figure 3. LINE-1 retrotransposons are targeted by APOBEC3s. After transcription,
the LINE-1 mRNA is transported into the cytoplasm. After translation, the
ORF1- and ORF2-encoded proteins associate with the LINE-1 RNA and form
a ribonucleoprotein (RNP) complex. The LINE-1 RNP enters the nucleus, where
the ORF2p endonuclease domain cleaves the chromosomal DNA. After cleavage,
the 3′-hydroxyl is used by the LINE-1 reverse transcriptase to synthesize a cDNA
of LINE-1. This target-site-primed reverse transcription typically results in the
insertion of a 5′-truncated LINE-1 element into a new genomic location. Different
APOBEC3s-dependent mechanisms control LINE-1 retrotransposition: (1) in
the cytoplasm, A3C interacts with and redirects the L1-RNP into P-bodies for
degradation; (2) in the nucleus, A3C inhibits reverse transcriptase processing while
A3A mutates the minus strand LINE-1 DNA.
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2.3. Hepadnaviruses

Since their genome is partially single-strand, hepadnaviruses, such as human
hepatitis B virus (HBV), are susceptible to APOBEC3 editing. Except A3DE, all
APOBEC3s are able to edit the HBV genome in vitro, A3A being the most efficient [65,66].
APOBEC3 editing of HBV DNA has also been validated in vivo [67,68]. Since both
minus and plus strands are susceptible to APOBEC3 editing, the mutational signature
is more complex than in retroviruses [65–67]. HBV viral particles contain a partially
double-stranded circular DNA genome (relaxed circular DNA or rcDNA; Figure 4).
After uncoating of the viral particle, the rcDNA migrates into the nucleus, where
minus-strand DNA synthesis is completed to generate the covalently closed circular
double-stranded DNA genome (cccDNA).

In the nucleus, A3A and A3B deaminate HBV cccDNA (Figure 4). Since
APOBEC3s require a ssDNA substrate, it is predicted that cccDNA melts during
transcription. APOBEC3 deamination of deoxycytidine introduces deleterious
mutations in the viral genome and initiates its catabolism via the uracil DNA
glycosylase dependent pathway [12].

After transcription of the cccDNA, the pregenomic RNA (pgRNA) translocates
into the cytoplasm and is reverse-transcribed into circular partially double-stranded
DNA. This mechanism involves priming by the viral P protein, a strand transfer
directed by DR1 annealing and degradation of the RNA template by the RNAse H
activity of the reverse transcriptase (Figure 5, dotted light blue). The 5′ end
of the pgRNA anneals with DR2, directs a second strand transfer and primes
plus-strand DNA synthesis, yielding rcDNA. The minus strand DNA is deaminated
proportionally to its exposure to APOBEC3s (Figure 5, orange curve) [68]. Since
different subcellular compartments are involved (cytoplasm, nucleus, extracellular
viral particles), multiple nuclear and cytoplasmic APOBEC3s (i.e., A3A, A3B, A3C,
A3F and A3G) edit the HBV genome [65].

Compared to HIV, additional APOBEC3 proteins (A3A, A3B and A3C) target
the HBV genome in the nucleus. Incorporation of HIV into chromatin instead of an
episome for HBV may protect the provirus from APOBEC3s editing by a mechanism
involving Tribbles 3 proteins [69].

2.4. Herpesviruses

Herpesviruses such as herpes simplex virus-1 (HSV-1) and Epstein-Barr virus
(EBV) have a linear double-stranded DNA genome that is edited by APOBEC3 on
both strands [70]. After infection, the HSV-1 capsid is transported to the nuclear pores
and delivers the double-stranded linear DNA into the nucleus. After circularization
of the viral genome, bidirectional DNA synthesis is initiated at the origins of
replication [71,72]. This process requires DNA denaturation by the origin binding
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protein (UL9). The helicase/primase (UL5/UL8/UL52) and single-stranded DNA
binding proteins (ICP8 coded by the UL29 gene) then associate with the origin of
replication and recruit the DNA polymerase/UL42 complex (Figure 6). During DNA
synthesis and transcription, nuclear APOBEC3s have access to single-stranded viral
DNA. APOBEC3-edition of HSV-1 and EBV genomes is higher in the minus strand
(G to A as opposed to C to T) [70]. It is hypothesized that, due to discontinued
replication, the lagging strand exposes more viral ssDNA than the leading strand.
HSV-1 and EBV encode orthologs of uracil-DNA glycosylases (UDG) that excise
uridine at the replication fork. The HSV-1 UDG (UL2) binds to UL30, associates
with the viral replisome and directs replication-coupled BER (base excision repair)
to ensure genome integrity [73]. The viral UDG might therefore protect against
APOBEC3 editing.
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Figure 4. APOBEC3s interfere with several steps of the HBV replication cycle. The
HBV viral particle contains a partially double-stranded DNA genome (relaxed
circular DNA or rcDNA) that can be edited by A3G and A3F. Unlike HIV, HBV
does not appear to encode Vif-like protein. Upon transfer into the nucleus, the
plus strand of the rcDNA is replicated to form the covalently closed circular DNA
genome (cccDNA). A3A and A3B deaminate the cccDNA genome leading to uracil
excision and subsequent degradation.
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Figure 5. Profile of APOBEC3 editing of the HBV genome. The viral P protein
initiates reverse transcription at the stem loop structure ε. The pregenomic RNA
(pgRNA) contains two direct repeat sequences (DR1) at the 5′ and 3′ end of the
viral genome, allowing strand transfer to the 5′ end of the viral genome. While
synthesis of the minus-strand DNA proceeds, the RNAse H activity of the reverse
transcriptase degrades the pgRNA except at the 5′ end. After a second strand
transfer, the undigested pgRNA anneals with the direct repeat sequence DR2
and primes plus-strand gDNA synthesis, yielding relaxed circular DNA (rcDNA).
Mutational load correlates with the time of exposure of ssDNA (orange curve,
schematic representation of data extracted from reference [68]). Abbreviations
within grey boxes read as follow: RT, Reverse Transcriptase; RN, RNAse; TP,
Terminal Protein; SP, Spacer Domain; S, short surface gene; X, X gene, C, Core gene.
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2.5. Papillomavirus

Human papillomaviruses (HPVs) are circular double-stranded DNA viruses.
A3A, A3C and A3H are able to deaminate both strands of the 8Kb viral genome [74–76].
APOBEC3-edited HPV DNA is found in benign and precancerous cervical lesions [74].
Replication of the HPV genome occurs in the nucleus and is primarily based on the
host replication machinery. The HPV protein E1 recruits ssDNA-binding protein
RPA (replication protein A) during replication to cover the transiently exposed viral
ssDNA [77].
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Figure 6. HSV-1 replication fork and hypothetical model of APOBEC3 editing. In
the nucleus, replication of HSV-1 is initiated by the origin binding protein (UL9)
that melts double-stranded DNA. The helicase/primase complex (UL5/UL8/UL52)
unwinds and anneals RNA primers, allowing DNA replication by the UL30/UL42
complex. The viral protein ICP8 covers the transiently exposed single-stranded
DNA and competes with the APOBEC3 binding. The viral UL2 is a uracil-DNA
glycosylase (UDG) that favors replication-coupled base excision DNA repair.

2.6. TT Virus

Transfusion-transmitted virus (TTV) is a non-enveloped virus causing a
persistent and asymptomatic infection. Having a circular single-stranded DNA
genome, TTV is a prototypical substrate of APOBEC3s and shows APOBEC3-related
mutations [78].
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Together, these data show that viruses are targeted by particular isoforms of
APOBEC3 depending on their modes of replication (Table 1) and have developed
strategies to dampen ssDNA edition. A3G and A3F are restricted to the cytoplasm
whereas A3A, A3B and A3C preferentially act in the nucleus. Importantly, the
mutational load is proportional to the duration of single-stranded DNA exposure
to APOBEC3s.

Table 1. Summary of the anti-viral activity of the different APOBEC3 isoforms. * It
has been recently shown that A3A can also edit RNA transcripts [79].

Sub-cellular
localization Substrate edited Retro viruses Retro

elements
Hepadna
viruses

Herpes
viruses

HIV-1 HTLV-1 HERVs SFV

A3A cell wide single stranded
DNA, RNA * + + +

A3B nuclear single stranded
DNA +

A3C cell wide single stranded
DNA + + +

A3DE cytoplasmic single stranded
DNA +

A3F cytoplasmic single stranded
DNA + + +

A3G cytoplasmic single stranded
DNA + + + + +

A3H cell wide single stranded
DNA + + +

3. Therapeutic Strategies by Perturbation of the Viral Mutation Rate

Viral quasi-species refer to a population of distinct but closely related viral
genomes that differ only by a limited number of mutations. The distribution of
variants is dominated by a master sequence that displays the highest fitness within
a given environment (Figure 7A). High mutation rates during viral replication are
the driving force for quasi-species generation. Lethal mutations or inappropriate
adaptation to the environmental conditions (e.g., anti-viral therapy, immune pressure)
will clear unfit genomes. When conditions change, the fittest quasi-species may differ
from the master sequence. Providing that the distribution contains an adequate
variant, a new population will grow (Figure 7B). The rate of mutation and the
selection pressure will dictate the wideness of the distribution. If the environmental
changes are too drastic or the quasi-species distribution too narrow, the viral
population will be unable to recover [80].
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Figure 7. Antiviral strategy by hypo- or hyper-mutation. (A) Viral quasi-species
refer to as a population of distinct but closely related viral genomes that only
differ by a limited number of mutations. The frequency of these quasi-species
spreads around a master sequence. The boundary of this population is dictated
by the selection forces acting against the viral diversification. At equilibrium,
quasi-species generated outside the fitness range will not persist. (B) If selection
criteria are modified, the fittest sequence will change. If the original distribution
contained this sequence, the population will first shrink and then re-grow around a
new master sequence (from light to dark blue corresponding to the time evolution).
(C) Excess of APOBEC3-directed mutations will affect fitness of the newly created
quasi-species up to complete disappearance. (D,E) Hypo-mutation will restrict the
range of quasi-species and limit adaptability to new environmental conditions.
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Emergence of quasi-species is thus a major issue that limits antiviral therapy.
Viral populations can indeed accommodate environmental changes due to improved
immunity (vaccination) or pharmacological inhibition. It is possible to affect
quasi-species adaptability by modulating the frequencies of mutation [81,82].

The first approach, referred to as lethal mutagenesis or the hyper-mutation
strategy, aims to introduce an excess of mutations in the viral genomes. If the
mutational load per viral genome is too high, a substantial proportion of the new
viruses will be defective or inadequately adapted to their environment. Introducing
mutations in viruses would therefore decrease viral load (Figure 7C). In principle,
exogenous induction of APOBEC3 expression could achieve this goal. This strategy
has recently been exemplified for HBV, where forced expression of A3A and A3B
induced HBV cccDNA hypermutation with no detectable effect on genomic DNA [12].
Nevertheless, this approach raises serious safety issues because APOBEC3 mutations
could also drive cancer development [83–85]. Indeed, A3A and A3B over-expression
in yeast creates mutational clusters and genomic rearrangements similar to those
observed in human cancers, the mutational burden being magnified by DNA strand
breaks [86–89]. Because the processing of double-strand break repair transiently
exposes single-stranded nucleic acids, DNA repair could provide a substrate for
nuclear deaminases. What would, for example, happen if an HBV-infected liver
cell is being forced to express deaminases and at the same time has to repair
DNA strand breaks generated by reactive oxygen species produced during alcohol
catabolism [90]?

Therefore, it would be safer to promote hyper-mutation by targeting the
viral factors that inhibit APOBEC3s. In that respect, Vif inhibitors are being
developed [91,92]. Inhibition of viral ssDNA-binding proteins (like HSV-1 ICP8)
might lead to increased access for endogenously expressed APOBEC3s to the viral
ssDNA (Figure 6). Promotion of RNAse H activity during retrotranscription might
facilitate the binding of the APOBEC3s to the viral ssDNA (Figure 2). Because reverse
transcription is thought to start within the virion, promotion of APOBEC3s loading
in to the viral particle will increase editing (MLV glyco-Gag shields the reverse
transcription complex from APOBEC3 and cytosolic sensors [38]). Alternatively,
it would be possible to target viral DNA repair mechanisms (e.g., via inhibitors
against the viral UDG UL2 of HSV-1, Figure 6). In these cases, safety issues are
related to the emergence of sub-lethal APOBEC3-mutations and promotion of drug
resistant quasi-species.

The reverse strategy would be to reduce mutation rate by inhibiting APOBEC3,
thereby narrowing the quasi-species spectrum and limiting viral adaptability to
new environmental conditions (Figure 7D,E). APOBEC3s inhibitors are currently
being developed and evaluated [93,94]. This approach, which paradoxically targets
a well-conserved mechanism of mammalian innate immunity, would preserve host
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genome integrity. Potential risks of this therapy pertain to adequate control of
endogenous retroelements and opportunistic infections.

4. Conclusions

Single-strand DNA editing by APOBEC3 proteins is a very powerful mechanism
of mammalian innate immunity that mutates and inactivates viral genomes. The
outcome of infection is the result of a finely tuned balance between onset of mutations,
generation of quasi-species and APOBEC inhibition by viral factors. Understanding
the mechanisms involved reveals new prospects for therapeutic strategies that
interfere with APOBEC3 deamination of cytosine residues in nascent viral DNA.
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Hydrogen Peroxide Induce Human
Cytomegalovirus Replication through the
Activation of p38-MAPK Signaling Pathway
Jun Xiao, Jiang Deng, Liping Lv, Qiong Kang, Ping Ma, Fan Yan, Xin Song,
Bo Gao, Yanyu Zhang and Jinbo Xu

Abstract: Human cytomegalovirus (HCMV) is a major risk factor in transplantation
and AIDS patients, which induces high morbidity and mortality. These patients
infected with HCMV experience an imbalance of redox homeostasis that cause
accumulation of reactive oxygen species (ROS) at the cellular level. H2O2, the most
common reactive oxygen species, is the main byproduct of oxidative metabolism.
However, the function of H2O2 on HCMV infection is not yet fully understood and
the effect and mechanism of N-acetylcysteine (NAC) on H2O2-stimulated HCMV
replication is unclear. We, therefore, examined the effect of NAC on H2O2-induced
HCMV production in human foreskin fibroblast cells. In the present study, we
found that H2O2 enhanced HCMV lytic replication through promoting major
immediate early (MIE) promoter activity and immediate early (IE) gene transcription.
Conversely, NAC inhibited H2O2-upregulated viral IE gene expression and viral
replication. The suppressive effect of NAC on CMV in an acute CMV-infected mouse
model also showed a relationship between antioxidants and viral lytic replication.
Intriguingly, the enhancement of HCMV replication via supplementation with H2O2

was accompanied with the activation of the p38 mitogen-activated protein kinase
pathway. Similar to NAC, the p38 inhibitor SB203580 inhibited H2O2-induced p38
phosphorylation and HCMV upregulation, while upregulation of inducible ROS was
unaffected. These results directly relate HCMV replication to H2O2, suggesting that
treatment with antioxidants may be an attractive preventive and therapeutic strategy
for HCMV.

Reprinted from Viruses. Cite as: Xiao, J.; Deng, J.; Lv, L.; Kang, Q.; Ma, P.;
Yan, F.; Song, X.; Gao, B.; Zhang, Y.; Xu, J. Hydrogen Peroxide Induce Human
Cytomegalovirus Replication through the Activation of p38-MAPK Signaling
Pathway. Viruses 2015, 7, 2816–2833.

1. Introduction

Human cytomegalovirus (HCMV), a β herpesvirus, is an enveloped, large
and double-stranded DNA virus. Like most herpesviruses, HCMV is able to
establish a latent state in its hosts after primary infection, which can result in serious
health conditions when the virus reactivates and performs lytic replication [1].
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HMCV infection can be asymptomatic among immunocompetent people, but
it can become an important and common cause of morbidity and mortality in
immunocompromised patients, such as those with AIDS, solid organ transplantation,
and hematopoietic stem cell transplantation [1–5]. Previous studies have shown
that HCMV infection is highly associated with atherosclerosis, cardiovascular
diseases [6–8], and inflammatory bowel disease [9].

Several mechanisms of the regulation of HCMV and mouse cytomegalovirus
(MCMV) latency, reactivation, and lytic replication, such as chromatin remodeling
and mitogen-activated protein kinase (MAPK) pathways, have been reported by
previous studies [10–14]. However, none of these proposed triggers can be the cause
of all clinical cases of HCMV reactivation and replication.

Although the common physiological trigger that stimulates HCMV replication
remains unclear, many clinical diseases are characterized by high levels of oxidative
stress. Patients who undergo solid organ transplantation generally suffer from
oxidative stress and inflammation associated with ischemia/reperfusion, organ
rejection, and as a side effect of immunosuppressive therapy [15–17]. AIDS patients
have high levels of oxidative stress and inflammation as a result of the defensive
mechanism of the immune system in the response to HIV infection [18]. In
cardiovascular diseases, oxidative stress and inflammation can also be found and
are believed to contribute to the development of atherosclerosis [19,20]. Thus, one
potential key to determining the trigger of HCMV replication may be oxidative stress.

As a byproduct of oxidative metabolism [21], H2O2 was produced and released
to impair redox homeostasis during oxidative stress. Mechanically, transcription
of the major HCMV immediate early (IE) gene is driven by the complex major
IE (MIE) promoter/enhancer. Within the region, there are several binding sites
for known cellular transcription factors [22], such as NF-κB, CREB, ATF, and YY1.
Studies have shown that high levels of oxidative stress result in activation of these
transcription factors through mitogen- and stress-activated protein kinase (MSK),
which is activated by the p38-MAPK pathway [23,24].

Thus, we hypothesize that the activation of p38-MAPK signaling plays a
significant role in the HCMV replication caused by hydrogen peroxide, and this
could be decreased by antioxidant treatment.

2. Materials and Methods

2.1. Cell Culture, Chemical Reagents and Antibodies

Human foreskin fibroblast (HFF) cells of no more than 15 passages, HEK
293 cells, mouse embryonic fibroblast (MEF) cells, and MRC-5 cells were cultured in
Dulbecco’s modified Eagle’s Medium (DMEM) supplemented with 10% fetal bovine
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serum (FBS) at 37 ◦C under a 5% CO2 atmosphere. Confluent cell monolayers were
starved from serum for 24 h before infection. Serum free DMEM was used during
drug treatment, virus incubation, and infection until the cells were harvested.

H2O2 solution, 3-amino-1,2,4-triazole (ATA), N-acetylcysteine (NAC), bovine
liver catalase, reduced L-glutathione, 2′,7′-dichlorodihydrofluorescein diacetate
(H2DCF-DA) and the p38 inhibitor SB203580 were purchased from Sigma Life Science
(St. Louis, MO, USA).

The rabbit polyclonal antibodies used in this study included phospho-p38
(T180/Y182), p38 and β-actin (all from ABclonal technology, Cambridge, MA, USA)
and the mouse monoclonal antibodies to HCMV, pp72 and pp65, were purchased
from Santa Cruz Biotechnology (Santa Cruz, CA, USA).

2.2. Plasmids

The MIEP-pGL3 and pRL-TK plasmids were kindly provided by Dr. Dongqing
Wen [25]. The plasmid expression specific siRNA used to target human catalase
(5′-GCCTGGGACCCAATTATCTTCATAT-3′) and the scrambled control siRNA were
purchased from Hanbio (Shanghai, China). The transfection of HEK 293 and HFF
cells was performed using Lipofectamine 3000 reagent from Invitrogen (Carlsbad,
CA, USA).

2.3. Virus Preparation, Titration and Infection

HCMV (AD169) and MCMV (Smith strain) stocks were prepared in MRC-5 cells
and MEF cells, and aliquots were stored at−80 ◦C. Viral titers were determined using
the 50% tissue culture infective dose (TCID50) method, as previously described [26].
Briefly, HFF or MEF cells were incubated with mock, UV-inactivated HCMV
(UV-HCMV) or HCMV for 1 h under serum free DMEM at a multiplicity of infection
(MOI) of 0.5. Then, the medium was removed, the cells were washed with PBS and
fresh serum free medium was added. All experiments were examined at least three
times using Reed and Muench’s method.

2.4. DCF Staining

The measurement of reactive oxygen species (ROS) production in response to
H2O2 was performed, as previously described [27]. After treatment with H2O2

(0, 100, or 200 µM) for 24 h, cells were washed with PBS and incubated with
10 µM H2DCF-DA in warmed, serum free DMEM for 30 min in a CO2 incubator at
37 ◦C. Cells were then washed three times with PBS and images were taken using a
Leica microscope.
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2.5. Detection of Cellular Catalase Activity and Intracellular H2O2 Level

HFF cells cultured with H2O2 (0, 100 or 200 µM) or ATA (0, 1.0, 2.0 or 4.0 mM)
for 24 h were harvested by centrifugation. The cell pellets were sonicated in 100 µL
cold PBS. After centrifugation at 10,000× g and 4 ◦C for 5 min, the supernatants were
used for the detection of catalase activity and intracellular H2O2 level. The assay kits
were all purchased from Jiancheng Bioengineering Institute (Nanjing, China).

2.6. Luciferase Assays

HEK 293 cells were transiently transfected with the MIEP-pGL3 luciferase
reporter plasmid and the pRL-TK vector. At 12 h after transfection, the cells were
treated with or without the antioxidants NAC (5 mM), L-glutathione (5 mM), and
catalase (800 U/mL) for 2 h and then stimulated for 24 h with H2O2 (200 µM) or ATA
(4 mM), or were treated with H2O2 (0, 50, 100, or 200 µM) or ATA (0, 1, 2, or 4 mM)
alone for 24 h. Luciferase activity was determined as previously described [25] using
the Dual-Luciferaser Reporter Assay System (Promega, Madison, WI, USA).

2.7. Real-Time PCR

Total DNA was isolated from the supernatants of infected cells using a cell and
tissue genomic DNA extraction kit (BioTeke Corporation, Beijing, China). Changes
in viral DNA loads were monitored using absolute quantitative real-time PCR. Viral
DNA levels were detected using primers against the HCMV IE1 gene (forward primer,
5′-ATGTACGGGGGCATCTCTCT-3′ and reverse primer, 5′-GGCTTGGTTATCAGA
GGCCG-3′) or the MCMV IE1 gene (forward primer, 5′-GTGGGCATGAAGTG
TGGGTA-3′ and reverse primer, 5′-CGCATCGAAAGACAACGCAA-3′).

2.8. qRT-PCR

Total RNA was extracted using TRIzol reagent (Invitrogen) at 24 h after
HCMV infection (MOI = 0.5). cDNA was prepared using ReverTra Acer qRCR
RT Master Mix with gDNA Remover (TOYOBO, Osaka, Japan). Each sample was
measured in triplicate. The expression level of the IE1 gene transcript (forward
primer, 5′-GTTGGCCGAAGAATCCCTCA-3′ and reverse primer, 5′-CACCATG
TCCACTCGAACCT-3′) was normalized to GAPDH mRNA (forward primer, 5′-CA
TGAGAAGTATGACAACAGCCT-3′ and reverse primer, 5′-AGTCCTTCCAC
GATACCAAAGT-3′). Compared to the untreated cells, the relative expression levels
in treated cells were calculated as fold changes.
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2.9. Western Blot Analysis

Cells pellets were lysed in lysis buffer (Promega) with a cocktail of protein
inhibitors (Roche, Mannheim, Germany) and then centrifuged at 13,000× g and
4 ◦C for 10 min. In brief, 30 µg whole cell extract was heated for 5 min at 98 ◦C
with Laemmli buffer, and then, samples were separated by 12% sodium dodecyl
sulfate polymerase gel electrophoresis (SDS-PAGE) and transferred to polyvinylidene
difluoride (PVDF) membranes (Millipore, Billerica, MA, USA). After blocking in
5% (w/v) skim milk (Applygen, Beijing, China) or 5% (w/v) bovine serum albumin
(BSA) (MP, Auckland, New Zealand), the blots were probed with primary antibodies
overnight at 4 ◦C. Protein bands were detected using Western blotting luminol
reagent (Santa Cruz Biotechnology). The membranes were incubated with Western
Blot stripping buffer (CWBio) to re-probe for other proteins in the same membrane.

2.10. Animal Studies

BALB/c mice (male, 6–8 weeks old, 20–25 g body weight) were purchased
from Vital River (Beijing, China). The animal study was performed according to the
protocols approved by the Ethics Committee at the Beijing Institute of Transfusion
Medicine and in accordance with Institutional Animal Care and Use Committee
(IACUC) guidelines.

Mice were treated intragastrically with 400 µL of 40 mM NAC in water every
day, from 3 days before intraperitoneal inoculation with MCMV (Smith strain,
5 × 103 p.f.u). At the proper time (day 7, 14, 21 and 28 post infection), DNA was
extracted from 100 µL whole blood and used to determine the viral DNA load. To
detect infectious virions in mice organs, the salivary glands (50 mg) and the lung
(50 mg) were collected and homogenized on day 14 and 28, and viral titer was
calculated with TCID50 assays in MEF monolayers.

2.11. Statistical Analysis

All values are expressed as the means± standard deviations. Statistical analyses
were performed using SPSS statistical software V.17 (SPSS Inc., Chicago, IL, USA).
Significant differences were evaluated by the two-tailed Student’s t-test when two
groups were compared, one-way analysis of variance (ANOVA) followed by the
Dunnett’s test when multiple groups were tested against a control group and the
Bonferroni post hoc test when performing multiple comparisons between groups. A
p-value lower than 0.05 was considered to indicate a statistically significant difference.
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3. Results

3.1. ROS Enhance HCMV Replication through Paracrine and Autocrine Mechanisms

After treatment with exogenous hydrogen peroxide for 24 h, HFF cells
dose-dependently formed an increasing amount of ROS (Figure 1A,B) and H2O2

content (Figure 1C).
To investigate the role of H2O2 in HCMV lytic replication, we observed whether

exogenous H2O2 is sufficient to enhance HCMV replication at both the mRNA and
protein level. HCMV MIE promoter activities were induced by H2O2 (Figure 2A),
and H2O2 increased the expression of the IE gene in a dose-dependent manner
(Figure 2B). Furthermore, H2O2 increased the levels of viral proteins, including pp72
and pp65 (Figure 2C,D), as well as the production of HCMV DNA in the culture
supernatant (Figure 2E) and infectious virions (Figure 2F).

Next, we verified whether an increase in intracellular H2O2 is sufficient to
induce HCMV replication. Treatment of HFF cells with ATA, an inhibitor of the
H2O2-scavenging enzyme catalase, reduced the activity of cellular catalase (Figure 3A
left panel) and increased the intracellular H2O2 level (Figure 3A right panel). ATA
increased the MIE promoter activities, the IE1 gene transcripts, the expression of
HCMV pp72 and pp65, and production of infectious virions (Figure 3B–F).

To confirm that the effect of ATA on HCMV replication was the result of an
increase in the intracellular level of H2O2, we transiently expressed a catalase-specific
siRNA in HFF cells. Compared to cells expressing a control siRNA, those transfected
with a catalase-specific specific siRNA showed greatly lower catalase protein
expression. Similar to ATA treatment, knockdown of catalase enhanced HCMV
lytic pp72 and pp65 protein levels (Figure 3G).

3.2. H2O2 Scavengers Inhibit H2O2-Upregulated HCMV Lytic Replication

To detect whether H2O2 is required for HCMV lytic replication, we used a H2O2

scavenger to decrease the intracellular H2O2 level. Treatment with NAC, a common
H2O2 scavenger, decreased the cellular H2O2 level, as indicated by a reduction in the
median fluorescent level, in H2-DCFH-treated HFF cells (Figure 4A). As expected,
NAC inhibited the upregulation of MIE promoter activities (Figure 4B) and IE1
transcription (Figure 4C) by supplementation with ATA and H2O2. The effects of
H2O2 on upregulation of HCMV MIE promoter activity and viral gene expression
were also inhibited by another two scavengers, catalase and reduced glutathione
(Figure 4D). Furthermore, NAC impaired the H2O2-upregulated HCMV lytic protein
and infectious virions (Figure 4E–H). These results indicate that H2O2 scavengers,
such as NAC and catalase, can suppress the stimulation of HCMV lytic replication
by H2O2.
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3.3. H2O2 Scavenger NAC Inhibits MCMV Lytic Replication in Vivo

Because of the strict species specificity of CMV, it is difficult to establish an
animal model of HCMV infection. MCMV, which is similar to HCMV biological
characteristics [28,29], has been regularly used to mimic HCMV infection in vitro
and in vivo. We sought to inhibit MCMV lytic replication in mice using H2O2

scavenger NAC. We found that oxidative stress production was induced during
primary infection of MEF cells with MCMV (Figure 5A,B). Conversely, supplement
with NAC strongly inhibited MCMV infection of MEF (Figure 5C).
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Figure 1. Oxidative stress was induced in human fibroblast cells by treatment
with H2O2. After supplementation with 0, 100, 200 µM H2O2 for 24 h, increasing
reactive oxygen species (ROS) production in human foreskin fibroblast (HFF) cells
was determined by staining (A) or by measuring (B) the fluorescence produced
after a 30 min incubation at 37 ◦C with 10 µM 2′,7′-dichlorodihydrofluorescein
diacetate (H2DCFH-DA) (for total ROS). (C) Treatment of HFF cells with 0, 100, 200
µM H2O2 increased the intracellular H2O2 concentration. The data are expressed
as the means ± SD. * p < 0.05 or *** p < 0.001 for treated cells versus untreated cells
by Dunnett’s test.

To examine CMV lytic replication and verify the inhibitory effect of antioxidant
NAC in vivo, we treated BALB/c mice intragastrically with 400 µL of 40 mM
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NAC. The viral DNA load in whole blood was measured on day 7, 14, 21, and
28 post-infection. We found that mice fed NAC had a lower viral load than those
fed drinking water alone (Figure 5D). To determine the production of infectious
virions in mice organs, we used cell-free supernatants from ultrasonic homogenates
of the salivary glands and the lung to infect MEF. We observed a high viral titer in
cells infected with supernatants from the control group, while those infected with
supernatants from NAC-treated mice had lower ones on days 14 and 28, respectively
(Figure 5E). Collectively, the results of these in vivo experiments indicate that the
antioxidant NAC effectively decreased MCMV replication in these mice.

3.4. H2O2 Upregulates HCMV Replication by Activating the p38 MAPK Pathway

As previously presented (Figure 2), H2O2 stimulates the upregulation of
HCMV replication, but the mechanism is unclear. Here, the results revealed that
p38-MAPK was rapidly and strongly activated by H2O2 treatment, following a
time- and dose-dependent pattern (Figure 6A,B). In particular, p38-MAPK activation
displayed a rapid onset within 1 h of treatment, followed by a progressive increase,
returning to basal levels within 48 h, while a second peak was observed at 72 h after
treatment (Figure 6A). Increasing H2O2 concentration led to an increase of p38-MAPK
phosphorylation (Figure 6B) and the minimal concentration of H2O2 was 25 µM.
Next, treatment with 10 µM SB203580 reduced both H2O2- and ATA-activated p38
phosphorylation (Figure 6C). Since supplementation with NAC inhibited H2O2- and
ATA-induced HCMV replication (Figure 5), we suppose that NAC could inhibit
H2O2-induced p38-MAPK activation. As expected, pretreatment with NAC (5 mM)
also strongly decreased ATA- and H2O2-induced activation of p38-MAPK (Figure 6D).
This effect was consistent with a decline of H2O2-induced oxidative stress in
cells (Figure 6E,F), while SB203580 inhibited the H2O2-induced activation of p38
without affecting the redox status. At the same time, the upregulation of IE1 gene
transcription, the expression of viral pp72 and pp65 proteins and the production of
infectious virions were inhibited by treatment with SB203580 (Figure 6G–I). These
results indicated that H2O2 upregulation of HCMV replication was mediated by the
p38 MAPK pathway and that the inhibitory effect of NAC on H2O2-induced HCMV
replication was also involved in this pathway.
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Figure 2. Exogenous H2O2 induces HCMV replication in HFF cells. Luciferase
activities were measured for 293 cells transfected with promoter reporter plasmids
for 24 h and treated with H2O2 (0, 50, 100, 200 µM) for 12 h (A). Cells were
infected with UV-HCMV (UV) or HCMV at a multiplicity of infection (MOI) of
0.5. Incubation with exogenous H2O2 (0, 50, 100, or 200 µM) for 24 h induced
the expression of immediately early (IE1) transcript in HCMV infected cells (B).
Proteins were collected from infected cells for treatment with 0, 25, 50, 100, 200 µM
H2O2 for 72 h. Viral proteins pp72 (C) and pp65 (D) were detected by Western
blotting using β-actin for calibration of sample loading. Viral DNA load and viral
titer and were measured after a 72 h treatment with 0, 50, 100, or 200 µM H2O2

by real-time quantitative PCR (E) and TCID50 assay (F). * p < 0.05; ** p < 0.01 or
*** p < 0.001 for treated versus untreated cells.
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Figure 3. ATA-induced intracellular H2O2, enhancing viral replication in HFF  
cells. Treatment of HFF cells with the catalase inhibitor 3-amino-1,2,4-triazole (ATA)  
(0, 1, 2, 4 mM) for 24 h reduced catalase activity and increased intracellular H2O2 level in 
a dose-dependent manner (A). Cells were cultured with ATA for 24 h. ATA-induced 
intracellular H2O2 increased MIE promoter activity (B) and HCMV IE1 transcription (C). 
Cells were infected with UV-HCMV (UV) or HCMV at an MOI of 0.5. An increase in 
pp72 (D) and pp65 (E) protein levels were detected by Western blotting under 0, 1, 2, 4 
mM ATA treatments for 72 h, and β-actin was used to calibrate sample loading.  
(F) Relative virus titers were measured using TCID50 assay within five days. (G) Catalase, 
HCMV lytic protein pp72, pp65 and β-actin levels were determined by Western blotting 
after treatment with siRNA for five days. * p < 0.05; ** p < 0.01 or *** p < 0.001 for  
ATA-treated versus untreated cells. 

  

Figure 3. ATA-induced intracellular H2O2, enhancing viral replication in HFF
cells. Treatment of HFF cells with the catalase inhibitor 3-amino-1,2,4-triazole (ATA)
(0, 1, 2, 4 mM) for 24 h reduced catalase activity and increased intracellular H2O2

level in a dose-dependent manner (A). Cells were cultured with ATA for 24 h.
ATA-induced intracellular H2O2 increased MIE promoter activity (B) and HCMV
IE1 transcription (C). Cells were infected with UV-HCMV (UV) or HCMV at an
MOI of 0.5. An increase in pp72 (D) and pp65 (E) protein levels were detected by
Western blotting under 0, 1, 2, 4 mM ATA treatments for 72 h, and β-actin was used
to calibrate sample loading. (F) Relative virus titers were measured using TCID50

assay within five days. (G) Catalase, HCMV lytic protein pp72, pp65 and β-actin
levels were determined by Western blotting after treatment with siRNA for five
days. * p < 0.05; ** p < 0.01 or *** p < 0.001 for ATA-treated versus untreated cells.
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3.2. H2O2 Scavengers Inhibit H2O2-Upregulated HCMV Lytic Replication 

To detect whether H2O2 is required for HCMV lytic replication, we used a H2O2 scavenger to 
decrease the intracellular H2O2 level. Treatment with NAC, a common H2O2 scavenger, decreased the 
cellular H2O2 level, as indicated by a reduction in the median fluorescent level, in H2-DCFH-treated 
HFF cells (Figure 4A). As expected, NAC inhibited the upregulation of MIE promoter activities 
(Figure 4B) and IE1 transcription (Figure 4C) by supplementation with ATA and H2O2. The effects of 
H2O2 on upregulation of HCMV MIE promoter activity and viral gene expression were also inhibited by  
another two scavengers, catalase and reduced glutathione (Figure 4D). Furthermore, NAC impaired the  
H2O2-upregulated HCMV lytic protein and infectious virions (Figure 4E–H). These results indicate 
that H2O2 scavengers, such as NAC and catalase, can suppress the stimulation of HCMV lytic 
replication by H2O2. 
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Treatment with the H2O2 scavenger N-acetylcysteine (NAC) (5 mM) was shown to 
decrease ROS production in HFF cells by measurement of fluorescence (A). Cells were 
treated with 200 μM H2O2 without any scavengers, or with the scavenger NAC at 5 mM, 
catalase at 800 U/mL or reduced glutathione at 5 mM for 24 h and then HCMV infection 
(MOI = 0.5). H2O2 scavengers reduced H2O2 (200 μM) and ATA (4 mM)-induction of 
MIE promoter activity and IE transcription in HFF cells (B,C). Treated with 200 μM H2O2 
upregulated HCMV lytic replication, but inhibited by treatment with 5 mM NAC. pp72 and 
pp65 viral proteins in UV-HCMV (UV) or HCMV infected HFF cells treated with NAC (5 
mM) for 72 h were determined by Western blotting with β-actin to calibrate sample 
loading (E,F). Treatment with 5 mM NAC downregulated viral DNA load (G) in culture 
supernatants and viral titer (H) in the presence or absence of 200 μM H2O2. * p < 0.05;  
** p < 0.01 or *** p < 0.001 for treated versus untreated cells. ^ p < 0.05; ^^ p < 0.01 or 
^^^ p < 0.001 for H2O2 scavenger-treated cells versus H2O2- or ATA-treated cells. 

3.3. H2O2 Scavenger NAC Inhibits MCMV Lytic Replication in Vivo 

Because of the strict species specificity of CMV, it is difficult to establish an animal model of 
HCMV infection. MCMV, which is similar to HCMV biological characteristics [28,29], has been 
regularly used to mimic HCMV infection in vitro and in vivo. We sought to inhibit MCMV lytic 
replication in mice using H2O2 scavenger NAC. We found that oxidative stress production was induced 
during primary infection of MEF cells with MCMV (Figure 5A,B). Conversely, supplement with NAC 
strongly inhibited MCMV infection of MEF (Figure 5C). 

To examine CMV lytic replication and verify the inhibitory effect of antioxidant NAC in vivo,  
we treated BALB/c mice intragastrically with 400 μL of 40 mM NAC. The viral DNA load in whole 
blood was measured on day 7, 14, 21, and 28 post-infection. We found that mice fed NAC had a lower 
viral load than those fed drinking water alone (Figure 5D). To determine the production of infectious 
virions in mice organs, we used cell-free supernatants from ultrasonic homogenates of the salivary 
glands and the lung to infect MEF. We observed a high viral titer in cells infected with supernatants 
from the control group, while those infected with supernatants from NAC-treated mice had lower ones 
on days 14 and 28, respectively (Figure 5E). Collectively, the results of these in vivo experiments 
indicate that the antioxidant NAC effectively decreased MCMV replication in these mice. 
  

Figure 4. H2O2 scavengers inhibit H2O2-induced HCMV lytic replication in vitro.
Treatment with the H2O2 scavenger N-acetylcysteine (NAC) (5 mM) was shown to
decrease ROS production in HFF cells by measurement of fluorescence (A). Cells
were treated with 200 µM H2O2 without any scavengers, or with the scavenger
NAC at 5 mM, catalase at 800 U/mL or reduced glutathione at 5 mM for 24 h and
then HCMV infection (MOI = 0.5). H2O2 scavengers reduced H2O2 (200 µM) and
ATA (4 mM)-induction of MIE promoter activity and IE transcription in HFF cells
(B,C). Treated with 200 µM H2O2 upregulated HCMV lytic replication, but inhibited
by treatment with 5 mM NAC. pp72 and pp65 viral proteins in UV-HCMV (UV)
or HCMV infected HFF cells treated with NAC (5 mM) for 72 h were determined
by Western blotting with β-actin to calibrate sample loading (E,F). Treatment with
5 mM NAC downregulated viral DNA load (G) in culture supernatants and viral
titer (H) in the presence or absence of 200 µM H2O2. * p < 0.05; ** p < 0.01 or
*** p < 0.001 for treated versus untreated cells. ˆ p < 0.05; ˆˆ p < 0.01 or ˆˆˆ p < 0.001
for H2O2 scavenger-treated cells versus H2O2- or ATA-treated cells.
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3.4. H2O2 Upregulates HCMV Replication by Activating the p38 MAPK Pathway 

As previously presented (Figure 2), H2O2 stimulates the upregulation of HCMV replication, but the 
mechanism is unclear. Here, the results revealed that p38-MAPK was rapidly and strongly activated by 
H2O2 treatment, following a time- and dose-dependent pattern (Figure 6A,B). In particular,  
p38-MAPK activation displayed a rapid onset within 1 h of treatment, followed by a progressive 
increase, returning to basal levels within 48 h, while a second peak was observed at 72 h after 
treatment (Figure 6A). Increasing H2O2 concentration led to an increase of p38-MAPK 
phosphorylation (Figure 6B) and the minimal concentration of H2O2 was 25 μM. Next, treatment with 
10 μM SB203580 reduced both H2O2- and ATA-activated p38 phosphorylation (Figure 6C). Since 
supplementation with NAC inhibited H2O2- and ATA-induced HCMV replication (Figure 5), we 
suppose that NAC could inhibit H2O2-induced p38-MAPK activation. As expected, pretreatment with 
NAC (5 mM) also strongly decreased ATA- and H2O2-induced activation of p38-MAPK (Figure 6D). 
This effect was consistent with a decline of H2O2-induced oxidative stress in cells (Figure 6E,F),  
while SB203580 inhibited the H2O2-induced activation of p38 without affecting the redox status.  
At the same time, the upregulation of IE1 gene transcription, the expression of viral pp72 and pp65 
proteins and the production of infectious virions were inhibited by treatment with SB203580  
(Figure 6G–I). These results indicated that H2O2 upregulation of HCMV replication was mediated by 
the p38 MAPK pathway and that the inhibitory effect of NAC on H2O2-induced HCMV replication was 
also involved in this pathway. 
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Figure 5. The H2O2 scavenger NAC inhibits MCMV lytic replication in vivo. ROS 
production upon primary infection of MEF cells with MCMV. Confluent MEF cells in  
24-well plates were serum starved for 2 h, incubated with DMEM containing 10 μM  
H2-DCFDA for 30 min at 37 °C, and infected with either UV-inactivated MCMV or 
MCMV (MOI = 0.5). H2-DCFDA fluorescence were stained between infected and 
uninfected cells at indicated times (A). Fold induction of ROS production in infected cells 
relative to UV-HCMV (UV) infected cells (B). The culture supernatant collected at 72 h 
post infection with MCMV at an MOI of 0.5 detected the viral DNA (C). Mice were 
treated intragastrically with 400 μL of 40 mM NAC in water every day, from three days 
before intraperitoneal inoculation with MCMV (Smith strain, 5 × 103 p.f.u). One hundred 
microliters of whole blood from each mouse were examined. Viral loads in blood samples 
of control (n = 14) and NAC-treated (n = 14) mice at indicated days post infection (D). 
Related infectious viral titer in the salivary glands and in the lung was detected at 14 and 
28 days post infection by TCID50 assay (E). * p < 0.05 or ** p < 0.01 for treated versus 
untreated cells and mice. 

 

Figure 5. The H2O2 scavenger NAC inhibits MCMV lytic replication in vivo.
ROS production upon primary infection of MEF cells with MCMV. Confluent
MEF cells in 24-well plates were serum starved for 2 h, incubated with DMEM
containing 10 µM H2-DCFDA for 30 min at 37 ◦C, and infected with either
UV-inactivated MCMV or MCMV (MOI = 0.5). H2-DCFDA fluorescence were
stained between infected and uninfected cells at indicated times (A). Fold induction
of ROS production in infected cells relative to UV-HCMV (UV) infected cells (B).
The culture supernatant collected at 72 h post infection with MCMV at an MOI of 0.5
detected the viral DNA (C). Mice were treated intragastrically with 400 µL of 40 mM
NAC in water every day, from three days before intraperitoneal inoculation with
MCMV (Smith strain, 5 × 103 p.f.u). One hundred microliters of whole blood from
each mouse were examined. Viral loads in blood samples of control (n = 14) and
NAC-treated (n = 14) mice at indicated days post infection (D). Related infectious
viral titer in the salivary glands and in the lung was detected at 14 and 28 days post
infection by TCID50 assay (E). * p < 0.05 or ** p < 0.01 for treated versus untreated
cells and mice.
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treated intragastrically with 400 μL of 40 mM NAC in water every day, from three days 
before intraperitoneal inoculation with MCMV (Smith strain, 5 × 103 p.f.u). One hundred 
microliters of whole blood from each mouse were examined. Viral loads in blood samples 
of control (n = 14) and NAC-treated (n = 14) mice at indicated days post infection (D). 
Related infectious viral titer in the salivary glands and in the lung was detected at 14 and 
28 days post infection by TCID50 assay (E). * p < 0.05 or ** p < 0.01 for treated versus 
untreated cells and mice. 
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Figure 6. H2O2 facilitates HCMV replication by activating the p38-MAPK pathway.  
HFF cells were left untreated or were treated with 200 μM H2O2 for the indicated times (A) 
or with various H2O2 concentrations for 6 h (B). The kinases were detected by Western 
blotting, using specific primary antibodies against phospho-p38 and p38 and β-actin to 
calibrate sample loading. HFF cells were treated with SB203580 (10 μM) or NAC (5 mM) 
1 h prior to H2O2 (200 μM) and ATA (5 mM) stimulation. Cells were harvested at 6 h post 
H2O2 and ATA treatment (C,D). Cells were determined by staining (E) or by measuring 
(F) the fluorescence produced after a 30 min incubation at 37 °C  with 10 μM H2DCFH-
DA. Cells were infected with UV-HCMV (UV) or HCMV at an MOI of 0.5. Real-time 
PCR analysis of IE1 mRNA levels in cells allowed comparisons to untreated cells. Total 
mRNA was extracted from HFF at 24 h post infection. At 72 h, pp72 and pp65 protein 
were detected by Western blotting (H). Viral titer was detected in the presence or absence 
of H2O2 under a treatment with 10 μM SB203580 (I). ** p < 0.01 or *** p <0.001 for 
treated versus untreated cells. ^ p < 0.05; ^^ p < 0.01 or ^^^ p < 0.001 for p38 inhibitor 
SB203580-treated cells versus H2O2 or ATA-treated cells. 

4. Discussion 

In this study, we investigated the role of H2O2 in the regulation of viral lytic replication in HFF.  
We demonstrate that hydrogen peroxide upregulates HCMV lytic replication through extracellular and 
intracellular mechanisms in fibroblasts. In addition, pretreatment with antioxidants inhibits HCMV 
replication in vitro and in vivo. Mechanistically, the p38-MAPK pathway contributes to the stimulation 
of HCMV replication by H2O2. 

Since AIDS, organ transplantation, and atherosclerosis are characterized by oxidative stress, and 
HCMV infection is of high morbidity and mortality among these patients, oxidative stress might be a 
crucial physiological factor that upregulates HCMV lytic replication in these cases. Regularly,  

Figure 6. H2O2 facilitates HCMV replication by activating the p38-MAPK pathway.
HFF cells were left untreated or were treated with 200 µM H2O2 for the indicated
times (A) or with various H2O2 concentrations for 6 h (B). The kinases were detected
by Western blotting, using specific primary antibodies against phospho-p38 and
p38 and β-actin to calibrate sample loading. HFF cells were treated with SB203580
(10 µM) or NAC (5 mM) 1 h prior to H2O2 (200 µM) and ATA (5 mM) stimulation.
Cells were harvested at 6 h post H2O2 and ATA treatment (C,D). Cells were
determined by staining (E) or by measuring (F) the fluorescence produced after
a 30 min incubation at 37 ◦C with 10 µM H2DCFH-DA. Cells were infected with
UV-HCMV (UV) or HCMV at an MOI of 0.5. Real-time PCR analysis of IE1 mRNA
levels in cells allowed comparisons to untreated cells. Total mRNA was extracted
from HFF at 24 h post infection. At 72 h, pp72 and pp65 protein were detected
by Western blotting (H). Viral titer was detected in the presence or absence of
H2O2 under a treatment with 10 µM SB203580 (I). ** p < 0.01 or *** p <0.001 for
treated versus untreated cells. ˆ p < 0.05; ˆˆ p < 0.01 or ˆˆˆ p < 0.001 for p38 inhibitor
SB203580-treated cells versus H2O2 or ATA-treated cells.
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4. Discussion

In this study, we investigated the role of H2O2 in the regulation of viral lytic
replication in HFF. We demonstrate that hydrogen peroxide upregulates HCMV
lytic replication through extracellular and intracellular mechanisms in fibroblasts.
In addition, pretreatment with antioxidants inhibits HCMV replication in vitro and
in vivo. Mechanistically, the p38-MAPK pathway contributes to the stimulation of
HCMV replication by H2O2.

Since AIDS, organ transplantation, and atherosclerosis are characterized by
oxidative stress, and HCMV infection is of high morbidity and mortality among
these patients, oxidative stress might be a crucial physiological factor that upregulates
HCMV lytic replication in these cases. Regularly, the reactive oxygen species H2O2

is often used to induce intracellular oxidative stress in vitro [30] and our results
demonstrated that treatment with exogenous H2O2 for 24 h impairs cellular redox
homeostasis and acted as an active ROS in cells (Figure 1). ATA, a small molecule
irreversible inhibitor of the H2O2-scavenging enzyme catalase, was utilized to induce
intracellular H2O2 in cells (Figure 3A) and thereby performed the same role as
exogenous H2O2 (Figure 3B–F).

HCMV lytic replication is initiated by IE1 transcription, which is activated by
MIE promoter/enhancer activity. Studies have shown that ROS can enhance IE
transcription products in human endothelial cells and smooth muscle cells [31,32],
but this has rarely been declared in fibroblasts. Interestingly, it has been shown that
oxidative stress can lead to the reactivation and replication of KSHV, another member
of the herpesvirus family, in PEL cells and endothelial cells [33,34]. The luciferase
reporter assay showed that treatment with H2O2 enhances the activity of HCMV MIE
promoter in a dose-dependent manner. Consistent with this result, we detected an
increasing expression of viral IE1 gene and production of virions under the treatment
of both H2O2- and ATA-induced oxidative stress. These results indicated that viral
gene transcription and viral replication in the permissible cells, HFF, was initiated by
H2O2-upregulated HCMV major immediately promoter activity.

Cellular antioxidants, such as superoxide dismutase (SOD) and catalase (CAT),
protect cells from oxidative stress. SOD catalyzes the transition of superoxide into
H2O2, which can be further converted into H2O and O2 by catalase. Antioxidants
used to inhibit oxidative stress have been shown to block the replication of RNA
viruses, including influenza virus, EV71, and HIV-1 [35,36]. However, it remains
unclear whether H2O2 scavengers can inhibit H2O2-induced HCMV replication. In
this study, NAC treatment resulted in inhibition of H2O2-induced oxidative stress
and H2O2-upregulated HCMV replication. Similar to NAC, catalase and reduced
glutathione also inhibited H2O2 induced MIE promoter transcription and IE gene
expression. In addition, we illustrated that ROS were required for upregulation of
HCMV replication induced by CAT inhibition and depletion. These results support
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the hypothesis that the reactive oxygen species hydrogen peroxide is a key factor
in the enhancement of HCMV gene expression and replication and that this effect
could be inhibited by treatment with H2O2 scavengers in vitro. Therefore, our
results exhibited a critical role for H2O2 and cellular antioxidants in regulating
HCMV replication.

Accumulating evidence has suggested an essential role for oxidative stress
during viral infection [37–41]. Oxidative stress can be considered a protective means
of the cell, which can contribute to apoptosis [42], and thus prevent the virus
from replicating and infecting other cells. Interestingly, CMV appears to utilize
virus-specific mechanisms to protect the cell from the effects of ROS and maintain
a redox homeostasis [43]. However, the results showed that the levels of ROS
increased remarkably upon MCMV infection, with the increase first appearing at
approximately 2 h after infection (Figure 5A) and sustained until 72 h post-infection.
(Figure 5B). Thus, it seems antioxidant therapy could be a potential treatment method
for primary MCMV infection. In support of the results of previous studies we
conducted, NAC was shown to prevent MCMV replication and production in vitro
(Figure 5C). Significantly, NAC strongly reduced MCMV DNA load in whole blood
and the production of infectious virions in the salivary gland and the lung.

It is widely accepted that the HCMV major immediate early promoter contains
several types of transcription factor binding sites [44], such as NF-κB, that can be
induced by H2O2 [45]. Furthermore, previous studies have shown that H2O2 can
induce NF-κB transcription through multiple signaling pathways [23,46], including
the JNK and p38 MAPK pathways. Furthermore, studies have shown that p38
MAPK, which is mediated by MSK1, is involved in NF-κB transactivation by H2O2

stimulus [23,24], but very little is known regarding the possible linkage between
this pathway under H2O2-upregulated HCMV replication in fibroblast cells. Here,
consistent with the results of previous studies, we showed that p38 was rapidly
and strongly activated by H2O2 treatment. Additionally, co-culturing fibroblasts
with HCMV and the p38 specific inhibitor SB203580 decreased the phosphorylation
of p38 and HCMV transcription and production. Similar to SB203580, NAC also
hampered the activation of p38 by H2O2 and inhibited the viral replication. However,
NAC inhibited the H2O2-induced phosphorylation of p38 through inhibition of
H2O2-induced oxidative stress, while SB203580 directly inhibited the p38 activation
without affecting the production of ROS. Thus, we first demonstrated that H2O2

induced HCMV replication through the ROS/P38 MAPK signaling pathway.
Conclusively, our findings suggest that further studies of the antiviral and

immune-modulatory effects of antioxidants are warranted. Furthermore, targeting
of hydrogen peroxide and H2O2-mediated signaling is a potential therapeutic or
preventive approach in HCMV infection.
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Both ERK1 and ERK2 Are Required for
Enterovirus 71 (EV71) Efficient Replication
Meng Zhu, Hao Duan, Meng Gao, Hao Zhang and Yihong Peng

Abstract: It has been demonstrated that MEK1, one of the two MEK isoforms in
Raf-MEK-ERK1/2 pathway, is essential for successful EV71 propagation. However,
the distinct function of ERK1 and ERK2 isoforms, the downstream kinases of
MEKs, remains unclear in EV71 replication. In this study, specific ERK siRNAs and
selective inhibitor U0126 were applied. Silencing specific ERK did not significantly
impact on the EV71-caused biphasic activation of the other ERK isoform, suggesting
the EV71-induced activations of ERK1 and ERK2 were non-discriminative and
independent to one another. Knockdown of either ERK1 or ERK2 markedly
impaired progeny EV71 propagation (both by more than 90%), progeny viral RNA
amplification (either by about 30% to 40%) and protein synthesis (both by around
70%), indicating both ERK1 and ERK2 were critical and not interchangeable to EV71
propagation. Moreover, suppression of EV71 replication by inhibiting both early and
late phases of ERK1/2 activation showed no significant difference from that of only
blocking the late phase, supporting the late phase activation was more importantly
responsible for EV71 life cycle. Taken together, this study for the first time identified
both ERK1 and ERK2 were required for EV71 efficient replication and further verified
the important role of MEK1-ERK1/2 in EV71 replication.

Reprinted from Viruses. Cite as: Zhu, M.; Duan, H.; Gao, M.; Zhang, H.; Peng, Y.
Both ERK1 and ERK2 Are Required for Enterovirus 71 (EV71) Efficient Replication.
Viruses 2015, 7, 1344–1356.

1. Introduction

Enterovirus 71 (EV71) is a non-enveloped, positive single-stranded RNA
virus belonging to the enterovirus A species of the genus Enterovirus, family
Picornaviridae [1]. The EV71 genome, about 7.5 kb in length, consists of a single
open reading frame encoding seven nonstructural proteins (2A, 2B, 2C, 3A, 3B, 3C,
and 3D) and four structural proteins (VP1, VP2, VP3, and VP4) [2]. As one of the
major causative agents leading to large outbreaks of hand, foot and mouth disease
(HFMD) worldwide, especially in the Asia-Pacific area recently, EV71 has become the
most dangerous neurotropic enterovirus after the control of poliovirus [3,4]. There is
currently no effective vaccine or specific therapy that has been applied to prevent or
treat EV71-caused severe HFMD, due to insufficient understanding of the molecular
mechanisms of EV71 replication and host response to EV71 infection.
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It is universally acknowledged that successful viral replication is reliant on
many functioning components of cellular metabolism and a prerequisite for all the
following pathogenic consequences in host cells. Accumulated data show that virus
takes advantage of various signaling cascades for its life cycle, among which studies
done by us and others have demonstrated that the extracellular signal regulated
kinase (ERK) pathway is essential for EV71 and other viruses replication, inhibition
of this signaling pathway has been found to severely impair EV71 and other variety
of viruses production [5–11].

Cellular ERK signaling pathway, one of the three major mitogen-activated
protein kinase (MAPK) cascades, which consists of three tiered serine/threonine
kinases of Raf, MEK and ERK, plays an important role in regulating cell physiological
functions [12–14] as well as many pathologic processes, including brain injury, cancer,
diabetes, infectious diseases and inflammation etc. [15–18]. The two isoforms of
ERKs, ERK1 and ERK2 (also referring to ERK1/2), are considered to be the only
downstream substrates of MEK (including MEK1 and MEK2, also referring to
MEK1/2) to date [19]. Therefore, ERK1 and ERK2, undertaking the upstream signals
from MEK1/2 and in turn activating variety of their downstream substrates, are key
players in ERK pathway. They share 85% similarity at the amino acid level [20] and
yet it is still controversial whether the individual ERK isoform plays a distinctive
role(s). Some studies suggest that ERK1 and ERK2 are interchangeable [21–23].
However, considerable evidences indicate that they might act differentially [24–27].
Thus, it is still an open question, which needs to be further explored as to whether
roles are unique or preferred to one or the other ERK isoform in the physiological
and/or pathological processes.

Our previous work have proved that MEK1 and MEK2 play differential roles,
and MEK1, rather than MEK2, is critical to promote EV71 efficient replication [6],
highlighting that MEK1 and MEK2 could exert distinct effects on the replication of
EV71. However, as the downstream kinases of MEK1, the specific contributions of
ERK1 and ERK2 to EV71 replication have not been addressed yet. The objective of
the present study is to determine the role(s) of individual ERK isoform on the life
cycle of EV71. In addition, here we showed that either ERK1 or ERK2 were both
required and not functionally redundant for EV71 efficient replication.

2. Materials and Methods

2.1. Cells Culture and Virus Preparation

Rhabdomyosarcoma (RD) cell line was obtained from The National Institute
for the Control of Pharmaceutical and Biological Products. Cells were cultured in
Dulbecco’s modified Eagle’s medium (DMEM, GIBCO) supplemented with 10% fetal
bovine serum (FBS, Gibco) at 37 ˝C in an atmosphere of 5% CO2.
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The titer of Enterovirus 71 (EV71-BC08 stain) was determined by titration in RD
cells and stored at ´80 ˝C until use [28].

2.2. Inhibitor against ERK Pathway and Antibodies

U0126 (Pierce, Thermo Scientific, Waltham, MA, USA), the inhibitor of
ERK pathway, was dissolved in DMSO at the stocking concentration of 2 mM.
Antibodies were purchased from Cell Signaling Technology (Danvers, MA, USA)
(CST, anti-ERK1/2, anti-phospho-ERK1/2), Abcam (anti-EV71 VP1 and anti-VP3/4),
Santa Cruz (anti-β-actin).

2.3. siRNAs and Transfection

siRNAs targeting human ERK1 (siERK1) and ERK2 (siERK2) were synthesized
from Genepharma Co., Ltd. (Shanghai, China). The sequences, coming from
Christopher A. Dimitri’s paper [29], are showing as follows:

ERK1 siRNA (siERK1): 5'-CCCUGACCCGUCUAAUAUAdTdT-3' (sense),
5'-UAUAUUAGACGGGUCAGGGdAdG-3' (antisense);
ERK2 siRNA (siERK2): 5'-CAUGGUAGUCACUAACAUAdTdT-3'(sense),
5'-UAUGUUAGUGACUACCAUGdAdT-3' (antisense).
In addition, the negative control siRNAs (siNC) were purchased from

Genepharma Co., Ltd. siERK1 and siERK2 (siERK1+2) were used together to knock
down both ERK1 and ERK2.

Lipofectamine 2000 (Invitrogen) was used according to the manufacturer’s
instructions for siRNA transfection. RD cells were grown to 60% confluency in 6 or
12 well plates before transfection. RD cells were then transfected with siRNAs at the
indicated concentrations.

2.4. Morphological Analysis

RD cells infected with EV71 were examined at every 8 h intervals post infection
(p.i.) for the cytopathic effect (CPE) with phase-contrast microscopy.

2.5. Real Time Quantitative PCR (qPCR)

Total and intracellular viral RNAs were prepared for relative qPCR by Trizol
reagent (Invitrogen). Then, according to the manufacturer’s instructions of the
ReverAid First strand cDNA synthesis kit (Thermo Scientific), 11 µL of viral RNAs
and 1.5 µg of total RNAs were reversed transcribed into cDNA. Then 1 µL of
cDNA was amplified with forward and reverse primers for EV71 VP1 gene and
GAPDH control using LightCycler DNA Master SYBR Green I kit (Roche Diagnostics
Corporation, Basel, Switzerland). The forward and reverse EV71 VP1 gene primers
were: 5'- GCA GCC CAA AAG AAC TTC AC-3' and 5'- ATT TCA GCA GCT
TGG AGT GC-3', respectively. The forward and reverse GAPDH primers were:
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5'-TGTTCCAATATGATTCCACCC-3' and 5'- CTTCTCCATGGTGCGTGAAGA-3',
respectively. The reactions were performed with the Roche Light Cycler 480 system
under the following conditions: Initial denaturation step at 95 ˝C for 10 min, followed
by 40 cycles of 30 sat 94 ˝C, at 55 ˝C for 30 s and at 72 ˝C for 30 s. The CT value was
normalized to that of GAPDH. All samples were run in triplicate.

Intracellular EV71 virions for absolute qPCR were prepared as described in
Dr. Mingliang He’s paper [30]. A quantitative standard curve was achieved as
described in our previous paper [6]. Quantified results were extrapolated from the
standard curve with all samples being run in triplicate.

2.6. Western Blot Analysis

Western blots were performed as described in our previous study [9]. Cells
were harvested at indicated time points and lysed for 1 h in lysis buffer (Santa
Cruz) containing complete protease inhibitors (Roche Applied Science). Total protein
concentration was determined by the Bicinchoninic Acid Protein Assay Kit (Pierce,
Thermo Scientific) after obtaining cell extracts by centrifugation at 13,000 rpm and
4 ˝C. Before transferred to PVDF membranes (Millipore), proteins were resolved on
the sodium dodecyl sulfatesulfate polyacrylamide gel electrophoresis (SDS-PAGE).
Then the membranes were blocked in 5% non-fat-dry-milk solution for 1 h at
room temperature and then blotted with specific primary antibodies over night
at 4 ˝C, following incubated with horseradish peroxidase antibodies for 1 h at
room temperature. The immunoreactive bands were developed with SuperSignal
West Femto Maximum Sensitivity Substrate (Pierce, Thermo Scientific) or enhanced
chemiluminescent substrate (ECL), followed by autoradiography.

2.7. Statistics

All the curves and diagrams were made by using the Graph Pad Prism 5
Program (GraphPad). Data were shown as the mean ˘ standard deviation (SD)
and analyzed by Student’s t-test. p < 0.05 was considered statistically significant.

3. Results

3.1. Specific Knockdown of ERK Isoform Did Not Affect the Activation of the Other Isoform
Induced by EV71

Biphasic activation of ERK1/2 caused by EV71 infection, including early
transient and late sustained phases, has been demonstrated in our previous study [6].
To further identify the activation status of specific ERK isoform (ERK1 or ERK2) in
viral infection, the phosph-ERK1 (pERK1) and phosph-ERK2 (pERK2) under EV71
infection were determined separately. As shown in Figures 1A and 1B, a biphasic
activation of ERK2 induced by EV71 was observed in RD cells pre-treated with ERK1
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siRNA (designated as siERK1) compared with that of respective uninfected groups
pre-transfected with negative control siRNA (designated as siNC).

No compensatory activation of ERK2 was found when specific knockdown of
ERK1. Similarly, the activation of ERK1 was not impacted when specifically silencing
of ERK2 with ERK2 siRNA (designated as siERK2) in RD cells infected with EV71
(Figure 1C, D). These data indicated that the activation of ERK1 and ERK2 did not
affect one another in the presence of EV71 infection in RD cells.

Notably, siERK1 and siERK2 were confirmed very efficient in knocking down
corresponding ERK protein in quiescent RD cells collected 36 h post transfection
and detected by Western blot analysis, which correlated with a strong decrease in
ERK phosphorylation (Figure 1E). Moreover, treatment of U0126, a specific inhibitor
of ERK activation, decreased more than 99% of ERK1/2 activation at 12 h after
addition. No significant cytotoxicity of siERK1, siERK2, siERK1+2 and U0126 to the
proliferation and survival of RD cells were observed in the current study (Figure S1).

3.2. Depletion of Individual ERK Isoform Resulted in a Similar Reduction of
EV71 Proliferation

It has been demonstrated that MEK1 and MEK2 play a different role in EV71
replication [6]. To further elucidate the roles of downstream kinases of MEKs, ERK1
and ERK2 in EV71 replication, the effects of distinct knockdown of ERK1 or ERK2, or
both on progeny viral titers were investigated. A clear reduction of progeny EV71
titers by about 90% were obtained in cells pre-treated with siERK1, siERK2 and
siERK1+2, respectively, when compared with that of siNC control (Figure 2A).

No obvious difference of progeny viral titers was observed either knocking
down of both ERK1 and ERK2, or each, whereas a stronger reduction of progeny
viral titers was found when treating cells with U0126. In addition, EV71-induced
cytopathic effect (CPE) was examined under phase-contrast microscopy. At 24 h
p.i., pre-treatment with siERK1, siERK2, siERK1+2 or U0126 remarkably suppressed
the morphological changes caused by EV71 infection (Figure 2B), as compared to
corresponding controls, which was consistent with the viral titers in corresponding
groups. Taken together, these results indicated ERK1 and ERK2 were required, but
not functionally redundant for EV71 proliferation.
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lysates were collected at the indicated time points post infection (p.i.). ERK1/2, pERK1/2 

and β-actin were detected by Western blot analysis, respectively; (B) The intensity of pERK1 

or pERK2 normalized to that of corresponding ERK was determined by densitometric 

scanning based on the results from panel A; (C) The experiment was performed as described 

in panel A except that RD cells were transfected with ERK2 siRNA (siERK2); (D) Based on 

the results from panel C, the intensity was determined as described in panel B; (E) Cell 

lysates were collected from RD cells treated with siERK1, siERK2 and both (siERK1+2) at 

36 h after transfection and cells treated with U0126 at 12 h after addition. ERK1/2 and 

pERK1/2 were blotted with specific antibodies. Experiments were repeated three times. 
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Figure 1. EV71-induced activation of ERK1/2 in Rhabdomyosarcoma (RD) cells.
(A) RD cells were infected with EV71 (MOI = 2) at 36 h post-transfection with ERK1
siRNA (siERK1). Cells transfected with negative control siRNA (siNC) were used as
controls. Cell lysates were collected at the indicated time points post infection (p.i.).
ERK1/2, pERK1/2 and β-actin were detected by Western blot analysis, respectively;
(B) The intensity of pERK1 or pERK2 normalized to that of corresponding ERK
was determined by densitometric scanning based on the results from panel A;
(C) The experiment was performed as described in panel A except that RD cells
were transfected with ERK2 siRNA (siERK2); (D) Based on the results from panel
C, the intensity was determined as described in panel B; (E) Cell lysates were
collected from RD cells treated with siERK1, siERK2 and both (siERK1+2) at 36 h
after transfection and cells treated with U0126 at 12 h after addition. ERK1/2
and pERK1/2 were blotted with specific antibodies. Experiments were repeated
three times.

3.3. Distinct Knockdown of ERK Isoform Reduced Viral Genomic RNAs

To further identify the effects of ERK1 and ERK2 on EV71 replication cycle, VP1
gene among total viral RNAs extracted from siERK(s)- and U0126-treated RD cells
was quantified by relative quantitative PCR (qPCR). Viral VP1 gene was significantly
suppressed by about 30% to 40% at 4 h, 8 h and 12 h p.i. by siERK1, siERK2, siERK1+2
and U0126 when compared with corresponding controls in RD cells infected with
EV71 (Figure 3).
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Figure 2. EV71 titers and CPE in RD cells treatment with distinct siERK (s) or
U0126. (A) RD cells, pre-transfected with siERK1, siERK2 or siERK1+2 for 36 h,
respectively, or treated with U0126 1 h prior to infection, were infected with EV71 at
an MOI of 2. Cells pre-treated with DMSO or siNC were done as parallels. At 24 h
p.i., both supernatants and cell lysates were collected and applied for determining
the total titers of EV71 by titration; (B) Experiments were performed as described
in panel A except CPE was examined every 8 h and images were taken at 24 h
p.i.. Each result represents the average of three independent experiments and is
shown as the means ˘ standard deviations (SD). *** p < 0.001, versus corresponding
controls by Student’s t-test.

In addition, U0126 caused a stronger reduction of viral genomic RNA than those
of siERK1 and siERK1+2 at 4 and 8 h p.i., when RD cells was infected with 0.4 MOI
of EV71 (Figure 3A). It should be noted that amounts of VP1 gene remained almost
unchanged in each group from 8 h p.i. to 12 h p.i., indicating that the life cycle of
EV71 might be less than 8 h. All these results revealed that both ERK1 and ERK2
might play important roles in viral RNA synthesis.
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(panel B). Then at the indicated time points p.i., both supernatants and cell lysates were 
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were the means of three independent experiments and error bars were denoted the SD.  
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To further determine the impact of specific ERK isoform on EV71 protein, viral structural proteins 

VP1 and VP3/4 were detected by Western blot analysis in EV71-infected RD cells pre-transfected with 

siERK1,or siERK2, or both, respectively. As shown in Figure 4A, ERK1, or ERK2, or ERK1/2 

expression were almost diminished by siERK1, or ERK2, or siERK1+2, which resulted in the activation 

inhibition of ERK1, ERK2, or ERK1/2 by about 80% to 90%. The silencing effect decreased the 

expression of VP1 and VP3/4 by around 70%, when compared with that of siNC control (Figure 4B). 

It seemed that siERK1 had a better inhibitory effect on VP1 and VP3/4 but no significance difference 

compared with that of siERK2 and siERK1+2 (Figure 4B). In addition, U0126 reduced more than 99% 

Figure 3. Effects of ERK1 and ERK2 on viral RNA synthesis in RD cells. RD
cells pre-treated with siERK(s) or U0126 were infected with EV71 at the MOI of 0.4
(panel A) or 2 (panel B). Then at the indicated time points p.i., both supernatants and
cell lysates were collected, viral VP1 gene among total viral genomes was quantified
by relative qPCR. Data were the means of three independent experiments and error
bars were denoted the SD. ** p < 0.01 *** p < 0.001, versus respective controls by
Student’s t-test.

3.4. Disruption of Either ERK1 or ERK2 Resulted in a Reduction of EV71 Protein

To further determine the impact of specific ERK isoform on EV71 protein,
viral structural proteins VP1 and VP3/4 were detected by Western blot analysis in
EV71-infected RD cells pre-transfected with siERK1,or siERK2, or both, respectively.
As shown in Figure 4A, ERK1, or ERK2, or ERK1/2 expression were almost
diminished by siERK1, or ERK2, or siERK1+2, which resulted in the activation
inhibition of ERK1, ERK2, or ERK1/2 by about 80% to 90%. The silencing effect
decreased the expression of VP1 and VP3/4 by around 70%, when compared with
that of siNC control (Figure 4B).

It seemed that siERK1 had a better inhibitory effect on VP1 and VP3/4 but
no significance difference compared with that of siERK2 and siERK1+2 (Figure 4B).
In addition, U0126 reduced more than 99% of viral VP1 and VP3/4 expression
which was significantly reduction than that of siERK(s)-treated groups. Our results
suggested that both ERK1 and ERK2 might be crucial for EV71 protein production.
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Figure 4. Impacts of ERK1 and ERK2 on protein production of EV71 in RD cells. (A). RD 
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total protein harvested was blotted with antibodies specific to VP1 and VP3/4. β-actin was 
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normalized to β-actin were presented by the percentage of the intensity of respective 

DMSO+EV71 group (100%). Data represent the average of three independent experiments 

and is shown as the means ± SD. ** p < 0.01 *** p < 0.001, versus corresponding control 

groups by Student’s t-test. 

3.5. Inhibiting both Early and Late Phases of ERK1/2 Activation Showed No Significant Difference 

from Blocking only the Late One for EV71 Replication  

Since depletion of ERK1 or ERK2 both impaired virus replication severely, a time-of-drug addition 

assay was performed next in EV71-infected RD cells at the indicated time points to further specify the 

roles of the two phases of ERK1/2 activation in the viral life cycle. VP1 gene representing intracellular 

viral RNAs or intracellular virions was determined. 

As shown in Figure 5A, disturbing activation of both ERK1 and ERK2 by treating cells with U0126 

at 1 h before infection (−1), 0 h (0), 1 h(1) and 4 h (4) p.i. resulted in about 30% of suppression of 

intercellular viral RNAs. The similar results of intercellular virions were also obtained in the time-of-drug 

addition assay (Figure 5B). These data suggested that the late phase of ERK1/2 activated by EV71 might 

be more important for EV71 life cycle which may include viral RNA replication and/or translation. 

  

Figure 4. Impacts of ERK1 and ERK2 on protein production of EV71 in RD cells.
(A). RD cells pre-treated with siERK(s) or U0126 were infected with 2 MOI of EV71.
At 12 h p.i., total protein harvested was blotted with antibodies specific to VP1
and VP3/4. β-actin was used as the loading control. The relative intensities of
VP1 (panel B) and VP3/4 (panel C) normalized to β-actin were presented by the
percentage of the intensity of respective DMSO+EV71 group (100%). Data represent
the average of three independent experiments and is shown as the means ˘ SD.
** p < 0.01 *** p < 0.001, versus corresponding control groups by Student’s t-test.

3.5. Inhibiting both Early and Late Phases of ERK1/2 Activation Showed No Significant
Difference from Blocking only the Late One for EV71 Replication

Since depletion of ERK1 or ERK2 both impaired virus replication severely, a
time-of-drug addition assay was performed next in EV71-infected RD cells at the
indicated time points to further specify the roles of the two phases of ERK1/2
activation in the viral life cycle. VP1 gene representing intracellular viral RNAs or
intracellular virions was determined.

As shown in Figure 5A, disturbing activation of both ERK1 and ERK2 by
treating cells with U0126 at 1 h before infection (´1), 0 h (0), 1 h(1) and 4 h (4)
p.i. resulted in about 30% of suppression of intercellular viral RNAs. The similar
results of intercellular virions were also obtained in the time-of-drug addition assay
(Figure 5B). These data suggested that the late phase of ERK1/2 activated by EV71
might be more important for EV71 life cycle which may include viral RNA replication
and/or translation.
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Figure 5. Effects of early ERK1/2 activation on EV71 infection in RD cells. (A) RD
cells infected with EV71 at the MOI of 2 was treated with 30 µM of U0126 at
the indicated time points p.i.. At 12 h p.i., cells were collected and viral VP1
gene among intracellular viral RNAs was quantified by relative qPCR; (B) The
experiments were performed as described in panel A except 100 µg/mL of RNase
A was used to eliminate naked viral RNAs before RNA was extracted. VP1 gene
among intracellular EV71 virions was quantified by absolute qPCR. Data shown
were the means ˘ SD (n = 3). * p < 0.05 ** p < 0.01 *** p < 0.001, versus respective
controls by Student’s t-test.

4. Discussion

Viruses hijack components of host’s metabolic machinery for productive
replication. The significance of activation of ERK pathway, as one of the specific
responses to infection of varieties of viruses including EV71 [5–11,31,32], has been
broadly reported. Our previous study has established the key role of MEK1 in the
activation of ERK pathway induced by EV71 and proposed that MEK1-ERK1/2
signaling pathway acts as a central “hub” in EV71 replication [6]. However, it is still
unclear if ERK1 and ERK2, the only known downstream kinases of MEK1 to date,
play distinct role(s) in the life cycle of EV71. In fact, there are many studies focusing
on distinction of ERK1 and ERK2 in several other areas rather than in virus replication.
Meanwhile, the conclusions of these studies yet remain controversial. Although ERK1
and ERK2 are inclined to be thought of interchangeably [23], increasing studies have
provided evidences for differential roles of ERK1 and ERK2 in cell movement [24],
embryonic mice viability [33–35], and pathophysiology of central neural system
etc. [36]. Our present work investigated distinction(s) of the individual involvement
of ERK1 and ERK2 in EV71 replication.

Consistent with previous studies [6], EV71 infection caused a non-discriminative
biphasic activation of ERK1/2 in RD cells. Some literatures reported that depletion
of ERK1 induced higher activation of ERK2 in MEFs [34] and removal of ERK2 led
to increased activation of ERK1 in NIH3T3 cells [37]. However, in our study, single
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silencing specific ERK isoform did not lead any significant effect on the biphasic
activation of the other isoform in cells infected with or without EV71 (Figure 1),
indicating that the activation of ERK1 and ERK2 might be various under different
circumstances, although the mechanism is elusive.

Moreover, the present study shows both ERK1 and ERK2 are essential and
not functionally redundant for EV71 replication due to the fact that individually
silencing specific ERK isoform impaired EV71 propagation significantly, resulting
in a marked suppression of viral progeny titer and EV71-induced CPE (Figure 2)
as well as a clear reduction of viral RNA and protein synthesis (Figures 3 and 4).
U0126 showed stronger inhibitory effect on virus replication than ERK siRNA(s)
did, probably because U0126 was able to block the activation of ERK pathway more
efficiently. Interestingly, double knockdown of ERK1/2 by siRNAs suppressed virus
propagation, viral RNAs and proteins to a similar level compared with those of
single knockdown groups, indicating that ERK1 and ERK2 probably work together
in EV71 life cycle in RD cells. In addition, it is reasonable to hypothesize that
activated ERK1 and ERK2 act as a functional ensemble rather than playing their roles
separately in EV71 replication. This is the first to report that ERK1 and ERK2 are
both required as key factors in EV71 efficient propagation, which is quite different
from distinctive or interchangeable functions of ERK1 and ERK2 in several other
areas [21–24,33,34]. Combined with our previous study on MEK1 [6], the upstream
kinase of ERK1/2, these findings further verified the critical role of MEK1-ERK1/2
pathway in EV71 life cycle.

In addition, according to the time-of-drug addition assay (Figure 5), it appeared
that virus successful biosynthesis process was more closely related to the late
phase of ERK1/2 activation induced by EV71 than the early one. This result was
consistent with and further confirmed previous studies in which the early phase of
ERK1/2 activation is not involved in viral propagation directly whereas might be
the consequence of the virus-receptor binding [6,11].

In conclusion, this study provided evidence that ERK1 and ERK2 are not
interchangeable in the EV71 life cycle and indicated they might act their functions
as a whole. The findings deepened our understanding in the roles played by
MEK1-ERK1/2 signaling pathway in virus life cycle and shed light on possibilities
to offer flexible choices to selectively target the one between ERK1 and ERK2 in
future anti-viral strategies. Further studies will be needed to specify the effect(s) and
mechanism(s) of ERK1/2 on specific EV71 replication process(es).

5. Conclusions

Overall, the present study identified the effects of specific ERK isoform on EV71
propagation as well as on the viral genomic RNAs and proteins. Our data revealed
that ERK1 and ERK2 are both required and not interchangeable for EV71 life cycle.
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The activations of ERK1 and ERK2 induced by EV71 were non-discriminative and
independent to each another. Besides, the late phase of ERK1/2 activation under
infection might be more responsible for the replication of EV71.

Acknowledgments: This work was supported by the National Natural Science Foundation of
China (NSFC grant 81371816).

Author Contributions: M.Z. and Y.P. conceived and designed the experiments; M.Z. and
H.D. performed the experiments; M.Z. and M.G. analyzed the data; H.Z. contributed
reagents/materials/analysis tools; M.Z. wrote and Y.P. revised the manuscript, respectively.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. The Picornavirus Pages: Enterovirus A. Available online: http://www.picornaviridae.
com/enterovirus/ev-a/ev-a.htm (accessed on 12 February 2015).

2. Lin, J.Y.; Chen, T.C.; Weng, K.F.; Chang, S.C.; Chen, L.L.; Shih, S.R. Viral and host proteins
involved in picornavirus life cycle. J. Biomed. Sci. 2009, 16, e103.

3. Yi, L.; Lu, J.; Kung, H.F.; He, M.L. The virology and developments toward control of
human enterovirus 71. Crit. Rev. Microbiol. 2011, 37, 313–327.

4. Wang, S.M.; Liu, C.C. Update of enterovirus 71 infection: epidemiology, pathogenesis
and vaccine. Expert Rev. Anti Infect. Ther. 2014, 12, 447–456.

5. Tung, W.H.; Hsieh, H.L.; Lee, I.T.; Yang, C.M. Enterovirus 71 modulates a
COX-2/PGE2/cAMP-dependent viral replication in human neuroblastoma cells: role of
the c-Src/EGFR/p42/p44 MAPK/CREB signaling pathway. J. Cell Biochem. 2011, 112,
559–570.

6. Wang, B.; Zhang, H.; Zhu, M.; Luo, Z.; Peng, Y. MEK1-ERKs signal cascade is required
for the replication of Enterovirus 71 (EV71). Antivir. Res. 2012, 93, 110–117.

7. Cai, Y.; Liu, Y.; Zhang, X. Suppression of coronavirus replication by inhibition of the
MEK signaling pathway. J. Virol. 2007, 81, 446–456.

8. Pleschka, S.; Wolff, T.; Ehrhardt, C.; Hobom, G.; Planz, O.; Rapp, U.R.; Ludwig, S.
Influenza virus propagation is impaired by inhibition of the Raf/MEK/ERK signalling
cascade. Nat. Cell Biol. 2001, 3, 301–305.

9. Zhang, H.; Feng, H.; Luo, L.; Zhou, Q.; Luo, Z.; Peng, Y. Distinct effects of knocking
down MEK1 and MEK2 on replication of herpes simplex virus type 2. Virus Res. 2010,
150, 22–27.

10. Panteva, M.; Korkaya, H.; Jameel, S. Hepatitis viruses and the MAPK pathway: Is this a
survival strategy? Virus Res. 2003, 92, 131–140.

11. Luo, H.; Yanagawa, B.; Zhang, J.; Luo, Z.; Zhang, M.; Esfandiarei, M.; Carthy, C.;
Wilson, J.E.; Yang, D.; McManus, B.M. Coxsackievirus B3 replication is reduced by
inhibition of the extracellular signal-regulated kinase (ERK) signaling pathway. J. Virol.
2002, 76, 3365–3373.

12. Murphy, L.O.; Blenis, J. MAPK signal specificity: The right place at the right time. Trends
Biochem. Sci. 2006, 31, 268–275.

296



13. McCubrey, J.A.; Steelman, L.S.; Chappell, W.H.; Abrams, S.L.; Wong, E.W.; Chang, F.;
Lehmann, B.; Terrian, D.M.; Milella, M.; Tafuri, A.; et al. Roles of the Raf/MEK/ERK
pathway in cell growth, malignant transformation and drug resistance. Biochim. Biophys.
Acta 2007, 1773, 1263–1284.

14. Zhang, W.; Liu, H.T. MAPK signal pathways in the regulation of cell proliferation in
mammalian cells. Cell Res. 2002, 12, 9–18.

15. Kim, E.K.; Choi, E.J. Pathological roles of MAPK signaling pathways in human diseases.
Biochim. Biophys. Acta 2010, 1802, 396–405.

16. Deschenes-Simard, X.; Kottakis, F.; Meloche, S.; Ferbeyre, G. ERKs in cancer: Friends or
foes? Cancer Res. 2014, 74, 412–419.

17. Arthur, J.S.; Ley, S.C. Mitogen-activated protein kinases in innate immunity. Nat. Rev.
Immunol. 2013, 13, 679–692.

18. Tanti, J.F.; Jager, J. Cellular mechanisms of insulin resistance: Role of stress-regulated
serine kinases and insulin receptor substrates (IRS) serine phosphorylation. Curr. Opin.
Pharmacol. 2009, 9, 753–762.

19. Chambard, J.C.; Lefloch, R.; Pouyssegur, J.; Lenormand, P. ERK implication in cell cycle
regulation. Biochim. Biophys. Acta 2007, 1773, 1299–1310.

20. Boulton, T.G.; Nye, S.H.; Robbins, D.J.; Ip, N.Y.; Radziejewska, E.; Morgenbesser, S.D.;
DePinho, R.A.; Panayotatos, N.; Cobb, M.H.; Yancopoulos, G.D. ERKs: A family of
protein-serine/threonine kinases that are activated and tyrosine phosphorylated in
response to insulin and NGF. Cell 1991, 65, 663–675.

21. Roskoski, R., Jr. ERK1/2 MAP kinases: structure, function, and regulation. Pharmacol. Res.
2012, 66, 105–143.

22. Lefloch, R.; Pouyssegur, J.; Lenormand, P. Total ERK1/2 activity regulates cell
proliferation. Cell Cycle 2009, 8, 705–711.

23. Yoon, S.; Seger, R. The extracellular signal-regulated kinase: Multiple substrates regulate
diverse cellular functions. Growth Factors 2006, 24, 21–44.

24. Krens, S.F.; He, S.; Lamers, G.E.; Meijer, A.H.; Bakkers, J.; Schmidt, T.; Spaink, H.P.;
Snaar-Jagalska, B.E. Distinct functions for ERK1 and ERK2 in cell migration processes
during zebrafish gastrulation. Dev. Biol. 2008, 319, 370–383.

25. Vantaggiato, C.; Formentini, I.; Bondanza, A.; Bonini, C.; Naldini, L.; Brambilla, R.
ERK1 and ERK2 mitogen-activated protein kinases affect Ras-dependent cell signaling
differentially. J. Biol. 2006, 5, e14.

26. Lloyd, A.C. Distinct functions for ERKs? J. Biol. 2006, 5, e13.
27. Cargnello, M.; Roux, P.P. Activation and function of the MAPKs and their substrates, the

MAPK-activated protein kinases. Microbiol. Mol. Biol. Rev. 2011, 75, 50–83.
28. Wang, B.; Ding, L.X.; Deng, J.; Zhang, H.; Zhu, M.; Yi, T.; Liu, J.; Xu, P.; Lu, F.M.;

Peng, Y.H. Replication of EV71 was suppressed by MEK1/2 inhibitor U0126. Chin. J.
Biochem. Mol. Biol. 2010, 26, 538–545.

29. Dimitri, C.A.; Dowdle, W.; MacKeigan, J.P.; Blenis, J.; Murphy, L.O. Spatially separate
docking sites on ERK2 regulate distinct signaling events in vivo. Curr. Biol. 2005, 15,
1319–1324.

297



30. Lu, J.; He, Y.Q.; Yi, L.N.; Zan, H.; Kung, H.F.; He, M.L. Viral kinetics of enterovirus 71 in
human abdomyosarcoma cells. World J. Gastroenterol. 2011, 17, 4135–4142.

31. Rodriguez, M.E.; Brunetti, J.E.; Wachsman, M.B.; Scolaro, L.A.; Castilla, V. Raf/MEK/ERK
pathway activation is required for Junin virus replication. J. Gen. Virol. 2014, 95, 799–805.

32. Pleschka, S. RNA viruses and the mitogenic Raf/MEK/ERK signal transduction cascade.
Biol. Chem. 2008, 389, 1273–1282.

33. Yao, Y.; Li, W.; Wu, J.; Germann, U.A.; Su, M.S.; Kuida, K.; Boucher, D.M. Extracellular
signal-regulated kinase 2 is necessary for mesoderm differentiation. Proc. Natl. Acad.
Sci. USA 2003, 100, 12759–12764.

34. Pages, G.; Guerin, S.; Grall, D.; Bonino, F.; Smith, A.; Anjuere, F.; Auberger, P.;
Pouyssegur, J. Defective thymocyte maturation in p44 MAP kinase (Erk 1) knockout
mice. Science 1999, 286, 1374–1377.

35. Nekrasova, T.; Shive, C.; Gao, Y.; Kawamura, K.; Guardia, R.; Landreth, G.;
Forsthuber, T.G. ERK1-deficient mice show normal T cell effector function and are
highly susceptible to experimental autoimmune encephalomyelitis. J. Immunol. 2005,
175, 2374–2380.

36. Yu, C. Distinct roles for ERK1 and ERK2 in pathophysiology of CNS. Front. Biol. 2012, 7,
267–276.

37. Lefloch, R.; Pouyssegur, J.; Lenormand, P. Single and combined silencing of ERK1
and ERK2 reveals their positive contribution to growth signaling depending on their
expression levels. Mol. Cell Biol. 2008, 28, 511–527.

298



 
 

 
Chapter 4:                                     
Virus Replication Organelles 
 
 
 
 
 
 
 
 
 



 



The Virus-Host Interplay: Biogenesis of
+RNA Replication Complexes
Colleen R. Reid, Adriana M. Airo and Tom C. Hobman

Abstract: Positive-strand RNA (+RNA) viruses are an important group of
human and animal pathogens that have significant global health and economic
impacts. Notable members include West Nile virus, Dengue virus, Chikungunya,
Severe acute respiratory syndrome (SARS) Coronavirus and enteroviruses of the
Picornaviridae family.Unfortunately, prophylactic and therapeutic treatments against
these pathogens are limited. +RNA viruses have limited coding capacity and
thus rely extensively on host factors for successful infection and propagation. A
common feature among these viruses is their ability to dramatically modify cellular
membranes to serve as platforms for genome replication and assembly of new
virions. These viral replication complexes (VRCs) serve two main functions: To
increase replication efficiency by concentrating critical factors and to protect the viral
genome from host anti-viral systems. This review summarizes current knowledge of
critical host factors recruited to or demonstrated to be involved in the biogenesis and
stabilization of +RNA virus VRCs.

Reprinted from Viruses. Cite as: Reid, C.R.; Airo, A.M.; Hobman, T.C. The Virus-Host
Interplay: Biogenesis of +RNA Replication Complexes. Viruses 2015, 7, 4385–4413.

1. Introduction

Positive-sense RNA (+RNA) viruses including the Flaviviruses, enteroviruses of
the Picornaviridae family, Alphaviruses, and Coronaviruses all dramatically modify
cellular membranes to serve as platforms for replication and assembly of new
virions. The biogenesis of these replication compartments is a complex interplay of
interactions between virus and host proteins. Although considerable progress has
been made in identifying host proteins that interact with virus-encoded proteins,
much remains to be learned regarding the significance of these interactions. Despite
morphological differences in the replication complexes formed by members of
each viral family, these viruses have evolved to use common cellular pathways
to complete biogenesis. Some of the shared pathways highlighted in this review
include lipid metabolism, autophagy, signal transduction and proteins involved in
intracellular trafficking (Table 1). Remarkably, even within the higher order of shared
pathways, differences within members of specific families (such as Flaviviridae) exist,
highlighting that the assembly and function of viral replication complexes (VRCs)
varies considerably. As such, this review focuses on a broad view of host factors
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in which there is significant functional evidence linking them to VRCs in effort to
highlight commonalities or differences and further advance the understanding of
virus-host interactions.

2. Flaviviridae

The Flaviviridae family includes many significant global pathogens including
Hepatitis C virus (HCV), West Nile virus (WNV), and Dengue virus (DENV). This
family is comprised of four genera, with the human pathogens belonging to the
genera Flavivirus and Hepacivirus. The Hepacivirus genus contains HCV, a prominent
blood-borne human pathogen that causes chronic hepatitis and is estimated to
have infected 170 million people worldwide. The Flavivirus genus includes DENV,
WNV, Yellow Fever virus (YFV) and other viruses causing either haemorrhagic or
encephalitic disease. Except for YFV and Japanese Encephalitis virus (JEV), vaccines
for use in humans are not available against members of this family. Current treatment
options are very limited and supportive care is often the only option. Arthropod
vectors, mainly mosquitos and ticks are used by most flaviviruses to infect their hosts.

In general, virions are enveloped and contain a single copy of viral genomic RNA
(„11 kilobase (kb)) encoding a single polyprotein that is cleaved by viral and host
proteases into three structural and seven non-structural proteins [1]. After binding
to cell surface receptors, the virions enter cells through endocytic pathways. Within
the acidic environment of endosomes, the virions fuse with endosomal membrane
resulting in release of the nucleocapsid into the cytoplasm. After the nucleocapsid
disassembles, the viral RNA is translated into a polyprotein, which is then processed
into individual viral proteins. VRCs form soon after and serve as platforms for RNA
replication. Assembly of nascent virions occurs in close proximity to VRCs on the
endoplasmic reticulum (ER). After budding into the ER, virions traverse the secretory
pathway before release from the cell.

2.1. Genus Hepacivirus

The biogenesis of the HCV VRCs and the stabilization of these structures
have been extensively studied [2,3]. Electron microscopic analysis of infected cells
revealed that HCV replicates on altered ER membranes that are closely associated
with lipid droplets; termed the “membranous web” [4]. The membrane-associated
non-structural protein 4B (NS4B) plays a key role in the formation of this network [5],
which consists of double membrane vesicles (DMVs) protruding out of ER. Of
note, the DMVs are similar to ER-associated structures induced by members of
Picornaviridae and Coronaviridae [6]. A plethora of host factors involved in lipid
metabolism, intracellular signalling, protein folding, and vesicular trafficking are
known to be important for HCV VRC activity. Due to the availability of extensive
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literature on the subject, they will not be discussed here. Instead, we refer readers to
the following recent reviews [3,7,8].

2.2. Biogenesis of the Flavivirus Replication Complex

Of the studies investigating the membrane alterations induced by members of
this genus, most have focused on DENV and WNV. Infection of mammalian cells with
either the Australian attenuated strain WNVKUN, or the highly pathogenic WNVNY99

strain results in similar phenotypic disruptions of cellular membranes [9,10]. Early
studies of cells infected with WNV or DENV revealed dramatic changes in cellular
membranes and the formation of single membrane vesicular packets (VPs) and
convoluted membranes (CM), which are in close association with smooth membranes
and the rough-ER [9,11]. Paracrystalline arrays (PC) were also described in
WNVKUN-infected cells [9]. Infection of cells derived from the viral vector (mosquito)
with DENV or WNV also led to dramatic alterations of membranes resulting in
spherules associated with ER membranes [12,13]. These virus-induced structures are
thought to segregate viral replication from protein translation [14]. VPs are the sites
of viral replication as evidenced by the fact that they contain double-stranded RNA
(dsRNA), a replication intermediate, and the viral RNA-dependent RNA polymerase,
NS5 [9,11,15–17]. Two other virus-encoded non-structural proteins NS1 and NS3
also associate with these elements. VPs in DENV- and WNV-infected cells are
„85 nm in diameter indicating the conserved nature of these structures. CMs and
PCs in WNVKUN-infected cells are enriched for NS3/2b, the viral protease and do
not contain dsRNA [9,15]. This suggests that CM/PCs may be the sites of viral
translation and/or proteolytic processing of the viral proteins. The origins of these
membranes vary between viruses. DENV-induced VP membranes contain the ER
resident proteins protein disulphide isomerase and calnexin [15], whereas in cells
infected with WNVKUN, VPs that are positive for dsRNA, contain the trans-Golgi
network protein, galactosyltransferase, possibly indicating that these structures
are derived from Golgi membranes [18]. Moreover, the ER-Golgi intermediate
compartment marker ERGIC53, is associated with CMs and PCs. WNVNY99 is similar
to DENV in that the VRCs colocalize with protein disulphide isomerase, suggesting
these structures are ER-derived [10]. Electron tomography was utilized to further
characterize the VRCs of DENV [15] (Figure 1B), WNVKUN [9,19], WNVNY99 [20],
and Tick-borne encephalitis (TBEV)-like virus Langat virus [21]. These “vesicles” in
fact appear to be invaginations of the ER membrane with small neck-like openings
(„11.2 nm for DENV) that may facilitate trafficking of molecules into and out of these
replication sites. In some cases, there were connections between these vesicles within
the modified-ER membrane. DENV VPs closely associated with budding sites appear
as electron dense invaginations („60 nm) and can be seen on opposing cisternae [15].
Despite there being good structural information on DENV and WNV VRCs, the exact
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mechanism by which these membranous organelles form, remains unclear. However,
the ER localized non-structural viral proteins, WNVNY99 NS4B [20] and DENV-2
NS4A [22] are thought play a role in the initial membrane curvature.
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Figure 1. Biogenesis of Viral Replication Complexes (VRCs): Representative
diagram of the structure and biogenesis of the VRCs for each family based on
electron microscopy from the following references: Poliovirus (PV) [23] Semliki
Forest virus (SFV) [24], Dengue virus (DENV) [15], Severe acute respiratory
syndrome coronavirus (SARS-CoV) [25]. Diagram not to scale. (A) Formation
of the PV VRC: Early in infection single membrane vesicles that contain dsRNA
are derived from the ER and Golgi components. Progression of infection
results in vesicles wrapping around each other inducing the formation of
DMVs; (B) Formation of the DENV VRC: Spherule structures containing dsRNA
form on modified rough-ER membranes surrounded by convoluted membranes.
Assembly sites form on opposing cisternae where newly formed virions are stored;
(C) Formation of SFV VRC: Spherules that contain dsRNA form at the plasma
membrane. Internalization of these structures follows the endo-lysosomal pathway
resulting in formation of cytopathic vacuoles (CPV); (D) Proposed formation
of the SARS-CoV VRC: DMVs containing dsRNA are formed and their outer
membranes are continuous with the ER. Convoluted membranes surround the
DMVs. Formation of vesicle packets (VPs) is thought to result from DMV fusion.
Newly formed virions are associated with these structures.
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Following this step, other viral and host factors are likely required for the
biogenesis and stabilization of the flavivirus VRC. To date, a large number of host
proteins involved in flavivirus replication have been identified by proteomic and
transcriptomic studies of infected cells [26–28], mapping the host cell interactome
of viral proteins [29–31] and through systematic RNA interference (RNAi)
screens [32,33]. Perhaps not surprisingly, common host pathways that affect
flavivirus replication include those involved in lipid metabolism, signal transduction,
and cell structure. While many host factors that are thought to play a role in virus
replication have been identified for WNV and DENV, the corresponding functional
and validation studies are comparatively limited. As such, in this review, we have
focused mainly on host factors in which there are significant functional data linking
them to VRCs.

2.3. Potential Role for Autophagy in Flavivirus VRC Biogenesis

Autophagy is a homeostatic process involving the formation of double
membrane vesicles from the ER that fuse with lysosomes and degrade cellular
material. Recently, it has been linked to VRC biogenesis for multiple viruses,
including the Picornaviridae and Coronaviridae family (covered later in this review).
The requirement for autophagy in flavivirus VRCs varies significantly. WNV
propagation for example, is not affected by induction or repression of autophagy [34],
nor is autophagy required for biogenesis of VRCs from the ER [35]. This is in contrast
with DENV and JEV, which both exploit autophagy for virus propagation [36,37]. It
has been proposed that DENV uses autophagy-induction to aid in release of fatty
acids from lipid droplets, increase β-oxidation and ATP production [38]. Little
is known about the role of autophagy in VRC biogenesis or replication of other
members of the Flavivirus genus.

2.4. Membrane Remodelling and Lipid Metabolism

Biogenesis of VRCs requires massive expansion of ER-associated membranes
and alteration of their lipid compositions. HCV and members of the Picornaviridae
family are known to recruit phosphatidyl-inositol kinases (PI4Ks) to their VRC
networks for the conversion of phosphatidylinositol (PI) to phosphatidylinositol
4-phosphate (PI4P) lipids, a process that is essential for viral replication [39,40]. PI4P
lipids may serve to recruit host proteins and/or lipid components to these organelles.
Interestingly, neither WNV nor DENV seem to require PI4P lipids [41,42] indicating
that assembly and function of VRCs varies considerably among the Flaviviridae family.
However, DENV infection does alter the membrane lipid composition of human cells
and two host cell enzymes involved in fatty acid metabolism, fatty acid synthase
(FAS) and Acetyl-CoA carboxylase 1 (ACACA) are both important for replication [42].
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FAS is recruited to the VRC through interaction with the viral protease NS3, where
it upregulates the formation of fatty acids from acetyl-CoA. As the length of fatty
acid chains can affect membrane curvature, this process may be important for the
formation of the VRC [43].

Newly synthesized fatty acids are incorporated into DENV VRCs and
pharmacological inhibition of FAS by cerulenin or C75 negatively affects DENV
replication in mammalian [42] as well as mosquito cells [44]. In one current model,
the viral protein NS4A initially induces membrane curvature followed by the
recruitment of FAS by NS2B/NS3 to the VRC resulting in local production of fatty
acids and the expansion of the ER membrane in a more fluid state [42]. Similar
to DENV, WNV requires FAS activity for replication [41]. WNVNY99 infection also
increases the intracellular concentration of sphingolipids and glycerophospholipids,
a process that affects the make up of virion envelopes [45]. Virus assembly and
release is also dependent on lipid biosynthesis, particularly ceramide. The role of
glycerophospholipids such as phosphatidylcholine (PtdCho) in flavivirus replication
is less clear, but there is evidence that PtdCho is part of the VRCs and is incorporated
into the lipid bilayers of nascent virions [45].

The level of cholesterol also modulates the curvature and plasticity of
membranes [46]; a process that is controlled by ER-localized transcription factor
sensors, sterol-regulatory element binding proteins (SREBPs). When cholesterol
levels are low, SREBP is released from the ER and enters the nucleus where it
activates transcription of the genes for FAS, 3-hydroxy-methyglutaryl-CoA reductase
(HMGCR), and/or low-density lipoprotein receptor (LDLR). HMGCR catalyzes
the rate-limiting step in synthesis of mevalonate, a precursor for cholesterol
biosynthesis, whereas LDLR is a cell surface receptor that binds and internalizes
cholesterol-containing complexes [47,48]. It is well documented that flaviviruses
modulate cholesterol levels in infected cells. During WNVKUN infection, total
cholesterol levels rise and this is correlated with upregulation and association of
HMGCR with virus-induced membrane structures [49]. This may indicate HMGCR
aids VRC formation by producing cholesterol at these sites.

Interestingly, elevated cholesterol (total) levels were not observed in
DENV-infected cells [50], even though LDLR transcripts, an indicator of elevated ER
cholesterol, were increased. However, inhibition of HMG-CoA reduced replication
of DENV replicons indicating cholesterol is important for replication. Another host
factor involved in cholesterol biosynthesis, mevalonate diphosphate decarboxylase
(MVD), was shown to be important for DENV replication [50]. Thus cholesterol
seems to be a key lipid component of the flavivirus VRC and while total cellular
cholesterol may not increase in all flavivirus infected cells, this membrane is targeted
to the ER membrane where VRCs are produced. Future studies with JEV, YFV, TBEV,
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and St. Louis Encephalitis Virus (SLEV), are needed to determine how they may alter
membrane composition in favour of VRC biogenesis.

2.5. Stabilization and Scaffolding Proteins at the Flavivirus VRC

Microfilaments, microtubules and intermediate filaments are cytoskeletal
components essential for cell shape and motility as well as a myriad of other functions
including intracellular trafficking, cell division and cell signalling. Identification of
host proteins involved in actin polymerization and vesicular trafficking were shown
to be important for DENV and WNV replication [32,42], however, comparatively little
is known about how this affects VRC formation or function. Conceivably, changes
to the cellular structural framework could aid in biogenesis and/or stabilization
of newly formed VRCs. Reorganization of the intermediate filament component
vimentin occurs after phosphorylation by calcium/calmodulin-dependent protein
kinase II; an event that is necessary for productive DENV replication [51]. Moreover,
knockdown of vimentin alters the distribution of the VRCs in host cells, indicating
that this protein may function in scaffolding/stabilization of these structures. NS4A
interactions with vimentin may be the link between intermediate filaments and
VRCs [51]. Finally, Stathmin 1 (STMN1), a microtubule destabilizing protein, is
another host factor linked to biogenesis of VRCs [52]. DENV infection upregulates
STMN1 by reducing levels of miR-223, a microRNA that normally targets the mRNA
for STMN1.

3. Picornaviridae

The Picornaviridae family contains many important human and animal
pathogens. Prior to the development of a vaccine, poliovirus (PV) crippled hundreds
of thousands of people per year, primarily children. The World Health Organization
global PV eradication program started in 1988 has not yet been successful in
fully eradicating the virus. Other prominent members of this family include
Coxsackie virus (CV), human rhinoviruses (HRV), and the causative agent of
hand-foot-and-mouth disease Enterovirus 71 (EV71). Unlike PV, effective vaccines
against these pathogens have yet to be developed. Infection by CV, HRV, and
EV71 cause a variety of illnesses in humans from self-limiting colds to more serious
presentations of encephalitis, myocarditis, and paralysis. Children, elderly, and the
immuno-compromised individuals are at highest risk for severe disease.

The majority of research has focused on members of the Enterovirus genus
including PV, CV, and HRV, and as such our focus will be on host factors linked to
formation and stabilization of their VRCs. As with all +RNA viruses, enteroviruses
extensively rearrange cellular membranes to facilitate virus replication and assembly.
Following entry of the virion, the 51capped genomic RNA („7.5 kb) is unpackaged
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after which translation is initiated from an internal ribosome sequence. The genomic
RNA encodes a single large polyprotein that is proteolytically processed into four
structural proteins that form the virion, and seven non-structural proteins that
function in replication and subverting the host-cellular immune system.

3.1. Biogenesis of the Enterovirus VRC

Early electron microscopy studies of PV-infected cells by Dales and Palade
revealed drastic remodelling of the cell cytoplasm [53]. At 5 hours post-infection
(hpi), membrane-enclosed bodies were observed in the perinuclear zone. At the
peak of viral translation (2.5 hpi), nascent VRCs were not observed but rather,
formed later during RNA replication [54]. Isolation of PV VRCs revealed that
in addition to dsRNA, a replication intermediate, proteins encoded by the P2
genomic region, specifically 2C containing non-structural proteins, were bound
to these membranes [55,56]. More recently, electron tomographic studies were
used to examine the biogenesis of these structures in more detail [23]. Early in
infection („2 hpi), 100–200 nm single membrane tubular structures that are involved
in RNA synthesis form followed by clustering and bending of these structures at
4 hpi. Later, DMVs, which can be larger (100–300 nm), form through a membrane
wrapping process (Figure 1A). These structures evolve from cis-Golgi membrane
and arise from positive membrane curvature or budding [23]. Despite a tremendous
amount of experimental investigation, the origins of the enteroviral VRC remain
controversial [57].

3.2. Membrane Remodelling during Enteroviral Infection

Earlier studies suggested that PV VRCs are derived from multiple membrane
sources, including lysosome, ER, and Golgi, but do not fully resemble their
parent membrane sources [58,59]. Multiple hypotheses exist for how these
structures arise during PV infection, including through autophagy [58]. Expression
of the PV proteins 2BC and 3A results in the formation of DMVs [59]
that colocalize with lysosomal-associated membrane protein 1 (LAMP-1) and
LC3-phosphatidylethanolamine conjugate (LC3-II), indicative of autophagic vesicles,
early in PV infection [60]. Data consistent with the PV studies were observed with
the related enteroviruses HRV-2 and HRV-14 and inhibition of autophagy decreased
the amount of intracellular and extracellular virus produced [60–63]. Of note,
CVB3 infection induces autophagy in a mouse model in vivo, indicated by increased
LC3-II [61]. Despite this evidence, the role of autophagy remains controversial.
Recently, it was shown that PV vesicles that stained for dsRNA did not colocalize
with autophagic marker LC3 early (3 hpi) in infection [64]. However, at 5 hpi LC3
was detected by immuno-electron microscopy in association with dsRNA. In light of
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the seemingly discrepant data, it has been postulated that autophagy is important
for late steps in infection (3 hpi) [64].

COPII-coated vesicles, which are involved in transport of cargo from the
ER, have been linked to biogenesis of enterovirus VRCs. During early infection,
enteroviruses disrupt anterograde transport and reroute these vesicles to sites of
viral replication. PV infection or expression of protein 3A alone has been shown
to block ER-Golgi protein transport [65,66]. Moreover, the movement of VRCs is
dependent on microtubules leading from the ER to the microtubule organizing
center in the Golgi region of the cell [67]. PV proteins 2B and its precursor 2BC
colocalize with the COPII component Sec31 [68] and PV infection enhances COPII
vesicle budding [69]. However, the effect is transient and is not observed late in
infection. In contrast, HRV-1A and -16 have been reported to cause fragmentation of
the Golgi without blocking protein secretion [70,71]. Furthermore, recent evidence
citing lack of colocalization between dsRNA and the COPII component Sec31 has
been interpreted to mean that PV VRC formation is not dependent on COPII [64].
One potential mechanism to account for this discrepancy is that COPII aids in the
formation of an intermediary compartment from which nascent VRCs bud. However,
attenuation of COPII vesicle formation did not interfere with PV infection suggesting
that this budding mechanism is not absolutely required [72]. Clearly, more research
is required to fully understand the role of COPII in picornavirus VRC biogenesis
and function.

PV infection is sensitive to brefeldin A (BFA), a drug that inhibits activation of
ADP-ribosylating factor GTPases (Arfs), which are necessary for formation of COPI
vesicles [73,74]. Arfs cycle between a GDP (inactive) and a GTP (active) bound state
mediated by guanine-nucleotide exchange factors (GEFs). When bound to GTP, Arfs
remodel intracellular membranes to promote COPI dependent budding [75]. COPI
mediates budding of vesicles from the Golgi that retrograde traffic to the ER and
was identified as a host factor that is required for replication of Drosophila C virus,
a picorna-like insect virus [72]. Reducing expression of α-COP, a COPI component,
was later found to reduce PV infection [72]. Expression of PV 3A or 3CD promotes
the association of Arf3 and Arf5 with membranes where viral RNA replication occurs,
and this association can be blocked by BFA [76]. Two other GEFs, BIG1 and BIG2
are recruited to VRCs by expression of PV 3CD which then leads to the activation
of Arf [77]. This indicates that Arf activation may induce vesicle formation and
VRC biogenesis (reviewed in [78]). GBF1, yet another GEF, is also a target of BFA
and is the main activator of Arf during PV infection [79]. PV 3A binds GBF1 and
recruits it to virus-induced vesicles [77]. While VRCs can still form in the presence
of BFA, they are unable to recruit Arf1. This may result in formation of defective
VRCs or mislocalization of their contents thereby reducing viral replication and
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assembly [79]. Although BFA targets BIG1, BIG2, and GBF1, only GBF1 is required
for CVB3 replication [80].

More recent studies examined the localization of Arf1 and GBF1 throughout
CVB3 and PV infections [39]. Arf and GBF1 colocalize with viral RNA and the viral
RNA polymerase, indicating their relocalization to VRCs during infection. Moreover,
Arf1 knockdown negatively impacts virus replication [39]. However, since Arf1
interacts strongly with GBF1 and is found in COPI vesicles, it cannot be ruled out that
recruitment of Arf1 to the VRC is a consequence of GBF1 recruitment. β-COP, a COPI
component, does not colocalize with dsRNA during PV infection and thus, the COPI
coat itself may not be involved budding and biogenesis of VRCs [64]. Recruitment of
Arf1/GBF1 to VRCs appears to differ among enteroviruses. Expression of CVB3 3A
induces the recruitment of GBF1 to membranes, whereas the homologous proteins
of HRV-2 or -14 do not [81,82]. These viral proteins also function in recruitment
of Phosphatidylinositol-4-OH kinase type III beta (PI4KIIIβ) to VRCs and this is
discussed in further detail below.

3.3. Lipid Metabolism

Biogenesis of picornavirus VRCs also requires synthesis and trafficking of
specific lipids to membrane organelles. Unlike enveloped viruses such as flaviviruses
and togaviruses (also covered in this review) whose replication compartments
are formed by invagination into membranes, picornaviruses induce protrusion of
cellular membranes to form convoluted tubular-like structures [23,83]. Alterations
in the lipid composition of these membranes are needed to allow appropriate
curvature and the expansion of membranes that eventually form the VRCs. Early
evidence of altered lipid metabolism came from the observation that PV increases
PtdCho levels in the cells by upregulating the rate-limiting enzyme phosphocholine
cytidylyltransferase [84]. PtdCho is a main component of lipid bilayers at the ER and
Golgi network and increased levels of this phospholipid would enable proliferation
of membranes (reviewed in [85]). This may indicate that formation of VRCs involves
de novo lipid synthesis. The role of fatty acids was first reported when the addition of
cerulenin, an inhibitor of the enzyme FAS, resulted in a block of PV replication but
did not affect viral RNA translation or proteolytic processing [86]. Blocking fatty acid
synthesis by inhibiting FAS also reduced proliferation of VRC membranes. Later,
the same group reported that specific fatty acids are important for PV replication as
evidenced by the observation that incorporation of oleic acid into cellular membranes
made them incapable of supporting PV replication [87]. More recently the role
of FAS for CVB3 replication has also been demonstrated. FAS upregulation was
first observed during a proteomic screen of CVB3 infected cells [88]. FAS protein
production is upregulated as early as one hour post CVB3 infection and does not
require viral replication, suggesting that FAS gene transcription and translation may
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be upregulated following signalling cascades induced by CVB3 virions binding [89].
Components of the fatty acid biosynthesis pathway including SREBP and the protein
product of the gene it directly regulates, CG3523 encoding FAS are also required
for picorna-like virus Drosophila C virus replication, suggesting that FAS may be a
common host factor exploited by viruses to alter membrane lipid metabolism [72]. In
addition to altering metabolism in cells, picornaviruses may increase uptake of lipids
from the extracellular environment. PV infection for example, enhances import of
long-chain fatty acids into cells and the viral protein 2A is involved in the initiation
of this process [90]. Normally, fatty acids are trafficked and stored in lipid droplets,
but in infected cells they colocalize with VRCs. Moreover, activity of long chain
acyl-coenzyme A (Acyl-CoA) synthetase Acsl3, involved in the synthesis of PtdCho,
was upregulated at 2 hpi, thus further supporting the notion that VRCs are formed
from newly synthesized lipids.

Because Arf1 and GBF1 are recruited to VRC membranes, it was thought that
Arf1 effectors might also be important for enterovirus replication. Lipid modifying
enzymes including (PI4Ks) are downstream effectors of Arf. PI4KIIIβ is normally
associated with the Golgi and is involved in the production of (PI4P) [91]. The
PI4KIIIβ inhibitor enviroxime exhibits potent antiviral activity against enteroviruses
in vitro, however in clinical trials, its efficacy was limited [92,93]. Other PI4KIIIβ
inhibitors, including GW5074 and BF738735, also efficiently inhibit enteroviral
replication in vitro and in vivo in mice, however in some mice strains inhibition of
PI4KIIIβ resulted in harmful side effects thereby limiting the likely therapeutic benefit
of this strategy [92,94,95]. PI4KIIIβ colocalizes with Arf1 at replication complexes
during CVB3 infection, while other Arf1 effectors, such as COPI components, are lost
from these sites [39]. Recruitment of PI4KIIIβ to Arf1-positive membranes can be
stimulated by expression of CVB3 3A alone. During infection by PV or CVB3, PI4P
levels increase 5-fold and pharmacological inhibition of PI4KIIIβ activity by PIK93,
which inhibits PI4P production, also reduces viral replication. Furthermore, PI4KIIIβ
interacts with CVB3 3Dpol, which strongly interacts with PI4P-containing membranes
and thus their production may facilitate the organization and/or association of viral
proteins in the VRC [39]. This kinase also interacts with PV 3A and Acyl-CoA binding
domain containing 3 (ACBD3) protein [96]. Recruitment of PI4KIIIβ to the VRC
seems to be conserved among enteroviruses but the interactions between this kinase
and viral as well as other host proteins remain to be fully elucidated.

The production of PI4P lipids, by PI4KIIIβ at replication sites may also be
important for recruitment of cholesterol. Both PI4P and cholesterol are enriched at
VRCs of CVB3, PV, and HRV-2 [94]. Recently, it was suggested that cholesterol is
shuttled from the endosome to the VRC where it colocalizes with CVB3 3A [97]
suggesting that the virus re-routes pre-existing pools of cholesterol to VRCs.
Moreover, it has also been demonstrated that uptake of extracellular cholesterol by
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clathrin-mediated endocytosis (CME) is essential for PV and CVB3 replication [98].
After uptake, cholesterol is targeted to recycling endosomes, which then fuse with
existing VRCs. Depletion of CME components results in a trafficking of cholesterol
from the plasma membrane to lipid droplets, reducing VRC formation [98].
Incorporation of cholesterol into VRCs, which imparts rigidity to membranes, may
be important for their curvature and stabilization.

4. Coronaviridae

Members of the four genera in the family Coronaviridae have enveloped virions
that contain very large +RNA, capped and polyadenylated RNA genomes of
26–32 kb. These viruses infect a wide range of mammals and birds causing
upper respiratory, gastrointestinal, hepatic, or central nervous system diseases [99].
Members belonging to the genus Betacoronavirus include the important human
pathogens Severe acute respiratory syndrome coronavirus (SARS-CoV) and Middle
East respiratory syndrome coronavirus (MERS-CoV). Prior to the SARS outbreak in
2003, the majority of coronavirus (CoV) research focused on mouse hepatitis virus
(MHV) as a model.

Following virion entry into host cells, the +RNA genome is released into the
cytoplasm. Coronaviruses employ a rather complex program of gene expression. The
ORF1 encodes the replicase required for transcription of the full-length (genomic)
minus-strand template and subgenomic (discontinuous transcription) minus-strand
synthesis. Synthesis and processing of the genome results in production of up to 16
nonstructural proteins, of which the predicted multi-spanning membrane proteins
nsp3 [100], nsp4 [101] and nsp6 [102] are believed to be involved in biogenesis and
stability of the coronavirus replication/transcription complex (RTC). The study of
host factors required for biogenesis and stabilization of the coronavirus RTC is a
growing field of interest. The involvement of lipid rafts for virus-entry and cell-cell
fusion was demonstrated for MHV [103], however, there is a lack of information on
how CoVs modulate host lipid composition as previously shown for many +RNA
viruses [104]. A recent kinome screen (using small interfering RNAs) has provided a
glimpse of the complexity of pro-viral and anti-viral host factors involved at the SARS
CoV-cell interplay, including proteins involved in lipid metabolism [105]. Future
studies addressing the interplay between CoVs and lipids and the effects on viral
replication would also be of considerable interest.
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4.1. Coronavirus Replication/Transcription Complex (RTC)

Similar to some of the viruses described above, formation of DMVs is observed
during CoV infection in mammalian cells [106]. Early in the SARS-CoV infection
process, DMVs, ranging in size from 150 to 300 nm, are distributed throughout the
cytoplasm [25]. The ORF1a-encoded multi-spanning transmembrane proteins, nsp3,
nsp4 and nsp6 are thought to form the scaffold that facilitates DMV formation and
anchors the RTC to intracellular membranes [101,107–109]. The RTC is likely formed
through a complex network of interactions involving all 16 CoV non-structural
proteins [108]. DsRNA can be detected in the interior of DMVs (Figure 1D) [25],
suggesting that these structures serve as sites of RNA replication. Indeed this
is supported by the observation that RTC activity correlates with the number of
DMVs [110]. Electron tomographic analysis revealed that DMVs are not isolated
vesicles but rather, an interconnected network of membranes continuous with the
rough-ER [25]. Late in infection, DMVs become concentrated in the perinuclear area
and CMs of 0.2 to 2 µm in diameter form in close proximity to the DMV clusters [25].
Compared to DMVs, CMs are highly enriched in SARS-CoV nonstructural proteins
that include the replicase proteins [25]; leading to the notion that the active replicase
complex is localized to the CM and “dead” dsRNA molecules are found in the DMVs,
perhaps as a way to evade immune recognition. Electron microscopy studies revealed
that similar membrane formations occur in MERS-CoV-infected cells [111]. The outer
membranes of DMVs are thought to fuse together and transition into vesicle packets
(VPs) late in infection. VPs are large (1–5 µm) membrane structures where virus
budding occurs [25,112] (Figure 1D).

Unexpectedly, electron tomographic analyses failed to reveal connections
between the interior of DMVs and the cytosol [25]. This suggests that both
membranes of CoV DMVs are sealed raising the question of how the import of
metabolites and export of viral RNA occurs from these structures. In contrast, small
neck-like openings are clearly discernable in DMVs induced by HCV [6]. In this case,
it has been speculated that replication takes place in DMVs as long as the connection
to the cytosol is maintained. The question remains as to whether CoVs make use of
transport molecules as a means to regulate transport of products in and out of DMVs.
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Table 1. Identified cellular interacting proteins with viral replication complexes
of +RNA viruses.

Lipids and Membrane Remodeling Cellular Trafficking and Signaling Proteins

Flaviviridae
(Flaviviruses)

Sphingolipids (WNVNY99 [45]) Actin polymerization (WNV [32], DENV [42])

Glycerophospholipids
(WNVNY99 [45]) Vimentin (DENV [51])

FAS (DENV [42], WNVNY99 [41]) STMN1 (DENV [52])

ACACA (DENV [42])

Cholesterol (DENV [50],
WNVKUN [49])

Picornaviridae

FAS (PV [86,87], CVB3 [88,89]) Arf (CVB3, PV) [39]

Long chain fatty acids (PV [90]) GBF1 (CVB3, PV) [39]

PtdCho (PV [84])

PI4KIIIβ (CVB3 [39], PV [96])

ACBD3 (CVB3, PV) [96]

Cholesterol (CVB3, PV) [98]

Coronaviridae
PDI (SARS-CoV [107])

Sec61α (SARS-CoV [110])

EDEM1 (MHV [113])

OS-9 (MHV [113])

Togaviridae
(Alphaviruses)

Cholesterol and sphingomyelin lipids
(SINV [114]) Vimentin (SINV [115])

PI3K (SFV [116])

Amphiphysins (SFV, SINV, CHIKV) [117]

Abbreviations: DENV, Dengue Virus; WNV, West Nile Virus; YFV, Yellow Fever Virus; JEV,
Japanese Encephalitis Virus; PV, Poliovirus; CVB3, Coxsackievirus B3; HRV-14, Human
Rhinovirus 14; EV71, Enterovirus 71; IBV, Infectious Bronchitis virus; SARS-CoV, Severe
Acute Respiratory Syndrome coronavirus; MHV, Mouse Hepatitis Virus; SINV, Sindbis
Virus; SFV, Semliki Forest Virus; CHIKV, Chikungunya Virus.

4.2. Potential Role of Autophagy in DMV Formation

Morphological similarities between CoV DMVs and autophagosomes and
the co-localization between specific CoV replicase proteins (nsp8, nsp2, nsp3)
with microtubule-associated protein Light chain 3 (LC3), a protein marker for
autophagic vacuoles [118], are consistent with autophagy playing a role in DMV
formation. Moreover, during MHV infection of murine cells lacking the ATG5
gene which functions in the early stages of autophagosome formation [119], no
DMVs formed and virus replication was impaired [120]. Replication was restored
by expression of the Atg5 protein further supporting the role of autophagy for
formation of DMVs, at least in embryonic stem cells. However, another study
involving MHV infection of bone marrow-derived macrophages or embryonic
fibroblasts concluded that neither Atg5 nor an intact autophagic pathway is required
for viral replication [121]. Other morphological studies also found no evidence for
autophagy in DMV formation; specifically a lack of co-localization between the
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autophagy marker LC3 and the SARS-CoV replication complex [107]. Moreover,
MHV replication was unaffected in autophagy-deficient cells although depletion of
LC3 severely affected CoV replication [113]. Interestingly, MHV replicative structures
are decorated with LC3 [106], generally regarded to as the non-functional precursor
to the lipidated autophagosome marker LC3-II [122]. The involvement of autophagy
and LC3 in DMV formation was further clarified when LC3 was shown to colocalize
with MHV proteins nsp2/nsp3, dsRNA, and ER-associated degradation (ERAD)
vesicle markers ER degradation-enhancing alpha-mannosidase-like 1 (EDEM1),
Osteosarcoma amplified 9 (OS-9) in embryonic fibroblasts [113]. Down-regulation
of LC3 inhibits MHV replication and virion production [113] whereas knocking out
autophagy has no effect. Inhibition of MHV replication and virion production was
attributed to a defect in DMV biogenesis, which negatively impacts non-structural
protein production. These results suggest that LC3 and the ERAD pathway are
necessary for DMV formation and the biogenesis of RTCs required for a productive
infection. Finally, quantitative proteomics analysis revealed that SARS-CoV infection
significantly upregulates BCL2-associated athanogene 3 (BAG3), a protein linked to
regulation of the autophagy pathway [123]. Inhibition of BAG3 expression by RNA
interference results in significantly reduced replication of SARS-CoV.

Unfortunately, conflicting data make it difficult to derive a definitive conclusion
regarding the role of autophagy in CoV RTC formation. Some of these differences
may be the result of using different cell lines and different CoVs. What is clear though
is that proteins with known roles in autophagy are involved in CoV replication;
however, the process of autophagy per se may not be functionally relevant to the
formation of CoV DMVs.

4.3. The Secretory Pathway and CoV Replication

A number of studies indicate that the ER is involved in the biogenesis of the
SARS-Co-V-induced reticulovesicular network (RVN), a membrane compartment
involved in virus replication. Specifically, partial co-localization of CoV replicase
proteins with the ER resident protein disulfide isomerase (PDI) [107] and the
observation that the ER translocon subunit Sec61α redistributes to replicative
structures during SARS-CoV infection support this idea [110]. In addition
EDEMosome cargo proteins EDEM1 and OS-9, two proteins involved in ER quality
control and ER associated degradation (ERAD), associate with CoV replicative
structures [113]. However, many protein trafficking and membrane fusion proteins
that function downstream of the ER in the early secretory pathway such as Sec13,
syntaxin 5, GBF1, and Arf1 have not been detected at the RVN [110]. The involvement
of the COPI complex was investigated using the drug BFA, which as mentioned
above, blocks COPI-mediated vesicular transport at the ER-Golgi interface. When
added to cells early in infection, BFA inhibits RVN formation and decreases, but does
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not completely abolish viral RNA synthesis [110]. Although the precise role of COPI
is unknown, other positive RNA viruses discussed above such as PV and Drosophila
C virus require the COPI-mediated vesicular transport for replication. This supports
the notion of COPI as a common host factor required in viral infection.

5. Togaviridae

Togavirus virions are enveloped, spherical particles (50–70 nm in diameter)
that contain a single-strand +RNA with a 5-cap and 31 poly A-tail [124]. The
family includes the genera Rubivirus and Alphavirus. Rubella virus (RUBV) is the
sole member in the Rubivirus genus and is the causative agent of Rubella (also
known as German Measles). The Alphavirus genus contains at least 30 members
that are separated into New World and Old World viruses. The New World viruses
include Venezuelan equine encephalitis (VEEV), Western equine encephalitis (WEEV)
and Eastern equine encephalitis virus (EEEV). Old World alphaviruses evolved
separately [125] and members include Semliki Forest virus (SFV), Sindbis virus
(SINV), Chikungunya virus (CHIKV) and O’nyong’nyong virus. Transmission occurs
mainly through mosquito vectors and human infections are often associated with
fever, rash, severe joint pain (arthralgia) and stiffness that can last weeks to months
in duration. Some pathogens in this group can cause much more severe illnesses
including encephalitis in humans and animals.

Togavirus replication complexes originate from late endosomes and lysosomes
and are morphologically similar for RUBV [126,127] and alphavirus-infected
cells [128]. Alphavirus VRC biogenesis is comparatively well characterized and
as such, we will focus on these structures. Most host factors that interact with
alphavirus replication complexes were identified through pull down assays with
alphavirus non-structural proteins. In this section we focused on host factors partners
that have been speculated or clearly demonstrated to play functional roles in RC
biogenesis or function. For a list of additional interacting partners that are not
discussed here, readers are referred to the following articles: [129–131].

5.1. Alphavirus Replication

Shortly after alphaviruses infect host cells, small single-membrane bulb-shaped
invaginations („50 nm diameter) called “spherules” form on the external surface
of the plasma membrane [132]. The spherules, which are associated with viral
nonstructural proteins (nsPs) and dsRNA, each contain a neck-like opening to the
cytoplasm (5–10 nm in diameter) that permits exchange of metabolites and export of
nascent viral RNA [128]. The fact that dsRNA can be detected inside the spherules
and the presence of partially processed non-structural proteins (P123 and nsP4) on
the spherule necks [132], suggests that these structures are the sites of viral RNA
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synthesis [116]. Internalization of spherules by endo-lysosomal membranes gives
rise to type 1 cytopathic vacuoles (CPV1), which are 600–2000 nm in diameter [24]
(Figure 1C). The endosomal origin of CPVs is confirmed by the observation that
these structures are often positive for both endosomal and lysosomal markers [128].
As infection progresses, the non-structural polyprotein precursors are further
processed to yield individual non-structural proteins and negative-strand synthesis
is inactivated. The fully processed non-structural proteins together form the mature
replicase [115,133,134], which is required for efficient synthesis of positive-sense
genomic and subgenomic RNA. Spherules are devoid of ribosomes and virus
capsid proteins but these structures/proteins are frequently found juxtaposed to the
spherule openings [128], suggesting that the site of translation is in close proximity
to replication sites.

5.2. Membrane Lipids

The nsP1 protein of alphaviruses, which is required for 5’ capping of viral
RNAs [135], is involved in attachment of the replication complex to membranes [136]
via a highly conserved amphipathic helix [137]. When expressed in the absence of
other viral proteins, nsP1 is targeted to the inner surface of the plasma membrane
but this not sufficient for cytoplasmic vacuole formation [138]. NsP1 is modified
by acylation; however, the significance of this process in its function has yet to be
determined [139]. Cholesterol and sphingomyelin in the plasma membrane are
important for alphavirus fusion [140–142] and budding [143,144]. Importance of
the latter is evidenced by the observation that SINV infection of Niemann-Pick
disease-A fibroblasts (NPAF), which cannot degrade sphingomyelin, results in
reduced levels of genomic RNA as well as an altered ratio of subgenomic-to-genomic
RNA. The authors suggest that due to the build-up of cholesterol and sphingolipids
in late endosomes/lysosomes, biogenesis of replication complexes are negatively
affected [114]. Interestingly, the alphavirus virions produced in NPAFs were 26
times more infectious than those produced in normal human fibroblasts; resulting in
increased titers and cell death. This suggests that cellular production of less infectious
virus may be a consequence of host restriction on virus replication.

5.3. Membrane Trafficking Proteins

The study of how alphaviruses enter and exit mammalian cells led to a number
of fundamental discoveries about membrane trafficking. Therefore, it is somewhat
surprising that comparatively little is known about how membrane trafficking
components affect replication. However, it does appear that cytoskeletal elements
are involved. Infection of cells with a recombinant SINV encoding GFP-tagged
nsP3, followed by anti-GFP pull-downs revealed that this viral protein associates
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with cytoskeletal proteins, chaperones, elongation factor 1A, and heterogeneous
nuclear ribonucleoproteins [115]. Others reported that nsP3 also binds actin, tubulin
and myosin [145] [144], vimentin (an intermediate filament protein) [115], and the
cytosolic molecular chaperone Heat shock cognate protein 70 (Hsc70) [115,146].
These interaction data suggest that the SINV RCs associate with the cytoskeleton. The
concern that the highly abundant cytoskeletal proteins were mere contaminants in the
nsP3-binding studies [130] was partially assuaged by imaging studies showing that
nsP3 associates with vimentin patches [115]. Imaging studies also provided evidence
for Hsc70-ns3p having a role in alphavirus RC formation and/or function [115,146].
Some of the many functions of Hsc70 (reviewed in [147]) are to target proteins for
degradation, regulate the translocation of proteins into different cellular organelles
such as ER and mitochondria, and regulate apoptosis. Hsc70 has been linked to the
replication of many viruses [148] but whether or not this is largely a reflection of its
general role as a chaperone has yet to be determined.

NsP3 proteins of SFV, SINV, and CHIKV have also been shown to interact in
an SH3 domain-dependent manner with amphiphysin-1 and Bin1/amphiphysin-2,
both of which are involved in endocytosis and membrane trafficking [117]. The
re-localization of amphiphysins to alphavirus RCs promotes replication, further
solidifying the role of these host proteins in formation or stabilization of the
replication sites. Finally, recent data suggest a role for phosphatidylinositol 3-kinases
(PI3Ks) in alphavirus RC formation. Specifically, the activity of these kinases is
required for the initial internalization of spherules at the plasma membrane as well
as their subsequent trafficking on microtubule and actin networks [116].

5.4. Ras GTPase-Activating Protein-Binding Proteins

The RNA-binding proteins Ras GTPase-activating protein-binding protein
(G3BP)1 and G3BP2 are structural components of stress granules: large cytoplasmic
ribonucleoprotein complexes that function in regulating translation. Several studies
have identified interactions between G3BP proteins and alphavirus nsP2 and
nsP3 [115,129,130,146]. To differentiate between host proteins associated with
replication complexes from those that interact with individual nsP2 or nsP3 proteins,
Varjak et al. used small dextran-covered magnetic beads that incorporated into
CPV-1 structures in infected cells, thus permitting the isolation of membranous
vesicles. This study confirmed the enrichment of G3BP1 and G3BP2 in CPV-1
vesicles in SFV infected cells [131], however, it was not possible to determine
when these host proteins were recruited. Interaction of G3BPs with alphavirus
nsPs as evidenced by the observation that the insect G3BP1 homolog Rasputin, was
detected in nsP3-containing complexes isolated from mosquito cells infected with
SINV [146]. While G3BP proteins may serve an important and conserved function
in alphavirus infections, it remains unclear as to how these host proteins function
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in RC biogenesis. While recruitment of G3PB proteins to RCs is a common feature
of alphavirus infection, this was not observed in cells infected with the flavivirus
YFV, indicating that G3BP is not a host factor for RCs of all positive strand RNA
viruses [130].

SINV may recruit G3BP as a means to block G3BP-dependent export of
host mRNAs to the cytoplasm or that host RNAs undergoing nuclear export are
sequestered, resulting in translational shutoff. Alternatively, this may reflect a
specific host response to counteract infection [130]. The interaction between nsP3 and
G3BP1/G3BP2 in CHIKV-infected cells occurs late in the replication cycle where the
bulk of G3BP1 and G3BP2 is not associated with the viral RC but rather, is sequestered
in nsP3-G3BP aggregates in the cytoplasm [149]. This may indicate that G3BPs play
different roles early and late in infection. For example, late in infection interaction
between nsP3 and G3BPs, which are nucleating factors for stress granules, could
prevent the formation of these RNA granules. Stress granules have been implicated
in the antiviral response [150] and have been reported to form late during alphavirus
infection, a process that correlates with host translational shutdown [151]. These
seemingly contrasting observations may be explained by the temporal dynamics
of the nsp-G3BP association (see above for CHIKV). Given the role of G3BPs in
stress granule formation, it seems likely that nsPs associate with G3BPs as a means
to inhibit their formation; a theory that is supported by recent data showing that
translational shut-off in cells infected with the alphavirus VEEV (whose replication
mechanisms do not appear to involve G3BPs) is comparatively slower [146].

6. Summary

A common feature of all +RNA viruses is their ability to modulate cellular
membranes aiding in the concealment of replication product intermediates from
recognition by cellular immune sensors. Despite differences in membrane curvature
(DMVs, InVs, etc.), all replication complexes are made up of viral proteins, RNA, and
cellular factors. In this review, we have focused on identifying host factors that are
proposed or validated to play a role in the replication complexes of human pathogens
belonging to four different virus families. The cellular proteins at the replication
complexes include proteins involved in lipid metabolism, intracellular trafficking,
autophagy, secretory pathways, transcription, and translation. Understanding
precisely how these host proteins function in virus replication may open avenues for
development of novel anti-viral therapeutics.
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Appendix

Table A1. Commonly used abbreviations in this review article.

Abbreviation Full Nomenclature

ACACA Acetyl-CoA carboxylase 1
ACBD3 Acyl-coenzyme A binding domain containing 3 protein
Arf ADP-Ribosylation factor
ATG5 Autophagy protein 5
BAG3 Bcl-2-associated athanogene 3
BFA Brefeldin A
ACACA Acetyl-CoA carboxylase 1
ACBD3 Acyl-coenzyme A binding domain containing 3 protein
Arf ADP-Ribosylation factor
ATG5 Autophagy protein 5
BIG Brefeldin A-inhibited guanine nucleotide-exchange factor
CHIKV Chikungunya virus
CM Convoluted Membranes
CME Clathrin-mediate endocytosis
CPV-1 Type 1 cytopathic vacuoles
CV Coxsackie virus
DENV Dengue virus
DMV Double-Membrane Vesicles
dsRNA Double-stranded RNA
EDEM1 ER degradation-enhancing alpha-mannosidase-like 1
EEEV Eastern equine encephalitis virus
EV Enterovirus
FAS Fatty acid synthase
G3BP Ras GTPase-activating protein (SH3 domain) binding protein
GBF1 Golgi brefeldin A resistant guanine nucleotide exchange factor 1
HCV Hepatitis C virus
HMGCR 3-hydroxy-methyglutaryl-CoA reductase
HRV Human Rhinovirus
Hsc70 (also known as HSPA8) Heat shock cognate 71 kDa protein
JEV Japanese Encephalitis virus
LAMP-1 Lysosomal-associated membrane protein 1
LC3 (Cytosolic form; LC-I) Microtubule-associated protein 1A/1B-light chain 3
LC3-II (Lipidated form) LC3-phosphatidylethanolamine conjugate
LDLR Low density lipoprotein receptor
MERS-CoV Middle East respiratory syndrome coronavirus
MHV Mouse Hepatitis virus
MVD Mevalonate diphosphate decarboxylase
NPAF Niemann-Pick disease-A fibroblasts
OS-9 Osteosarcoma amplified 9, ER lectin
PC Paracrystalline Array
PDI Protein disulfide isomerase
PI Phosphatidylinositol
PI4K Phosphatidylinositol-4-OH kinase
PI4P Phosphatidylinositol 4-phosphate
PtdCho Phosphatidylcholine
PV Poliovirus
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Table A1. Cont.

RTC Replication/Transcription Complex
RUBV Rubella virus
RVN Reticulovesicular Network
SARS-CoV Severe Acute respiratory syndrome coronavirus
Sec-13, -31, -61 ER translocon proteins
SFV Semliki Forest virus
SINV Sindbis virus
SLEV St. Louis Encephalitis virus
SREBP Sterol-regulatory element binding protein
STMN1 Stathmin 1/oncoprotein 18
TBEV Tick-borne Encephalitis virus
VEEV Venezuelan equine encephalitis virus
VP Vesicular Packet
VRC Virus Replication Complex
WEEV Western equine encephalitis virus
WNV West Nile virus
YFV Yellow Fever virus
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The Role of Electron Microscopy in
Studying the Continuum of Changes in
Membranous Structures during
Poliovirus Infection
Evan D. Rossignol, Jie E. Yang and Esther Bullitt

Abstract: Replication of the poliovirus genome is localized to cytoplasmic replication
factories that are fashioned out of a mixture of viral proteins, scavenged cellular
components, and new components that are synthesized within the cell due to
viral manipulation/up-regulation of protein and phospholipid synthesis. These
membranous replication factories are quite complex, and include markers from
multiple cytoplasmic cellular organelles. This review focuses on the role of
electron microscopy in advancing our understanding of poliovirus RNA replication
factories. Structural data from the literature provide the basis for interpreting a
wide range of biochemical studies that have been published on virus-induced lipid
biosynthesis. In combination, structural and biochemical experiments elucidate
the dramatic membrane remodeling that is a hallmark of poliovirus infection.
Temporal and spatial membrane modifications throughout the infection cycle are
discussed. Early electron microscopy studies of morphological changes following
viral infection are re-considered in light of more recent data on viral manipulation
of lipid and protein biosynthesis. These data suggest the existence of distinct
subcellular vesicle populations, each of which serves specialized roles in poliovirus
replication processes.

Reprinted from Viruses. Cite as: Rossignol, E.D.; Yang, J.E.; Bullitt, E. The Role
of Electron Microscopy in Studying the Continuum of Changes in Membranous
Structures during Poliovirus Infection. Viruses 2015, 7, 5305–5318.

1. Introduction

The focus of this review is on changes in cellular morphology during replication
of poliovirus, a positive sense (+) RNA virus of approximately 7500 nucleotides. The
poliovirus genome is encapsidated in a non-enveloped icosahedral virion, 28–30 nm
in diameter [1]. The virion first attaches to human cells via the receptor CD155 [2],
and binding initiates an irreversible conformational change in the capsid [3,4]. This
structural change exposes capsid proteins that attach the particle to the membrane in
a now receptor-independent manner [5,6], and cell entry occurs via endocytosis
that does not require clathrin, but is actin- and tyrosine kinase- dependent [7].
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A recent review by Paul and Wimmer [8] includes details on the process of poliovirus
replication after cell entry.

Poliovirus RNA replication is always membrane-associated [9] and it
has been shown that pre-existing cell membranes do not support genome
replication [10]. Therefore, it is not surprising that lipid synthesis is upregulated [11]
in infected cells, resulting in dramatic cellular changes. Newly formed membranous
structures include specialized sites of RNA replication that have been described as
“replication factories” [12]. To facilitate the replication process, replication factories
are comprised of cellular membranes that are remodeled and expanded with newly
synthesized lipids.

Excellent reviews on RNA viruses have been written recently [13–15], including
a table in the Neuman et al., review enumerating membrane rearrangements from
many (+) RNA viruses [15], as well as in this issue [16]. Our review focuses on
the major role that electron microscopy has played in elucidating the extensive
protein-lipid structures that are induced to support replication of the picornavirus
poliovirus (PV) RNA. In addition, discussion is included on upregulation and
changes in the lipid species that are incorporated into replication factories.

Microscopy of poliovirus-infected cells began almost 60 years ago to document
the wide-ranging morphological changes that occur within infected cells. Reports
beginning in 1956 detailed the first visible cellular changes, appearing by three hours
post infection (hpi), using phase light microscopy at 100ˆ magnification [17]. In
1958, electron microscopy was first used to visualize details of cytopathic effects and
ultrastructure changes in poliovirus-infected cells [18]. Early electron microscopy
studies include morphological data that has not been discussed in detail in recent
literature. These early results, and more recent work, are described below, and
included in a discussion of the membrane remodeling and expansion required for
replication of the poliovirus genome.

2. Poliovirus-Modulated Lipid Metabolism and Trafficking, and Their Effect on
Cellular Morphology

(+) RNA viruses are dependent on cellular lipid metabolism and transport
machinery for efficient genome replication. Phospholipid synthesis is significantly
up-regulated [19–21] as early as 2 hpi in poliovirus infected cells [11]. Specific
upregulated lipid species (Table 1) include phosphatidylcholine [19],
sphingomyelin [11], and phosphatidylinositol-4-phosphate (PI4P) [22,23]. Fatty acid
chain lengths of phosphatidylcholine are altered, with a longer acyl chain (C18/C18
and C18/C16) observed in infected cells as compared to mock-infected cells (C14/C16
and C16/C16) [24]. This alteration in the structural composition in poliovirus-infected
cells indicates that membranes of poliovirus replication complexes are clearly
distinct from pre-existing cellular membranes [25]. Lipid metabolism itself is critical
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for virus replication, as blocking de novo generation of phospholipids inhibits
poliovirus RNA synthesis [26], indicating that poliovirus replication and virally
induced lipid biosynthesis are coupled.

The mechanism by which the altered lipid metabolism induced by poliovirus
infection contributes to virus replication is unclear. Various lengths of acyl chains
and sizes of head groups of lipid components favor different membrane curvatures
(reviewed in [27]). The spontaneous curvature caused by phosphatidylcholine
(C10-14) is zero, forming flat lamellar structures [28]. Longer acyl chain lengths
(C16-18) adapt phospholipids for forming more negative curvature membrane
(formation of a concave surface) [29]. The longer acyl chains in infected cells [24]
suggest that these newly synthesized phosphatidylcholines [11] may help induce the
tubular deformation of proliferating membrane.

PI4P and cholesterol are enriched in the newly synthesized membrane structures
and are critical for building poliovirus replication machinery and for efficient progeny
RNA production. During infection, the phospholipid-modifying enzyme PI4KIIIβ is
recruited to the replication site by poliovirus 3A (Table 1), resulting in a local elevation
of its catalyzed product PI4P [23,30,31]. Since the poliovirus RNA-dependent RNA
polymerase (3D) can bind directly to PI4P in vitro, a model has been proposed in
which one of the functions of PI4P in poliovirus replication is to recruit and maintain
association of soluble 3D within membranous replication factories [23,32]. This
interaction could be mediated by the negatively charged head group of PI4P and the
net positive charge of 3D. Additionally, PI4P incorporation has been demonstrated
to increase membrane curvature by interacting with membrane-remodeling proteins
via its head group [33,34] as has been shown in cells infected with hepatitis C virus
(HCV) [35]. Such interactions are expected to induce membrane remodeling that
facilitates efficient RNA replication.

Cholesterol is a critical determinant of membrane fluidity and flexibility. It
enters the cell from the extracellular medium through clathrin-mediated endocytosis
from the plasma (reviewed in [42]), and is trafficked to replication factories with the
aid of poliovirus protein 3A [41] (see Table 1). Formation of such cholesterol-enriched
domains within replication membranes is proposed to counter potential over-fluidity
and over-bending caused by the presence of the PI4P enrichment [41]. It has been
reported that cholesterol helps build active virus replication complexes consisting
of lipid rafts (detergent-resistant membrane microdomains that are enriched in
cholesterol and sphingolipids), in HCV, where RNA and proteins are enclosed
and protected from cellular immune responses [43,44]. Observed non-uniform
distribution of free cholesterol, segregated into patches, in poliovirus-infected
cells [41] strongly suggests lipid rafts play a similar role in poliovirus replication.
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Table 1. Poliovirus induced alterations in lipids and proteins.

Lipids/Proteins
Changes upon Infection

(Superscripts Correspond to Methods Described in Next
Column)

Experimental Methods

Lipid Biosynthesis and Lipid Composition

Phosphatidylcholine
‚ Synthesis increases a

‚ Fatty acid tail length increases (from C14/C16

to C18/C18) b

a. Radioactive pulse-chase [11]
b. Mass spectrometry [24]

Sphingomyelin ‚ Synthesis increases a a. Radioactive pulse-chase [11]

PI4P ‚ Synthesis increases a,b a. Radioactive pulse-chase [11]
b. Protein lipid overlay assay [36]

Host long chain acyl-CoA synthetase
‚ Activity increases a

‚ Long-chain acyl-CoA (phospholipid
precursor) increases a

a. In vitro measurement of newly
synthesized fluorescent long
chain acyl-CoA [24]

PI4KIIIβ ‚ Generates PI4P a,b a. Fluorescence microscopy [23]
b. Protein lipid overlay assay [36]

Poliovirus protein 2A ‚ Activates free fatty acid import a,b

a. Individual protein expression
in cells [24]

b. Measurement of uptake of
fluorescent fatty acids [24]

Poliovirus protein 3A ‚ Recruits PI4KIIIβ to replication machinery
a,b

a. Fluorescence Microscopy [23]
b. Immunoprecipitation [23]

Lipid Transport and Lipid Redistribution

PI4P ‚ Recruits OSBP to replication machinery a,b

‚ May increase membrane fluidity c,d

a. Immunoprecipitation [37]
b. Fluorescent Microscopy [37]
c. Fluorescence correlation

spectroscopy [38]
d. Fluorescence recovery after

photobleaching [38]

Cholesterol ‚ May counter over-fluidity caused by PI4P a,b

a. Fluorescence correlation
spectroscopy [39]

b. Fluorescence recovery after
photobleaching [38]

OSBP ‚ Mediates PI4P/cholesterol exchange on the

membrane a,b

a. Chemical inhibitors:
Itraconazole [37], OSBP ligands
[40]

b. In vitro liposome
lipid-exchange assay [37]

Poliovirus protein 2BC ‚ Activates PI4KIIIβ to generate more PI4P a,b

‚ Stimulates host OSBP activity a,b

a. Individual protein expression
in cells [40]

b. Flow cytometry [40]

Poliovirus protein 3A ‚ Recruits clathrin-mediated cholesterol-rich
endosomes to replication machinery a,b

a. Immunoprecipitation [41]
b. Fluorescence Microscopy [41]

PI4P: phosphatidylinositol-4-phosphate, acyl-CoA: Acetyl coenzyme A; OSBP:
Oxysterol-binding protein.

A question arose regarding how PI4P and cholesterol are transported and
enriched at the site of virus replication. Oxysterol-binding protein (OSBP) has
been demonstrated to be responsible for the transport of cholesterol and PI4P
between the endoplasmic reticulum (ER) and Golgi [45], a pathway stimulated
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during poliovirus infection (see Table 1). Disruption of PI4KIIIβ or OSBP activity
dramatically suppresses poliovirus RNA replication, possibly by obstructing the
formation of viral replication complexes [40]. Together, PI4P and cholesterol
enrichment, and synthesis of phospholipids with longer acyl chains, cooperate with
viral proteins (discussed below) to modulate membrane remodeling for efficient
RNA replication.

Membrane-associated poliovirus proteins are key participants in the membrane
remodeling that is essential for viral RNA replication [46]. The role of individual
proteins has been explored through gene expression or direct delivery of poliovirus
proteins in cultured cells, with visualization of their cellular effects by electron
microscopy. Results of these experiments are described in Table 2.

Table 2. Membrane remodeling induced by individual poliovirus proteins in the
cell. Roles of individual poliovirus proteins in membrane remodeling.

Poliovirus Protein Membrane Structures Induced upon Protein Expression/Delivery in Cells

2BC
‚ Vesicles 50–350 nm in diameter [47,48]
‚ Single-membrane empty vacuoles, located in peripheral regions of

the cells [49]

2C

‚ Vesicles 50–350 nm in diameter [47,50]
‚ Clusters of large, clear single-membrane vesicles [50]
‚ Membrane structures of Myelin-like swirls (sectioned

cross-sectionally) [47]
‚ Tubular sheets (visible when sectioned longitudinally) [47]

3AB

‚ Upon direct delivery, dilates endoplasmic reticulum (ER) and Golgi
lumen [51]

‚ Enlarged and aggregated vacuoles [51]
‚ Horseshoe structures [51]

3A ‚ Swollen ER membrane [48,49]
‚ Dilated single-membraned tubular-structures [48,49]

2BC and 3A ‚ Small double-membrane clustered vesicles [49]
‚ Large clear vacuoles [49]

2C and 3A ‚ Swollen ER membranes enriched in cellular material with similar
electron density to cytoplasm [49]

Based on the lipid biochemical experiments discussed above and the studies
shown in Table 2, ER membrane structures have been proposed to be, at least
partially, the origin of poliovirus-induced vesicles [30,49]. It has also been shown
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that an individual viral protein is capable of invaginating liposomes [51], suggesting
that viral proteins directly, in the absence of cellular proteins, are sufficient for
membrane remodeling. Optimal poliovirus replication is dependent on newly
synthesized lipids (Table 1) and virus proteins (Table 2) that together produce efficient
replication factories.

3. Viral Replication Cycle as Observed by Electron Microscopy

3.1. Overview of Cellular Changes

Poliovirus-infected cells display distinct morphological changes throughout
infection. In overview, during early infection light microscopy data show a loss
of chromatin from the central region of the nucleus and chromatin appears to
be condensed near the nuclear membrane [17]. At 2.5 hpi, poliovirus-induced
blebbing from the ER membrane is observed by electron microscopy [52], and at
3–3.5 hpi vesicles appear within the cytoplasm [52–55]. Large numbers of cytoplasmic
bodies, originally called “U bodies”, were first observed by electron microscopy at
4–7 hpi [18]. Vesicles become more numerous over the course of infection, until
the cytoplasm is vesicle-filled, as seen by electron microscopy of thin-sectioned
cells [18,53,54]. Virus-induced vesicles are generally smooth-walled, with sizes that
range from 50–200 nm in diameter. Late in infection, 7.5–9 hpi, cells round up and
the cytoplasm has small and large clear vacuoles [18]. In addition, the nucleus is
further distorted and can be difficult to distinguish, mitochondria are swollen, and
U bodies are no longer visible. No further changes are observed in the cellular
ultrastructure after this time and before cell lysis [56], and it has been suggested that
major alterations in cell morphology beyond 7 hpi are an indication of the disruption
of all physiological systems in the cell rather than related to virus replication [18].

The morphology of poliovirus-induced vesicles has been investigated for nearly
60 years. Here we interpret these data, and discuss morphology information
from these studies. While we are not able to include the original images, scaled,
schematized versions are shown in Figure 1. It is important to note that while
these drawings are our interpretation of the data, results from different groups
show similar features and are consistent with what we describe here. A schematic
of an uninfected HeLa cell, shown in Figure 1A, schematized from Schlegel et al.,
1996 [54], provides a point of reference for cell morphology changes that are visible
in poliovirus-infected cells.
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TEXT FOR GRAPHICAL ABSTRACT 
 
Poliovirus infection results in the proliferation of membranous vesicles.  The structure 
and function of these vesicles vary spatially and temporally throughout the viral 
replication cycle. 
 
Replacement of  FIGURE 1 with new versions: 
 
Panel D:  this is 5 hpi, which was mis-labeled (by me) after the figure was split up. 
Panel E:  The ER was not demarcated in the figure, and it now is. There was also a minor 
mistake in tracing the nuclear membrane, which has been corrected. 
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Figure 1. Changes in cellular morphology after poliovirus infection. Schematized
cells from electron micrographs in Schlegel et al., (A,D) [54], Dales et al., (B,E) [53],
and Mattern and Daniels (C) [57]. Representative structures are marked: nuclear
membrane (blue), mitochondria (red), vacuoles (orange). Lines denote cytoplasm,
and dots represent “viroplasm”. Endoplasmic reticulum (yellow) becomes
enlarged and sometimes called “nuclear extrusions” (as in panel C). Early in
infection single membrane vesicles (purple) are visible, and later the appearance of
U bodies/horseshoe-shaped vesicles (green) and double membrane vesicles (teal).
In panel C, an image of a fractionated rosette (from Figure 3) is shown to scale,
highlighting its similarity to structures seen within infected cells. Scale bar 1 µm.

3.2. Morphological Details of Virus-Induced Membranes throughout Infection

The first morphological changes within the infected cell are apparent in the ER at
2.5 hpi [52]. Dramatic cellular changes are observed at 3 hpi. In 1965, Dales et al. [53]
showed the appearance of single membrane vesicular bodies in the perinuclear
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region of the cytoplasm in infected cells at 3 hpi, as seen in Figure 1B. More recently,
Belov et al. [55] collected three-dimensional data and have shown that what appeared
to be vesicles in two dimensions are, in fact, inter-connected branching tubular
structures. In addition to the appearance of single membrane tubular structures, the
endoplasmic reticulum itself has undergone a transformation by 3 hpi. The lumenal
space in the endoplasmic reticulum is enlarged, forming structures described as
“nuclear extrusions” by Mattern and Daniel [57], as depicted in Figure 1C. These
extended, altered endoplasmic reticulum-derived structures appear adjacent to
newly formed perinuclear membranous structures. It is tempting to envision that
poliovirus-induced vesicles derive from such nuclear extrusions.

By 1996, Schlegel et al. [54] were able to achieve enhanced sample preservation
using high pressure freezing and freeze substitution. Their data show similar
structures to those seen in earlier studies, with additional details visible. Particularly
notable are double membrane structures preserved by tannic acid. Vesicles observed
by these researchers 5 hpi (Figure 1D) are substantially different than those seen at
3 hpi. While single membrane vesicles are still visible at 5 hpi, there are now multiple
clusters of poliovirus-induced vesicles evident within the cytoplasm, varying in
location from perinuclear to peripheral. Vesicles within these clusters appear to be
predominantly round or oval, and frequently display double membrane morphology.
We note that some of these vesicles show lumenal content with increased densities
compared to cytoplasm.

Even more striking is that some of these double membrane morphologies are
not completely closed, but instead maintain a horseshoe-like appearance with a gated
lumen that is connected to the cytoplasm through a neck approximately 15 nm in
diameter. These structures appear similar in shape and size to U bodies described
earlier [18] and resemble those discussed above in work by Dales et al. [53]. The
U bodies may represent a transition state from single to double membrane vesicles
or vice versa, but this is not yet clear. As seen in Figure 1D, at 5 hpi vesicles range
in size from 100–200 nm in diameter, and clusters of vesicles are on the order of
1–2 µm across.

By 7 hpi (Figure 1E, schematized from [53]), there are more double membrane
vesicles, as well as fewer single membrane vesicles. The changes are not as dramatic
from 5 to 7 hpi as they are from 3–5 hpi, but poliovirus capsids are visible dispersed
through the vesicle clusters, occasionally appearing as crystals, and frequently within
the lumen of double-membrane vesicles.

Electron tomography data from Belov et al., 2012 [55] revealed that the
three-dimensional morphology of poliovirus vesicles is even more complicated
than what had been visualized in two dimensions. At 3 hpi, vesicles in the cytoplasm
consist of irregularly shaped, branching clusters of single membrane vesicles. The
diameters of individual vesicles range from approximately 25–300 nm. These tubular
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vesicles appear tightly clustered, with their morphologies influenced by neighboring
vesicles. At 4 hpi, individual vesicles appear larger in volume and some have
associated viruses on their cytoplasmic side. At 7 hpi, most of the vesicular structures
are composed of double membrane vesicles, with tightly apposed membranes. These
more oval structures appear to be better separated, and less convoluted, with larger
interior regions than the membranous structures visible at 3 and 4 hpi. As mentioned
above, some of these double membrane structures appear to have gated lumenal
areas, with a roughly round central lumen of diameter ~250 nm and a gate opening of
~20 nm. These three-dimensional data may correspond to similar horseshoe shaped
structures observed earlier [18,54].

4. Cell Fractionation for Investigation of Poliovirus Replication Factories

Fractionated samples may represent isolation of clusters of poliovirus vesicles.
Membrane-associated cellular and viral processes such as virus replication and
protein translation are well separated by subcellular fractionation, as shown in
Figure 2. The work of Caliguiri and Tamm [58] showed that sucrose density fractions
arising from infected cells display significant increases in lipids and that the fraction
containing twice the phospholipid content, as compared to the corresponding
mock-infected sample, comprises vesicles with a smooth membrane (Fraction 2
in Figure 2) and contains newly synthesized phospholipids. The relative amount
of smooth membrane increases during the course of virus infection, as compared
to rough membrane [59]. Both Caliguiri and Mosser [60] and Butterworth et al. [61]
provided evidence that the most abundant protein in this smooth membrane fraction
is a 37 kDa polypeptide “X”, which has since been renamed poliovirus protein 2C
(see [62] for a table of poliovirus protein nomenclature). Poliovirus protein 2C is
associated with membrane remodeling (see Table 2), and is known to play a critical
role in virus replication, which occurs on smooth membrane. A fraction containing
rough membrane (membrane decorated with ribosomes; Fraction 5 in Figure 2),
contains the majority of infectious virus. These data indicate that fractionation
successfully separates RNA replication factories from virions as evidenced by a
discrete distribution of replicative intermediates. This ability to resolve, by buoyancy,
vesicles associated with infectious virus from those associated with RNA production,
indicates that vesicles associated with replication are distinct from those associated
with protein translation or virion packaging.

Within Fraction 2 (Figure 2), replication complexes active in replication have
been named “rosettes” and characterized by the work of Bienz et al., 1990 [63]. As seen
in Figure 3, rosettes appear as multivesicular aggregates, the overall configuration
appearing as an oval shape approximately 1 µm by 500 nm, with an unknown
height. These structures were called rosettes because they are composed of large
(200–400 nm diameter) vesicles (“petals”) surrounding a more compact central
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structure [54,63–65]. While rosette structure is not necessary for RNA replication [21],
the overall organization and morphology between isolated samples and clusters seen
in sections prepared from virus-infected cells appears to be conserved, as seen in
a to-scale schematic of Figure 3 included in panel D of Figure 1.
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Figure 2. Subcellular fractionation of functionally distinct vesicles associated
with replication processes. In work by Caliguiri and Tamm, Dounce homogenates
of HeLa cells were layered in a discontinuous sucrose gradient, centrifuged at
86,000ˆ g. Upon fractionation of the gradient, membrane bands with the indicated
densities were collected. Properties of fractions 2, 3, and 5 are shown. Vesicle
content was examined by electron microscopy [58]; RNA polymerase activity of the
isolated fraction was measured by tritiated ATP incorporation; the abundance of
RNA species (RI, RF, SS) was determined by gel electrophoresis; and viral titer was
measured by plaque assay [58,66]. Note: data from Caliguiri and Tamm [58,66,67].

341



Viruses 2015, 7, page–page 

8 

 

Figure  2.  Subcellular  fractionation  of  functionally  distinct  vesicles  associated  with  replication 

processes.  In work by Caliguiri and Tamm, Dounce homogenates of HeLa cells were  layered  in a 

discontinuous  sucrose  gradient,  centrifuged  at  86,000x  g.  Upon  fractionation  of  the  gradient, 

membrane bands with the indicated densities were collected. Properties of fractions 2, 3, and 5 are 

shown. Vesicle content was examined by electron microscopy [58]; RNA polymerase activity of the 

isolated  fraction was measured  by  tritiated  ATP  incorporation;  the  abundance  of  RNA  species  

(RI, RF, SS) was determined by gel electrophoresis; and viral  titer was measured by plaque assay 

[58,66]. Note: data from Caliguiri and Tamm [58,66,67]. 

 

Figure  3. Morphology of  rosette  isolated  from poliovirus‐infected  cells.  (A) U body‐like densities 

surround  a dense  central  region of  smaller vesicles. Cell  fractionated material was prepared  and 

imaged  by  Evan  Rossignol  using methods  from  Schlegel  et  al.,  1996  [54].  Sample  from  4  hpi  is 

negatively stained and imaged by electron microscopy; (B) Cartoon highlights the horseshoe‐shaped 

(U body‐like) configurations of individual vesicles of the cluster. Magnification bar, 100 nm. 

5. Conclusions 

During poliovirus infection there is a continuum of membranous structures that are formed in 

concert  with  assembly  of  replication  factories  and  in  support  of  RNA  replication,  as  shown 

schematized  in  Figure  4. Virus‐induced membranous  structures  begin  to  appear  at  2.5  hpi  [52] 

(Figure 4A), and dominate the cytoplasmic space by 7 hpi [18,53]. These structures serve multiple 

roles  in  virus‐infected  cells,  including  as  a  site  for RNA  replication  [68]  (Figure  4B,C),  for RNA 

packaging (Figure 4B) [69,70], and for virus maturation [71–75] (Figure 4D,E). It is not clear whether 

membranous structures transition between roles or are independently formed. Indeed, if there are 

Figure 3. Morphology of rosette isolated from poliovirus-infected cells.
(A) U body-like densities surround a dense central region of smaller vesicles. Cell
fractionated material was prepared and imaged by Evan Rossignol using methods
from Schlegel et al., 1996 [54]. Sample from 4 hpi is negatively stained and imaged
by electron microscopy; (B) Cartoon highlights the horseshoe-shaped (U body-like)
configurations of individual vesicles of the cluster. Magnification bar, 100 nm.

5. Conclusions

During poliovirus infection there is a continuum of membranous structures that
are formed in concert with assembly of replication factories and in support of RNA
replication, as shown schematized in Figure 4. Virus-induced membranous structures
begin to appear at 2.5 hpi [52] (Figure 4A), and dominate the cytoplasmic space by
7 hpi [18,53]. These structures serve multiple roles in virus-infected cells, including as
a site for RNA replication [68] (Figure 4B,C), for RNA packaging (Figure 4B) [69,70],
and for virus maturation [71–75] (Figure 4D,E). It is not clear whether membranous
structures transition between roles or are independently formed. Indeed, if there are
independent membrane formation paths for different viral roles, this could explain
the observed presence in replication factories of markers from different cellular
origins (ER, Golgi, etc.).

On a cellular scale, RNA synthesis is compartmentalized in infected
cells. Negative-sense RNA is synthesized in a perinuclear region of ER, and (+) RNA
in a more peripheral location [76]. Despite the fact that packaging of RNA is coupled
to its replication [77], differing buoyant densities of fractionated vesicles indicate that
packaging of RNA into virions occurs in a population of vesicles separate from those
active in replication [64]. This suggests spatial compartmentalization of the viral
processes, where (+) RNA migrates from the membranous site of RNA synthesis to
membranous packaging sites, as shown in Figure 4B. Thus active replication involves
only a fraction of the available membranous structures.

Early in infection poliovirus morphology and other (+) RNA viruses all appear
to produce single membrane tubular structures [55,78]. The progression of the
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structures to double membrane vesicles is also shared. Evidence shows that RNA
replication occurs within vesicle lumenal regions for multiple (+) RNA viruses
(e.g., [79–82]). These structures may serve to sequester from host cell defenses
the double-stranded RNA intermediate during RNA synthesis. In the case of a
prototypical arterivirus, equine arteritis virus, the double membrane vesicles formed
during infection label strongly for double-stranded RNA. These labeled vesicles
display the same dark phenotype seen in a population of poliovirus vesicles. Analysis
of the phosphorous content using electron spectroscopy reveals these vesicles in
arterivirus infection contain the phosphorous content equivalent to roughly a dozen
copies of the viral genome [81]. Although the method by which RNA products
can exit the lumen of a double membrane vesicle is unclear for some viruses,
poliovirus-infected cells display a possible intermediate. The U-bodies or horseshoe
vesicles commonly observed late in poliovirus infection [18,53,54] display a gated
lumenal morphology that is consistent with membrane fusion between the outer and
inner vesicles, a feat possibly mediated in part by 3AB [51] (see Figure 4C).

Autophagosome-like vesicles are large double membrane structures, about
twice the size of U bodies. They play a critical role in maturation of viruses, through
acidification of the vesicle, which promotes the final step in virus maturation and
viral transmission [46,71,72,83,84]. Better understanding of the pathways of vesicle
transitions can help elucidate the infection cycle and the compartmentalization
of function.

The complex cellular changes that occur throughout infection require specialized
phospholipid biosynthesis that evolves over the time of infection [11,24,59]. In our
model each vesicle population serves specialized roles (and perhaps some shared
roles) that support the poliovirus replication processes. Different membranous
species can co-exist temporally, providing a complex environment for efficient
coordination of all aspects of poliovirus replication.
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Figure 4. Virus-induced membrane remodeling and expansion for poliovirus
replication. (A) As early as 2.5 hpi, lipid buds off the ER [52], producing structures
comprised of mostly virally induced lipids [11]; (B) New and pre-existing cellular
vesicles are dynamically remodeled [55] and invaginated from tubules into vesicles,
and U-bodies, using a unique lipid composition and specific virus proteins
(listed in Tables 1 and 2). Only a fraction of the membranous structures are
involved in active RNA replication within lumenal spaces. Throughout infection
(+) RNA exits the replication factory, destined for translation or packaging. For
virus assembly, (+) RNA interacts with membrane-associated capsid protein
pentamers on membranes that are distinct from replication factory membranes [70];
(C) Possible mechanism by which closed DMVs transitions to U-body with gated
lumen. These structures are visible at timepoints beginning 4 hpi and are believed
to continue active replication; (D) Autophagosome-like vesicle formation engulfs
immature virus particles. These vesicles have twice the diameter of replication
vesicles [71], and we posit that these membranes are distinct from those in RNA
replication factories, which are still present in the cell; (E) Acidification of the
autophagosome-like vesicles produces mature virus particles [72].

Acknowledgments: This work was supported by NIH grant no. GM102474 to E.B.

Author Contributions: All authors participated in writing and editing this manuscript.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Filman, D.J.; Syed, R.; Chow, M.; Macadam, A.J.; Minor, P.D.; Hogle, J.M. Structural factors
that control conformational transitions and serotype specificity in type 3 poliovirus.
EMBO J. 1989, 8, 1567–1579.

344



2. Mendelsohn, C.L.; Wimmer, E.; Racaniello, V.R. Cellular receptor for poliovirus:
Molecular cloning, nucleotide sequence, and expression of a new member of the
immunoglobulin superfamily. Cell 1989, 56, 855–865.

3. Joklik, W.K.; Darnell, J.E., Jr. The adsorption and early fate of purified poliovirus in HeLa
cells. Virology 1961, 13, 439–447.

4. De Sena, J.; Mandel, B. Studies on the in vitro uncoating of poliovirus. II. Characteristics
of the membrane-modified particle. Virology 1977, 78, 554–566.

5. Fricks, C.E.; Hogle, J.M. Cell-induced conformational change in poliovirus:
Externalization of the amino terminus of VP1 is responsible for liposome binding. J. Virol.
1990, 64, 1934–1945.

6. Tuthill, T.J.; Bubeck, D.; Rowlands, D.J.; Hogle, J.M. Characterization of early steps in
the poliovirus infection process: Receptor-decorated liposomes induce conversion of the
virus to membrane-anchored entry-intermediate particles. J. Virol. 2006, 80, 172–180.

7. Brandenburg, B.; Lee, L.Y.; Lakadamyali, M.; Rust, M.J.; Zhuang, X.; Hogle, J.M. Imaging
Poliovirus Entry in Live Cells. PLoS Biol. 2007, 5, e183.

8. Paul, A.V.; Wimmer, E. Initiation of protein-primed picornavirus RNA synthesis.
Virus Res. 2015, 206, 12–26.

9. Koch, F.; Koch, G. The Molecular Biology of Poliovirus; Springer: Vienna, Austria,
1985; p. 209.

10. Egger, D.; Teterina, N.; Ehrenfeld, E.; Bienz, K. Formation of the poliovirus replication
complex requires coupled viral translation, vesicle production, and viral RNA synthesis.
J. Virol. 2000, 74, 6570–6580.

11. Cornatzer, W.E.; Fischer, R.G. Effect of poliomyelitis virus on phospholipid metabolism
of HeLa cell. JAMA 1961, 178, 912–914.

12. Cook, P.R. The organization of replication and transcription. Science 1999, 284,
1790–1795.

13. Den Boon, J.A.; Diaz, A.; Ahlquist, P. Cytoplasmic viral replication complexes. Cell Host
Microbe 2010, 8, 77–85.

14. Romero-Brey, I.; Bartenschlager, R. Membranous replication factories induced by
plus-strand RNA viruses. Viruses 2014, 6, 2826–2857.

15. Neuman, B.W.; Angelini, M.M.; Buchmeier, M.J. Does form meet function in the
coronavirus replicative organelle? Trends Microbiol. 2014, 22, 642–647.

16. Linden, L.; Wolthers, K.C.; van Kuppeveld, F.J.M. Replication and Inhibitors of
Enteroviruses and Parechoviruses. Viruses 2015, 7, 4529–4562.

17. Howes, D.W.; Melnick, J.L.; Reissig, M. Sequence of morphological changes in epithelial
cell cultures infected with poliovirus. J. Exp. Med. 1956, 104, 289–304.

18. Kallman, F.; Williams, R.C.; Dulbecco, R.; Vogt, M. Fine Structure of Changes Produced
in Cultured Cells Sampled at Specified Intervals During a Single Growth Cycle of Polio
Virus. J. Biophys. Biochem. Cytol. 1958, 4, 301–308.

19. Vance, D.E.; Trip, E.M.; Paddon, H.B. Poliovirus increases phosphatidylcholine
biosynthesis in HeLa cells by stimulation of the rate-limiting reaction catalyzed by CTP:
Phosphocholine cytidylyltransferase. J. Biol. Chem. 1980, 255, 1064–1069.

345



20. Guinea, R.; Carrasco, L. Effects of fatty acids on lipid synthesis and viral RNA replication
in poliovirus-infected cells. Virology 1991, 185, 473–476.

21. Fogg, M.H.; Teterina, N.L.; Ehrenfeld, E. Membrane requirements for uridylylation of the
poliovirus VPg protein and viral RNA synthesis in vitro. J. Virol. 2003, 77, 11408–11416.

22. Penman, S.; Summers, D. Effects on host cell metabolism following synchronous infection
with poliovirus. Virology 1965, 27, 614–620.

23. Hsu, N.Y.; Ilnytska, O.; Belov, G.; Santiana, M.; Chen, Y.H.; Takvorian, P.M.; Pau, C.; van
der Schaar, H.; Kaushik-Basu, N.; Balla, T.; et al. Viral reorganization of the secretory
pathway generates distinct organelles for RNA replication. Cell 2010, 141, 799–811.

24. Nchoutmboube, J.A.; Viktorova, E.G.; Scott, A.J.; Ford, L.A.; Pei, Z.; Watkins, P.A.;
Ernst, R.K.; Belov, G.A. Increased Long Chain acyl-Coa Synthetase Activity and Fatt383y
Acid Import Is Linked to Membrane Synthesis for Development of Picornavirus
Replication Organelles. PLoS Pathog. 2013, 9, e1003401.

25. Mosser, A.G.; Caliguiri, L.A.; Tamm, I. Incorporation of lipid precursors into cytoplasmic
membranes of poliovirus-infected HeLa cells. Virology 1972, 47, 39–47.

26. Guinea, R.; Carrasco, L. Phospholipid biosynthesis and poliovirus genome replication,
two coupled phenomena. EMBO J. 1990, 9, 2011–2016.

27. McMahon, H.T.; Gallop, J.L. Membrane curvature and mechanisms of dynamic cell
membrane remodelling. Nature 2005, 438, 590–596.

28. Lewis, R.N.A.H.; Mannock, D.A.; McElhaney, R.N.; Turner, D.C.; Gruner, S.M. Effect
of fatty acyl chain length and structure on the lamellar gel to liquid-crystalline and
lamellar to reversed hexagonal phase transitions of aqueous phosphatidylethanolamine
dispersions. Biochemistry 1989, 28, 541–548.

29. Szule, J.A.; Fuller, N.L.; Peter Rand, R. The Effects of Acyl Chain Length and Saturation of
Diacylglycerols and Phosphatidylcholines on Membrane Monolayer Curvature. Biophys.
J. 2015, 83, 977–984.

30. Belov, G.A.; Altan-Bonnet, N.; Kovtunovych, G.; Jackson, C.L.; Lippincott-Schwartz, J.;
Ehrenfeld, E. Hijacking components of the cellular secretory pathway for replication of
poliovirus RNA. J. Virol. 2007, 81, 558–567.

31. Arita, M.; Kojima, H.; Nagano, T.; Okabe, T.; Wakita, T.; Shimizu, H. Oxysterol-binding
protein family I is the target of minor enviroxime-like compounds. J. Virol. 2013, 87,
4252–4260.

32. Richards, A.L.; Soares-Martins, J.A.P.; Riddell, G.T.; Jackson, W.T. Generation of unique
poliovirus RNA replication organelles. MBio 2014, 5.

33. Ishiyama, N.; Hill, C.M.; Bates, I.R.; Harauz, G. The formation of helical tubular vesicles
by binary monolayers containing a nickel-chelating lipid and phosphoinositides in the
presence of basic polypeptides. Chem. Phys. Lipids 2002, 114, 103–111.

34. Lenoir, M.; Grzybek, M.; Majkowski, M.; Rajesh, S.; Kaur, J.; Whittaker, S.B.-M.;
Coskun, Ü.; Overduin, M. Structural Basis of Dynamic Membrane Recognition by
trans-Golgi Network Specific FAPP Proteins. J. Mol. Biol. 2015, 427, 966–981.

346



35. Khan, I.; Katikaneni, D.S.; Han, Q.; Sanchez-Felipe, L.; Hanada, K.; Ambrose, R.L.;
Mackenzie, J.M.; Konan, K.V. Modulation of Hepatitis C Virus Genome Replication
by Glycosphingolipids and Four-Phosphate Adaptor Protein 2. J. Virol. 2014, 88,
12276–12295.

36. Dowler, S.; Kular, G.; Alessi, D.R. Protein Lipid Overlay Assay. Sci. Signal. 2002,
2002, pl6.

37. Strating, J.R.P.M.; van der Linden, L.; Albulescu, L.; Bigay, J.; Arita, M.; Delang, L.;
Leyssen, P.; van der Schaar, H.M.; Lanke, K.H.W.; Thibaut, H.J.; et al. Itraconazole Inhibits
Enterovirus Replication by Targeting the Oxysterol-Binding Protein. Cell Rep. 2015, 10,
600–615.

38. Adkins, E.M.; Samuvel, D.J.; Fog, J.U.; Eriksen, J.; Jayanthi, L.D.; Vaegter, C.B.;
Ramamoorthy, S.; Gether, U. Membrane Mobility and Microdomain Association of
the Dopamine Transporter Studied with Fluorescence Correlation Spectroscopy and
Fluorescence Recovery after Photobleaching. Biochemistry 2007, 46, 10484–10497.

39. Owen, D.M.; Williamson, D.; Rentero, C.; Gaus, K. Quantitative Microscopy: Protein
Dynamics and Membrane Organisation. Traffic 2009, 10, 962–971.

40. Arita, M. Phosphatidylinositol-4 kinase III beta and oxysterol-binding protein accumulate
unesterified cholesterol on poliovirus-induced membrane structure. Microbiol. Immunol.
2014, 58, 239–256.

41. Ilnytska, O.; Santiana, M.; Hsu, N.Y.; Du, W.L.; Chen, Y.H.; Viktorova, E.G.; Belov, G.;
Brinker, A.; Storch, J.; Moore, C.; Dixon, J.L.; Altan-Bonnet, N. Enteroviruses harness the
cellular endocytic machinery to remodel the host cell cholesterol landscape for effective
viral replication. Cell Host Microbe 2013, 14, 281–293.

42. Chang, T.-Y.; Chang, C.C.Y.; Ohgami, N.; Yamauchi, Y. Cholesterol Sensing, Trafficking,
and Esterification. Annu. Rev. Cell Dev. Biol. 2006, 22, 129–157.

43. Aizaki, H.; Lee, K.-J.; Sung, V.M.-H.; Ishiko, H.; Lai, M.M.C. Characterization of the
hepatitis C virus RNA replication complex associated with lipid rafts. Virology 2004, 324,
450–461.

44. Paul, D.; Hoppe, S.; Saher, G.; Krijnse-Locker, J.; Bartenschlager, R. Morphological
and Biochemical Characterization of the Membranous Hepatitis C Virus Replication
Compartment. J. Virol. 2013, 87, 10612–10627.

45. Mesmin, B.; Bigay, J.; Moser von Filseck, J.; Lacas-Gervais, S.; Drin, G.; Antonny, B. A
four-step cycle driven by PI(4)P hydrolysis directs sterol/PI(4)P exchange by the ER-Golgi
tether OSBP. Cell 2013, 155, 830–843.

46. Jackson, W.T. Poliovirus-induced changes in cellular membranes throughout infection.
Curr. Opin. Virol. 2014, 9, 67–73.

47. Cho, M.W.; Teterina, N.; Egger, D.; Bienz, K.; Ehrenfeld, E. Membrane rearrangement and
vesicle induction by recombinant poliovirus 2C and 2BC in human cells. Virology 1994,
202, 129–145.

48. Doedens, J.R.; Giddings, T.H.; Kirkegaard, K. Inhibition of endoplasmic
reticulum-to-Golgi traffic by poliovirus protein 3A: Genetic and ultrastructural
analysis. J. Virol. 1997, 71, 9054–9064.

347



49. Suhy, D.A.; Giddings, T.H.; Kirkegaard, K. Remodeling the endoplasmic reticulum by
poliovirus infection and by individual viral proteins: An autophagy-like origin for
virus-induced vesicles. J. Virol. 2000, 74, 8953–8965.

50. Teterina, N.L.; Gorbalenya, A.E.; Egger, D.; Bienz, K.; Ehrenfeld, E. Poliovirus 2C protein
determinants of membrane binding and rearrangements in mammalian cells. J. Virol.
1997, 71, 8962–8972.

51. Wang, J.; Ptacek, J.B.; Kirkegaard, K.; Bullitt, E. Double-membraned liposomes sculpted
by poliovirus 3AB protein. J. Biol. Chem. 2013, 288, 27287–27298.

52. Bienz, K.; Egger, D.; Pasamontes, L. Association of polioviral proteins of the P2 genomic
region with the viral replication complex and virus-induced membrane synthesis as
visualized by electron microscopic immunocytochemistry and autoradiography. Virology
1987, 160, 220–226.

53. Dales, S.; Eggers, H.J.; Tamm, I. Electron Microscopic Study of the Formation of Poliovirus.
Virology 1965, 26, 379–389.

54. Schlegel, A.; Giddings, T.H.; Ladinsky, M.S.; Kirkegaard, K. Cellular origin and
ultrastructure of membranes induced during poliovirus infection. J. Virol. 1996, 70,
6576–6588.

55. Belov, G.A.; Nair, V.; Hansen, B.T.; Hoyt, F.H.; Fischer, E.R.; Ehrenfeld, E. Complex
Dynamic Development of Poliovirus Membranous Replication Complexes. J. Virol. 2012,
86, 302–312.

56. Bienz, K.; Egger, D.; Wolff, D.A. Virus replication, cytopathology, and lysosomal enzyme
response of mitotic and interphase Hep-2 cells infected with poliovirus. J. Virol. 1973, 11,
565–574.

57. Mattern, C.F.T.; Daniel, W.A. Replication of poliovirus in HeLa cells: Electron microscopic
observations. Virology 1965, 26, 646–663.

58. Caliguiri, L.A.; Tamm, I. The role of cytoplasmic membranes in poliovirus biosynthesis.
Virology 1970, 42, 100–111.

59. Mosser, A.G.; Caliguiri, L.A.; Scheid, A.S.; Tamm, I. Chemical and enzymatic
characteristics of cytoplasmic membranes of poliovirus-infected HeLa cells. Virology
1972, 47, 30–38.

60. Caliguiri, L.A.; Mosser, A.G. Proteins associated with the poliovirus RNA replication
complex. Virology 1971, 46, 375–386.

61. Butterworth, B.E.; Shimshick, E.J.; Yin, F.H. Association of the polioviral RNA polymerase
complex with phospholipid membranes. J. Virol. 1976, 19, 457–466.

62. Pallansch, M.A.; Kew, O.M.; Semler, B.L.; Omilianowski, D.R.; Anderson, C.W.;
Wimmer, E.; Rueckert, R.R. Protein processing map of poliovirus. J. Virol. 1984, 49,
873–880.

63. Bienz, K.; Egger, D.; Troxler, M.; Pasamontes, L. Structural organization of poliovirus
RNA replication is mediated by viral proteins of the P2 genomic region. J. Virol. 1990, 64,
1156–1163.

64. Bienz, K.; Egger, D.; Pfister, T.; Troxler, M. Structural and functional characterization of
the poliovirus replication complex. J. Virol. 1992, 66, 2740–2747.

348



65. Egger, D.; Pasamontes, L.; Bolten, R.; Boyko, V.; Bienz, K. Reversible dissociation of the
poliovirus replication complex: Functions and interactions of its components in viral
RNA synthesis. J. Virol. 1996, 70, 8675–8683.

66. Caliguiri, L.A.; Tamm, I. Characterization of poliovirus-specific structures associated
with cytoplasmic membranes. Virology 1970, 42, 112–122.

67. Caliguiri, L.A.; Tamm, I. Membranous structures associated with translation and
transcription of poliovirus RNA. Science 1969, 166, 885–886.

68. Bienz, K.; Egger, D.; Rasser, Y.; Bossart, W. Kinetics and location of poliovirus
macromolecular synthesis in correlation to virus-induced cytopathology. Virology 1980,
100, 390–399.

69. Horne, R.W.; Nagington, J. Electron microscope studies of the development and structure
of poliomyelitis virus. J. Mol. Biol. 1959, 1, 333.

70. Pfister, T.; Pasamontes, L.; Troxler, M.; Egger, D.; Bienz, K. Immunocytochemical
localization of capsid-related particles in subcellular fractions of poliovirus-infected
cells. Virology 1992, 188, 676–684.

71. Chen, Y.-H.; Du, W.; Hagemeijer, M.C.; Takvorian, P.M.; Pau, C.; Cali, A.; Brantner, C.A.;
Stempinski, E.S.; Connelly, P.S.; Ma, H.-C.; et al. Phosphatidylserine Vesicles Enable
Efficient En Bloc Transmission of Enteroviruses. Cell 2015, 160, 619–630.

72. Richards, A.L.; Jackson, W.T. Intracellular Vesicle Acidification Promotes Maturation of
Infectious Poliovirus Particles. PLoS Pathog. 2012, 8, e1003046.

73. Taylor, M.P.; Burgon, T.B.; Kirkegaard, K.; Jackson, W.T. Role of microtubules in
extracellular release of poliovirus. J. Virol. 2009, 83, 6599–6609.

74. Jackson, W.T.; Giddings, T.H.; Taylor, M.P.; Mulinyawe, S.; Rabinovitch, M.; Kopito, R.R.;
Kirkegaard, K. Subversion of cellular autophagosomal machinery by RNA viruses.
PLoS Biol. 2005, 3, e156.

75. Bird, S.W.; Maynard, N.D.; Covert, M.W.; Kirkegaard, K. Nonlytic viral spread enhanced
by autophagy components. Proc. Natl. Acad. Sci. USA 2014, 111, 13081–13086.

76. Egger, D.; Bienz, K. Intracellular location and translocation of silent and active poliovirus
replication complexes. J. Gen. Virol. 2005, 86, 707–718.

77. Nugent, C.I.; Johnson, K.L.; Sarnow, P.; Kirkegaard, K. Functional coupling between
replication and packaging of poliovirus replicon RNA. J. Virol. 1999, 73, 427–435.

78. Limpens, R.W.A.L.; van der Schaar, H.M.; Kumar, D.; Koster, A.J.; Snijder, E.J.; van
Kuppeveld, F.J.M.; Bárcena, M. The transformation of enterovirus replication structures: A
three-dimensional study of single- and double-membrane compartments. MBio 2011, 2.

79. Gosert, R.; Kanjanahaluethai, A.; Egger, D.; Bienz, K.; Baker, S.C. RNA replication
of mouse hepatitis virus takes place at double-membrane vesicles. J. Virol. 2002, 76,
3697–3708.

80. Knoops, K.; Kikkert, M.; van den Worm, S.H.E.; Zevenhoven-Dobbe, J.C.; van der Meer, Y.;
Koster, A.J.; Mommaas, A.M.; Snijder, E.J. SARS-coronavirus replication is supported
by a reticulovesicular network of modified endoplasmic reticulum. PLoS Biol. 2008, 6,
1957–1974.

349



81. Knoops, K.; Barcena, M.; Limpens, R.W.A.L.; Koster, A.J.; Mommaas, A.M.; Snijder, E.J.
Ultrastructural Characterization of Arterivirus Replication Structures: Reshaping the
Endoplasmic Reticulum to Accommodate Viral RNA Synthesis. J. Virol. 2012, 86,
2474–2487.

82. Romero-Brey, I.; Merz, A.; Chiramel, A.; Lee, J.-Y.; Chlanda, P.; Haselman, U.;
Santarella-Mellwig, R.; Habermann, A.; Hoppe, S.; Kallis, S.; et al. Three-dimensional
architecture and biogenesis of membrane structures associated with hepatitis C virus
replication. PLoS Pathog. 2012, 8, e1003056.

83. Taylor, M.P.; Kirkegaard, K. Modification of Cellular Autophagy Protein LC3 by
Poliovirus. J. Virol. 2007, 81, 12543–12553.

84. Robinson, S.M.; Tsueng, G.; Sin, J.; Mangale, V.; Rahawi, S.; McIntyre, L.L.; Williams, W.;
Kha, N.; Cruz, C.; Hancock, B.M.; et al. Coxsackievirus B Exits the Host Cell in Shed
Microvesicles Displaying Autophagosomal Markers. PLoS Pathog. 2014, 10, e1004045.

350



Amino Terminal Region of Dengue Virus
NS4A Cytosolic Domain Binds to Highly
Curved Liposomes
Yu-Fu Hung, Melanie Schwarten, Silke Hoffmann, Dieter Willbold,
Ella H. Sklan and Bernd W. Koenig

Abstract: Dengue virus (DENV) is an important human pathogen causing millions
of disease cases and thousands of deaths worldwide. Non-structural protein 4A
(NS4A) is a vital component of the viral replication complex (RC) and plays a
major role in the formation of host cell membrane-derived structures that provide
a scaffold for replication. The N-terminal cytoplasmic region of NS4A(1–48) is
known to preferentially interact with highly curved membranes. Here, we provide
experimental evidence for the stable binding of NS4A(1–48) to small liposomes
using a liposome floatation assay and identify the lipid binding sequence by
NMR spectroscopy. Mutations L6E;M10E were previously shown to inhibit DENV
replication and to interfere with the binding of NS4A(1–48) to small liposomes. Our
results provide new details on the interaction of the N-terminal region of NS4A with
membranes and will prompt studies of the functional relevance of the curvature
sensitive membrane anchor at the N-terminus of NS4A.

Reprinted from Viruses. Cite as: Hung, Y.-F.; Schwarten, M.; Hoffmann, S.;
Willbold, D.; Sklan, E.H.; Koenig, B.W. Amino Terminal Region of Dengue Virus NS4A
Cytosolic Domain Binds to Highly Curved Liposomes. Viruses 2015, 7, 4119–4130.

1. Introduction

Dengue virus (DENV), the causative agent of dengue fever, is a positive strand
RNA, enveloped virus belonging to the Flaviviridae family. The viral RNA is
translated into a single polyprotein which is processed by cellular and viral proteases
into three structural proteins (capsid, premembrane, and envelope) and the seven
non-structural (NS) proteins NS1, NS2A, NS2B, NS3, NS4A, NS4B, and NS5 [1]. The
NS proteins are not found in the mature virion but are crucial for viral replication.
Synthesis of viral RNA takes place in replication complexes (RCs) that contain
essential NS proteins, viral RNA and host cell factors [2]. Upon DENV infection,
a complex and continuous network of ER membrane-derived vesicular structures
and convoluted membranes is formed. These structures contain the viral replication
complexes and the sites of virion assembly [3–5].

NS4A is small integral membrane protein containing four predicted
transmembrane segments (pTMSs) [1]. Although pTMS4, often referred to as the 2k
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fragment, is not part of the mature NS4A, it serves as a signal peptide for the ER
localization of NS4B and is cleaved from the mature NS4A [6]. Experimental data
verify that pTMS1 and pTMS3 span the membrane while pTMS2 is embedded in the
luminal leaflet of the ER membrane and does not span it [1].

NS4A is crucial for the formation of the virus-induced membrane structures.
Expression of NS4A lacking the 2k fragment alone is sufficient to induce membrane
alterations that resemble the DENV-induced highly curved membranes that harbor
the RCs [1]. Clearly, to induce these structures NS4A will have to closely
interact with host membranes. However, the mechanism by which NS4A induces
the curved morphology of these newly formed membranes is still unknown.
Insertion of amphipathic helices into one leaflet of a membrane bilayer, as well
as oligomerization of membrane proteins are among the mechanisms known to
participate in the induction of membrane curvature [7]. Molecular dynamics (MD)
simulations suggest that pTMS2 of NS4A could support membrane undulations
upon stable association with the membrane [8]. Curved vesicular structures
might also be induced via homooligomerization of NS4A [9,10]. While we have
previously shown that the NS4A N-terminal cytoplasmic region is implicated in
its oligomerization [10], a recent study demonstrated that pTMS1 is the major
determinant in this process [9]. Introduction of two point mutations at the N-terminal
of NS4A (L6E and M10E) reduced both the amphipathic character of this region and
NS4A homooligomerization and abolished viral replication [10].

NS4A is an essential component of the viral RC [1]. Direct interaction of NS4A
with the cytoskeletal protein vimentin was reported to be necessary for correct
localization of the RC at the perinuclear site [11]. The vimentin binding site was
found to be located at the N-terminal 50 residues of NS4A [11]. NS4A was also
reported to bind NS4B, another component of the RC, via pTMS1 [9]. Mutational
analysis suggests a functional relevance of this interaction for viral replication [9]. It
was speculated that the interaction between NS4A and NS4B in concert with NS4A
oligomerization and NS4B dimerization may play a role in the spatial and temporal
regulation of distinct molecular complexes involved in the viral infection cycle [9].

Our previous circular dichroism (CD) data demonstrated that NS4A(1–48)
interacts with highly curved small unilamellar liposomes under α-helix formation,
while mutated NS4A(1–48, L6E;M10E) does not [12]. Surface plasmon resonance data
indicated a seven fold-greater association of wild type NS4A(1–48) with immobilized
liposomes compared to the mutant [12]. The structure of NS4A(1–48) in presence
of membrane mimicking SDS micelles was characterized by NMR [12]. To further
extend these results we used liposome flotation for direct proof of NS4A(1–48)
binding to free liposomes. The exact location of lipid binding sites in the amino acid
sequence of NS4A(1–48) was addressed by NMR spectroscopy. Our findings provide
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a basis for specific structure-function studies that will enhance our understanding of
the role of NS4A and might provide future targets for anti-viral intervention.

2. Materials and Methods

2.1. Peptide Production

The peptide NS4A(1–48) corresponds to amino acid residues 1–48 from the
N-terminal of NS4A of dengue virus serotype 2 (NCBI Protein database accession
number: NP739588). A mutant peptide containing the mutations L6E and M10E
was designated NS4A(1–48, L6E;M10E). The two NS4A peptides were recombinantly
produced in E. coli BL21 cells and enzymatically cleaved from the affinity tag as
described earlier [13]. Uniform isotope labeling with 15N or 13C, 15N was achieved
by expression in M9 medium containing 15N ammonium chloride and 13C glucose
(Eurisotop, Saarbrücken, Germany) as the sole source of nitrogen and carbon,
respectively. Unlabeled peptides were expressed in LB media.

2.2. Fluorescence Labeling

Alexa Fluor 488 succinimidyl ester (NHS ester) was purchased from Life
Technologies, Darmstadt, Germany. The dye was dissolved in anhydrous DMSO at a
concentration of 3 mM immediately prior to the labeling reaction. For the reaction
300 µL from a 100 µM NS4A(1–48) or NS4A(1–48, L6E;M10E) stock in sample buffer
(50 mM sodium phosphate, pH 6.8, 150 mM NaCl) were combined with 100 µL of
0.4 M NaHCO3 and the pH was adjusted to 8.3. This 400 µL peptide solution was
supplemented with 100 µL of the Alexa Fluor 488 NHS ester in DMSO resulting in
an approximately ten-fold excess of dye-over-peptide. The labeling reaction was
wrapped in aluminum foil and incubated on a rocking platform shaker at 4 ˝C for
16 h. Labeled protein and free dye were separated on a Superdex 75 10/300 GL
column (GE Healthcare, Freiburg, Germany) operated on an ÄKTApurifier system
(GE Healthcare).

2.3. Liposome Preparation

The lipid 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) in
chloroform solution was purchased from Avanti Polar Lipids (Alabaster, AL,
USA). Small unilamellar lipid vesicles (SUVs) were prepared from chloroform-free
POPC dispersions (20 mg¨ mL´1) in sample buffer as described earlier [12]. SUVs
were obtained by sequential extrusion through 50 nm (15 times) and 30 nm
(15 times) Nuclepore polycarbonate membranes (GE Healthcare) with nominal pore
diameter of either 50 or 30 nm, followed by sonication with a 3 mm microtip of
a Branson 250 sonifier (15 cycles of sonication, 20 s each, interrupted by cooling
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for 2 min after each cycle). Sonicated SUVs were centrifuged for 10 min at
16,100ˆ g and 10 ˝C in a refrigerated Eppendorf 5415 R tabletop centrifuge to
remove any titanium abrasion of the microtip from the sample. The hydrodynamic
radius of each liposome preparation was determined by dynamic light scattering
(DLS) using a Dyna Pro instrument (Protein Solutions, Lakewood, NJ, USA)
equipped with a 3 mm path length 45 µL quartz cell. Liposome solutions
(20 mg of POPC per mL) were diluted 100-fold with buffer directly after extrusion
or sonication and measured immediately. Data were analyzed with Dynamics V6
software distributed with the instrument. Experimental data were fitted to the model
of Rayleigh spheres.

2.4. Liposome Floatation Assay

Equal volumes of 80 µM suspensions of Alexa Fluor 488-labeled peptides or
free dye and sonicated POPC SUV (20 mg¨ mL´1) in sample buffer were combined
and mixed at room temperature for 5 min. 100 µL of each of the three resulting
samples were thoroughly mixed with 100 µL of a 70% (w/v) sucrose solution to
obtain homogeneous solutions containing 20 µM of either Alexa Fluor 488-labeled
peptide or free Alexa Fluor 488 dye, POPC liposomes (5 mg¨ mL´1) and 35% (w/v)
sucrose in sample buffer. Sucrose solution (400 µL of a 70% (w/v) solution in sample
buffer) was transferred to the bottom of a Polyallomer centrifuge tube (11 mm ˆ

34 mm; Beckman Coulter) followed by a second layer formed by the 200 µL of 35%
(w/v) sucrose solution containing one of the labeled NS4A peptides or the free dye
and POPC liposomes. Finally, each sample was carefully overlaid with two cushions
of decreasing sucrose concentration, i.e., 1.2 mL of 20% (w/v) followed by 200 µL
of 10% (w/v) sucrose in sample buffer (cf. scheme in Figure 1, left). Samples were
centrifuged for 14 h at 259,000ˆ g and 4 ˝C in a Beckman Coulter Optima Max-XP
ultracentrifuge using a TLS 55 swinging bucket rotor. Fluorescence images were
taken in front of a Mini Transilluminator (Bio-Rad, Munich, Germany) prior to and
immediately after centrifugation.

2.5. Nuclear Magnetic Resonance (NMR) Spectroscopy

NMR experiments were conducted at 30 ˝C on Bruker Avance III HD NMR and
Varian VNMRS instruments, equipped with cryogenic Z-axis pulse-field-gradient
(PFG) triple resonance probes operating at proton frequencies of 700 and
900 MHz, respectively. Samples for resonance assignment contained 300 µM
[U-15N, 13C]-labeled NS4A(1–48) in sample buffer (50 mM sodium phosphate,
pH 6.8, 150 mM NaCl) as used for the liposome flotation experiments but
supplemented with 10% (v/v) deuterium oxide and 0.03% (w/v) NaN3 (referred
to as NMR buffer). Assignment of protein backbone resonances was accomplished
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using a combined set of heteronuclear multidimensional NMR experiments: 2D
(1H–15N)-HSQC [14,15], 2D (1H–13C)-HSQC [16], 3D HNCA [17], 3D BT-HNCO [18],
and 3D HNcaCO [19]. 1H and 13C chemical shifts were referenced directly to internal
4,4-dimethyl-4-silapentane-1-sulfonic acid (DSS) at 0 ppm and 15N chemical shifts
were referenced indirectly to DSS using the absolute ratio of the 15N and 1H zero
point frequencies [20]. NMR data were processed using NMRPipe, v.8.1 [21] and
evaluated with CcpNmr v.2.4 [22].Viruses 2015, 7 5 

 

 

 

Figure 1. Liposome floatation assay of wild type and mutant NS4A(1–48). Alexa-488-labeled 
NS4A(1–48) (A); Alexa-488-labeled NS4A(1–48, L6E;M10E) (B); or free Alexa Fluor 
488 dye (C) were mixed with sonicated POPC liposomes and loaded with the 35% (w/v) 
sucrose layer of a sucrose step gradient schematically shown on the left; Alexa-488-labeled 
NS4A(1–48) without liposomes was loaded with the 35% (w/v) sucrose layer in lane (D). 
Note: The narrow green line at the top of tubes (B), (C) and (D) results from reflection of 
fluorescence light at the air buffer interface rather than the presence of dye. Fluorescence 
images of the four tubes recorded prior to ultracentrifugation are shown in the lower row. 

The interaction of NS4A(1–48) and NS4A(1–48, L6E;M10E) with sonicated POPC liposomes was 
studied based on a series of 2D (1H–15N) Heteronuclear Single Quantum Coherence (HSQC) spectra 
recorded with 40 μM peptide in NMR buffer but with different amounts of liposomes (0; 2.5; 5, or 10 mg 
of POPC per mL). Spectra were acquired with 150 complex data points in the 15N time domain,  
up to 128 scans per t1 increment and a recycle delay of 1.5 s. Data were processed and analyzed  
using NMRPipe. 

3. Results 

3.1. Wild Type NS4A(1–48) Binds to Highly Curved POPC SUVs 

Binding of fluorescently labeled proteins to liposomes can be visualized using a simple floatation 
assay [23]. POPC bilayers have a mass density very close to 1 g·cm−3 [24] at room temperature. Thus, 
POPC liposomes will migrate to the top layer containing the lowest sucrose concentration in a step 
gradient of decreasing sucrose concentrations upon centrifugation. In contrast, a small protein of  
~5 kDa molecular weight is expected to have a mass density well above 1.41 g·cm−3 [25] and thus will 
accumulate in a sucrose rich layer of high mass density. Alexa-488-labeled NS4A(1–48) apparently 
binds to small sonicated POPC liposomes and migrates with the liposomes to the top of the gradient 
(Figure 1A). In contrast, the mutated peptide NS4A(1–48, L6E;M10E) remains in the high density 
layer with 35% (w/v) sucrose even after 14 h of centrifugation (Figure 1B), indicating that this peptide 

Figure 1. Liposome floatation assay of wild type and mutant NS4A(1–48).
Alexa-488-labeled NS4A(1–48) (A); Alexa-488-labeled NS4A(1–48, L6E;M10E) (B);
or free Alexa Fluor 488 dye (C) were mixed with sonicated POPC liposomes and
loaded with the 35% (w/v) sucrose layer of a sucrose step gradient schematically
shown on the left; Alexa-488-labeled NS4A(1–48) without liposomes was loaded
with the 35% (w/v) sucrose layer in lane (D). Note: The narrow green line at the
top of tubes (B), (C) and (D) results from reflection of fluorescence light at the air
buffer interface rather than the presence of dye. Fluorescence images of the four
tubes recorded prior to ultracentrifugation are shown in the lower row.

The interaction of NS4A(1–48) and NS4A(1–48, L6E;M10E) with sonicated
POPC liposomes was studied based on a series of 2D (1H–15N) Heteronuclear Single
Quantum Coherence (HSQC) spectra recorded with 40 µM peptide in NMR buffer
but with different amounts of liposomes (0; 2.5; 5, or 10 mg of POPC per mL). Spectra
were acquired with 150 complex data points in the 15N time domain, up to 128 scans
per t1 increment and a recycle delay of 1.5 s. Data were processed and analyzed
using NMRPipe.
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3. Results

3.1. Wild Type NS4A(1–48) Binds to Highly Curved POPC SUVs

Binding of fluorescently labeled proteins to liposomes can be visualized using
a simple floatation assay [23]. POPC bilayers have a mass density very close to
1 g¨ cm´3 [24] at room temperature. Thus, POPC liposomes will migrate to the top
layer containing the lowest sucrose concentration in a step gradient of decreasing
sucrose concentrations upon centrifugation. In contrast, a small protein of „5 kDa
molecular weight is expected to have a mass density well above 1.41 g¨ cm´3 [25] and
thus will accumulate in a sucrose rich layer of high mass density. Alexa-488-labeled
NS4A(1–48) apparently binds to small sonicated POPC liposomes and migrates with
the liposomes to the top of the gradient (Figure 1A). In contrast, the mutated peptide
NS4A(1–48, L6E;M10E) remains in the high density layer with 35% (w/v) sucrose
even after 14 h of centrifugation (Figure 1B), indicating that this peptide does not bind
to liposomes. As a negative control, the Alexa-488 free dye was loaded to the 35%
(w/v) sucrose layer with POPC liposomes. The free dye remained in the high-density
region after centrifugation (Figure 1C) indicating a lack of association with the POPC
SUVs. The fluorescent band of the free dye has a larger vertical extension than
that of the labeled NS4A(1–48, L6E;M10E) after 14 h of centrifugation (Figure 1B,C).
This probably reflects the larger diffusion coefficient of the low molecular weight
dye molecule (643.4 g¨ mol´1). In a second control experiment Alexa-488-labeled
NS4A(1-48) was loaded to the 35% (w/v) sucrose layer without adding POPC
liposomes. As expected, the peptide did not significantly migrate during the 14
h of centrifugation and remained almost completely in the 35% (w/v) sucrose layer
(Figure 1D). The floatation results confirm the binding of the wild type peptide to
small liposomes.

3.2. NMR Identifies Regions of NS4A(1–48) Associated with POPC Liposomes

NMR spectroscopy was used to identify the regions of NS4A(1–48) associated
with POPC liposomes. Almost complete assignment of the expected 1HN, 15N,
13Cα and 13C’ backbone resonances was accomplished for both NS4A(1–48) and
NS4A(1–48, L6E;M10E) in NMR buffer. No assignments were obtained for S1
and N42. In addition to P14 there are four residues which only lack amide
(1HN, 15N) assignments. Assignments have been deposited at the Biological Magnetic
Resonance Data Bank (BMRB) under accession number 25586 for NS4A(1–48) and
accession number 25676 for NS4A(1–48, L6E;M10E).

Amide 1HN, 15N cross peaks in HSQC spectra of NS4A(1–48) were used to
monitor peptide interaction with sonicated POPC liposomes in an amino acid residue
resolved manner. The hydrodynamic radius of the POPC liposomes was „26 nm
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based on DLS measurements. Backbone cross peaks for most of the 48 amino acid
residues of NS4A(1–48) were identified in buffer without liposomes except for S1, L2,
P14, M17, H32, N42 and H43. The observed cross peaks characterize the free peptide
conformation. Addition of increasing amounts of sonicated POPC liposomes at
constant peptide concentration caused gradual peak intensity reductions in a peptide
region specific manner (Figure 2A). Interestingly, peak positions did not significantly
change, except for R12, which showed a small shift. Such a behavior is typical for slow
or intermediate exchange of the peptide between the free and liposome-bound state.
Strongest peak intensity reduction is observed in the N-terminal region extending
up to K20 (Figure 2A). Some peaks in this region completely disappear already
at 2.5 mg¨ mL´1 POPC (N5, I7, E9, G11, K20) while the others are reduced to less
than 40%. At the highest liposome concentration studied (10 mg¨ mL´1) only two
cross peaks from this peptide region remain visible and show low intensity. It is
likely, that a number of amino acid residues of the N-terminal region bind directly to
the liposome. Binding will change the chemical environment and strongly reduce
the rotational correlation time of the amino acid residues in direct contact with
lipids. NMR signals of bound residues are likely broadened beyond detection.
Exchange dynamics may differ somewhat among the amino acid residues in this
region, explaining the variable intensity reduction of the free state cross peaks.

Cross peaks of the central region from A21 through L31 of NS4A(1–48) show
rather uniform intensity reduction upon gradual liposome addition (Figure 2A). All
free state peaks remain visible and retain about 10% of their original intensity even
in the presence of 10 mg¨ mL´1 POPC. Different scenarios might contribute to the
reduction of the free state peak intensities. Peptides that are anchored with their
N-terminal region in the liposome might retain their free state conformation in the
central domain, albeit with a reduced overall rotational correlation time and thus
lower peak intensities. In addition, amino acid residues of the central region of some
NS4A peptides might bind directly to the liposome leading to the disappearance of
the corresponding NMR signals. The uniform peak intensity reduction pattern in the
central region may suggest a concerted binding of this amino acid stretch, e.g., as
one secondary structure element, to the liposome.

Finally, amino acid residues in the C-terminal region of NS4A(1–48) from T33
to L48 show the smallest reduction in the free state peak intensities upon liposome
addition (Figure 2A). Perhaps, these small intensity reductions might be entirely
caused by anchoring of the peptides via amino acid residues in the N-terminal and
perhaps the central regions.

357



Viruses 2015, 7 7 
 

 

scenarios might contribute to the reduction of the free state peak intensities. Peptides that are anchored 
with their N-terminal region in the liposome might retain their free state conformation in the central 
domain, albeit with a reduced overall rotational correlation time and thus lower peak intensities. In 
addition, amino acid residues of the central region of some NS4A peptides might bind directly to the 
liposome leading to the disappearance of the corresponding NMR signals. The uniform peak intensity 
reduction pattern in the central region may suggest a concerted binding of this amino acid stretch, e.g., 
as one secondary structure element, to the liposome. 

 

Figure 2. Intensity of backbone amide cross peaks in HSQC spectra of NS4A(1–48) (A) 
and NS4A(1–48, L6E;M10E) (B) recorded at various lipid concentrations. Peak intensities 
measured at 2.5 (green), 5 (red) and 10 mg·mL−1 POPC (black) in the sample were 
normalized to the intensity of the same signal observed in lipid-free buffer and are shown 
as a function of the amino acid sequence of the studied peptide. Cross peaks not observed 
in the lipid-free sample are indicated by minus signs. Cross peaks that are present in buffer 
but completely disappear after addition of 2.5 mg·mL−1 POPC are indicated by asterisk. 
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Inspection of HSQC spectra of mutant NS4A(1–48, L6E;M10E) in buffer and with increasing 
amounts of sonicated POPC liposomes revealed no changes in cross peak positions and only a minor 

Figure 2. Intensity of backbone amide cross peaks in HSQC spectra of NS4A(1–48)
(A) and NS4A(1–48, L6E;M10E) (B) recorded at various lipid concentrations. Peak
intensities measured at 2.5 (green), 5 (red) and 10 mg¨ mL´1 POPC (black) in the
sample were normalized to the intensity of the same signal observed in lipid-free
buffer and are shown as a function of the amino acid sequence of the studied
peptide. Cross peaks not observed in the lipid-free sample are indicated by minus
signs. Cross peaks that are present in buffer but completely disappear after addition
of 2.5 mg¨ mL´1 POPC are indicated by asterisk.

3.3. NMR Data Suggest Diminished Interaction of NS4A(1–48, L6E;M10E) with
POPC Liposomes

Inspection of HSQC spectra of mutant NS4A(1–48, L6E;M10E) in buffer and
with increasing amounts of sonicated POPC liposomes revealed no changes in
cross peak positions and only a minor influence of lipid addition on cross peak
intensities of backbone amide signals. All cross peaks observed in buffer remain
visible in presence of liposomes and retain at least 40% of their original intensity upon
addition of 10 mg¨ mL´1 of POPC liposomes (Figure 2B). Almost no peak reduction
is observed for the C-terminal region of NS4A(1–48, L6E;M10E). Peak intensity
reductions in the N-terminal and central regions are quite moderate, in particular at
low liposome concentration (2.5 and 5 mg¨ mL´1 POPC). Even at 10 mg¨ mL´1 POPC
liposomes cross peak intensities remain between 40% and 80% (N-terminal region) or
between 40% and 60% (central region) with respect to intensities measured in buffer.
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Apparently some interaction of the mutant peptide with liposomes is retained at the
highest lipid concentration studied. Amino acid residues in the central and perhaps
in the N-terminal part of the mutant peptide are likely to make transient contact with
the liposome. However, the observed peak intensity reductions are much weaker in
case of NS4A(1–48, L6E;M10E) than for wild type.

4. Discussion

The L6E and M10E mutations that disrupt the amphipathic character of
the NS4A N-terminal abolish viral replication, indicating that the 48 N-terminal
residues of NS4A play a crucial role in replication. Furthermore, these mutations
had a similar effect when inserted as single mutations [10]. We have previously
shown that NS4A(1–48) interacts preferentially with highly curved liposomes. CD
spectroscopy demonstrated that these two point mutations severely compromise
this interaction [12]. The interaction of wild type NS4A(1–48) with highly curved
membranes has been demonstrated for three different lipid compositions, i.e., pure
POPC, a POPC/DOPS mixture at a molar ratio of 4:1, and a blend of synthetic
lipids resembling the composition of membranes in the ER (ER lipid mix), but no
dependence on lipid composition was detected [12]. Here, we confirm these results
using a liposome floatation assay and NMR. Initial floatation experiments were
conducted with pure POPC and with the ER lipid mix. Again, no influence of lipid
composition on NS4A(1–48) binding was observed. The detailed analysis presented
in the current manuscript was conducted with single component POPC SUVs.
Liposome floatation experiments (Figure 1) clearly show that wild type NS4A(1–48)
binds to highly curved POPC liposomes, this interaction was not observed with
the mutant peptide. The interaction between NS4A(1–48) and liposomes was
further characterized using NMR. These experiments indicate that the main lipid
binding sites of the peptide are located at the N-terminal 20 amino acid residues of
NS4A(1–48). Residues A21 through L31 may also be involved in liposome binding
while the remaining C-terminal residues are only weakly affected by liposome
binding and do not seem to play a direct role in this process. The backbone resonance
assignment of NS4A(1–48) and NS4A(1–48, L6E;M10E) reported in this manuscript
contains information on the secondary structure of the two peptides in lipid-free
buffer. Analysis with the TALOS-N software [26] clearly shows the lack of secondary
structure for both peptides in buffer. The NMR data on NS4A(1–48) recorded in
presence of liposomes do not allow any straightforward conclusion on the structure
of the liposome-bound peptide. However, interaction of NS4A(1–48) with sodium
dodecyl sulfate (SDS) micelles induces the formation of two amphipathic helices (AH)
encompassing residues N5 to E9 (AH1) and T15 to L31 (AH2) of NS4A(1–48) [12].
CD spectra of NS4A(1–48) recorded in presence of either SDS micelles or small
POPC liposomes are very similar [12]. Therefore, it is conceivable that the two

359



amphipathic helices AH1 and AH2 are also formed in the liposome-bound peptide.
The N-terminal region of NS4A(1–48) that forms AH1, an interhelical linker and the
N-terminal half of AH2 in SDS micelles seem to be crucial for peptide binding to
liposomes. Interestingly, this region also contains the two mutations L6E and M10E,
which abolished liposome binding in the floatation experiment (Figure 1). Moreover,
mutagenesis of other residues in this region including P14A [10], R12A and K20A [9]
was also shown to reduce or abolish DENV replication.

The central part of NS4A(1–48) encompassing residues A21 to L31 shows less
pronounced NMR signal intensity reductions upon titration with POPC liposomes
than its N-terminal 20 amino acid residues (Figure 2A). A comparatively weak NMR
signal intensity reduction is observed for both the N-terminal and central regions
of NS4A(1–48, L6E;M10E) (Figure 2B) indicating some residual interaction with
liposomes. However, the liposome floatation assay clearly shows that this interaction
of the mutant peptide with POPC liposomes is too weak for stable anchoring of the
peptide at the membrane. The amino acid sequence of A21 through L31 is identical
in both peptides. We conclude that this amino acid stretch A21 to L31 is not sufficient
for stable membrane anchoring of NS4A(1–48).

DENV NS4A apparently contains two separate membrane anchors. The
membrane spanning helices pTMS1 and pTMS3 stably integrate the protein into
the membrane. The N-terminal region of the cytosolic domain specifically binds
to the convex surface of highly curved membranes [12] and may serve as a second
membrane anchor. Therefore, one hypothesis might be that NS4A can bridge two
adjacent membranes or connect separate patches of the same membrane that come
into close proximity due to membrane convolution. We speculate that membrane
bridging by NS4A might play a crucial role in stabilizing the complex morphology of
DENV-induced ER-derived membrane structures, which include stacks of convoluted
membranes (CM), double membrane vesicles and tubes [5]. The vesicles were
described as invaginations of the ER, which are connected to the cytosol via pore-like
openings [5]. NS4A may play different roles in the reorganization of these ER-derived
membranes. Asymmetric insertion of pTMS2 into the luminal leaflet of the inner
membrane of the vesicles as well as oligomerization of NS4A may induce concave
membrane curvature required for vesicle formation [7]. Binding of the N-terminal
region of NS4A to the saddle-shaped neck region connecting the vesicle and the pore
may further stabilize the vesicular structures.

All positive-strand RNA viruses form their replication complexes on modified
host membranes. However, the source of the membranes and the nature of the
modifications vary (for review see [2]). In general, the role of these modifications is
twofold; to provide a scaffold concentrating and correctly positioning the viral and
host factors for efficient viral replication and to protect the replicating virus from
detection by the host immune system. The mechanisms driving the formation of
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these structures are still incompletely understood. Convoluted membranes are a
form of membrane modification induced by several positive-strand RNA viruses
including, in addition to DENV, severe acute respiratory syndrome coronavirus
(SARS-CoV) and Kunjin virus (KUNV) [5,27,28], for example. In KUNV convoluted
membranes are thought to be the site of polyprotein processing [27]. While in DENV
the role of these structures is still unclear, they are thought to be a depot for factors
required for replication [5].

In summary, the liposome floatation data provide direct proof for specific
binding of NS4A(1–48) to highly curved free liposomes. The main lipid binding
sites in NS4A(1–48) are located within the N-terminal 20 amino acid residues.
The exact role of this specific interaction in the viral life cycle is still under
investigation. Nevertheless, this important structural information may assist in
further understanding of the role of NS4A and the mechanism by which it induces
the membrane alterations underlying the viral RC formation.
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Anti-HBV Drugs: Progress, Unmet Needs,
and New Hope
Lei Kang, Jiaqian Pan, Jiaofen Wu, Jiali Hu, Qian Sun and Jing Tang

Abstract: Approximately 240 million people worldwide are chronically infected with
hepatitis B virus (HBV), which represents a significant challenge to public health. The
current goal in treating chronic HBV infection is to block progression of HBV-related
liver injury and inflammation to end-stage liver diseases, including cirrhosis and
hepatocellular carcinoma, because we are unable to eliminate chronic HBV infection.
Available therapies for chronic HBV infection mainly include nucleos/tide analogues
(NAs), non-NAs, and immunomodulatory agents. However, none of them is able to
clear chronic HBV infection. Thus, a new generation of anti-HBV drugs is urgently
needed. Progress has been made in the development and testing of new therapeutics
against chronic HBV infection. This review aims to summarize the state of the art in
new HBV drug research and development and to forecast research and development
trends and directions in the near future.

Reprinted from Viruses. Cite as: Kang, L.; Pan, J.; Wu, J.; Hu, J.; Sun, Q.; Tang, J.
Anti-HBV Drugs: Progress, Unmet Needs, and New Hope. Viruses 2015, 7, 4960–4977.

1. Introduction

Hepatitis B virus (HBV) is a hepatotropic DNA virus that primarily infects
hepatocytes and causes liver disease [1,2]. It is estimated that approximately
240 million people are chronically infected with HBV worldwide [3]. In a national
survey in China, an HBV endemic country, the hepatitis B surface antigen (HBsAg)
positive rate in the general population was reported to be about 10% [4]. Chronic
HBV infection is a leading cause of chronic hepatitis and advanced-stage liver
diseases, including cirrhosis and hepatocellular carcinoma (HCC). The pathogenesis
of HBV infection remains poorly understood, and current HBV treatments are
unsatisfactory. New efforts are being directed to develop new and more effective
anti-HBV therapeutics [5–9]. This review reports the state of the art in research and
development of new drugs against HBV.

2. HBV

2.1. Morphology and Viral Proteins

HBV infection produces a virion (also called Dane particle) that is 42 nm in size
and subviral structures consisting of 22-nm spherical and filamentous particles [10].
The virion is composed of an outer shell and inner core. The virion shell (envelope)

367



consists of HBsAg and phospholipids that are drawn from infected cells. The core
consists of a nucleocapsid that contains 240 copies of HBV core protein and a
partially double-stranded HBV genome. The HBsAg subviral particle does not
contain the viral genome and is not infectious [11]. The HBV genome is 3.2 kb long
and consists of four partially-overlapping open reading frames (ORFs) that encode
pre-S/S, pre-core/core, Pol, and X proteins. The pre-S/S ORF encodes 163- and
226-amino acid pre-S and S (major envelope protein) peptides, respectively [12]. The
pre-core/core ORF encodes HBeAg and HBcAg as well as polymerase protein. The
X ORF encodes a 154-amino acid polypeptide (HBx).

2.2. Life Cycle

The HBV genome is partially double-stranded DNA. The viral P protein contains
a RNA reverse transcriptase (RT) domain, which is required to reverse transcribe
pregenomic RNA (pgRNA) to viral minus strand DNA. The HBV lifecycle involves
many steps and has yet to be fully elucidated. The HBV virion binds to hepatocytes
through cellular receptors, one of which has been identified as sodium taurocholate
co-transporting polypeptide (NTCP) [13]. The virion, once it enters the cell, is
decoated, and the released capsid is delivered to the nucleus to release the viral
genome. The partially double-stranded DNA is converted to covalently closed
circular DNA (cccDNA) to serve as a transcription template. Four RNA transcripts
including 3.5-, 2.4-, 2.1-, and 0.7-kb viral RNAs are synthesized and migrate into
the cytoplasm for translation of viral proteins. The pgRNA interacts with P and
core proteins to form a nucleocapsid where the viral minus stranded DNA is reverse
transcribed from the pgRNA. Plus stranded DNA is synthesized using the minus
stranded DNA as a template to become a mature nucleocapsid. The mature capsid
can be assembled into virions for the production of infectious viral particles or
transported back to the nucleus to replenish the cccDNA pool (intracellular pathway),
which is required for establishing and maintaining HBV infection. HBsAg synthesis
occurs in the rough endoplasmic reticulum and is then transported to the Golgi
apparatus for the assembly of virion and subviral particles [14]. Gaggar et al. [15]
schematically described the key steps of the HBV lifecycle.

3. Current State of Anti-HBV Drugs

3.1. Immunoregulators

Immuno-regulator drugs [16] have already been used in treating severe
pneumonia, immunodeficiency, and chronic hepatitis B. Many hepatitis B carriers,
who are currently free of clinical hepatitis manifestations, can experience flare-ups
of liver injury later. Immunoregulatory drugs can improve the patients’ immune
response, especially the specific immunity to HBV. Immunoregulators may help the
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immune cells to recognize and destroy HBV-infected cells, resulting in clearance of
HBV in those destructed cells.

3.1.1. Interferon (IFN)

IFN [17] is a secretory glycoprotein and functions as an antiviral,
anti-proliferation, and immune regulatory cytokine. Production of IFN is triggered
when the host cells responsd to various stimuli. IFN is categorized as α-(white blood
cells), β-(fibroblasts), and γ-(lymphocytes) based on the producing cells. Currently,
the major type of IFN used to treat chronic HBV infection is the IFN that binds
to specific receptors on the cell surface to trigger a series of signal transduction
events, resulting in the production of antiviral protein (AVP), which degrades viral
mRNA and inhibits viral replication. It also simultaneously strengthens the activity
of natural killer (NK) cells, macrophages, and T lymphocytes, demonstrating that
IFN regulates the immune response in addition to the direct antiviral ability.

The half-life of IFN can be extended through chemical modification. At present,
polyethylene glycol (PEG) is the most widely used agent to form multiple copies of
IFN molecules that are more slowly degraded once injected. The pegIFN acquires a
longer half-life up to 40 hours and remains effective in inhibiting HBV replication
for 168 h. Therefore, pegIFN only needs to be injected once a week, which makes
compliance with the treatment schedule more convenient and easier for patients.

However, IFN treatment is expensive, and the adverse effects of both short- and
long-acting IFNs are severe, including fever, hair loss, and reduction of white blood
cells. In addition, the antiviral efficacy in patients with normal or mildly-elevated
alanine aminotransferase (ALT) is poor.

3.1.2. Thymosin-α1

Thymosin-α1 is one of the immunoregulators, and its main functions are to
promote differentiation of T cells to a mature stage and enhance the response to
antigens and other excitants. The action of boosting the host immune system helps
the host mount a defense against chronic HBV infection, and thymosin-α1 also
exhibits a modest antiviral effect. It can be combined with IFN to treat chronic
hepatitis B. The guidelines of the Asian Pacific Association for the Study of the Liver
(APASL) [18] reviewed recent clinical studies of thymosin-α1 and indicated that
fixed therapeutic duration and minimal side effects are major advantages. More
well-designed large-scale studies to confirm its efficacy and combination therapy
with pegIFN or nucleoside analogues are direction for future development.

3.1.3. Cytokines

Cytokines are synthetized and secreted by a multiple types of immune cells
(such as monocytes, macrophages, T cells, B cells, and NK cells) and non-immune
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cells (such as endothelial cells, epidermal cells, and fibroblasts) upon stimulation.
Cytokines are characterized by a small molecular size and extensive biological
functions [19], with some showing strong antiviral activity. For instance, interleukin
(IL)-12 can induce TO cells into T1 cells, leading to IFN production.

3.2. Nucleos/Tide Analogues (NAs)

3.2.1. Lamivudine

Lamivudine, a pyrimidine nucleoside drug, was the first NA approved for
treating chronic HBV infection. Lamivudine is a reverse transcriptase (RT) inhibitor
and inhibits HBV replication by inhibiting RT activity to lower the HBV DNA level.
The drug is orally administered with fast absorption and high bioavailability. It can
effectively decrease the serum HBV DNA level in treated patients.

Lamivudine needs a long-term course to maintain inhibition. HBV replication
returns back quickly once lamivudine is withdrawn. Another challenge to
administration of lamivudine is a high frequency of resistance mutations even after
a short course treatment [20,21]. The common drug resistant mutations include
tyrosine-methionine-aspartate-aspartate mutations (known as the YMDD mutant).

3.2.2. Telbivudine

Telbivudine is a specific, selective and oral drug used for treating chronic
hepatitis B. It shows unique advantages in inhibition of the synthesis of both strands
of HBV DNA. In clinical practice, telbivudine is the only drug that can be safely
used for treating pregnant female patients. The antiviral efficacy of telbivudine is
stronger than that of lamivudine. The number of patients with undetectable HBV
DNA after telbivudine therapy is significantly higher than that after treatment with
lamivudine [22,23].

3.2.3. Entecavir

Entecavir is a guanine nucleoside drug that offers potent selective inhibition of
HBV polymerase [18]. It becomes an active triphosphate form after phosphorylation
in the cells. ETV inhibits all three functions of viral polymerase: (1) initiation of HBV
polymerase; (2) synthesis of minus strand DNA from the pregenomic RNA template
(RT step); and (3) synthesis of HBV DNA chain. The inhibitive efficacy of Entecavir
is 300 times greater than that of other NAs, such as lamivudine or/and adefovir,
and the resistance mutation frequency is very low [3,18,24]. It shares certain cross
tolerance with lamivudine. The ETV regime should be fulfilled before cessation;
otherwise, rapid deterioration may occur.
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3.2.4. Adefovir

Adefovir [25] is a purine nucleoside prodrug. Phosphorylation of adefovir
is required for inhibition, and it occurs to form the active metabolite adefovir
diphosphate once it enters the cell. Adefovir diphosphate can substitute for normal
substrates of dATP (adenosine). Once incorporated into the viral DNA chain, it stops
the elongation of viral DNA synthesis. It is suggested that adefovir can also induce
production of α-IFN, increase NK cell activity, and stimulate the hosts’ immune
response. Adefovir shows stronger efficacy in inhibiting HBV replication, but a lower
resistance rate as an add-on therapy for LAM resistance than switching to ADV
only [26,27]. A larger dose (30 mg or higher per day) can cause renal toxicity, but
the standard dose at 10 mg/d does not affect renal function seriously [18]. Close
monitoring of renal function is required when adefovir is in use.

3.2.5. Tenofovir

Tenofovir is an acyclic adenine nucleotide analogue that inhibits both HBV
and HIV replication at the RT step [3]. Tenofovir prodrug is converted to tenofovir
diphosphate via catalysis by a cellular kinase. Tenofovir is recommended because of
its potent inhibition, high barrier to drug resistance, and the overall balance between
benefits and risks.

A summary of the structures the anti-HBV drugs are shown in Table 1, and the
information is cited as provided in the manufacturers’ instructions.

3.3. Traditional Chinese Medicine

3.3.1. Sedum sarmentosum Granules

Sedum sarmentosum granules are derived from either the fresh or dried whole
plant of sarmentosum, which belongs to the Crassulaceae family. Investigation of
effective pharmacological components has shown that the liver protective function is
mainly based on constituents of megastigmane glycosides [28]. Experiments using
an animal liver injury model have shown that Sedum sarmentosum granules can
reduce serum ALT and aspartate aminotransferase (AST) levels in animals with acute
liver injury [29]. In clinical practice, it is mainly used for treating acute or chronic
hepatitis, especially patients whose cereal third transaminase level is increased [30].
In addition, Sedum sarmentosum granules can up-regulate cellular immunity even in
a state of inhibition, which is crucial for facilitating recovery from liver injury.

At present, the mechanism of action and toxicology of this traditional Chinese
medicine remain unknown, and therefore, reasonable dosages can only be empirically
determined based on patients’ conditions.
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3.3.2. Oxymatrine

Oxymatrine, an alkaloid extracted from the herb Sophora alopecuraides L, exhibits
an anti-HBV effect in both HBV transgenic mice [36,37] and patients with chronic
HBV infection [38], as shown in Table 1. Chen et al. [36] and Lu et al. [37]
independently found that oxymatrine can suppress the levels of HBsAg and
HBcAg in liver and HBV DNA in serum of transgenic mice. Recently, a clinical
study [39] found that the combination of oxymatrine with lamivudine can prevent
the development of lamivudine resistance in chronic HBV-infected patients. However,
the antiviral mechanisms or targets of oxymatrine against HBV remain unknown.
Xu et al. [40] suggested that oxymatrine may interfere with the packaging process
of pgRNA into the nucleocapsid or suppress the activity of viral DNA polymerase.
Wang et al. [41] found that oxymatrine may interfere with the reverse transcription
process from pgRNA to DNA by destabilizing heat stress cognate 70 (Hsc70) mRNA.

Although oxymatrine was mentioned in the 2005 Chinese Guideline for
Prevention and Treatment of Chronic HBV Infection [42], further longer-term,
multicenter, and randomized, controlled clinical trials with large numbers of cases
are needed to validate antiviral efficacy.
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4. New Anti-HBV Drugs under Development and Evaluation

4.1. New Drugs that Target the Viral Components

4.1.1. MCC-478

MCC-478, an adefovir derivative, has been in clinical Phase I trials for safety
and efficacy assessment [43,44]. It acts similarly to other NAs and can inhibit HBV
replication by inhibiting P protein packaging reaction. MCC-478 can be effective
against both wild-type HBV and lamivudine-resistant mutants [45,46].

4.1.2. cccDNA

Currently, the first-line antiviral therapy is NA-based treatment, which functions
to suppress HBV replication. Although new cccDNA amplification is restrained,
the hepatocytes remain infected due to persistent cccDNA in the nucleus, which
escapes via the error-prone viral polymerase [47] and drug-resistance mutants [48].
Therefore, sustained elimination of cccDNA from infected hepatocytes represents
a major challenge, and one possible solution is immunological therapy, such as
cytokine-mediated or immune-associated receptor-mediated cccDNA degradation.

A very recent study by Lucifora et al. [49] demonstrated that high-dose IFN-α can
induce cccDNA eradication in HBV-infected hepatocytes. Although the approved
IFN-α therapy is effective in some patients, a relatively low response rate [50],
contraindications, less convenient parenteral administration [51], and certain serious
adverse effects [52] all limit its clinical application. Therefore, the better therapeutic
option is the alternative receptor-mediated cccDNA degradation. Through the use of
specific antibodies, lymphotoxin (LT) β receptor (LTβR) activation was also shown
to induce cccDNA eradication in HBV-infected hepatocytes, without causing any
detectable hepatocytotoxicity. With respect to the underlying mechanism, LTβR
activation can up-regulate the expression of nuclear APOBEC3 (A3) deaminases and
subsequently induce deamination and A purinic/A pyrimidinic (AP) site formation
in HBV cccDNA, resulting in its degradation, without affecting host genomic DNA.
The A3 family members of A3A and A3B, which are located in the nucleus [53], play
an essential role in the eradication of foreign DNA [54,55]. They might be targeted
to cccDNA by their interaction with the HBV core protein, suggesting a selective
mechanism for distinguishing HBV cccDNA from host genomic DNA. Additionally,
IFN-α was found to induce a similar effect, which indicates that, through use of LTβR
agonists or adoptive T cell therapy [56], receptor-mediated cccDNA degradation, if
confirmed in clinical trials, could lead to clearance of chronic HBV infection from
the liver.
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In addition, Ahmed et al. [57] summarized current therapeutic strategies against
cccDNA production. In addition to INFs and LTβR agonists, factors (methylation and
acetylation) affecting the process of cccDNA transcription and translation and DNA
cleavage enzymes (zinc-finger protein nucleases and transcription-activator-like
effectors), which interrupt the structure and/or functions of cccDNA, are some of
the other possible approaches.

4.1.3. HBsAg Gene

The major component of HBsAg is the small S protein with 226 amino
acids. HBsAg elicits production of neutralizing antibodies. However, HBsAg
is overwhelmingly produced and stably maintained in chronically HBV-infected
patients, which contributes to the suppression of an HBV-specific immune response.
In addition to the immune response, HBsAg is required for assembling viral particles.
A group of researchers [58] investigated the cellular gene expression profile in cells
containing transfected HBsAg gene via microarray analysis. It was found that among
1152 gene analyzed, 30 were significantly upregulated, including tumor necrosis
factor (TNF)-related apoptosis-inducing ligand (TRAIL) receptor, cell division cycle
protein (CDC23), and FKBP-associated protein (FAP48). Moreover, 29 genes were
significantly down-regulated, including TNF receptor-associated factor (TRAF), TNF
receptor-associated protein (AD022), and TNF receptor-associated factor 2 (TRAF2).
These genes impact cell growth, apoptosis, signal transduction, immune regulation,
and tumorigenesis. Both up- and down-regulation of specific proteins is involved
in the process of apoptosis, suggesting that HBsAg is probably involved in the
regulation of apoptosis. Furthermore, the HBsAg gene is thought to be involved in
HCC development. Taken together, these findings suggest that HBsAg is a potential
target for HCC gene therapy.

4.1.4. Chinese Herbal Medicines

Helioxanthin (HE-145) is an arylnaphthalene ligand isolated from Taiwania
Cryptomerioides. HE-145 and its analogues 5-4-2 [59], 8-1 [60], 32 [61], and 15 [62]
have been reported to exhibit potent anti-HBV activity in vitro. They not only
suppress the expression of HBV RNAs and proteins, but also suppress viral DNA
replication of both wild-type and lamivudine-resistant mutants. The mode of action
involves decreasing the DNA binding activity of hepatocyte nuclear extracts to
specific cis-elements in the HBV core promoter, whereas the ectopic expression
of the cis-elements relieves such suppression. Thus, HE-145 suppresses HBV
gene expression and replication by selectively modulating the host transcriptional
machinery [63].

HE-145 analogue 8-1 [60] reduces activity at all HBV promoters by
post-transcriptionally decreasing the expression of critical transcription factors in
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HBV-producing cells, which diminishes their binding to the precore/core promoter
enhancer II region. Thus, it blocks viral gene expression to negatively impact viral
DNA replication.

Pang et al. [64] found that the ethanol extract from Ampelopsis sinica root (EASR)
effectively suppresses the levels of HBsAg, HBeAg, and extracellular HBV DNA
in vitro by selectively inhibiting the activities of several HBV promoters and the
p53-associated signaling pathway.

4.2. New Drugs that Target Cellular Factors

4.2.1. HBV Receptors

HBV is enveloped with viral envelope proteins. HBV envelope proteins not
only protect the virus but also make it infectious as they are required for viral
entry, a first step for initiating HBV infection. The viral entry is mediated by
specific interactions between viral envelope proteins and receptors on hepatocytes.
Studies have shown that the myristoylated preS1 domain of HBV L-protein plays
a pivotal role in viral infectivity by mediating attachment to a hepatocyte-specific
receptor [65,66]. Recently, one of the assumed HBV receptors was identified as
sodium taurocholate cotransporting polypeptide (NTCP) [13]. NTCP-mediated HBV
and HDV entry has been independently confirmed by other groups [67,68].

NTCP represents a new target for the development of therapeutics that can
block HBV entry. Myrcludex-B, a synthetic lipopeptide derived from the HBV
preS1 domain sequence, has been shown to specifically bind to NTCP. It can
efficiently block de novo HBV infection and prevent intrahepatic viral spreading
both in vitro and in vivo [67,69]. In addition, NTCP also functions as a hepatic bile
acid transporter that mediates the uptake of most sodium-dependent bile salts into
hepatocytes. Yan et al. [68] found that two uptake functions of NTCP seem to be
mutually exclusive, implying that the regulation of uptake of bile acids or their
derivatives could impact HBV entry, a potentially new strategy for the development
of novel antiviral drugs.

NTCP expression is subjected to cellular regulation. It was suggested that
retinoic acid receptor (RAR) regulates the promoter activity of the human NTCP
(hNTCP) gene [70]. Tsukuda et al. [70] demonstrated that a RAR-selective antagonist
Ro41-5253 decreases cellular susceptibility to HBV infection by inhibiting hNTCP
promoter activity. Furthermore, IL-6 was found to regulate NTCP expression, and
the effect of IL-6 on HBV entry was also noted. Bouezzedine et al. [71] found
that NTCP mRNA expression is reduced by 98%, along with an 80% decrease
in NTCP-mediated taurocholate uptake and 90% inhibition of HBV entry, upon
pretreatment of HepaRG cells with IL-6. Such findings require further validation in
more stringent infection systems.

378



Other cellular factors that are involved in the HBV lifecycle include the Toll-like
receptors (TLRs). TLRs are known to mediate the innate immune response to
infection. TLRs recognize pathogen-associated molecular patterns and respond
by activating a series of antiviral mechanisms. The TLR-ligand interaction results in
the production and release of antiviral molecules such as IFNs, pro-inflammatory
cytokines, and chemokines. However, HBV can disrupt TLR expression and hinder
intracellular signaling cascades as a strategy for evading the innate immune response
to chronic HBV infection. An emerging new treatment strategy involves combining
antiviral treatment with adjuvant therapy using a TLR agonist to restore the innate
immune response. TLR ligands that can activate the TLR-mediated innate immune
response may represent promising adjuvant drug candidates. Isogawa et al. [72]
found that all ligands, except the one for TLR2, inhibit HBV replication in a
IFN-α- and -β-dependent manner after ligands specific for TLR 2-5, 7, and 9 are
individually administered to HBV transgenic mice, suggesting that ligand-TLR
interaction can elicit an effective immune response to inhibit HBV replication.

GS-9620, an orally-administered agonist of TLR7, was investigated for its safety,
tolerability, pharmacokinetics, and pharmacodynamics in healthy volunteers and
hepatitis C virus (HCV)- and HBV-infected patients. Three phase I clinical trials
were completed [73–75]. GS9620 was well-absorbed and tolerated at oral doses
of 0.3, 1, 2, 4, 6, 8, or 12 mg per day. The tested dosages were finally adjusted
to 0.3, 1, 2, and 4 mg because chemokines/cytokines and IFN-stimulated genes
(ISGs) can be induced at doses ě2 mg. The most common adverse events were
flu-like symptoms and headache. In healthy volunteers, minimal adverse events
were similar to symptoms associated with an increased serum IFN-α level. In the
majority of HBV- and HCV-infected patients, adverse events varied from mild to
moderate in severity and the serum IFN-α levels became detectable in 16.7% (8/48)
and 12% of HCV and HBV patients, respectively. A transient dose-dependent ISG15
induction was observed, peaking within 48 hours and followed by a decrease to
baseline within 7 days. However, there were no significant changes in HCV RNA
in HCV-infected patients, and no significant reductions of the HBsAg or HBV DNA
level in HBV-infected patients either.

Recently, Zhang et al. [76] described a subgroup of the TLR family and reported
that TLR3 and TLR2/4-mediated innate immune responses can control HBV infection.
Kapoor et al. [77] summarized the roles of TLR7 and TLR9 in chronic HBV infection.

4.2.2. Novel Target: La Protein Inhibitor (HBSC11)

La protein [78] is a phosphoprotein with a molecular weight of 47 kDa. It
was initially thought to be a self-antigen produced in patients with systemic lupus
erythematosus (SLE) and primary Sjogren’s syndrome (pSS). Now, it is known that
human La protein is a multifunctional RNA-binding protein that is also involved in
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HBV RNA metabolism. A previous study showed that La protein exhibits a protective
effect against HBV, and the protein kinase CK2 (tyrosine kinase II) enables La protein
to be phosphorylated at serine 366, which activates the La protein functions [79].
Recently, in vitro experiments have also shown that La protein is the HBV RNA
transcription factor. It transfers the HBsAg-specific cytotoxic T cells (CLTs) to the
liver of HBV-infected transgenic mice and degrades HBV RNA, which leads to the
disappearance of mouse La protein [80]. Based on the findings described above La
protein is involved in HBV replication. Researchers have utilized virtual screening
techniques to filter the La protein binding sites through multi-level molecular docking
and target screening process. HBSC11, a novel inhibitor that targets human La
protein was shown to have an anti-HBV effect, via the use of the Specs database
and laboratory chemical database. This in vitro validation shows that HBSC11 could
potently inhibit the transcription and expression of La protein [81].

4.2.3. Transforming Growth Factor-β (TGF-β)

The TGF-β superfamily consists of a group of bioactive polypeptides with
related structures and similar functions in regulating cell growth, differentiation,
migration, death, and extracellular matrix (ECM) production. Thus, TGF-β
can regulate the growth and differentiation of endothelial cells, inflammatory
cell chemotaxis, fibroblast proliferation, carcinogenesis, and ECM synthesis and
degradation. Smad3, a key protein in the Smads signaling pathway, plays a positive
role in the regulation of the TGF-β1 pathway, which is highly involved in organ
fibrosis. In a clinical study [82], researchers detected an abnormally higher level of
TGF-β1 in liver cancer tissue via immunohistochemistry. Furthermore, TGF-β levels
were elevated in the liver cancer tissues, regardless of whether they represented
primary or metastatic cancer. In addition, many studies have suggested that TGF-β1
is involved in the pathogenic process of hepatitis and liver fibrosis.

In an investigation of TGF-β1 expression in chronic HBV infection,
Peng et al. [83] found that the serum TGF-β1 level increased gradually with the
progressive severity of liver damage in 89 cases with mild, moderate, and severe
chronic HBV infection. TGF-β1 can promote ECM synthesis and deposition, which
is a pivotal factor for inducing liver fibrosis. Thus, it plays a key role in chronic HBV
infection-induced liver inflammation and fibrosis. At present, many studies have
also examined the molecular structure of TGF-β1 to define the relationship between
TGF-β1 and HBV from a perspective of gene polymorphisms [84]. However, many
of the results are inconsistent and unsatisfactory because of ethnic and geographical
differences and case selection bias. The only consistent finding is that these gene
polymorphism sites are mainly located in the promoter and control regions.
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4.2.4. MicroRNAs

MicroRNAs (miRNA) are small single-stranded RNAs with a final length
of 20–23 bases. miRNAs are generally transcribed from non-coding regions of
cellular genes. In 1993, a miRNA was first detected in Caenorhabditis elegans,
and then in humans, plants, and other organisms. miRNAs are non-coding
RNAs, but with regulatory functions at the mRNA and protein translational levels.
miRNA regulation contributes to the control of physiological processes such as cell
growth, differentiation, and apoptosis, lipid metabolism, and hormone secretion.
In recent years, many studies have shown that a variety of human tumors are
associated with aberrant expression of miRNAs. For instance, miRNA-221 is
upregulated in pancreatic cancer. miRNA normally participates in the maintenance
of cell homeostasis by regulating the target mRNA and its translation. Studies
have indicated that miRNA expression is altered during cancer development.
Abnormal expression of multiple miRNAs was detected in HCC cells. Furthermore,
miRNA-199a-3p and miRNA-210 can effectively reduce the expression of HBsAg in
HBV infection, indicating that miRNAs can not only regulate tumorigenesis but also
mediate the interaction between the virus and the host [85]. However, no significant
differences in miRNA expression were found between cirrhosis and HCC patients,
suggesting that the abnormal expression of miRNAs already occurred in the early
phase of the process. Changes in miRNA expression are presumed to be an initiating
factor. However, the underlying mechanisms have yet to be clearly elucidated. There
are two opinions: the most popular opinion is that miRNAs can degrade target
mRNA molecules by complementary binding to the 31-end of the untranslated region
(UTR) of the target mRNA. The other opinion is that miRNAs inhibit translation of
the target mRNA to reduce the protein level of the targeted gene. Due to the fact that
miRNAs are small molecules, lack immunogenicity, and exhibit diverse regulatory
functions at the mRNA and protein translational levels, miRNAs directly degrade
specific mRNAs. miRNAs can be used as a molecular tool to target HBV RNA to
inhibit the HBV lifecycle. However, a challenge is that a single miRNA can have
multiple targets, and this multi-specificity for target genes may limit the clinical
application of a given miRNA.

4.3. Immune Checkpoints

Immune checkpoints refer to a homeostatic function of the immune system
and are responsible for the balance of co-stimulatory and co-inhibitory signals [86].
Under normal physiological conditions, immune checkpoints play an essential role
in maintaining self-tolerance, whereas upon pathogen infection, they function to
regulate the amplitude and duration of immune responses [87]. Tumor cells and
viruses can take advantage of these immune checkpoint pathways and exploit
them for immune evasion. The two major immune checkpoint targets, cytotoxic
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T-lymphocyte antigen 4 (CTLA-4) and programmed cell-death protein 1 (PD1),
both are negative immunomodulatory molecules and can inhibit T cell-mediated
immune responses. Blocking of these two molecules is thought to prompt
the immune system to regain strength to destroy the tumor cells. Ipilimumab
(Yervoy; Bristol-Myers Squibb; Middlesex, UK), nivolumab (Opdivo; Bristol-Myers
Squibb/Ono Pharmaceuticals; Middlesex, UK), and pembrolizumab (Keytruda;
Merck & Co; Hertfordshire, UK.) are three immune checkpoint inhibitors currently
approved for the treatment of malignant melanoma [86]. They are a CTLA-4- and
PD1-specific monoclonal antibody and an anti-PD1 therapy, respectively. Expanding
indications for other cancers and combination therapy [88] are the future directions
for development of these drugs. In addition, a number of other immune checkpoint
inhibitors are currently in the development pipeline [86].

However, the concept of blocking immune checkpoint inhibitors for HBV
therapy is still in its infancy [89]. One important aspect is that blocking of immune
checkpoint inhibitors should be a targeted therapy in order to avoid autoimmune-like
side effects, as treatments targeting the T cell immunoglobulin-3 (TIM-3) pathway [90]
and LTβR-mediated cccDNA degradation [49] do. Another important aspect is that
the structural information and experimental data for the blocking agents should
be understood as much as possible. The prospective from small molecules [91,92]
and state-of-the-art technologies [93,94] can help to understand and expand the
relevant knowledge. Therefore, based on oncological application (blocking agents)
and the developing knowledge of immune checkpoint inhibitors, it is hoped that the
application of certain blocking agents for treating chronic viral disease will not be
too far in the future [89,95].

5. Guidelines for Currently Approved Medications

In 2015, the World Health Organization (WHO) published guidelines for
the prevention of HBV infection and care and treatment of persons with chronic
HBV infection [3]. The WHO guidelines recommend that the NAs tenofovir and
entecavir, which have a high genetic barrier to drug resistance, should be the
first-line treatments in all patients over 12 years of age, and entecavir should be
used for children aged 2–11 years. Tenofovir is recommended as the second-line
treatment in the same pediatric group. Other NAs (such as lamivudine, adefovir, and
telbivudine) with a low barrier to drug resistance are explicitly not recommended. In
addition, IFN is not considered a treatment option due to resource-limited settings
and contraindications.

Before the WHO guidelines were published, the European Association for the
Study of the Liver (EASL) [24] and the Asian Pacific Association for the Study of the
Liver (APASL) [18] separately released their guidelines for the treatment of chronic
HBV infection.
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Lamivudine, entecavir, telbivudine, adefovir, tenofovir, and pegIFN have been
approved in Europe for HBV treatment. The EASL guidelines of 2012 provided
two treatment strategies, including finite-duration treatment with pegIFN and a
long-term treatment with NAs. pegIFN, if chosen, should be used with caution due
to the contraindications, and its combination with NAs is not recommended. The NA
used for finite-duration treatment should be the most potent agent with the highest
barrier to drug resistance. Tenofovir and entecavir are the first-line monotherapies.
The evidence shows that the vast majority patients with monotherapy for ě3 years
maintain a full virological response [96,97]. Solutions to antiviral treatment failure
are also recommended in the WHO guidelines. In case of primary non-response
or partial response, a drug switch to tenofovir or entecavir from the initial drug is
recommended. Once virological breakthrough is detected and incomplete patient
compliance is excluded as a possible cause, a new therapeutic regimen should be
adopted as early as possible after monitoring HBV DNA loads and identifying the
pattern of resistance mutations.

The 2012 APASL guidelines state that HBV does not directly lead to cytopathic
consequences and chronic HBV infection is a dynamic process of interaction among
the virus, hepatocytes, and the host immune system. Therefore, chronic HBV
infection therapeutics include immunomodulatory agents and antivirals used with
NAs. The immunomodulatory agents include conventional IFN-α, pegIFN, and
thymosin α1. The listed NAs are lamivudine, telbivudine, adefovir, tenofovir,
and entecavir. Entecavir or tenofovir is the first-line drug, whereas the others are
considered as second-line drugs. Notably, cost is still one of the most important
factors for drug selection aside from the drug efficacy in the Asia-Pacific region. This
restraint can be only addressed by developing more effective, but less expensive,
new drugs.

6. Conclusions

In summary, the number of patients chronically infected with HBV continues
to grow, and chronic HBV infection can lead to cirrhosis and HCC, causing an
unbearable burden to patients and society. Current antiviral therapies can potently
inhibit HBV replication and improve liver pathology but are rarely able to clear
chronic HBV infection. Both new antiviral strategies and drugs are urgently needed.
Several new and encouraging drug candidates are under development, but much
research is still needed before they can be applied clinically.
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Replication and Inhibitors of Enteroviruses
and Parechoviruses
Lonneke van der Linden, Katja C. Wolthers and Frank J.M. van Kuppeveld

Abstract: The Enterovirus (EV) and Parechovirus genera of the picornavirus family
include many important human pathogens, including poliovirus, rhinovirus, EV-A71,
EV-D68, and human parechoviruses (HPeV). They cause a wide variety of diseases,
ranging from a simple common cold to life-threatening diseases such as encephalitis
and myocarditis. At the moment, no antiviral therapy is available against these
viruses and it is not feasible to develop vaccines against all EVs and HPeVs due
to the great number of serotypes. Therefore, a lot of effort is being invested in
the development of antiviral drugs. Both viral proteins and host proteins essential
for virus replication can be used as targets for virus inhibitors. As such, a good
understanding of the complex process of virus replication is pivotal in the design
of antiviral strategies goes hand in hand with a good understanding of the complex
process of virus replication. In this review, we will give an overview of the current
state of knowledge of EV and HPeV replication and how this can be inhibited by
small-molecule inhibitors.

Reprinted from Viruses. Cite as: van der Linden, L.; Wolthers, K.C.;
van Kuppeveld, F.J.M. Replication and Inhibitors of Enteroviruses and
Parechoviruses. Viruses 2015, 7, 4529–4562.

1. Enterovirus and Parechovirus Associated Diseases

1.1. Picornaviridae

The virus family Picornaviridae is one of the largest virus families (Figure 1),
classified into 29 genera (Figure 1) [1,2]. This review focuses on human pathogens
belonging to the genera Enterovirus and Parechovirus. We will discuss the replication
strategies of these viruses in the light of antiviral therapy.

1.2. Enteroviruses

The genus Enterovirus (EV) of the picornavirus family contains many important
human pathogens, which are among the most common infections in mankind.
Overall, it was estimated that around 10–15 million symptomatic EV infections occur
annually in the United States alone [3]. This figure excludes the very prevalent
rhinovirus infections. The EVs have been classified into 12 species, including
EVs A-D, RV A-C, and five EV species that only infect animals (EV-E to EV-J)
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(Figure 1) [1,2]. These viruses include coxsackie A and B viruses (CVA and CVB,
respectively), echoviruses, polioviruses (PVs), numbered EVs, and rhinoviruses (RV).
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Figure 1. Classification of the virus family Picornaviridae. The clinically most
important genera are depicted. For a selection of these, the species and some
examples of genotypes/serotypes are given.

EVs are transmitted via the fecal-oral route or via respiratory transmission,
depending on the type. EVs have two primary replication sites, the gastrointestinal
tract and the respiratory tract, from where the virus can spread to the target organs
via the blood circulation. This can result in severe, potentially fatal diseases.

PV is the prototype EV. As in many EV infections, PV infections are mostly
clinically mild [4]. However, PV infections can progress to non-paralytic aseptic
meningitis (in 1%–2% of cases) or to poliomyelitis, a form of flaccid paralysis (in
0.1%–1% of cases) [4]. Due to intense vaccination programs and surveillance, PV has
nearly become extinct, but nevertheless, the virus remains endemic in three countries
(Afghanistan, Nigeria and Pakistan) and sporadic PV outbreaks occur.

Coxsackie A and B viruses, echoviruses, and the numbered EVs are associated
with a great variety of manifestations, varying from mild respiratory and
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gastrointestinal infections, herpangina, and hand-foot-and-mouth disease (HFMD),
to more severe disease like pleurodynia, hepatitis, myopericarditis, pancreatitis,
meningitis, encephalitis, paralysis, and neonatal sepsis leading to mortality [5]. EVs
are the most important cause for viral meningitis, accounting for 85%–95% of all
cases for which an etiological agent was identified [6].

The genotype/serotype EV-A71 is an emerging pathogen that has caused several
outbreaks since the late 1990s. EV-A71 epidemics have been reported worldwide,
but mostly in the Asia-Pacific region [7]. HFMD is the most common manifestation
of EV-A71 and affects mostly children and infants. However, EV-A71 infections
may also result in severe diseases such as pulmonary edema and neurological
complications, which may be fatal.

EV-D68 has recently drawn attention because of an outbreak in the United
States and to a smaller extent in the rest of the world (e.g., [8–11]. These EV-D68
infected patients presented with severe respiratory illness. Furthermore, the virus
was frequently detected in patients with AFP, suggesting the virus may in rare cases
be neurotropic [8,12].

RVs can infect both the upper and the lower respiratory tract and are the major
cause of the common cold. Though on the less severe side of the spectrum of
the diseases caused by EVs, the common cold results in major costs by, among
other things, loss of working days, amounting in the United States to $40 billion
annually [13]. In addition to the common cold, RVs can cause severe lower respiratory
tract infections, such as pneumonia and bronchiolitis [5]. Moreover, RV infections
are a serious threat to patients with asthma, chronic obstructive pulmonary disorder
(COPD), or cystic fibrosis in whom respiratory tract infections with RVs can lead
to exacerbations [14–24]. RVs are subdivided into the species A, B and C. RV-C
has been discovered only recently with the help of molecular diagnostic techniques.
Initial studies suggested that RV-C is associated with more severe lower respiratory
disease than the other species, but later reports suggest that RV-A may be equally
pathogenic [25].

1.3. Parechoviruses

When the HPeVs were first identified they were initially classified in the
Enterovirus genus as echovirus 22 and 23 on the basis of cell-culture characteristics.
However, phylogenetic analysis showed these viruses to be genetically distinct from
any other picornavirus genus [26,27] and these strains were reclassified in a new
genus named Parechovirus [28]. Currently, the species Parechovirus A contains
16 HPeV types [1,2]. HPeV prevalence has been underestimated, but current
data show that HPeVs are at least as prevalent as EVs [29] and that HPeV is a
major pathogen in young children [30]. The most commonly circulating HPeV is
HPeV-1, which mainly causes mild gastrointestinal and respiratory disease although
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sometimes in young children more severe disease can be observed [31]. HPeVs
are the second most important cause of viral sepsis-like illness and meningitis in
infants [32–34]. The majority of these cases are caused by HPeV-3 [33], which is the
most pathogenic HPeV type. It is associated with paralysis, neonatal sepsis-like
illness and sudden death in infected infants [33,35–43]. The HPeVs have received
very little attention from the scientific community in the past, but continuing reports
of HPeV circulation all over the world are increasing awareness of the significance of
this virus group.

1.4. The Need for Antiviral Drugs against Enteroviruses and Parechoviruses

Although EVs and HPeVs represent a major medical threat, the tools available to
fight these viruses are limited. Vaccines are only available against PV: An inactivated
PV vaccine (IPV) and an attenuated oral PV vaccine (OPV). Worldwide vaccination
schemes started in 1988 have managed to reduce the incidence of PV enormously,
but not completely [44]. Sporadic outbreaks may be caused by wildtype virus strains
or by vaccine-derived poliovirus (VDPV), which originates from the attenuated
OPV. Therefore, as long as OPV is used, the risk of epidemics with VDPV remains.
In addition, significant advances have been made towards the development of
a vaccine against EV-A71, leading to three inactivated whole virus vaccines that
have completed Phase III clinical trials and have applied for approval from the
Chinese Food and Drug Administration [45–47]. Although vaccine development for
specific pathogens such as PV and EV-A71 is possible, developing vaccines against all
members of the EV and Parechovirus genera is not feasible due to the sheer quantity
of serotypes (more than 250 EVs, and 16 HPeVs) [2].

To date, no antiviral drugs have been approved for the treatment of picornavirus
infections, so treatment is currently limited to supportive care. The only option
available for treatment is the administration of pooled immunoglobulin from
multiple blood donors (intravenous immunoglobulin, IVIG), but success of this
treatment modality depends on the presence of specific neutralizing antibodies in
the preparation [48–51]. Hence, there is a strong need for broad-range antiviral drugs
to combat EV and HPeV infections. In addition to treating infected patients, antiviral
drugs might aid in the eradication of PV by helping to contain VDPV outbreaks
and by treatment of immunodeficient patients who are chronically shedding PV.
In addition, antiviral drugs may be useful to contain posteradication outbreaks
of PV [52].

For the development of antiviral drugs, fundamental knowledge is required
about the replication cycle of EVs and HPeVs. Several aspects of virus replication
will be summarized in the next section, where the focus will be on the replication of
EVs since these viruses have been studied much more intensively and in more detail.
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2. Enterovirus Replication Cycle

2.1. Enterovirus Virions and Viral Genome Organization

Picornaviruses are small positive-strand RNA viruses. The genome is
encapsidated by an icosahedral capsid, forming a virion of around 30 nm in size
without an envelope.

The viral genome contains a single open reading frame with highly structured
untranslated regions (UTR) at the 51- and 31-end and a 31-poly(A) tail (Figure 2A).
The viral genome is uncapped and instead the 51-end is covalently coupled to the
viral protein 3B, in this context usually termed VPg (viral protein genome-linked).
The 51-UTR contains an internal ribosomal entry site (IRES) which mediates
cap-independent translation. Overall, the organization of the open reading frame is
similar in all picornaviruses, but there are some differences between genera. In the
case of EVs, the open reading frame encodes a polyprotein that contains structural
proteins (VP1-4) in the P1 region and the nonstructural proteins (2A–2C and 3A–3D)
in the P2 and P3 regions (Figure 2B).
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Figure 2. Enterovirus genome. (A) Depicted is a schematic representation of the
enterovirus genome on scale. The enterovirus genome encodes a single polyprotein
divided into a P1, P2, and P3 area. At the 51- and 31-end the genome contains
untranslated regions (UTR), which are highly structured. The 51-UTR contains
an internal ribosomal entry site for cap-independent translation. At the 51-end,
the RNA genome is covalently bound to the viral protein VPg which is used as
a primer during RNA replication; (B) The polyprotein is processed into the viral
proteins and some stable precursors by the viral proteases 2Apro and 3Cpro (and
its precursors).
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2.2. Protein Translation and Processing

The EV replication cycle, depicted in Figure 3, is initiated by binding to a
receptor. The receptor used differs per virus [53]. For many EVs, the receptor binds
at a depression in the capsid called the canyon, which surrounds the fivefold axis of
symmetry. Subsequently, the virus is internalized and the viral RNA is released into
the cytoplasm. The single polyprotein that is produced, is proteolytically processed
by the viral proteases 2Apro and 3Cpro to release the structural and nonstructural
viral proteins and some stable precursors (Figure 2B).
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Figure 3. Enterovirus replication cycle. The Enterovirus replication cycle is initiated
by binding of the virus to the receptor and internalization into the cell. Subsequently,
the viral RNA genome is released from the virion and translated into a single
polyprotein which is then processed by the viral proteases to release the viral
proteins. Next, the nonstructural proteins mediate the replication of the RNA
genome via a negative-stranded intermediate. This takes place on replication
organelles that are formed as a result of a rearrangement of cellular membranes.
Newly synthesized positive-stranded RNA molecules can then either enter another
round of translation and replication (not depicted) or they can be packaged into the
viral capsid proteins to form new infectious virus particles which are released upon
cell lysis and through several non-lytic mechanisms.
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Apart from processing of the viral protein, the viral proteases cleave cellular
targets, which serves to optimize the environment for viral proliferation. Cleavage of
eIF4G and poly(A)-binding protein (PABP) by 2Apro and 3Cpro results in a blockage
of translation of cellular proteins, a so-called host shut-off [54–56]. In addition, viral
proteases cleave several other cellular factors in order to support virus reproduction
and/or suppress innate antiviral responses [57–62].

2.3. Enteroviral RNA Replication

Once liberated from the polyprotein, the nonstructural proteins mediate the
replication of the viral genome. RNA genome replication is initiated by uridylylation
of the protein primer VPg by the viral RNA-dependent RNA polymerase 3Dpol

using a secondary RNA structure in the viral genome called cis-acting replication
element (Cre) as a template [63–66]. VPgpUpU is then elongated by 3Dpol to produce
a negative-stranded intermediate which in turn is used as a template for synthesis
of positive-stranded RNA molecules. Positive-stranded RNA molecules can then
either enter another round of translation and replication or they can be packaged
into capsids to produce infectious virus particles.

2.4. The Role of Viral Proteins and Host Factors in Membrane Rearrangements

Typical for positive-strand RNA viruses, replication of the viral RNA takes
place on cellular membranes which are drastically reorganized during virus
infection [67,68]. In EV-infected cells, both single- and double-membrane structures
are observed (Figure 4) [69,70]. Electron tomography studies with PV and CVB3 have
revealed that early in virus infection (when RNA replication is already maximal)
single-membrane tubular structures are predominant, whereas in later stages these
structures appear to flatten, curve, and fuse to form double-membrane vesicles
(DMV) [69,70]. These DMVs can then be wrapped by multiple additional cisternae
and form multilamellar structures.

The exact origin of the membranes of these organelles is yet unclear. Evidence
has been presented that the membranes originated from the early secretory pathway
while other data suggested they were derived from the autophagy pathway. The
results from the electron tomography studies suggest that there may be some truth
in both theories, with the early secretory pathway acting as a source for the single
membrane tubules and the autophagy pathway being involved in DMV formation.
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Figure 4. Extensive membrane rearrangements in Enterovirus-infected cells. An
electron tomographic slice through a serial tomogram, bar = 500 nm (A); and top
and side views of the surface-rendered model of the boxed area (B) show the
presence of single-membrane tubules (green), open (orange) and closed (yellow)
double-membrane vesicles in a cell infected with coxsackievirus B3 at 5 h post
infection. The ER is depicted in blue. Reprinted from Limpens et al. [70], mBio 2011
with permission from the authors, © 2011 by the American Society for Microbiology.

Important observations that support a role for the early secretory pathway in
the membrane rearrangements are that Brefeldin A (BFA), a well-known inhibitor of
ER-to-Golgi transport, completely abolishes EV replication [71–74] and that several
proteins from the secretory pathway are essential for virus replication and can be
detected on replication organelles. One of these is Golgi-specific BFA-resistance
factor 1 (GBF1), which is a target of BFA. In uninfected cells, GBF1 stimulates GTP
exchange of the GTPase ADP-ribosylation factor 1 (Arf1), which is localized on
the Golgi complex and the ER-Golgi intermediate compartment. Upon activation,
Arf1-GTP becomes membrane-bound and mediates the recruitment of effector
proteins such as the COP-I coat complex, thereby inducing the formation of secretory
vesicles. Arf1 is thus a key regulator of protein and lipid transport within the early
secretory pathway. Upon infection, the viral protein 3A recruits GBF1 and indirectly
Arf1 to replication organelles (i.e., virus-induced vesicles plus associated replication
complexes) through a direct interaction with GBF1 (Figure 5) [71,75,76]. Through a
yet unknown mechanism, this leads to the loss of COP-I from membranes, resulting
in a disturbance of the secretory pathway and blockage of protein secretion [75,77–79].
This impairs the expression of MHC class I on the cell surface and cytokine
secretion [80,81], implying that the virus-induced membrane rearrangement not
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only serves to facilitate viral RNA replication but also to suppress infection-limiting
host immune responses.

Phosphatidylinositol-4-kinase III beta (PI4KIIIβ), another Golgi-localized
protein, is also an essential host factor for EV replication [77]. PI4KIIIβ is a kinase that
synthesizes phosphatidylinositol-4-phosphates (PI4P). As a precursor for PI(4,5)P2,
PI4P lipids are part of PI3K and phospholipase C signaling pathways, but PI4P
lipids also recruit proteins with a PI4P-binding pleckstrin homology (PH) domain
to membranes, thereby regulating membrane biogenesis, lipid homeostasis, and
vesicle-mediated trafficking at the Golgi complex [82–84]. During infection, PI4KIIIβ
is recruited to replication sites by 3A and consequently local levels of PI4P lipids
increase (Figure 5) [77]. The mechanism behind the recruitment of PI4KIIIβ by 3A
remains to be determined but was shown to be independent of GBF1, Arf1, and
ACBD3 [85,86]. In vitro, PI4P lipids specifically bound 3Dpol, suggesting that they
may serve to recruit the viral polymerase to replication complexes [77], but firm
proof for this idea is lacking. Alternatively, or additionally, the function of PI4P lipids
in virus replication may be to recruit PH domain-containing proteins for example
with membrane-modifying properties.
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Figure 5. The proposed role of Golgi-localized host factors in Enterovirus
replication. Upon infection, the viral 3A protein recruits GBF1 and indirectly
Arf1 to the replication organelles. As a result, COP-I is lost from the membranes.
At the same time, PI4KIIIβ is recruited by 3A through a GBF1/Arf-independent
mechanism, resulting in an increase in PI4P lipids. OSBP then binds to the PI4P
lipids and mediates a PI4P/cholesterol counterflow between the membranes of the
replication organelles and the ER.

One such protein appears to be oxysterol-binding protein (OSBP), a
PI4P-binding protein that transports PI4P lipids produced by PI4KIIIβ from the Golgi
complex to the ER, in exchange for cholesterol which is transported in the opposite
direction [87]. Recent studies by others and ourselves have revealed that OSBP binds
to PI4P-enriched replication organelle membranes and mediates a PI4P/cholesterol
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counterflow between these membranes and the ER (Figure 5) [88–90]. As a result,
the cholesterol content of membranes of the replication organelles is increased. In
addition to this mechanism, increased uptake of cholesterol and a role of endosomal
cholesterol have been suggested to contribute to the accumulation of cholesterol in
the membranes of the replication [90–92]. The cholesterol content of membranes
determines the membrane fluidity and formation of lipid microdomains and therefore
the virus-induced accumulation of cholesterol may serve to induce the membrane
deformations required to generate replication organelles. All in all, it appears that
the regulation of PI4P and cholesterol levels is very important to support replication.

DMVs are reminiscent of autophagosomes with respect to their appearance and
formation, which originated the idea that the autophagic pathway is involved in the
formation of replication organelles. The recent observation that DMVs occur mostly
in later stages of infection suggests that this pathway is mostly important in the
advanced stages of membrane rearrangements [69,70]. Inhibition of the autophagy
pathway impairs viral replication, but only to a modest extent [93,94]. A recent
publication has provided evidence that vesicular acidification promotes maturation
of PV particles (i.e., VP0 cleavage, see next section), implicating a role for autophagy
and DMVs in the last step of the replication cycle [95]. Furthermore, it has been
suggested that the DMVs might be involved in non-lytic release of virus particles
by fusion with the plasma membrane, challenging the dogma that EVs egress only
through cell lysis. Together, these data suggest that the early secretory pathway and
the autophagy pathway have a distinct, but important function during EV replication.

Genetic and biochemical evidence suggests that the viral proteins 2BC and
3A are involved in the formation of replication organelles during infection [96–98].
These proteins have hydrophobic domains and extensively interact with cellular
membranes. 3A is probably important in membrane reorganization through its
(direct and indirect) interactions with GBF1, Arf1, and PI4KIIIβ. 2B is a viroporin
that enhances the permeability of ER and Golgi membranes [99–103]. Overexpression
of 2B leads to disturbed ion homeostasis, impaired transport of proteins through
the Golgi complex, and increased targeting of endocytic vesicles to the Golgi
complex [78,101,104,105]. How and if these activities are involved in the formation
of replication organelles is unknown. 2C has been postulated to contribute to the
membrane remodeling by insertion of its hydrophobic domains in the membranes, as
well as through its interaction with reticulon proteins [106]. These latter proteins are
membrane-shaping proteins that induce and stabilize positive membrane curvature,
and may be involved in the formation of the positively curved membranes that are
essential for the morphogenesis of the viral replication organelles.

As has become clear from this brief overview, membrane remodeling involves
many viral and host proteins and lipids and is a very complicated process that is not
completely understood.

400



2.5. Morphogenesis and Virus Release

Once synthesized, viral RNA of positive polarity is encapsidated by capsid
proteins to form new virions. This process is coupled to active replication as only
newly synthesized genomes are encapsidated [107,108]. This is not guided by an
RNA encapsidation signal or RNA-protein interactions, but rather by an interaction
between 2C, which is located in the replication complex, and the capsid protein
VP3 [109].

The assembly of new virions (Figure 6) is initiated by the release of the P1 capsid
precursor from the polyprotein. This is subsequently folded by the chaperone protein
Hsp90 and processed by 3CDpro to release VP0 (the precursor of VP4 and VP2),
VP1, and VP3 [110,111]. In a spontaneous process, these capsid proteins assemble
to form a protomer. Five protomers together then form a pentamer which in turn
assemble to form a provirion. Several, but not all, EVs require the presence of
glutathione for the formation and/or stability of the pentamers [112–115]. The last
step is a maturation of the virion by RNA-induced cleavage of VP0 into VP2 and VP4,
yielding an infectious virus particle. This process has been suggested to be enhanced
by the acidic environment in autophagosome-like DMVs [95].
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Figure 6. Morphogenesis of enteroviruses and targets for assembly inhibitors.
Hsp90 ensures the proper folding of the P1 precursor protein enabling the cleavage
by 3CDpro into capsid proteins VP0, VP3, and VP1 which then form protomers. For
part of the EVs, glutathione (GSH) is required either for the transition of protomers
into pentamers or for the stabilization of pentamers. Twelve pentamers plus the
viral genome (in red) combine to form a provirion, followed by a maturation step
in which the VP0 protein is cleaved into VP4 and VP2. Treatment with Hsp90
inhibitors or glutathione depletors results in impaired morphogenesis.
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The dogma has always been that newly formed infectious particles are released
by lysis of the host cell, but recent reports have suggested additional methods of
egress that do not require cell lysis, such as non-lytic release through DMVs and
release of phosphatidylserine lipid-enriched vesicles packed with virions [116,117].
This mechanism is reminiscent of the release of hepatitis A virus, another picornavirus,
which was recently shown to be released as membrane-wrapped virus particles in
membrane structures resembling exosomes [118].

3. Antiviral Compounds

Antiviral therapy can have a variety of mechanisms of action and each step
of the virus replication cycle can be targeted. Virus replication can be impaired by
targeting either viral proteins or host factors that are required for virus replication.
Decades of searching for compounds with antipicornaviral activity has yielded a
range of compounds that inhibit EV replication, although none of them have reached
approval for clinical use. The current status of research on and development of
small-molecule antiviral compounds that target the replication of EVs is summarized
here below.

3.1. Enterovirus Inhibitors

Capsid binders. The three compounds that are currently under clinical
evaluation are pleconaril (Viropharma, Exton, USA, licensed to Schering-Plough
in 2003), BTA798 (Biota Pharmaceuticals, Alpharetta, USA), and pocapavir (V-073,
ViroDefense Inc., Rockville, USA)). All three compounds bind the capsid in the
canyon, a depression in the capsid which is responsible for receptor binding. By doing
this they impair the first steps in the viral replication cycle, i.e., receptor attachment
and/or viral uncoating. Pleconaril displays broad-spectrum activity against most, but
not all EVs and had some beneficial effects in clinical trials [119–124], but was rejected
by the FDA in 2002 for the treatment of the common cold due to safety issues [125]. In
a later clinical phase II trial on the prevention of asthma exacerbations and common
cold symptoms in asthma patients challenged with RV, pleconaril treatment had no
significant effect [126] while the results of a trial to test the efficacy of pleconaril in
infants with enteroviral sepsis syndrome have not been made available yet [126,127].

The compound BTA798 is currently under investigation for the treatment of
RV infections in asthmatic patients. In March 2012, a clinical phase IIb trial testing
the efficacy of BTA798 in asthma patients with naturally acquired RV infections was
completed [128]. Biota reported significant reductions in symptoms upon treatment
with BTA798 and is currently planning another phase IIb trial in RV-infected patients
with moderate-to-severe asthma [129].
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Pocapavir is under clinical investigation to be used in the eradication of PV [130],
but has also been shown to have activity against other EVs [131]. Recently, a case
study was reported in which pocapavir was used to treat an infant with severe
enteroviral sepsis [132]. Pocapavir appeared to be tolerated well, but a clear antiviral
effect was absent.

One of the biggest issues with capsid binders is that EVs readily develop
resistance [133]. The quick emergence of resistance may be one of the reasons that
the performance of this class of compounds in clinical trials is disappointing [134].
In addition, one of the problems with capsid binders is that they do not
inhibit all EVs [135–137] and we have recently reported a naturally occurring
pleconaril-resistant E11 strain [50,138]. Because of these resistance issues it is
questionable whether capsid inhibitors will make it to the market.

Protease inhibitors. Viral proteases have shown to be useful targets for antiviral
therapy in treatments against human immunodeficiency virus (HIV) and hepatitis C
virus. The only EV protease inhibitors that have made it to clinical studies are the
3Cpro inhibitors rupintrivir (also known as AG7088), and AG7404 (also known as
compound 1). These protease inhibitors have been designed to mimic the protease
substrate. The compound rupintrivir was developed as a potent inhibitor of RV
3Cpro, but further studies revealed that rupintrivir also inhibits replication of other
EVs [139–143]. Rupintrivir is an irreversible peptidomimetic with an α,β-unsaturated
ester. Because of limited activity in clinical trials with natural RV infections [144],
the clinical development was halted. AG7404 was developed as an analog of
rupintrivir with improved oral bioavailability compared to rupintrivir [145]. AG7404
displays antiviral activity in vitro and is safe and well-tolerated in vivo, but clinical
development was discontinued [144].

Polymerase inhibitors. Evidently, inhibition of the viral polymerase 3Dpol is
detrimental for virus replication and is therefore an attractive strategy for antiviral
approaches. There are two classes of polymerase inhibitors. The nucleoside
analogs are compounds that have structural similarity to endogenous nucleosides.
Incorporation of these analogs by 3Dpol results in chain termination and/or
incorporation of incorrect nucleosides leading to mutations. One such compound
is ribavirin, a synthetic purin analog. Treatment with ribavirin leads to lethal
mutagenesis [146,147]. The other class of polymerase inhibitors encompasses the
non-nucleoside inhibitors. These inhibitors can have a variety of mechanisms of
action. For example, the polymerase inhibitor amiloride increases the error rate of
3Dpol and competes with incoming nucleoside triphosphates and Mg2` [148]. In
addition, we have just reported the discovery of a compound (GPC-N114) which
interferes with productive binding of the template-primer to 3Dpol by binding at
the template-binding site [149]. However, for most compounds the mechanism
of action has been poorly characterized (gliotoxin, DTrip-22, aurintricarboxilic
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acid, BPR-3P0128) [150–154]. Up to now, no 3Dpol inhibitors have been tested in
clinical trials.

2C-targeting compounds. Another group of inhibitors is that of compounds
that select for mutations in 2C. The functions of the nonstructural protein
2C are not fully understood, but the protein has been implicated in RNA
replication [106,155–160], RNA binding [161–163], the induction of membrane
rearrangements [97,98,103,164], encapsidation [109,165,166], and uncoating [167].
On the basis of several conserved motifs, 2C was also predicted to be a helicase [168],
although the RNA unwinding activity has not yet been experimentally confirmed. 2C
has a nucleoside triphosphate-binding motif and displays ATPase activity [169,170].
A variety of antiviral compounds have been shown to target 2C (guanidine
hydrochloride, fluoxetine, HBB, MRL-1237, and TBZE-029) [171–176], but their
mechanisms of action have not been resolved yet. This is in a great part due to
the inability to obtain functional recombinant 2C and the lack of a crystal structure.
None of the 2C inhibitors have progressed to in vivo studies in humans.

PI4KIIIβ inhibitors. In the late 1970s, the compound enviroxime was reported
to have potent antiviral activity against EVs [177], but it took until 2012 to identify
PI4KIIIβ as the target of enviroxime following the recognition of PI4KIIIβ as an
essential host factor [77,178]. Aided by cross-resistance of virus variants with
mutations in 3A, also GW5074, T-00127-HEV1, and compound 1 were identified
as PI4KIIIβ inhibitors [178–183]. Enviroxime was tested in several clinical studies
in which it was able to reduce symptoms, but overall the in vivo efficacy was
disappointing [184–189]. This in combination with gastrointestinal side-effects and a
poor pharmacokinetic profile caused the clinical development to be halted [188].

For a number of other PI4KIIIβ inhibitors little if any toxicity in cell lines as
well as in primary human fibroblasts was reported [178,183,190,191]. One of these
inhibitors (i.e., compound 1) also showed no obvious adverse effects upon testing in
a CVB4-induced pancreatitis mouse model, while it resulted in a strong inhibitory
effect on in vivo CVB4 replication and CVB4-induced pathology [183]. However,
in another study it was described that chemical inhibition of PI4KIIIβ by a small
molecule identified by Boehringer Ingelheim as well as by T-00127-HEV1 was lethal
to mice [192]. Moreover, PI4KIIIβ inhibitors developed by Novartis were found
to interfere with lymphocyte proliferation and chemokine secretion in a mixed
leukocyte reaction [190]. These latter results have raised many concerns about the
potential application of PI4KIIIβ inhibitors to treat EV infections.

OSBP inhibitors. The 3A-mutant viruses that were resistant against PI4KIIIβ
inhibitors, also displayed a resistant phenotype against a set of antiviral compounds
that had no effect on PI4KIIIβ activity. This included the compounds itraconazole,
OSW-1, AN-12-H5 and T-00127-HEV2, and 25-hydroxycholesterol. We and others
revealed that the target of these compounds was OSBP [88,193,194]. Studying the
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mechanism-of-action of these compounds has been significantly instrumental in
discovering that OSBP is required for virus replication. Itraconazole has already been
approved by the FDA in 1992 as an antifungal drug and therefore already much is
known about the behavior of this compound in vivo. In recent years, itraconazole
has also gained interest as an anticancer reagent, and is currently being tested in
clinical trials [195]. The wealth of information gathered while testing itraconazole for
these other applications should facilitate testing the antiviral effect of itraconazole in
mouse models.

Assembly inhibitors. Assembly of new virus particles is a stepwise process
which can therefore be interrupted at multiple steps (Figure 6). The use of
inhibitors has greatly contributed to our knowledge of the assembly process.
The chaperone Hsp90 interacts with the P1 capsid precursor and ensures a
correct folding that enables recognition and/or cleavage by 3CDpro [110,196].
Inhibition of Hsp90 with the compounds geldanamycin or its analog 17-AAG
(17-allyamino-17-demethoxygeldanamycin) still allows the interaction between
Hsp90 and P1, but processing of P1 is impaired. As a result, morphogenesis is
impaired. The role of glutathione in the assembly of a subgroup of EVs has come to
light by the study of the glutathione synthesis inhibitor BSO (buthionine sulfoximine)
and the glutathione scavenger TP219 [112–115]. BSO has been tested in clinical trials
for testing its ability to reverse the resistance to chemotherapy in cancer treatments
caused by high glutathione levels. These showed that BSO treatments were tolerated
relatively well [197–199], but to our knowledge, no attempts or plans have been made
to test the antiviral activity of BSO or other glutathione-depleting compounds in vivo.

3.2. Parechovirus Replication and Inhibitors

Despite the clinical significance of HPeVs, these viruses have not been the topic
of many in-depth molecular studies and very little work has been done to identify
compounds with antiviral activity against this virus group. The fact that HPeVs and
EVs are members of the same virus family, suggests that HPeVs may benefit from the
ample work being done on EVs. However, work done so far, has only highlighted
the differences between the two virus genera.

The capsid binder pleconaril has been described not to possess any antiviral
activity against HPeVs [200,201]. Though the HPeV capsid structure is similar to
that of EVs in that it is icosahedral and the capsid proteins have the typical β-barrel
structure, the HPeV capsid has a shallower canyon than in EVs [202]. Moreover, the
canyon does not mediate receptor binding, at least not for the HPeVs that utilize
integrins as a receptor [202]. Thus, in this light it is not surprising that pleconaril
does not possess antiviral activity against HPeV. Since all of the capsid binders
developed against EVs target the canyon, these are not expected to display activity
against HPeVs.
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Besides capsid inhibitors, 3Cpro inhibitors were suggested to be the most
promising candidates for anti-HPeV therapy [201]. However, we showed recently
that rupintrivir, the best-established EV 3C inhibitor, and SG85, a recently developed
analogue [203], do not inhibit the proteolytical activity of HPeV 3Cpro [204]. The
reason for this is unknown, since the structure of HPeV 3Cpro has not been resolved
yet. An explanation may lie in the difference between the cleavage sites recognized
by the EV and HPeV proteases, since these are peptidomimetics designed to
resemble the cleavage site recognized by 3Cpro. Rupintrivir is a tripeptide-derived
molecule with a Michael acceptor moiety [205]. Its structure is based on the
leucine-phenylalanine-glutamine peptide sequence at the P3-P2-P1 position observed
in EV 3Cpro cleavage sites [205,206]. However, none of the HPeV 3Cpro cleavage sites
observed contain a leucine at P3 [207]. On the other hand, SG85 contains a t-butyl
ether of serine at P3, and a serine has been observed at this position in HPeV cleavage
sites [203,207]. Though the t-butyl ether modification may be responsible for the
inactivity of SG85 against HPeV 3Cpro, this suggests that differences in cleavage sites
alone cannot completely explain the disparity between the susceptibilities of the
EV and HPeV 3C proteases to rupintrivir and SG85. Detailed analysis of cleavage
sites recognized by HPeV 3Cpro and especially crystal structures are required to
understand the insusceptibility of HPeV 3Cpro to rupintrivir and SG85 and for the
design of HPeV 3Cpro inhibitors.

In contrast to 2A of EVs, the 2A protein of HPeV does not have proteolytical
activity and the P1/P2 cleavage is carried out by 3Cpro [208]. Hence, HPeV 2A does
not induce a host shut-off through cleavage of translation factors [209]. Instead, 2A
has been described to bind the 31-end of the HPeV genome, suggesting a role in
HPeV RNA replication [210]. Accordingly, EV and HPeV 2A have only very limited
amino acid identity [211]. HPeV 2A will therefore not benefit from antiviral studies
targeting EV 2Apro, though these have been rare.

On the other hand, for both genera the 2C protein is predicted to be a helicase
and has been shown to have ATPase activity [212]. 2C represents a promising target
for EVs, but the EV 2C inhibitors GuHCl and HBB have no effect on HPeV 2C [213].
Since these compounds have the broadest spectrum of anti-enteroviral activity of the
2C inhibitors available [171,175,176,213,214], it is to be expected that the others do not
inhibit HPeV 2C either. For fluoxetine and TBZE-029, for example, the susceptibility
seems to require the presence of the so-called AGSINA motif, which is not present in
HPeV 2C [176].

The replication strategies employed by HPeV are mostly a black box, but it
is clear that they are different from those used by EVs. A first clue came from the
partial resistance of HPeV to the GBF1 inhibitor BFA, which completely blocks EV
replication [72]. In addition, COP-I is dispersed in cells infected with HPeV while
in EV-infected cells, COP-I is found on replication organelles [72]. Accordingly, the
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amino acid identity between HPeV 3A and EV 3A is very low [211] and the replication
organelles formed upon infection have a different morphology and appear to have
a different origin than those in EV-infected cells [72,215]. It is not known whether
HPeV uses PI4KIIIβ like EVs, or any other PI4K for replication. No PI4K inhibitors
have been tested with HPeV thus far, but doing so will help to elucidate this question.
Our study on itraconazole as an EV and cardiovirus inhibitor, revealed that this
compound has no effect on HPeV replication, suggestive of an independence of
OSBP or at the least a different usage of OSBP [88].

Despite that multiple compounds have been identified as EV 3Dpol inhibitors,
none of these have been tested with HPeV. However, it seems reasonable to assume
that the nucleoside analogues such as ribavirine will also display activity against
HPeV since these have a very broad spectrum of activity as a result of a very
conserved nucleotide-binding site [216]. Our preliminary results suggest that
GPC-N114 has no effect on HPeV replication (unpublished results).

Other than that the maturation cleavage of VP0 into VP4 and VP2 does not
occur in HPeVs, not much is known about assembly of HPeV virions. It has not
been studied whether HPeV requires the chaperone Hsp90 and/or glutathione
for morphogenesis.

Overall, it is clear that there are large gaps in our knowledge of HPeV biology
and that the tools against HPeVs are severely limited.

3.3. Issues in Antiviral Drug Development

Several issues complicate the development of antiviral drugs against EVs and
HPeVs. First of all, broad-spectrum antiviral activity is desired, to be able to treat
all EV or HPeV infections with the same antiviral drug to eliminate the need for
typing. In addition, it would be undesirable to have to develop dozens of antiviral
drugs to be able to treat all EV/HPeV infections. Secondly, the possible emergence of
drug resistance could become a major problem when drugs are introduced into the
clinic. The mutation frequency for RNA polymerases is relatively high. As a result, a
virus population can be described as a quasispecies. Drug-treatment will select for
virus mutants with a selective advantage, allowing the outgrowth of resistant virus
mutants and rendering the antiviral therapy ineffective. Although this is considered
less of a problem when treating acute infections, the class of capsid binders has
shown a quick emergence of resistant variants, making this class of inhibitors less
suitable for treating picornaviral infections [133]. Therefore, compounds to which
the virus cannot (easily) develop drug resistance are highly needed.

One strategy believed to help with both of the above-named issues, is to develop
antiviral drugs that target host factors. Many essential host factors are common to all
viruses within a genus, which allows targeting an entire genus without the problem
of variable drug pockets in the viral proteins. Part of the host factors may even be
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shared by multiple genera. One illustrative example of this is the OSBP inhibitor
itraconazole, for which the spectrum of antiviral activity encompasses all tested
viruses of both the EV and even the cardiovirus genus [88]. In addition, it is highly
unlikely that a host factor will become resistant to the drug in response to therapy.
A finding that supports this hypothesis, is the inability to obtain resistant PV when
passaging virus in the presence of geldanamycin, an inhibitor of the host chaperone
protein Hsp90 which is required for virus assembly [110]. However, there are also
examples where the virus has become resistant to host protein-targeting compounds.
For example, PV could become resistant to the GBF1-inhibitor BFA by acquiring
mutations in 2C and 3A [217]. Furthermore, we found that single point mutations
in CVB3 3A can render CVB3 independent of PI4KIIIβ/PI4P and resistant to OSBP
inhibitors, which shows that RNA viruses can even become resistant to inhibitors
of essential host factors and use a bypass mechanism for replication independent of
(high levels of) a critical lipid [178].

A potential downside of targeting host factors is that the chances of adverse
effects of drug treatment are higher when inhibiting cellular targets than when
targeting viral proteins. However, one should realize that in general most drugs
have host targets. In fact, this is the case in all diseases in which no pathogen is
involved, demonstrating that targeting host proteins is not necessarily problematic.
For example, inhibitors of the hepatitis C virus host factor cyclophin A, a protein
that makes up 0.1%–0.4% of the total cellular protein content [218], generally have a
good safety profile and any adverse effects observed seem to be associated with the
specific inhibitor rather than the target [219].

Overall, targeting host factors may prove a good, though not perfect, strategy,
notwithstanding the usefulness of direct-acting antiviral compounds. Ultimately, the
aim would be to develop combination therapy consisting of multiple antiviral drugs
with different resistance profiles.

4. Future Perspectives in Antiviral Research

In the last decades, many researchers have focused on identifying inhibitors
of EV replication, leading to the discovery of numerous of EV inhibitors. However,
since none of these have reached the market, a lot of work still needs to be done.

A category of inhibitors that remains largely unexplored is that of the allosteric
3Cpro inhibitors. Most of the protease inhibitors developed so far—such as
rupintrivir, compound 1, and the SG compounds—are peptidomimetic active site
inhibitors which have been designed based on the cleavage site recognized by
the targeted protease. Interest has increased in allosteric site inhibitors, since the
occurrence of resistance mutations in the active site of competitive compounds
often gives cross-resistance to other competitive inhibitors [220,221]. Last year,
Wang et al. [222,223] reported the first inhibitors of EV71 3Cpro with a binding site
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outside the substrate binding site, illustrating the potential of small molecules as
allosteric inhibitors of EV proteases. Further endeavors are expected to yield more
allosteric inhibitors, thereby opening up a whole new class of 3Cpro inhibitors.

Another area where advances can be made, are the 2C inhibitors. The fact that
many compounds have been found to target 2C implies that 2C is easily targeted,
possibly as a result of an easily accessible compound-binding pocket. Elucidation of
the structure and function of 2C has proven very difficult, but will greatly benefit
the development and characterization of 2C inhibitors. For now, the most promising
2C inhibitor appears to be fluoxetine. Its modest potency in combination with
the relatively low plasma concentrations achieved in vivo and reported side effects
could possibly obstruct the use for antiviral therapy in vivo [176]. However, it was
recently pointed out that fluoxetine reaches considerably higher concentrations in
the brain than in plasma, opening up the possibility to use fluoxetine for treatment
of neurological diseases caused by EV-B and EV-D viruses, such as EV-D68 [224].

While considerable progress has been made for the EVs over the past decades,
research into HPeV replication and anti-parechoviral therapy is still in early stages.
Clearly, anti-parechoviral studies would be greatly facilitated by a greater knowledge
of HPeV replication. For example, HPeV 2A may be used as a target for antiviral
therapy, once its role in the RNA replication has been deciphered. Currently we
are trying to gain more insight into the replication strategies employed by HPeVs
by utilizing inhibitors that target EV host factors. This provides an easy and quick
method to determine whether these viruses require PI4KIIIβ, OSBP, Hsp90, and
glutathione for efficient replication. The results will provide a starting point from
where more in-depth replication studies can be done and may provide targets for
antiviral therapy. In addition, a crystal structure of HPeV 3Cpro would be of great
benefit for the design of inhibitors of this enzyme.

For both groups of picornaviruses, the repurposing of drugs, i.e., the use of
drugs already on the market for a different indication, may be a way to obtain
antiviral drugs that can quickly be put to practice, because these drugs have
been well-characterized and tested in vivo. Both the antifungal itraconazole and
the antidepressant fluoxetine were found when screening FDA-approved drug
libraries [88,176], and additional screening will probably yield more hits.

In the coming years, advances made in the fields of EV/HPeV replication
mechanisms and antiviral therapy will develop synergistically, yielding a better
understanding of replication mechanisms, thus providing novel targets for antiviral
therapy and the characterization of compounds with antiviral activity, giving us
more insight into aspects of virus replication. Though the development of antiviral
therapy represents a major challenge, progress made in recent years raises hope that
this is indeed an achievable goal.
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