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The present volume contains the invited, accepted and published submissions (see [1–17]) to
a Special Issue of the MDPI’s journal, Axioms, on the subject-area of “Mathematical Analysis and
Applications II”. A successful predecessor of this volume happens to be the Special Issue of the MDPI’s
journal, Axioms, on the subject-area of “Mathematical Analysis and Applications” (see, for details, [18]).
In fact, encouraged by the noteworthy success of these two Special Issues, Axioms has already started
the publication of a Topical Collection, titled “Mathematical Analysis and Applications” (Collection
Editor: H. M. Srivastava), with an open submission deadline.

In recent years, investigations involving the theory and applications of mathematical analytic
tools and techniques are remarkably wide-spread in many diverse areas of the mathematical, physical,
chemical, engineering and statistical sciences. In this Special Issue, we chose to invite and welcome
review, expository and original research articles dealing with the recent advances in mathematical
analysis and its multidisciplinary applications.

The suggested topics of interest for the call of papers for this Special Issue included, but by no
means limited to, the following keywords:

• Mathematical (or Higher Transcendental) Functions and Their Applications.
• Fractional Calculus and Its Applications.
• q-Series and q-Polynomials.
• Analytic Number Theory.
• Special Functions of Mathematical Physics and Applied Mathematics.
• Geometric Function Theory of Complex Analysis.

Here, in this Editorial, we choose first to briefly describe the status of the Special Issue as follows:

1. Publications: 17.
2. Rejections: 22.
3. Article Type: Research Article (16); Review (1).

Authors’ geographical distribution:

• Saudi Arabia (5).
• Italy (3).
• Taiwan (3).
• Germany (2).
• India (2).
• Turkey (2).
• Jordan (2).
• Korea (2).

Axioms 2020, 9, 16; doi:10.3390/axioms9010016 www.mdpi.com/journal/axioms1
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• Thailand (2).
• Ukraine (1).
• Azerbaijan (1).
• Malaysia (1).
• USA (1).
• Iran (1).
• Thailand (1).
• Serbia (1).
• Tunisia (1).

Papers included in this volume deal extensively with various theoretical as well as applied topics
of mathematical analysis of current research interests. Some of the notable contributions in this
volume happen to have successfully addressed such topics of mathematical analysis and applications as
(for example) Hyperbolic Trigonometric Functions and Associated Polynomials, Szász-Mirakjan Beta-Type
Approximation Operators, Holomorphic Functions in One and More Variables, Hypergeometric Functions
and Their Generalizations, Hyers-Ulam-Type Stability Problems, Fixed Point Results, Bose–Einstein and
Fermi–Dirac Functions, Hermite–Hadamard-Type Inequalities, Elastostatics with Singular Boundary
Values, Sequence Generating Functions and Classical and Non-Classical Polynomial Sets.

I take this opportunity to thank all of the participating authors, and the referees and the
peer-reviewers, for their invaluable contributions toward the remarkable success of each of the
above-mentioned Special Issues. I do also greatly appreciate the editorial and managerial help and
assistance provided efficiently and generously by Ms. Luna Shen and many of her colleagues and
associates in the Editorial Office of Axioms.

Funding: This research received no external funding.

Conflicts of Interest: The author declares no conflicts of interest.
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6. Mlaiki, N.; Kukić, K.; Gardaşević-Filipović, M.; Aydi, H. On Almost b-Metric Spaces and Related Fixed Point
Results. Axioms 2019, 8, 70.

7. Prabseang, J.; Nonlaopon, K.; Tariboon, J. (p, q)-Hermite-Hadamard Inequalities for Double Integral and
(p, q)-Differentiable Convex Functions. Axioms 2019, 8, 68.

8. Srivastava, R.; Naaz, H.; Kazi, S.; Tassaddiq, A. Some New Results Involving the Generalized Bose-Einstein
and Fermi-Dirac Functions. Axioms 2019, 8, 63.

9. Schmidt, M.D. A Short Note on Integral Transformations and Conversion Formulas for Sequence Generating
Functions. Axioms 2019, 8, 62.

10. Qawasmeh, T.; Tallafha, A.; Shatanawi, W. Fixed Point Theorems through Modified ω-Distance and
Application to Nontrivial Equations. Axioms 2019, 8, 57.

11. Tartaglione, A. A Note on the Displacement Problem of Elastostatics with Singular Boundary Values. Axioms
2019, 8, 46.

12. Asim, M.; Khan, A.R.; Imdad, M. Fixed Point Results in Partial Symmetric Spaces with an Application.
Axioms 2019, 8, 13.

2



Axioms 2020, 9, 16

13. Masjed-Jamei, M.; Koepf, W. A New Identity for Generalized Hypergeometric Functions and Applications.
Axioms 2019, 8, 12.

14. Mukheimer, A. Extended Partial Sb-Metric Spaces. Axioms 2018, 7, 87.
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Article

Repeated Derivatives of Hyperbolic Trigonometric
Functions and Associated Polynomials

Giuseppe Dattoli 1, Silvia Licciardi 1,*, Rosa Maria Pidatella 2 and Elio Sabia 1

1 ENEA—Frascati Research Center, Via Enrico Fermi 45, 00044 Frascati (Rome), Italy;
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Received: 8 November 2019; Accepted: 5 December 2019; Published: 6 December 2019

Abstract: Elementary problems as the evaluation of repeated derivatives of ordinary transcendent
functions can usefully be treated with the use of special polynomials and of a formalism borrowed
from combinatorial analysis. Motivated by previous researches in this field, we review the results
obtained by other authors and develop a complementary point of view for the repeated derivatives
of sec(.), tan(.) and for their hyperbolic counterparts.

Keywords: operators theory 44A99, 47B99, 47A62; special functions 33C52, 33C65, 33C99, 33B10,
33B15; Stirling numbers and Touchard polynomials 11B73

1. Introduction

The problem of finding closed forms for the repeated derivatives of trigonometric functions as
tangent and secant, even though being an apparently elementary issue, has been solved in relatively
recent times in ref. [1]. Inspired by this work, a significant amount of research has been subsequently
developed. In ref. [2] the proof of the results of [1] was reformulated in terms of a procedure exploiting
the “Zeons” Algebra [3]. In [4,5] the authors addressed this study by employing a class of polynomials
(the derivative polynomials (DP) introduced in refs. [6,7]) to reformulate the derivation and eventually
get a set of fairly simple formulae, providing the successive derivatives of tan, cot, sec, csc, . . . along
with those of their hyperbolic counterparts.

In this note we develop a point of view not dissimilar from that of ref. [4,5]. We provide
straightforward results in terms of a single family of Legendre like polynomials and comment on the
two forms of DP introduced in [3–5].

The repeated derivatives of composite functions F(x) = f (g(x)) is a well-established topic in
calculus. The formulation of a procedure allowing the derivation of a formula comprising all the
possible cases was established in the XIX century [8] and opened important avenue of research in
combinatorics [9] and umbral calculus [10,11] as well.

The problem is particularly interesting, encompasses different topics in analysis, including special
polynomials like those belonging to the Touchard family [12] and special numbers like the generalized
Stirling forms [13,14] of crucial importance in combinatorial analysis. The repeated derivatives of the
Gaussian function are those of a composite function in which f (.) is an exponential and g(.) a quadratic
function. The relevant expression leads to the Hermite polynomials as auxiliary tool, to get a synthetic
expression for any order of the derivative [15]. Within the same context, Bell polynomials emerge
whenever one is interested in the derivatives of F(x) = eg(x) [9,16,17]. The generalization to the case
of f (.), provided by a generic infinitely differentiable function, and g(.), a quadratic form, has been
discussed in refs. [18,19] where the problem has been solved by the use of generalized nested forms of
Hermite polynomials.

Axioms 2019, 8, 138; doi:10.3390/axioms8040138 www.mdpi.com/journal/axioms5
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The hyperbolic secant is a composite function too in which f (.) = (.)−1, g(.) = cosh(.).
In refs. [2,4,5,20] interesting speculations have been presented on the study of the relevant repeated
derivatives and of the associated auxiliary polynomials. In this paper we address the same problem,
within a different context. Before entering the specific elements of the discussion we review the
formalism we are going to exploit in this paper.

A pivotal role within the context of repeated derivatives is played by the Stirling number of
second kind [13,14]. They will be introduced using the Touchard polynomials which are defined
through the Rodriguez type formula [15,21] where, for n ≥ 0, we set

Tn(x) = e−x(xD̂x)
nex (1)

where D̂x is the derivative operator d
dx . They can be written in explicit form by the use of the following

expression [13]

(xD̂x)
n =

n

∑
r=0

S2(n, r)xrĈr
x , (2)

with S2(n, r) being the Stirling number of second kind (we introduce the notation S2(l, m) instead of
the usually symbol

{
l
m

}
; to indicate functions domains, we will use conventional symbols as N,Z,R

for Natural, Integer or Real numbers respectively including the zero). Ref. [9,12] defined as

S2(l, m) =
1

m!

m

∑
j=0

(−1)m−j
(

m
j

)
j l . (3)

According to Equations (1) and (2), the Touchard polynomials are explicitly given by

Tn(x) =
n

∑
r=0

S2(n, r)xr (4)

and the numbers S2(n, k) are therefore the coefficients of the polynomials.
A fairly straightforward application of the previous computational tool is provided by the

evaluation of a closed expression for higher order derivatives.

Theorem 1. We have that, ∀m ∈ N,

D̂m
x f (ex) =

m

∑
r=0

S2(m, r) exr f (r)(ex) (5)

where f (r)(ξ) denotes the r-order derivative .

Proof. Let
Im(x) = D̂m

x f (ex), (6)

by setting ex = ξ, we find

D̂m
x f (ex) = (ξD̂ξ)

m f (ξ) =
m

∑
r=0

S2(m, r) ξr f (r)(ξ) (7)

and in conclusion we obtain

D̂m
x f (ex) =

m

∑
r=0

S2(m, r) exr f (r)(ex)

in which it is understood that f (r)(ex) = D̂r
ξ f (ξ) |ξ=ex .

We next define a family of auxiliary polynomials Pn(x, y) and show how they can be very useful for
the computation of the repeated derivatives of tan−1(x) (we use the notation tan−1(x) for arctan(x)).

6
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Theorem 2. For any x, y ∈ R, n ∈ N,

Pn(x, y) = n!
� n

2 �
∑
r=0

xn−2ryr(n − r)!
(n − 2r)!r!

, (8)

a family of two variable polynomials loosely ascribed to the Legendre [22,23] family, then

D̂n
x

(
tan−1(x)

)
=

1
1 + x2 Pn−1

(
− 2x

1 + x2 ,− 1
1 + x2

)
, ∀n ∈ N0. (9)

Proof. We start from the computation of the quantity

Kn(x) = D̂n
x

(
1

1 + x2

)
, ∀x ∈ R, ∀n ∈ N (10)

which upon the use of the Laplace transform method can be written as

Kn(x) = D̂n
x

∫ ∞

0
e−s(1+x2)ds =

∫ ∞

0
e−sD̂n

x e−sx2
ds. (11)

The n-th order derivative inside the integral sign can be explicetely worked in terms of two variable
Hermite polynomials [15]

Hn(x, y) = n!
� n

2 �
∑
r=0

xn−2ryr

(n − 2r)!r!
, (12)

namely the auxiliary polynomials for the repeated derivatives of Gaussian functions according to
the identity

D̂n
x e−ax2

= Hn(−2ax,−a) e−ax2
. (13)

Accordingly we find

Kn(x) =
∫ ∞

0
e−s Hn(−2xs,−s)e−sx2

ds =
∫ ∞

0
e−σ Hn

(
−2

xσ

1 + x2 ,− σ

1 + x2

)
1

1 + x2 dσ =

=
n!

1 + x2

� n
2 �

∑
r=0

(
−2x
1+x2

)n−2r (
−1

1+x2

)r

(n − 2r)!r!

∫ ∞

0
e−σσn−rdσ =

1
1 + x2 Pn

(
− 2x

1 + x2 ,− 1
1 + x2

)
.

(14)

The proof of the identity (9) is readily achieved by noting that

D̂x

(
tan−1(x)

)
=

(
1

1 + x2

)
, (15)

which eventually provides

D̂n
x

(
tan−1(x)

)
= Kn−1(x) =

1
1 + x2 Pn−1

(
− 2x

1 + x2 ,− 1
1 + x2

)
, ∀n ∈ N0.

Corollary 1. If we introduce the further notation

Kν
n(x) := D̂n

x

(
1

(1 + x2)
ν

)
, (16)

an extension of the procedure we have just envisaged allows the further results

7
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Kν
n(x) =

1
(1 + x2)

ν Pν
n

(
− 2x

1 + x2 ,− 1
1 + x2

)
,

Pν
n (w, z) =

n!
Γ(ν)

� n
2 �

∑
r=0

wn−2rzr Γ(ν + n − r)
(n − 2r)!r!

, ∀ν ∈ R.

(17)

Proof. ∀ν ∈ R

Kν
n(x) = D̂n

x

(
1

(1 + x2)
ν

)
= D̂n

x
1

Γ(ν)

∫ ∞

0
sν−1e−s(1+x2)ds =

1
Γ(ν)

∫ ∞

0
sν−1e−sD̂n

x e−sx2
ds =

=
1

Γ(ν)

∫ ∞

0
sν−1e−s Hn(−2xs,−s)e−sx2

ds =

=
1

Γ(ν)

∫ ∞

0

(
σ

1 + x2

)ν−1
e−σ Hn

(
−2

xσ

1 + x2 ,− σ

1 + x2

)
1

1 + x2 dσ =

=
n!

Γ(ν)(1 + x2)ν

� n
2 �

∑
r=0

(
−2x
1+x2

)n−2r (
−1

1+x2

)
(n − 2r)!r!

∫ ∞

0
e−σσν+n−r−1dσ =

=
1

(1 + x2)ν
Pν

n

(
− 2x

1 + x2 ,− 1
1 + x2

)
.

Remark 1. Corollary 1 can be exploited to write the repeated derivatives of cos−1(x) in the form

D̂n
x cos−1(x) = −D̂n−1

x

(
1√

1 − x2

)
= − 1√

1 − x2
P

1
2

n−1

(
2x

1 − x2 ,
1

1 − x2

)
, ∀n ∈ N0. (18)

The previous examples have shown the interplay between special polynomials of the Pn(x, y) and
the derivatives of the inverse of trigonometric functions.

In the following we will see that the same polynomials are of central importance for the evaluation
of the repetead derivatives of trigonometric functions. They play the role of auxiliary polynomials for
the lorentzian type functions and inverse trigonometric functions as well. The relevant elements of
contact with the DP will be discussed in the final section of the paper.

2. Higher Order Derivatives of Trigonometric Functions

The starting point of the discussion of this section is the derivation of a closed form for the
quantity D̂m

x (sech(x)), ∀m ∈ N0.

Proposition 1. ∀m ∈ N0, ∀x ∈ [0, 2π],

D̂m
x (sech(x)) = sech(x)

m

∑
k=0

S2(m, k) e(k−1)x
(

ex Pk

(
− sech(x),− 1

2ex sech(x)
)
+

+ k Pk−1

(
− sech(x),− 1

2ex sech(x)
))

.

(19)

Proof. Let
sech(x) =

2
ex + e−x (20)

then, after setting ex = ξ, we obtain ∀m ∈ N0

8
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D̂m
x (sech(x)) = D̂m

log ξ

(
2ξ

1 + ξ2

)
= 2

(
ξD̂ξ

)m
(

ξ

1 + ξ2

)
. (21)

The straightforward applications of the proof of the Theorem 1 yields (we omit the argument of
the Pn polynomials for simplicity)

2
(
ξD̂ξ

)m
(

ξ

1 + ξ2

)
=

2
1 + ξ2

m

∑
k=0

S2(m, k) ξk (ξPk(., .) + kPk−1(., .)) (22)

which, eventually, leads to

D̂m
x (sech(x)) = sech(x)

m

∑
k=0

S2(m, k) e(k−1)x
(

ex Pk

(
− sech(x),− 1

2ex sech(x)
)
+

+ k Pk−1

(
− sech(x),− 1

2ex sech(x)
))

.

We can go even further and obtain a closed form for D̂m
x (sech(x))ν, ∀m ∈ N, ∀ν ∈ R.

Corollary 2. ∀m ∈ N, ∀ν ∈ R

D̂m
x (sechν(x)) = sechν(x)∑m

r=0 S2(m, r) exr ∑r
s=0 (

r
s)

n!
(n − r + s)!

e−x(r−s) Pν
s

(
− sech(x),− 1

2ex sech(x)
)

(23)

where Pk
m(. , .) are the polynomials in Equation (17).

By using the same techniques of the Proposition 1, Corollary 2 and the opportune identity
sec(x) = 2

eix+e−ix , we can move on and provide the higher order derivatives for other trigonometric
circular functions.

Example 1. ∀m ∈ N0, ∀x ∈ [0, 2π]

D̂m
x (sec(x)) = im sec(x)

m

∑
r=0

S2(m, r) eix(r−1)
(

eixPr

(
− sec(x),− 1

2eix sec(x)
)
+

+ r Pr−1

(
− sec(x),− 1

2eix sec(x)
))

.

(24)

Example 2. ∀m ∈ N, ∀x ∈ [0, 2π] : x 	= π
2 + kπ, k ∈ Z

D̂m
x (tan(x)) =

m

∑
s=0

(
m
s

)
sin

(
x + (m − s)

π

2

)
D̂s

x(sec(x)). (25)

Example 3. ∀m ∈ N, ∀x ∈ [0, 2π] : x 	= kπ, k ∈ Z

D̂m
x (cot(x)) =

m

∑
s=0

(
m
s

)
cos

(
x + (m − s)

π

2

)
D̂s

x

(
sec

(
x − π

2

))
. (26)

Remark 2. The use of the Leibniz rule in Equations (25) or (26) can be avoided by setting

tan(x) = i
1 − ξ2

1 + ξ2 = i
(

2
1 + ξ2 − 1

)
, ξ = eix (27)

9
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and eventually ending up with

D̂m
x (tan(x)) = im+1

(
sec(x)

m

∑
r=0

S2(m, r) eix(r−1)Pr

(
− sec(x),− 1

2eix sec(x)
)
− δm,0

)
, (28)

where δm,0 is Kronecker’s delta, indeed

D̂m
x (tan(x)) = im (

ξD̂ξ

)m
(

i
(

2
1 + ξ2 − 1

))
= 2 im+1 (

ξD̂ξ

)m
(

1
1 + ξ2 − 1

2

)
=

= 2 im+1
m

∑
r=0

S2(m, r) ξr
(

1
1 + ξ2 − 1

2

)(r)
=

= 2 im+1
m

∑
r=0

S2(m, r) ξr

((
1

1 + ξ2

)(r)
+

(
−1

2

)(r)
)

=

= 2 im+1

((
m

∑
r=0

S2(m, r) ξr 1
1 + ξ2 Pr(., .)

)
+

(
m

∑
r=0

S2(m, r) ξr
(
−1

2

)(r)
))

=

= im+1

(
sec(x)

m

∑
r=0

S2(m, r) eix(r−1)Pr

(
− sec(x),− 1

2eix sec(x)
)
− δm,0

)
.

In the forthcoming section we will discuss the comparison with previous papers and present
possible developments along the lines we have indicated.

3. Final Comments

In the previous two sections we have dealt with a general procedure useful to derive closed
formulae for the repeated derivatives of circular and hyperbolic functions and of their inverse. We have
underscored the importance of the polynomials Pn(x, y) which play a role analogous to the DP
introduced in refs. [6,7] and used in [4,5] for analogous occurrences.

The Pn(x, y) are two variable polynomials defined in terms of the Laplace transform of the Hermite
Kampé dé Fériét family [24]. They have been loosely defined Legendre-like and can be reduced to
more familiar forms, by noting that

Pn(x, y) = y
n
2 Pn

(
x√−y

)
,

Pn(z) = n!
� n

2 �
∑
r=0

(−1)rzn−2r(n − r)!
(n − 2r)!r!

(29)

with Pn(z) satisfying the generating function

∞

∑
n=0

tn

n!
Pn(z) =

1
1 − tz + t2 , ∀t, z ∈ R :| t2 − t z |< 1 (30)

and

1
n!

Pn(2x,−1) =
� n

2 �
∑
k=0

(−1)k(n − k)!(2x)n−2k

(n − 2k)!k!
= Un(x). (31)

The link with previous papers addressing the same problem treated here, in particular with that
developed in refs. References [4,5] can be obtained by using the same steps suggested by Cvijović or
Boyadzhiev. We assume that an identity of the type

10



Axioms 2019, 8, 138

D̂n
x (tan(x)) = Πn(tan(x)) (32)

with ∏n(.) being not yet specified polynomials, (in refs. [4,5] they are denoted by Pn(x), we have
used the capital Greek letter to avoid confusion with the Pn(x, y) polynomials defined in this paper)
does holds. The polynomials Πn(.) can be determined by the change of variable tan(x) = ξ which
allows to transform Equation (32) into[(

1 + ξ2
)

D̂ξ

]n
(ξ) = Πn(ξ) (33)

which is a kind of Rodrigues type relation [25] defining the polynomials Πn(ξ).
The relevant generating function can be obtained by multiplying both sides of Equation (33) by

tn

n!
, by summing up over the index n and ending up with

et[(1+ξ2)D̂ξ ]ξ =
∞

∑
n=0

tn

n!
Πn(ξ). (34)

The use of the Lie derivative identity [26]

et[(1+ξ2)D̂ξ ] f (ξ) = f
(

ξ cos(t) + sin(t)
cos(t)− ξ sin(t)

)
(35)

finally yields

∞

∑
n=0

tn

n!
Πn(ξ) =

ξ + tan(t)
1 − ξ tan(t)

(36)

which is the generating function given in [4,5].
The second family of DP can be defined by the use of the same procedure. According to refs. [4,5]

they are implicitly defined by the condition

D̂n
x (sec(x)) = sec(x)Qn(tan(x)) (37)

which, by the use of the same change of variable leading to Equation (33), yields

Qn(ξ) =
1√

1 + ξ2

(
(1 + ξ2) D̂ξ

)n √
1 + ξ2 (38)

which can be straightforwardly exploited to derive the relevant properties. The use of the identity (35)
eventually yields the associated generating functions

∞

∑
n=0

tn

n!
Qn(ξ) =

sec(t)
1 − ξ tan(t)

(39)

which is the same reported in refs. [4,5].
By recalling that the Hoppe formula writes

D̂m
t f (g(t)) =

m

∑
k=0

1
k!

f (k)(σ) |σ=g(t) Am,k,

Am,k =
k

∑
j=0

(
k
j

)
(−1)k−jg(t)k−j D̂m

t (g(t)j), ∀m, k ∈ N,
(40)

for the case of sec(x), we find

D̂m
x sec(x) =

m

∑
k=0

seck+1(x)
k

∑
j=0

(
k
j

)
(−1)j cosk−j(x) D̂m

x (cosj(x)) (41)

11
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which appears impractical since it needs the repeated derivatives of an integer power of the
cosine function.

Before closing the paper we consider worth to underscore the possible use of DP to evaluate the
derivatives of the type

λm,j(x) = D̂m
x (cosj(x)). (42)

Making the ansatz that

D̂m
x (cosj(x)) = (−1)jΛm,j(tan(x)) (43)

and, by using the same procedure leading to Equation (33), we can identify the function

Λm,j(ξ) =
[(

1 + ξ2
)

D̂ξ

]m

⎛⎜⎝ 1(√
1 + ξ2

) j

⎞⎟⎠ (44)

which is specified by the generating function

∞

∑
m=0

tm

m!
Λm,j(ξ) =

[1 − ξ tan(t)]j[
(1 + ξ2)

(
1 + tan2(t)

)] j
2

. (45)

It is worth to consider the alternative assumption

D̂m
x (cosj(x)) = (−1)mΔm,j(cos(x)) (46)

which, after the change of variable ξ = cos(x), yields for the function Δm,j(.) the operational definition

Δm,j(ξ) =

(
−

√
1 − ξ2 D̂ξ

)m
ξ j (47)

The use of the Lie derivative identity [26]

e−t
(√

1−ξ2 D̂ξ

)
f (ξ) = f

(
ξ cos(t)−

√
1 − ξ2 sin(t)

)
(48)

yields, for Δm,j(ξ), the generating function

∞

∑
m=0

tm

m!
Δm,j(ξ) =

(
ξ −

√
1 − ξ2 tan(t)

)j
cosj(t). (49)

The two methods we have discussed in this paper, namely the procedure based on the DP
of refs. [4,5] or on the support polynomials Pn(x, y), are complementary. There are no prevailing
reasons to prefer one or the other method. The formulae associated with the first are more synthetic
but Πn(ξ), Qn(ξ) are not given explicitly and should be evaluated recursively (which becomes
cumbersome for larger order of the derivative). On the other side, the use of the other procedure leads
to less appealing formulae in terms of polynomials which are, however, explicitly given.
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Abstract: Approximation and some other basic properties of various linear and nonlinear operators
are potentially useful in many different areas of researches in the mathematical, physical, and
engineering sciences. Motivated essentially by this aspect of approximation theory, our present
study systematically investigates the approximation and other associated properties of a class of the
Szász-Mirakjan-type operators, which are introduced here by using an extension of the familiar Beta
function. We propose to establish moments of these extended Szász-Mirakjan Beta-type operators
and estimate various convergence results with the help of the second modulus of smoothness and
the classical modulus of continuity. We also investigate convergence via functions which belong to
the Lipschitz class. Finally, we prove a Voronovskaja-type approximation theorem for the extended
Szász-Mirakjan Beta-type operators.

Keywords: gamma and beta functions; Szász-Mirakjan operators; Szász-Mirakjan Beta type
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1. Introduction, Definitions and Preliminaries

In approximation theory and its related fields, approximation and other basic properties of various
linear and nonlinear operators are investigated, because mainly of the potential for their usefulness in
many areas of researches in the mathematical, physical, and engineering sciences. Our study in this
article is motivated essentially by the demonstrated applications of such results as those associated
with various approximation operators. With this objective in view, we begin by providing the following
definitions and other (chiefly historical) background material related to our presentation here.

For a given continuous function, f ∈ C[0, ∞), and for x ∈ [0, ∞), Otto Szász [1] defined a family
of operators in the year 1950, which we recall here as follows,

Sn( f ; x) = e−nx
∞

∑
k=0

(nx)k

k!
f
(

k
n

)
(n ∈ N := {1, 2, 3, · · · }), (1)

This family of operators was considered earlier in 1941 by G. M. Mirakjan (see [2]). There are several
integral and other modifications, variations, and basic (or q-) extensions of the Szász-Mirakjan-type

Axioms 2019, 8, 111; doi:10.3390/axioms8040111 www.mdpi.com/journal/axioms15
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operators. These include the Bézier, Kantorovich, Durrmeyer, and other types of modifications and
extensions of the Szász-Mirakjan operators (see, for details, [3–15]). In particular, Gupta and Noor [6]
introduced an integral modification of the Szász-Mirakjan operators in Equation (1) by considering a
weight function in terms of the Beta basis functions as given below.

Tn( f ; x) =
∞

∑
k=1

sn,k (x)
∫ ∞

0
bn,k (t) f (t) dt + sn,0 (x) f (0), (2)

where

sn,k (x) = e−nx (nx)k

k!
,

bn,k (t) =
1

B(k, n + 1)
tk−1

(1 + t)n+k+1 =
(n + 1)k
(k − 1)!

tk−1

(1 + t)n+k+1 ,

B(α, β) =
Γ(α)Γ(β)

Γ(α + β)
= B(β, α),

and (λ)� (� ∈ N0 := N∪ {0}) represents the Pochhammer symbol given by

(λ)� :=
Γ(λ + �)

Γ(λ)
=

⎧⎪⎨⎪⎩
1 (� = 0)

λ(λ + 1)(λ + 2) · · · (λ + �− 1) (� ∈ N)

in terms of the classical (Euler’s) Gamma function Γ(z) and the classical Beta function B(α, β).
Gupta and Noor [6] observed that the operators in Equation (2) reproduce not only the constant

function, but linear functions as well. Owing to this valuable property of the operators in Equation (2),
many authors investigated the different approximation properties of the summation-integral operators
in Equation (2) (see, for example, [16–18]). Gupta and Noor [6] also derived some direct results for the
operators Tn, a pointwise rate of convergence, a Voronovskaja-type asymptotic formula, and an error
estimate in simultaneous approximation.

In recent years, some extensions of such well-known special functions as, for example, the classical
Gamma and Beta functions, have been considered by several authors. For example, in 1994, Chaudhry
and Zubair [19] introduced the following extension of the Gamma function,

Γp (x) :=
∫ ∞

0
tx−1 exp

(
−t − p

t

)
dt

(�(p) > 0
)
. (3)

Subsequently, in 1997, Chaudhry et al. [20] presented the following extension of Euler’s
Beta function,

Bp (x, y) :=
∫ 1

0
tx−1 (1 − t)y−1 exp

(
− p

t (1 − t)

)
dt (4)(� (p) > 0; � (x) > 0; � (y) > 0

)
.

Obviously, each of the definitions in Equations (3) and (4) also remains valid when p = 0, in which
case we have the following relationships,

Γ0 (x) = Γ (x) and B0 (x, y) = B (x, y) .

16
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Özergin et al. [21] considered the following generalizations of the Gamma and Beta functions,

Γ(α,β)
p (x) :=

∫ ∞

0
tx−1

1F1

(
α; β;−t − p

t

)
dt

(�(α) > 0; �(β) > 0; �(p) > 0; �(x) > 0
)

and

B(α,β)
p (x, y) :=

∫ 1

0
tx−1 (1 − t)y−1

1F1

(
α; β;− p

t (1 − t)

)
dt

(�(α) > 0; �(β) > 0; �(p) > 0; �(x) > 0; �(y) > 0
)
,

respectively. Here, as usual, 1F1 denotes the (Kummer’s) confluent hypergeometric function. It is
obvious that

Γ(α,α)
p (x) = Γp (x) and Γ(α,α)

0 (x) = Γ (x)

and that
B(α,α)

p (x, y) = Bp (x, y) and B(α,α)
0 (x, y) = B (x, y) .

Finding different integral representations of the generalized Beta function is important and useful
for later use. It is also useful to discuss the relationships between the classical Gamma and Beta
functions and their generalizations. In fact, by definition, it is easily seen that∫ ∞

0
Γp (x) dp = Γ (x + 1)

(� (x) > −1
)
.

and that (see, for example, [21]) ∫ ∞

0
Bp (x, y) dp = B (x + 1, y + 1) (5)

(� (x) > −1; � (y) > −1
)
.

Note that various further extensions and generalizations of the classical Gamma and Beta
functions, as well as their corresponding hypergeometric and related functions, were introduced
and studied by, among others, Lin et al. [22] and Srivastava et al. [23].

We now introduce the following generalization of Szász-Mirakjan Beta-type operators via the
above extension of the Beta function as follows,

S∗
n( f , x) =

∞

∑
k=0

e−nx (nx)k

k!
1

B(k + 2, n + 1)

·
∫ ∞

0

∫ ∞

0

tk

(1 + t)n+k+1 exp
(
− p(1 + t)2

t

)
f (t) dt dp

(6)

for x ∈ [0, ∞), and for a function f ∈ Cν[0, ∞), provided that the double integral in Equation (6) is
convergent when n > ν. Here, and in what follows, we have

Cν[0, ∞) :=
{

f : f ∈ C[0, ∞) and | f (t)| � M (1 + t)ν (M > 0; ν > 0)
}

.
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We note that, by setting t = u
1+u in Equation (4), we get

Bp (x, y) =
∫ ∞

0

ux−1

(1 + u)x+y exp
(
− p(1 + u)2

u

)
du. (7)

So, if we take in consideration Equations (5) and (7) in the definition Equation (6), then we can
say that the operators, S∗

n, are a generalization of the operators, Tn, given by Equation (2).
In this article, we investigate the moments of the general Szász-Mirakjan Beta-type operators S∗

n
and find the rate of convergence with the help of the classical and second moduli of continuity. We also
derive a Voronovskaja-type approximation theorem associated with these general operators, S∗

n.

2. A Set of Auxiliary Results

In this section, we give the moments of Szász-Mirakjan Beta-type operators, S∗
n, defined by

Equation (6). We first recall for the Sn that

Sn (1, x) = 1, Sn (t, x) = x and Sn

(
t2, x

)
= x2 +

x
n

, (8)

just as in [1].

Lemma 1. The moments of the Szász-Mirakjan Beta-type operators, S∗
n, defined by (6) are given by

S∗
n(1, x) = 1, (9)

S∗
n(t, x) = x +

2
n

(10)

and
S∗

n(t
2, x) =

n
n − 1

x2 +
6

n − 1
x +

6
n(n − 1)

. (11)

Proof. By using the known formulas in Equation (8), we find from the definition (6) that

S∗
n(1, x) =

∞

∑
k=0

e−nx (nx)k

k!
1

B(k + 2, n + 1)

·
∫ ∞

0

∫ ∞

0

tk

(1 + t)n+k+1 exp
(
− p(1 + t)2

t

)
dt dp

=
∞

∑
k=0

e−nx (nx)k

k!
1

B(k + 2, n + 1)

∫ ∞

0
Bp(k + 1, n) dp

=
∞

∑
k=0

e−nx (nx)k

k!
B(k + 2, n + 1)
B(k + 2, n + 1)

= Sn(1, x) = 1.

18



Axioms 2019, 8, 111

For n > 1, we have

S∗
n(t, x) =

∞

∑
k=0

e−nx (nx)k

k!
1

B(k + 2, n + 1)

·
∫ ∞

0

∫ ∞

0

tk+1

(1 + t)n+k+1 exp
(
− p(1 + t)2

t

)
dt dp

=
∞

∑
k=0

e−nx (nx)k

k!
1

B(k + 2, n + 1)

·
∫ ∞

0
Bp(k + 2, n − 1) dp

=
∞

∑
k=0

e−nx (nx)k

k!
B(k + 3, n)

B(k + 2, n + 1)

=
∞

∑
k=0

e−nx (nx)k

k!
Γ(k + 3)Γ(n)
Γ(n + k + 3)

Γ(n + k + 3)
Γ(k + 2)Γ(n + 1)

=
∞

∑
k=0

e−nx (nx)k

k!
k + 2

n

= Sn(t, x) +
2
n

Sn(1, x) = x +
2
n

and, for n > 2, we find that

S∗
n(t

2, x) =
∞

∑
k=0

e−nx (nx)k

k!
1

B(k + 2, n + 1)

·
∫ ∞

0

∫ ∞

0

tk+2

(1 + t)n+k+1 exp
(
− p(1 + t)2

t

)
dt dp

=
∞

∑
k=0

e−nx (nx)k

k!
1

B(k + 2, n + 1)

·
∫ ∞

p=0
Bp(k + 3, n − 2) dp

=
∞

∑
k=0

e−nx (nx)k

k!
B(k + 4, n − 1)
B(k + 2, n + 1)

=
∞

∑
k=0

e−nx (nx)k

k!
Γ(k + 4)Γ(n − 1)

Γ(n + k + 3)
Γ(n + k + 3)

Γ(k + 2)Γ(n + 1)

=
∞

∑
k=0

e−nx (nx)k

k!
(k + 3) (k + 2)

n(n − 1)

=
n

n − 1
Sn(t2, x) +

5
n − 1

Sn(t, x) +
6

n(n − 1)
Sn(1, x)

=
n

n − 1
x2 +

6
n − 1

x +
6

n(n − 1)
.

The proof of Lemma 1 is thus completed.

Lemma 2. The central moments of the Szász-Mirakjan Beta-type operators, S∗
n, defined by Equation (6) are

given by

S∗
n(t − x, x) =

2
n

(12)

and
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S∗
n
(
(t − x)2 , x

)
=

1
n − 1

x2 +
2(n + 2)
n(n − 1)

x +
6

n(n − 1)
=: εn(x). (13)

Proof. The assertions (12) and (13) of Lemma 2 follow easily from those of Lemma 1, so we omit the
details involved.

3. Local Approximation

Let CB [0, ∞) be the set of all real-valued continuous and bounded functions f on [0, ∞), which is
endowed with the norm given by

‖ f ‖ = sup
x∈[0,∞)

| f (x)| .

Then Peetre’s K-functional is defined by

K2 ( f ; δ) = inf
{ ‖ f − g‖+ δ

∥∥g′′
∥∥ : g ∈ C2

B [0, ∞)
}

,

where
C2
B [0, ∞) :=

{
g : g ∈ CB [0, ∞) and g′, g′′ ∈ CB [0, ∞)

}
.

There exists a positive constant C > 0 such that (see, for example, [24])

K2 ( f , δ) � Cω2

(
f ,
√

δ
)

, (14)

where δ > 0 and ω2 denotes the second-order modulus of smoothness for f ∈ CB [0, ∞), which is
defined by

ω2

(
f ;
√

δ
)
= sup

0<h�δ

sup
x∈[0,∞)

| f (x + 2h)− 2 f (x + h) + f (x)| .

The usual modulus of continuity for f ∈ CB [0, ∞) is given by

ω ( f ; δ) = sup
0<h�δ

sup
x∈[0,∞)

| f (x + h)− f (x)| .

Lemma 3 below provides an auxiliary inequality which is useful in proving our next theorem
(see Theorem 1).

Lemma 3. For all g ∈ C2
B [0, ∞), it is asserted that∣∣∣S̃∗

n(g, x)− g(x)
∣∣∣ � δn(x)

∥∥g′′(x)
∥∥ , (15)

where

δn(x) =
1

n − 1
x2 +

2 (n + 2)
n (n − 1)

x +
2 (5n − 2)
n2(n − 1)

(16)

and

S̃∗
n( f , x) = S∗

n( f , x) + f (x)− f
(

x +
2
n

)
(17)

for f ∈ CB [0, ∞).

Proof. First of all, we find from (17) that

S̃∗
n(t − x, x) = S∗

n(t − x, x)− 2
n
=

2
n
− 2

n
= 0. (18)
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Now, by using the Taylor’s formula, we have

g(t)− g(x) = (t − x)g′(x) +
∫ t

x
(t − u)g′′(u) du,

which, in view of Equation (18), yields

S̃∗
n(g, x)− g(x) = S̃∗

n(t − x, x)g′(x) + S̃∗
n

(∫ t

x
(t − u)g′′(u) du, x

)
= S∗

n

(∫ t

x
(t − u)g′′(u)du, x

)
−

∫ x+ 2
n

x

(
x +

2
n
− u

)
g′′(u) du.

On the other hand, as ∣∣∣∣∫ t

x
(t − u)g′′(u) du

∣∣∣∣ � ∫ t

x
|t − u| · ∣∣g′′(u)∣∣ du

�
∥∥g′′

∥∥ ∫ t

x
|t − u| du

� (t − x)2 ∥∥g′′
∥∥

and ∣∣∣∣∣
∫ x+ 2

n

x

(
x +

2
n
− u

)
g′′(u) du

∣∣∣∣∣ �
(

2
n

)2 ∥∥g′′
∥∥ ,

we conclude that∣∣∣S̃∗
n(g, x)− g(x)

∣∣∣ � S∗
n((t − x)2 , x)

∥∥g′′
∥∥ +

4
n2

∥∥g′′
∥∥

=

(
1

n − 1
x2 +

2(n + 2)
n(n − 1)

x +
6

n(n − 1)
+

4
n2

) ∥∥g′′
∥∥

=

(
1

n − 1
x2 +

2(n + 2)
n(n − 1)

x +
2(5n − 2)
n2(n − 1)

) ∥∥g′′
∥∥ = δn(x)

∥∥g′′
∥∥ .

This is the result asserted by Lemma 3.

We now state and prove our main results in this section.

Theorem 1. Let f ∈ CB [0, ∞). Then, for every x ∈ [0, ∞), there exists a constant L > 0, such that

|S∗
n( f , x)− f (x)| � Lω2

(
f ;

√
δn(x)

)
+ ω

(
f ;

2
n

)
,

where ω2 ( f ; δ) is the second-order modulus of smoothness, ω ( f ; δ) is the usual modulus of continuity, and
δn(x) is given by Equation (16).

Proof. We observe from Equation (17) that

|S∗
n( f , x)− f (x)| �

∣∣∣S̃∗
n( f , x)− f (x)

∣∣∣ + ∣∣∣∣ f (x)− f
(

x +
2
n

)∣∣∣∣
�

∣∣∣S̃∗
n( f − g, x)− ( f − g)(x)

∣∣∣ + ∣∣∣∣ f (x)− f
(

x +
2
n

)∣∣∣∣
+

∣∣∣S̃∗
n(g, x)− g(x)

∣∣∣
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for g ∈ C2
B [0, ∞). Thus, by applying Lemma 3 for g ∈ C2

B [0, ∞), we get

|S∗
n( f , x)− f (x)| � 4 ‖ f − g‖+ δn(x)

∥∥g′′
∥∥ + ω

(
f ;

2
n

)
,

which, by taking the infimum on the right-hand side over all g ∈ C2
B [0, ∞) and using (14), yields

|S∗
n( f , x)− f (x)| � 4K2( f ; δn(x)) + ω

(
f ;

2
n

)
� Lω2

(
f ;

√
δn(x)

)
+ ω

(
f ;

2
n

)
.

where L = 4M > 0. This evidently completes the demonstration of Theorem 1.

Theorem 2. Let E be any bounded subset of the interval [0, ∞), and suppose that 0 < α � 1. If f ∈ CB [0, ∞)

is locally LipM (α) , that is, if the following inequality holds true,

| f (y)− f (x)| � M |y − x|α (
y ∈ E; x ∈ [0, ∞)

)
,

then, for each x ∈ [0, ∞),

|S∗
n( f , x)− f (x)| � M

([
εn(x)

] α
2 + 2

[
d(x, E)

]α)
, (19)

εn (x) is given by Equation (13), M is a constant depending on α and f , and d (x, E) is the distance between x
and E defined as follows:

d (x, E) = inf
{ |y − x| : y ∈ E

}
.

Proof. Let E denote the closure of E in [0, ∞). Then there exists a point x0 ∈ E such that

|x − x0| = d(x, E).

By the above-mentioned definition of LipM (α) , we get

|S∗
n( f , x)− f (x)| � S∗

n
( | f (y)− f (x)| , x

)
� S∗

n
( | f (y)− f (x0)| , x

)
+ S∗

n (| f (x)− f (x0)| , x)

� M
{

S∗
n(|y − x0|α , x) + |x − x0|α

}
� M

{
S∗

n
(|y − x|α + |x − x0|α , x

)
+ |x − x0|α

}
� M

{
S∗

n(|y − x0|α , x) + 2 |x − x0|α
}

.

Now, if we use the Hölder inequality with

p =
2
α

and q =
2

2 − α
,

we find that

|S∗
n( f , x)− f (x)| � M

([
S∗

n
(
(y − x0)

2 , x
)] α

2
+ 2

[
d(x, E)

]α
)

= M
([

εn(x)
] α

2 + 2
[
d(x, E)

]α
)

.
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We have thus completed our demonstration of the result asserted by Theorem 2.

4. A Voronovskaja-Type Approximation Theorem

By applying Equations (5) to (7), as well as Lemma 1, we first prove the following result.

Lemma 4. It is asserted that

S∗
n(t

3, x) =
n2

(n − 1)(n − 2)
x3 +

12n
(n − 1)(n − 2)

x2

+
36

(n − 1)(n − 2)
x +

24
n(n − 1)(n − 2)

(20)

and

S∗
n(t

4, x) =
n3

(n − 1)(n − 2)(n − 3)
x4 +

20n2

(n − 1)(n − 2)(n − 3)
x3

+
120n

(n − 1)(n − 2)(n − 3)
x2 +

240
(n − 1)(n − 2)(n − 3)

x

+
120

n(n − 1)(n − 2)(n − 3)
.

(21)

Furthermore, the following result holds true,

S∗
n
(
(t − x)4 , x

)
=

3(n + 6)
(n − 1)(n − 2)(n − 3)

x4 +
4(3n2 + 32n + 12)

n(n − 1)(n − 2)(n − 3)
x3

+
12(n2 + 21n + 18)

n(n − 1)(n − 2)(n − 3)
x2 +

144(n + 2)
n(n − 1)(n − 2)(n − 3)

x

+
120

n(n − 1)(n − 2)(n − 3)
.

(22)

Proof. We begin by recalling the following moments of the Szász-Mirakjan operators,

Sn

(
t3, x

)
= x3 +

3x2

n
+

x
n2 (23)

and

Sn

(
t4, x

)
= x4 +

6x3

n
+

7x2

n2 +
x
n3 . (24)

Using Equations (8) and the above formulas (23) and (24), we thus find for n > 3 that
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S∗
n(t

3, x) =
∞

∑
k=0

e−nx (nx)k

k!
1

B(k + 2, n + 1)

·
∫ ∞

0

∫ ∞

0

tk+3

(1 + t)n+k+1 exp
(
− p(1 + t)2

t

)
dt dp

=
∞

∑
k=0

e−nx (nx)k

k!
1

B(k + 2, n + 1)

∫ ∞

0
Bp(k + 4, n − 3) dp

=
∞

∑
k=0

e−nx (nx)k

k!
B(k + 5, n − 2)
B(k + 2, n + 1)

=
∞

∑
k=0

e−nx (nx)k

k!
Γ(k + 5)Γ(n − 2)

Γ(n + k + 3)
Γ(n + k + 3)

Γ(k + 2)Γ(n + 1)

=
∞

∑
k=0

e−nx (nx)k

k!
(k + 4) (k + 3) (k + 2)

n(n − 1)(n − 2)

=
n2

(n − 1)(n − 2)
Sn(t3, x) +

9n
(n − 1)(n − 2)

Sn(t2, x)

+
26

(n − 1)(n − 2)
Sn(t, x) +

24
n(n − 1)(n − 2)

Sn(1, x)

=
n2

(n − 1)(n − 2)

(
x3 +

3x2

n
+

x
n2

)
+

9n
(n − 1)(n − 2)

(
x2 +

x
n

)
+

26
(n − 1)(n − 2)

x +
24

n(n − 1)(n − 2)

=
n2

(n − 1)(n − 2)
x3 +

12n
(n − 1)(n − 2)

x2 +
36

(n − 1)(n − 2)
x

+
24

n(n − 1)(n − 2)
.

On the other hand, for n > 4, we find that

S∗
n(t

4, x) =
∞

∑
k=0

e−nx (nx)k

k!
1

B(k + 2, n + 1)

·
∫ ∞

0

∫ ∞

0

tk+4

(1 + t)n+k+1 exp
(
− p(1 + t)2

t

)
dt dp

=
∞

∑
k=0

e−nx (nx)k

k!
1

B(k + 2, n + 1)

∫ ∞

0
Bp(k + 5, n − 4) dp

=
∞

∑
k=0

e−nx (nx)k

k!
B(k + 6, n − 3)
B(k + 2, n + 1)

=
∞

∑
k=0

e−nx (nx)k

k!
Γ(k + 6)Γ(n − 3)

Γ(n + k + 3)
Γ(n + k + 3)

Γ(k + 2)Γ(n + 1)

=
∞

∑
k=0

e−nx (nx)k

k!
(k + 5)(k + 4) (k + 3) (k + 2)

n(n − 1)(n − 2)(n − 3)
,
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that is, that

S∗
n(t

4, x) =
n3

(n − 1)(n − 2)(n − 3)
Sn(t4, x) +

14n2

(n − 1)(n − 2)(n − 3)
Sn(t3, x)

+
71n

(n − 1)(n − 2)(n − 3)
Sn(t2, x) +

154
(n − 1)(n − 2)(n − 3)

Sn(t, x)

+
120

n(n − 1)(n − 2)(n − 3)
Sn(1, x)

=
n3

(n − 1)(n − 2)(n − 3)
x4 +

20n2

(n − 1)(n − 2)(n − 3)
x3

+
120n

(n − 1)(n − 2)(n − 3)
x2 +

240
(n − 1)(n − 2)(n − 3)

x

+
120

n(n − 1)(n − 2)(n − 3)
,

which, together, complete the proof of Lemma 4.

Theorem 3. Let f , f ′, f ′′ ∈ Cν[0, ∞) for ν � 4. Then, the following Voronovskaja-type approximation result
holds true,

lim
n→∞

{
n [S∗

n( f , x)− f (x)]
}
= 2 f ′(x) +

(
x2

2
+ x

)
f ′′(x). (25)

Proof. By Taylor’s expansion of f (t) at the point t = x, we have

f (t) = f (x) + f ′ (x) (t − x) +
1
2

f ′′(x)(t − x)2 + Ψ(t, x)(t − x)2, (26)

where Ψ(t, x) is remainder term, Ψ(·, x) ∈ Cν[0, ∞) and Ψ(t, x) → 0 as t → x.

Applying the Szász-Mirakjan Beta-type operators S∗
n to Equation (26) and, using Lemma 2,

we obtain

S∗
n( f , x)− f (x) = f ′(x) S∗

n(t − x, x) +
1
2

f ′′(x) S∗
n
(
(t − x)2 , x

)
+ S∗

n
(
Ψ(t, x) (t − x)2 , x

)
=

2
n

f ′(x) +
1
2

(
1

n − 1
x2 +

2(n + 2)
n(n − 1)

x +
6

n(n − 1)

)
f ′′(x)

+ S∗
n
(
Ψ(t, x) (t − x)2 , x

)
.

(27)

We now apply the Cauchy-Schwarz inequality to the third term on the right-hand side of
Equation (27). We thus find that

n
∣∣∣S∗

n
(
Ψ(t, x) (t − x)2 , x

)∣∣∣ � √
n2S∗

n
(
(t − x)4 , x

) · √S∗
n
([

Ψ(t, x)
]2, x

)
.

Let
η(t, x) :=

[
Ψ(t, x)

]2.

In this case, we observe that η(x, x) = 0 and also that η(·, x) ∈ Cν[0, ∞). Then, it follows that

lim
n→∞

{
S∗

n
([

Ψ(t, x)
]2, x

)}
= lim

n→∞

{
S∗

n
(
η(t, x), x

)}
= η(x, x) = 0
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uniformly with respect to x ∈ [0, b] (b > 0) and the following limit,

lim
n→∞

{
n2S∗

n
(
(t − x)4, x

)}
is finite. Consequently, we have

lim
n→∞

{
nS∗

n
(
Ψ(t, x) (t − x)2 , x

)}
= 0.

Thus, in the limit when n → ∞ in Equation (27), we obtain

lim
n→∞

{
n
[
S∗

n( f , x)− f (x)
]}

= 2 f ′(x) +
(

x2

2
+ x

)
f ′′(x).

The proof of Theorem 3 is thus completed.

5. Concluding Remarks and Observations

We find it worthwhile to reiterate the fact that, in approximation theory and related fields,
the approximation and some other basic properties of various linear and nonlinear operators are
investigated because mainly of the potential for their usefulness in many areas of researches in the
mathematical, physical, and engineering sciences. This article has been motivated essentially by the
demonstrated applications of such results as those associated with various approximation operators.

In our present investigation, we have systematically studied a number of approximation properties
of a class of the Szász-Mirakjan Beta-type operators, which we have introduced here by using
an extension of the familiar Beta function B(α, β). We have established the moments of these
extended Szász-Mirakjan Beta-type operators and estimated several convergence results with the
help of the second modulus of smoothness and the classical modulus of continuity. We have also
investigated convergence via functions belonging to the Lipschitz class. Finally, we have proved a
Voronovskaja-type approximation theorem for the general Szász-Mirakjan Beta-type operators.

Using the other substantially more general forms of the classical Beta function B(α, β), which
we have indicated in Section 1 of this article (see, for example, [22,23]), one can analogously develop
further extensions and generalizations of the various results which we have presented here. In many
of these suggested areas of further researches on the subject of this article, some other, possibly deeper,
mathematical analytic tools and techniques will have to be called for.
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Abstract: In this paper, for a given direction b ∈ Cn \ {0} we investigate slice entire functions of
several complex variables, i.e., we consider functions which are entire on a complex line {z0 + tb :
t ∈ C} for any z0 ∈ Cn. Unlike to quaternionic analysis, we fix the direction b. The usage of the
term slice entire function is wider than in quaternionic analysis. It does not imply joint holomorphy.
For example, it allows consideration of functions which are holomorphic in variable z1 and continuous
in variable z2. For this class of functions there is introduced a concept of boundedness of L-index
in the direction b where L : Cn → R+ is a positive continuous function. We present necessary and
sufficient conditions of boundedness of L-index in the direction. In this paper, there are considered
local behavior of directional derivatives and maximum modulus on a circle for functions from this
class. Also, we show that every slice holomorphic and joint continuous function has bounded L-index
in direction in any bounded domain and for any continuous function L : Cn → R+.
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bounded l-index
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1. Introduction

In recent years, analytic functions of several variables with bounded index have been intensively
investigated. The main objects of investigations are such function classes: entire functions of several
variables [1–3], functions analytic in a polydisc [4], in a ball [5] or in the Cartesian product of the
complex plane and the unit disc [6].

For entire functions and analytic function in a ball there were proposed two approaches to
introduce a concept of index boundedness in a multidimensional complex space. They generate
so-called functions of bounded L-index in a direction, and functions of bounded L-index in
joint variables.

Let us introduce some notations and definitions.
Let R+ = (0,+∞), R∗

+ = [0,+∞), 0 = (0, . . . , 0), b = (b1, . . . , bn) ∈ Cn \ {0} be a given direction,
L : Cn → R+ be a continuous function, F : Cn → C an entire function. The slice functions on a line
{z0 + tb : t ∈ C} for fixed z0 ∈ Cn we will denote as gz0(t) = F(z0 + tb) and lz0(t) = L(z0 + tb).

Definition 1 ([7]). An entire function F : Cn → C is called a function of bounded L-index in a direction b,
if there exists m0 ∈ Z+ such that for every m ∈ Z+ and for all z ∈ Cn one has

|∂m
b F(z)|

m!Lm(z)
≤ max

0≤k≤m0

|∂k
bF(z)|

k!Lk(z)
, (1)

Axioms 2019, 8, 88; doi:10.3390/axioms8030088 www.mdpi.com/journal/axioms29
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where ∂0
bF(z) = F(z), ∂bF(z) =

n
∑

j=1

∂F(z)
∂zj

bj, ∂k
bF(z) = ∂b

(
∂k−1

b F(z)
)

, k ≥ 2.

The least such integer number m0, obeying (1), is called the L-index in the direction b of
the function F and is denoted by Nb(F, L). If such m0 does not exist, then we put Nb(F, L) = ∞,
and the function F is said to be of unbounded L-index in the direction b in this case. If L(z) ≡ 1,
then the function F is said to be of bounded index in the direction b and Nb(F) = Nb(F, 1) is
called the index in the direction b. Let l : C → R+ be a continuous function. For n = 1,
b = 1, L(z) ≡ l(z), z ∈ C inequality (1) defines a function of bounded l-index with the l-index
N(F, l) ≡ N1(F, l) [8,9], and if in addition l(z) ≡ 1, then we obtain a definition of index boundedness
with index N(F) ≡ N1(F, 1) [10,11]. It is also worth to mention paper [12], which introduces the
concept of generalized index. It is quite close to the bounded l-index. Let Nb(F, L, z0) stands for the
L-index in the direction b of the function F at the point z0, i.e., it is the least integer m0, for which
inequality (1) is satisfied at this point z = z0. By analogy, the notation N( f , l, z0) is defined if n = 1,
i.e., in the case of functions of one variable.

The concept of L-index boundedness in direction requires to consider a slice {z0 + tb : t ∈ C}.
We fixed z0 ∈ Cn and used considerations from one-dimensional case. Then we construct uniform
estimates above all z0. This is a nutshell of the method.

In view of this, Prof S. Yu. Favorov (2015) posed the following problem in a conversation with
one of the authors.

Problem 1 ([13]). Let b ∈ Cn \ {0} be a given direction, L : Cn → R+ be a continuous function. Is it possible
to replace the condition “F is holomorphic in Cn” by the condition “F is holomorphic on all slices z0 + tb” and
to deduce all known properties of entire functions of bounded L-index in direction for this function class?

There is a negative answer to Favorov’s question [13]. This relaxation of restrictions by the
function F does not allow the proving of some theorems. Here by D we denote a closure of domain D.
There was proved the following proposition.

Proposition 1 ([13], Theorem 5). For every direction b ∈ Cn \ {0} there exists a function F(z) and a bounded
domain D ⊂ Cn with following properties:

(1) F is holomorphic function of bounded index on every slice {z0 + tb : t ∈ C} for each fixed z0 ∈ Cn;
(2) F is not entire function in Cn;
(3) F does not satisfy (1) in D, i.e., for any p ∈ Z+ there exists m ∈ Z+ and zp ∈ D

|∂m
b F(zp)|

m!
> max

{
|∂k

bF(zp)|
k!

: 0 ≤ k ≤ p

}
.

Let D be a bounded domain in Cn. If inequality (1) holds for all z ∈ D instead Cn, then F is called
function of bounded L-index in the direction b in the domain D. The least such integer m0 is called the
L-index in the direction b ∈ Cn \ {0} in the domain D and is denoted by Nb(F, L, D) = m0.

Proposition 2 ([13], Theorem 2). Let D be a bounded domain in Cn, b ∈ Cn \ {0} be arbitrary direction.
If L : Cn → R+ is continuous function and F(z) is an entire function such that (∀z0 ∈ D) : F(z0 + tb) 	≡ 0,
then Nb(F, L, D) < ∞.

Hence, if we replace holomorphy in Cn by holomorphy on the slices {z0 + tb : t ∈ C},
then conclusion of Proposition 2 is not valid. Thus, Proposition 1 shows impossibility to replace
joint holomorphy by slice holomorphy without additional hypothesis. The proof of Proposition 2 uses
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continuity in joint variables (see [13], Equation (6)). It leads to the following question (see [14], where it
is also formulated. There was considered a case L(z) ≡ 1).

Problem 2. What are additional conditions providing validity of Proposition 2 for slice holomorphic functions?

A main goal of this investigation is to deduce an analog of Proposition 2 for slice holomorphic functions.
Please note that the positivity and continuity of the function L are weak restrictions to deduce

constructive results. Thus, we assume additional restrictions by the function L.
Let us denote

λb(η) = sup
z∈Cn

sup
t1,t2∈C

{
L(z + t1b)

L(z + t2b)
: |t1 − t2| ≤ η

min{L(z + t1b), L(z + t2b)}
}

.

By Qn
b we denote a class of positive continuous function L : Cn → R+, satisfying the condition

(∀η ≥ 0) : λb(η) < +∞, (2)

Moreover, it is sufficient to require validity of (2) for one value η > 0.
For a positive continuous function l(t), t ∈ C, and η > 0 we define λ(η) ≡ λb

1 (η) in the cases
when b = 1, n = 1, L ≡ l. As in [15], let Q ≡ Q1

1 be a class of positive continuous functions l(t), t ∈ C,
obeying the condition 0 < λ(η) < +∞ for all η > 0.

Besides, we denote by 〈a, c〉 = n
∑

j=1
ajcj the scalar product in Cn, where a, c ∈ Cn.

Let H̃n
b be a class of functions which are holomorphic on every slices {z0 + tb : t ∈ C} for each

z0 ∈ Cn and let Hn
b be a class of functions from H̃n

b which are joint continuous. The notation ∂bF(z)

stands for the derivative of the function gz(t) at the point 0, i.e., for every p ∈ N ∂
p
bF(z) = g(p)

z (0),
where gz(t) = F(z + tb) is entire function of complex variable t ∈ C for given z ∈ Cn. In this research,
we will often call this derivative as directional derivative because if F is entire function in Cn then the
derivatives of the function gz(t) matches with directional derivatives of the function F.

Please note that if F ∈ Hn
b then for every p ∈ N ∂bF ∈ Hn

b. It can be proved by using of
Cauchy’s formula.

Together the hypothesis on joint continuity and the hypothesis on holomorphy in one direction do
not imply holomorphy in whole n-dimensional complex space. We give some examples to demonstrate
it. For n = 2 let f : C → C be an entire function, g : C → C be a continuous function. Then f (z1)g(z2),
f (z1)± g(z2), f (z1 · g(z2)) are functions which are holomorphic in the direction (1, 0) and are joint
continuous in C2. Moreover, if we have performed an affine transformation{

z1 = b2z′1 + b1z′2,

z2 = b2z′1 − b1z′2

then the appropriate new functions are also holomorphic in the direction (b1, b2) and are joint
continuous in C2, where b1 	= 0, b2 	= 0.

A function F ∈ H̃n
b is said to be of bounded L-index in the direction b, if there exists m0 ∈ Z+ such

that for all m ∈ Z+ and each z ∈ Cn inequality (1) is true. All notations, introduced above for entire
functions of bounded L-index in direction, keep for functions from H̃n

b.

2. Sufficient Sets

Now we prove several assertions that establish a connection between functions of bounded
L-index in direction and functions of bounded l-index of one variable. The similar results for entire
functions of several variables were obtained in [7,16]. The next proofs use ideas from the mentioned
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papers. The proofs of Propositions 3, 4 and Theorems 1, 2 literally repeat arguments from proofs of
corresponding propositions for entire functions [7,16]. Therefore, we omit these proofs.

Proposition 3. If a function F ∈ H̃n
b has bounded L-index in the direction b then for every z0 ∈ Cn the entire

function gz0(t) is of bounded lz0 -index and N(gz0 , lz0) ≤ Nb(F, L).

Proposition 4. If a function F ∈ H̃n
b has bounded L-index in the direction b then

Nb(F, L) = max
{

N(gz0 , lz0) : z0 ∈ C
n
}

.

Theorem 1. A function F ∈ H̃n
b has bounded L-index in the direction b if and only if there exists a number

M > 0 such that for all z0 ∈ Cn the function gz0(t) is of bounded lz0 -index with N(gz0 , lz0) ≤ M < +∞, as a
function of variable t ∈ C. Thus, Nb(F, L) = max{N(gz0 , lz0) : z0 ∈ Cn}.

Theorem 2. Let b ∈ Cn \ {0} be a given direction, A0 ⊂ Cn such that {z + tb : t ∈ C, z ∈ A0} = Cn.
A function F ∈ H̃n

b has bounded L-index in the direction b if and only if there exists a number M > 0 such that
for all z0 ∈ A0 the function gz0(t) is of bounded lz0-index with N(gz0 , lz0) ≤ M < +∞, as a function of one
variable t ∈ C and Nb(F, L) = max{N(gz0 , lz0) : z0 ∈ A0}.

Remark 1. An arbitrary hyperplane A0 = {z̃ ∈ Cn : 〈z̃, c〉 = 1}, where 〈c, b〉 	= 0, satisfies conditions of
Theorem 2.

Corollary 1. If F ∈ H̃n
b is of bounded L-index in the direction b and j0 is chosen such that bj0 	= 0,

then Nb(F, L) = max{N(gz0 , lz0) : z0 ∈ Cn, z0
j0
= 0}, and if

n
∑

j=0
bj 	= 0, then Nb(F, L) = max

{
N(gz0 , lz0) :

z0 ∈ Cn,
n
∑

j=0
z0

j = 0
}

.

We note that for a given z ∈ Cn the choice of z0 ∈ Cn and t ∈ C such that
n
∑

j=1
z0

j = 0 and

z = z0 + tb, is unique.
Theorem 3 requires replacement of the space H̃n

b by the space Hn
b. In other words, we use joint

continuity in its proof.

Theorem 3. Let A = Cn, i.e., A be an everywhere dense set in Cn and let a function F ∈ Hn
b. The function F

is of bounded L-index in the direction b if and only if there exists M > 0 such that for all z0 ∈ A a function
gz0(t) is of bounded lz0 -index N(gz0 , lz0) ≤ M < +∞ and Nb(F, L) = max{N(gz0 , lz0) : z0 ∈ A}.

Proof. The necessity follows from Theorem 1.
Sufficiency. Since A = Cn, then for every z0 ∈ Cn there exists a sequence z(m), that z(m) → z0 as

m → +∞ and z(m) ∈ A for all m ∈ N. However, F(z + tb) is of bounded lz-index for all z ∈ A as a
function of variable t. That is why in view the definition of bounded lz-index there exists M > 0 that

for all z ∈ A, t ∈ C, p ∈ Z+
|g(p)

z (t)|
p!lp(t) ≤ max

{
|g(k)z (t)|
k!lk

z (t)
: 0 ≤ k ≤ M

}
.

Substituting instead of z a sequence z(m) ∈ A, z(m) → z0, we obtain that for every m ∈ N

|∂p
bF(z(m) + tb)|

p!Lp(z(m) + tb)
≤max

{
|∂k

bF(z(m) + tb)|
k!Lk(z(m) + tb)

: 0 ≤ k ≤ M

}
.
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However, F and ∂
p
bF are continuous in Cn for all p ∈ N and L is a positive continuous function.

Thus, in the obtained expression the limiting transition is possible as m → +∞ (z(m) → z0). Evaluating
the limit as m → +∞ we obtain that for all z0 ∈ Cn, t ∈ C, m ∈ Z+

|∂p
bF(z0 + tb)|

p!Lp(z0 + tb)
≤max

{
|∂k

bF(z0 + tb)|
k!Lk(z0 + tb)

: 0 ≤ k ≤ M

}
.

This inequality implies that F(z + tb) is of bounded L(z + tb)-index as a function of variable t for
every given z ∈ Cn. Applying Theorem 1 we obtain the desired conclusion. Theorem 3 is proved.

Remark 1 and Theorem 3 imply the following corollary.

Corollary 2. Let b ∈ Cn \ {0} be a given direction, A0 ⊂ Cn such that its closure A0 = {z ∈ Cn :
〈z, c〉 = 1}, where 〈c, b〉 	= 0. And let a function F ∈ Hn

b and its derivatives ∂
p
bF ∈ Hn

b for all p ∈ N.
The function F(z) is of bounded L-index in the direction b if and only if there exists a number M > 0
such that for all z0 ∈ A0 the function gz0(t) is of bounded lz0-index with N(gz0 , lz0) ≤ M < +∞ and
Nb(F, L) = max{N(gz0 , lz0) : z0 ∈ A0}.

3. Local Behavior of Directional Derivative

The following proposition is crucial in theory of functions of bounded index. It initializes series
of propositions which are necessary to prove logarithmic criterion of index boundedness. It was
first obtained by G. H. Fricke [17] for entire functions of bounded index. Later the proposition was
generalized for entire functions of bounded l-index [18], analytic functions of bounded l-index [19],
entire functions of bounded L-index in direction [7], functions analytic in a polydisc [4] or in a ball [5]
with bounded L-index in joint variables,

Theorem 4. Let L ∈ Qn
b. A function F ∈ H̃n

b is of bounded L-index in the direction b if and only if for
each η > 0 there exist n0 = n0(η) ∈ Z+ and P1 = P1(η) ≥ 1 such that for every z ∈ Cn there exists
k0 = k0(z) ∈ Z+, 0 ≤ k0 ≤ n0, and

max
{∣∣∣∂k0

b F(z + tb)
∣∣∣ : |t| ≤ η

L(z)

}
≤ P1

∣∣∣∂k0
b F(z)

∣∣∣ . (3)

Proof. Our proof is based on the proof of appropriate theorem for entire functions of bounded L-index
in direction [7].

Necessity. Let Nb(F; L)≡N < +∞. Let [a], a ∈ R, stands for the integer part of the number a in
this proof. We denote

q(η) = [2η(N + 1)(λb(η))
2N+1] + 1.

For z ∈ Cn and p ∈ {0, 1, . . . , q(η)} we put

Rb
p (z, η) = max

{
|∂k

bF(z + tb)|
k!Lk(z + tb)

: |t| ≤ pη

q(η)L(z)
, 0 ≤ k ≤ N

}
,

R̃b
p (z, η)=max

{
|∂k

bF(z + tb)|
k!Lk(z)

: |t| ≤ pη

q(η)L(z)
, 0≤ k≤N

}
.
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However, |t| ≤ pη
q(η)L(z) ≤ η

L(z) , then λb

(
pη

q(η)

)
≤ λb(η). It is clear that Rb

p(z, η), R̃b
p(z, η) are

well-defined. Moreover,

Rb
p(z, η) =

=max
{

|∂k
b F(z+tb)|
k!Lk(z)

(
L(z)

L(z+tb)

)k

: 0≤ k≤N, |t|≤ pη
q(η)L(z)

}
≤

≤max
{

|∂k
b F(z+tb)|
k!Lk(z)

(
λb

( pη
q(η)

))k
: |t|≤ pη

q(η)L(z), 0≤ k≤N
}
≤

≤max
{

|∂k
b F(z+tb)|
k!Lk(z) (λb(η))

k : |t| ≤ pη
q(η)L(z) , 0 ≤ k≤N

}
≤

≤ (λb(η))
Nmax

{
|∂k

b F(z+tb)|
k!Lk(z) : |t|≤ pη

q(η)L(z) , 0 ≤ k ≤ N
}
=

= R̃b
p(z, η)(λb(η))

N ,

(4)

R̃b
p(z, η) =

=max
{

|∂k
b F(z+tb)|

k!Lk(z+tb)

(
L(z+tb)

L(z)

)k
: |t|≤ pη

q(η)L(z) , 0 ≤ k ≤ N
}
≤

≤max
{

|∂k
b F(z+tb)|

k!Lk(z+tb)

(
λb

(
pη

q(η)

))k
: |t|≤ pη

q(η)L(z) , 0≤ k≤N
}
≤

≤ max
{
(λb(η))

k |∂k
b F(z+tb)|

k!Lk(z+tb) : |t| ≤ pη
q(η)L(z) , 0 ≤ k ≤ N

}
≤

≤ (λb(η))
N max

{
|∂k

b F(z+tb)|
k!Lk(z+tb) : |t| ≤ pη

q(η)L(z) , 0 ≤ k ≤ N
}

=

= Rb
p(z, η)(λb(η))

N .

(5)

Let kz
p ∈ Z, 0 ≤ kz

p ≤ N, and tz
p ∈ C, |tz

p| ≤ pη
q(η)L(z) , be such that

R̃b
p(z, η) =

|∂kz
p

b F(z + tz
pb)|

kz
p!Lkz

p(z)
. (6)

However, for every given z ∈ Cn the function F(z+ tb) and its derivative are entire as functions of
variables t. Then by the maximum modulus principle, equality (6) holds for tz

p such that |tz
p| = pη

q(η)L(z) .

We set t̃z
p = p−1

p tz
p. Then

|t̃z
p| =

(p − 1)η
q(η)L(z)

, (7)

|t̃z
p − tz

p| =
|tz

p|
p

=
η

q(η)L(z)
. (8)

It follows from (7) and the definition of R̃b
p−1(z, η) that

R̃b
p−1(z, η) ≥ |∂kz

p
b F(z + t̃z

pb)|
kz

p!Lkz
p(z)

.

Therefore,

0≤ R̃b
p(z, η)− R̃b

p−1(z, η)≤
∣∣∣∣∂kz

p
b F(z+tz

pb)

∣∣∣∣−∣∣∣∣∂kz
p

b F(z+t̃z
pb)

∣∣∣∣
kz

p !Lkz
p (z)

=

= 1
kz

p !Lkz
p (z)

∫ 1
0

d
ds

∣∣∣∣∂kz
p

b F(z + (t̃z
p + s(tz

p − t̃z
p))b)

∣∣∣∣ ds.

(9)
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For every analytic complex-valued function of real variable ϕ(s), s ∈ R, the inequality
d
ds |ϕ(s)| ≤

∣∣∣ d
ds ϕ(s)

∣∣∣ holds, where ϕ(s) 	= 0. Applying this inequality to (9) and using the mean value
theorem we obtain

R̃b
p(z, t0, η)− R̃b

p−1(z, t0, η) ≤

≤ |tz
p − t̃z

p|
kz

p!Lkz
p(z)

∫ 1

0

∣∣∣∣∂kz
p+1

b F(z + (t̃z
p + s(tz

p − t̃z
p))b)

∣∣∣∣ ds =

=
|tz

p − t̃z
p|

kz
p!Lkz

p(z)

∣∣∣∣∂kz
p+1

b F(z + (t̃z
p + s∗(tz

p − t̃z
p))b)

∣∣∣∣ =
= L(z)(kz

p + 1)|tz
p − t̃z

p|
|∂kz

p+1
b F(z + (t̃z

p + s∗(tz
p − t̃z

p))b)|
(kz

p + 1)!Lkz
p+1(z)

,

where s∗ ∈ [0, 1]. The point t̃z
p + s∗(tz

p − t̃z
p) belongs to the set{

t ∈ C : |t| ≤ pη

q(η)L(z)
≤ η

L(z)

}
.

Using the definition of boundedness of L-index in direction, the definition of q(η), inequalities (4)
and (8), for kz

p ≤ N we have

R̃b
p(z, η)− R̃b

p−1(z, η) ≤ |∂kz
p+1

b F(z + (t̃z
p + s∗(tz

p − t̃z
p))b)|

(kz
p + 1)!Lkz

p+1(z + (t̃z
p + s∗(tz

p − t̃z
p))b)

×

×
(L(z+(t̃z

p+s∗(tz
p− t̃z

p))b)

L(z)

)kz
p+1

L(z)(kz
p+1)|tz

p− t̃z
p|≤η

N+1
q(η)

(λb(η))
N+1×

×max

{ |∂k
bF(z + (t̃z

p + s∗(tz
p − t̃z

p))b)|
k!Lk(z + (t̃z

p + s∗(tz
p − t̃z

p))b)
: 0≤ k≤N

}
≤η

N+1
q(η)

(λb(η))
N+1Rb

p(z, η)≤

≤ η(N + 1)(λb(η))
2N+1

[2η(N + 1)(λb(η))2N+1] + 1
R̃b

p(z, η) ≤ 1
2

R̃b
p(z, η)

It follows that R̃b
p(z, η) ≤ 2R̃b

p−1(z, η). Using inequalities (4) and (5), we obtain for Rb
p(z, η)

Rb
p(z, η) ≤ 2(λb(η))

N R̃b
p−1(z, η) ≤ 2(λb(η))

2N Rb
p−1(z, η).

Hence,

max
{

|∂k
b F(z+tb)|

k!Lk(z+tb) : |t| ≤ η
L(z) ,0 ≤ k ≤ N

}
=Rb

q(η)(z, η) ≤
≤2(λb(η))

2N Rb
q(η)−1(z, η)≤ (2(λb(η))

2N)2Rb
q(η)−2(z, η)≤

≤ · · · ≤ (2(λb(η))
2N)q(η)Rb

0 (z, η) =

= (2(λb(η))
2N)q(η) max

{
|∂k

b F(z)|
k!Lk(z) : 0 ≤ k ≤ N

}
.

(10)

Let kz ∈ Z, 0 ≤ kz ≤ N, and t̃z ∈ C, |t̃z| = η
L(z) be such that

|∂kz
b F(z)|

kz!Lkz(z)
= max

0≤k≤N

|∂k
bF(z)|

k!Lk(z)
,

and
|∂kz

b F(z + t̃zb)| = max{|∂kz
b F(z + tb)| : |t| ≤ η/L(z)}.
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Inequality (10) implies

|∂kz
b F(z + t̃zb)|

kz!Lkz(z + t̃zb)
≤ max

{
|∂kz

b F(z + tb)|
kz!Lkz(z + tb)

: |t| = η

L(z)

}
≤

≤ max

{
|∂k

bF(z + tb)|
k!Lk(z + tb)

: |t| = η

L(z)
, 0 ≤ k ≤ N

}
≤

≤ (2(λb(η))
2N)q(η)

∣∣∂kz
b F(z)

∣∣
kz!Lkz(z)

.

Hence,

max
{
|∂kz

b F(z + tb)| : |t| ≤ η/L(z)
}
≤

≤ (2(λb(η))
2N)q(η) Lkz(z + t̃zb)

Lkz(z)
|∂kz

b F(z)| ≤

≤ (2(λb(η))
2N)q(η)(λb(η))

N |∂kz
b F(z)| ≤

≤ (2(λb(η))
2N)q(η)(λb(η))

N |∂kz
b F(z)|.

Thus, we obtain (3) with n0 = Nb(F, L) and

P1(η) = (2(λb(η))
2N)q(η)(λb(η))

N > 1.

Sufficiency. Suppose that for each η > 0 there exist n0 = n0(η) ∈ Z+ and P1 = P1(η) ≥ 1 such that
for every z ∈ Cn there exists k0 = k0(z) ∈ Z+, 0 ≤ k0 ≤ n0, for which inequality (3) holds. We choose
η > 1 and j0 ∈ N such that P1 ≤ η j0 . For given z ∈ Cn, k0 = k0(z) and j ≥ j0 by Cauchy’s formula for
F(z + tb) as a function of one variable t

∂
k0+j
b F(z) =

j!
2πi

∫
|t|=η/L(z)

∂k0
b F(z + tb)

tj+1 dt.

Therefore, in view of (3) we have

|∂k0+j
b F(z)|

j!
≤ Lj(z)

η j max
{
|∂k0

b F(z + tb)| : |t| = η

L(z)

}
≤ P1

Lj(z)
η j |∂k0

b F(z)|,

Hence, for all j ≥ j0, z ∈ Cn

|∂k0+j
b F(z)|

(k0 + j)!Lk0+j(z)
≤ j!k0!

(j + k0)!
P1

η j

|∂k0
b F(z)|

k0!Lk0(z)
≤ η j0−j |∂k0

b F(z)|
k0!Lk0(z)

≤ |∂k0
b F(z)|

k0!Lk0(z)
.

Since k0 ≤ n0, the numbers n0 = n0(η) and j0 = j0(η) are independent of z and t0, this inequality
means that a function F has bounded L-index in the direction b and Nb(F, L) ≤ n0 + j0. The proof of
Theorem 4 is complete.

Theorem 4 implies the next proposition that describes the boundedness of L-index in direction
for an equivalent function to L. Let L∗(z) be a positive continuous function in Cn. We denote
L � L∗, if for some θ1, θ2, 0 < θ1 ≤ θ2 < +∞, and for all z ∈ Cn the following inequalities hold
θ1L(z) ≤ L∗(z) ≤ θ2L(z).

Proposition 5. Let L ∈ Qn
b, L � L∗. A function F ∈ H̃n

b has bounded L∗-index in the direction b if and only
if F is of bounded L-index in the direction b.
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Proof. First, it is not easy to check that the function L∗ also belongs to the class Qn
b. Let Nb(F, L∗) < +∞.

Then by Theorem 4 for every η∗ > 0 there exist n0(η
∗) ∈ Z+ and P1(η

∗) ≥ 1 such that for every z ∈ Cn

and some k0, 0 ≤ k0 ≤ n0, inequality (3) holds with L∗ and η∗ instead of L and η. But the condition
L � L∗ means that for some θ1, θ2 ∈ R+, 0 < θ1 ≤ θ2 < +∞ and for all z ∈ Cn the double inequality
holds θ1L(z) ≤ L∗(z) ≤ θ2L(z). Taking η∗ = θ2η we obtain

P1|∂k0
b F(z)| ≥ max

{
|∂k0

b F(z + tb)| : |t| ≤ η∗/L∗(z)
}
≥

≥ max
{
|∂k0

b F(z + tb)| : |t| ≤ η/L(z)
}

.

Thus, by Theorem 4 in view of arbitrariness of η∗ the function F(z) has bounded L-index in the
direction b. We can obtain the converse proposition by replacing L with L∗.

Please note that Proposition 5 can be slightly refined. The following proposition is easy deduced
from (1).

Proposition 6. Let L1(z), L2(z) be positive continuous functions, F ∈ H̃n
b be a function of bounded L1-index

in the direction b, for all z ∈ Cn the inequality L1(z) ≤ L2(z) holds. Then Nb(L2, F) ≤ Nb(L1, F).

Using Fricke’s idea [20], we obtain modification of Theorem 4.

Theorem 5. Let L ∈ Qn
b. If there exist η > 0, n0 = n0(η) ∈ Z+ and P1 = P1(η) ≥ 1 such that for all

z ∈ Cn there exists k0 = k0(z) ∈ Z+, 0 ≤ k0 ≤ n0, for which the inequality holds

max{|∂k0
b F(z + tb)| : |t| ≤ η/L(z)} ≤ P1|∂k0

b F(z)|,

then the function F ∈ H̃n
b has bounded L-index in the direction b ∈ Cn \ {0}.

Proof. Our proof is based on the proof of appropriate theorem for entire functions of bounded L-index
in direction [21].

Assume that there exist η > 0, n0 = n0(η) ∈ Z+ and P1 = P1(η) ≥ 1 such that for every z ∈ Cn

there exists k0 = k0(z) ∈ Z+, 0 ≤ k0 ≤ n0, for which

max{|∂k0
b F(z + tb)| : |t| ≤ η

L(z)
} ≤ P1|∂k0

b F(z)|. (11)

If η > 1, then we choose j0 ∈ N such that P1 ≤ η j0 . And for η ∈ (0; 1] we choose j0 ∈ N obeying
the inequality j0!k0!

(j0+k0)!
P1 < 1. This j0 exists because

j0!k0!
(j0 + k0)!

P1 =
k0!

(j0 + 1)(j0 + 2) · . . . · (j0 + k0)
P1 → 0, j0 → ∞.

Applying Cauchy’s formula to the function F(z + tb) as function of complex variable t for j ≥ j0
we obtain that for every z ∈ Cn there exists integer k0 = k0(z), 0 ≤ k0 ≤ n0, and

∂
k0+j
b F(z) =

j!
2πi

∫
|t|= η

L(z)

∂k0
b F(z + tb)

tj+1 dt.

Taking into account (11), one has

|∂k0+j
b F(z)|

j!
≤ Lj(z)

η j max
{
|∂k0

b F(z + tb)| : |t| = η

L(z)

}
≤ P1

Lj(z)
η j |∂k0

b F(z)|. (12)
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In view of choice j0 for η > 1 and for all j ≥ j0 we deduce

|∂k0+j
b F(z)|

(k0 + j)!Lk0+j(z)
≤ j!k0!

(j + k0)!
P1

η j

|∂k0
b F(z)|

k0!Lk0(z + t0b)
≤ η j0−j |∂k0

b F(z)|
k0!Lk0(z)

≤ |∂k0
b F(z)|

k0!Lk0(z)
.

Since k0 ≤ n0, the numbers n0 = n0(η) and j0 = j0(η) are independent of z, and z ∈ Cn is
arbitrary, the last inequality means that the function F is of bounded L-index in the direction b and
Nb(F, L) ≤ n0 + j0.

If η ∈ (0, 1), then (12) implies for all j ≥ j0

|∂k0+j
b F(z)|

(k0 + j)!Lk0+j(z)
≤ j!k0!P1

(j + k0)!
|∂k0

b F(z)|
η jk0!Lk0(z)

≤ |∂k0
b F(z)|

η jk0!Lk0(z)

or in view of the choice of j0

|∂k0+j
b F(z)|
(k0 + j)!

ηk0+j

Lk0+j(z)
≤ |∂k0

b F(z)|
k0!

ηk0

Lk0(z)
.

Thus, the function F has bounded L̃-index in the direction b, where L̃(z) = L(z)
η . Then by

Proposition 5 the function F is of bounded L-index in the direction b. Theorem is proved.

4. Bounded Index in Direction in Bounded Domain

Let D be a bounded domain in Cn. If inequality (1) is fulfilled for all z ∈ D instead Cn, then F is
called function of bounded L-index in the direction b in the domain D. The least such integer m0 is called the
L-index in the direction b in the domain D and is denoted by Nb(F, L, D) = m0. By D we denote a closure
of domain D.

Theorem 6. Let D be an arbitrary bounded domain in Cn, b ∈ Cn \ {0} be arbitrary direction. If L : Cn →
R+ is continuous function, F ∈ Hn

b and (∀p ∈ N) ∂
p
bF ∈ Hn

b and (∀z0 ∈ D) : F(z0 + tb) 	≡ 0,
then Nb(F, L, D) < ∞.

Proof. Proof of this theorem is similar to proof of corresponding lemma in [13]. For every given z0 ∈ D
we develop the entire function F(z0 + tb) in power series by powers t

F(z0 + tb) =
∞

∑
m=0

∂m
b F(z0)

m!
tm (13)

in the disc
{

t ∈ C : |t| ≤ 1
L(z0)

}
.

The quantity |∂m
b F(z0)|

m! is the modulus of coefficient of power series (13) at the point t = 0.
Substitute t = 1

L(z0)
. Since F ∈ Hn

b, for every z0 ∈ D

|∂m
b F(z0)|

m!Lm(z0)
→ 0 (m → ∞),

i.e., there exists m0 = m(z0, b) such that inequality (1) holds at the point z = z0 for all m ∈ Z+.
We will show that sup{m0 : z0 ∈ D} < +∞. On the contrary, we suppose that the set of all values

m0 is unbounded in z0, that is sup{m0 : z0 ∈ D} = +∞. Hence, for every m ∈ Z+ there exists z(m) ∈ D
and pm > m

|∂pm
b F(z(m))|

pm!Lpm(z(m))
> max

{
|∂k

bF(z(m))|
k!Lk(z(m))

: 0 ≤ k ≤ m

}
. (14)
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Since {z(m)} ⊂ D, there exists subsequence z
′(m) → z′ ∈ G as m → +∞. By Cauchy’s formula

one has
∂

p
bF(z)

p!
=

1
2πi

∫
|t|=r

F(z + tb)
tp+1 dt

for any p ∈ N, z ∈ D. Rewrite (14) in the form

max
{

|∂k
b F(z(m))|

k!Lk(z(m))
: 0 ≤ k ≤ m

}
<

< 1
Lpm (z(m))

∫
|t|=r/L(z(m))

|F(z(m)+tb)|
|t|pm+1 |dt| ≤ 1

rpm max{|F(z)| : z ∈ Dr},
(15)

where Dr =
⋃

z∗∈D{z ∈ Cn : |z − z∗| ≤ |b|r
L(z∗)}. We can choose r > 1, because F ∈ Hn

b. Evaluating limit
for every directional derivative of fixed order in (15) as m → ∞ we obtain

(∀k ∈ Z+) :
|∂k

bF(z′)|
k!Lk(z′)

≤ lim
m→∞

1
rpm

max{|F(z)| : z ∈ Dr} ≤ 0.

The passing to the limit is possible because ∂k
bF is joint continuous. Thus, all derivatives in the

direction b of the function F at the point z′ equal 0 and F(z′) = 0. In view of (13) F(z′ + tb) ≡ 0.
This is a contradiction.

5. Conclusions

The proposed approach can be applied in analytic theory of differential equations. It is known
that concept of bounded index allows the investigation of properties of analytic solutions of linear
higher-order differential equations with analytic coefficients. Therefore, it leads to the question of
what the additional conditions are, providing index boundedness of every slice holomorphic solutions
for linear higher-order directional derivative equations with slice holomorphic coefficients? In other
words, is joint continuity a sufficient condition?

Since there are known analogs of Cauchy’s formula for quaternionic variables and for Clifford
algebras, the authors assume that The results in this paper can be generalized in these cases, i.e., in the
case of slice holomorphic functions of quaternionic variable.
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Abstract: In the theory of generalized hypergeometric functions, classical summation theorems for
the series 2F1, 3F2, 4F3, 5F4 and 7F6 play a key role. Very recently, Masjed-Jamei and Koepf established
generalizations of the above-mentioned summation theorems. Inspired by their work, the main
objective of the paper is to provide a new class of Laplace-type integrals involving generalized
hypergeometric functions pFp for p = 2, 3, 4, 5 and 7 in the most general forms. Several new and
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1. Introduction

The generalized hypergeometric function with p numerator and q denominator parameters is
defined [1–4] as

pFq

[
a1, · · · , ap

b1, · · · , bq
; z

]
=

∞

∑
n=0

(a1)n · · · (ap)n

(b1)n · · · (bq)n

zn

n!
, (1)

in which no denominator parameters bj is allowed to be zero or a negative integer. If any numerator
parameter aj in Equation (1) is zero or a negative integer, the series terminates.

In addition, here, (a)n is the well known Pochhammer symbol [5] for any complex number a
defined as

(a)n =
Γ(a + n)

Γ(a)
(2)

=

{
1, (n = 0, a ∈ C \ {0})
a(a + 1) · · · (a + n − 1), (n ∈ N, a ∈ C),

where Γ(z) is the well known gamma function defined by

Γ(z) =
∫ ∞

0
e−xxz−1dx (3)

for Re(z) > 0.
Further, application of the ratio test shows that the series in Equation (1):
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(i) converges for all finite z if p ≤ q;
(ii) converges for |z| < 1 if p = q + 1; and

(iii) diverges for all z z 	= 0 if p > q + 1.

In addition, following Bromwich [6] (p. 41 and 241), Knopp [7] (p. 401) or Luke [8], it can be
shown that the q+1Fq series is

(i) absolutely convergent for |z| = 1 if Re(η) < 0;
(ii) conditionally convergent for |z| = 1, z 	= 1 if 0 ≤ Re(η) < 1; and

(iii) divergent for |z| = 1 if 1 ≤ Re(η), where

η =
p

∑
j=1

aj −
q

∑
j=1

bj.

It is not out of place to mention here that, whenever a generalized hypergeometric function
reduces to products and quotients of gamma functions, the results are very useful from the point of
view of applications. For p = 2, 3, 4, 5 and 7 of the generalized hypergeometric function in Equation (1)
with proper choice of parameters, the results in the form of summation theorems are available in the
literature in terms of gamma function. However, for p = 6, we do not have any summation theorem
available. Thus, in this paper, we do not consider the case for p = 6. Here, we mention the following
classical summation theorems [1,2], so that the paper may be self contained.

• Gauss Theorem for Re(c − a − b) > 0

2F1

[
a, b

c
; 1

]
=

Γ(c)Γ(c − a − b)
Γ(c − a)Γ(c − b)

(4)

• Kummer’s Theorem

2F1

[
a, b

1 + a − b
;−1

]
=

Γ(1 + a − b)Γ(1 + 1
2 a)

Γ(1 − b + 1
2 a)Γ(1 + a)

(5)

• Second Gauss Theorem

2F1

[
a, b

1
2 (a + b + 1)

;
1
2

]
=

√
π Γ( 1

2 (a + b + 1))

Γ( 1
2 (a + 1))Γ( 1

2 (b + 1))
(6)

• Bailey’s Theorem

2F1

[
a, 1 − a

b
;

1
2

]
=

Γ( 1
2 b)Γ( 1

2 (b + 1))

Γ( 1
2 (a + b))Γ( 1

2 (b − a + 1))
(7)

• Dixon’s Theorem for Re(a − 2b − 2c) > −2

3F2

[
a, b, c

1 + a − b, 1 + a − c
; 1

]
(8)

=
Γ(1 + 1

2 a)Γ(1 + a − b)Γ(1 + a − c)Γ(1 − b − c + 1
2 a)

Γ(1 + a)Γ(1 − b + 1
2 a)Γ(1 − c + 1

2 a)Γ(1 + a − b − c)

• Watson’s Theorem for Re(2c − a − b) > 1

3F2

[
a, b, c

1
2 (a + b + 1), 2c

; 1

]
(9)

=

√
π Γ(c + 1

2 )Γ(
1
2 (a + b + 1))Γ(c − 1

2 (a + b − 1))

Γ( 1
2 (a + 1))Γ( 1

2 (b + 1))Γ(c − 1
2 (a − 1))Γ(c − 1

2 (b − 1))
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• Whipple’s Theorem for Re(b) > 0

3F2

[
a, 1 − a, b
c, 2b − c + 1

; 1

]
(10)

=
π 21−2b Γ(c)Γ(2b − c + 1)

Γ( 1
2 (a + c))Γ(b + 1

2 (a − c + 1))Γ( 1
2 (1 − a + c))Γ(b + 1 − 1

2 (a + c))

• Pfaff-Saalschütz Theorem

3F2

[
a, b, −n

c, 1 + a + b − c − n
; 1

]
=

(c − a)n(c − b)n

(c)n(c − a − b)n
(11)

• Second Whipple’s Theorem

4F3

[
a, 1 + 1

2 a, b, c
1
2 a, a − b + 1, a − c + 1

;−1

]
=

Γ(a − b + 1)Γ(a − c + 1)
Γ(a + 1)Γ(a − b − c + 1)

(12)

• Dougall’s Theorem for Re(a − c − d − e) > −1

5F4

[
a, 1 + 1

2 a, c, d, e
1
2 a, a − c + 1, a − d + 1, a − e + 1

; 1

]
(13)

=
Γ(a − c + 1)Γ(a − d + 1)Γ(a − e + 1)Γ(a − c − d − e + 1)
Γ(a + 1)Γ(a − d − e + 1)Γ(a − c − e + 1)Γ(a − c − d + 1)

• Second Dougall’s Theorem

7F6

[
a, 1 + 1

2 a, b, c, d, 1 + 2a − b − c − d + n, −n
1
2 a, a − b + 1, a − c + 1, a − d + 1, b + c + d − a − n, a + 1 + n

; 1

]
(14)

=
(a + 1)n(a − b − c + 1)n(a − b − d + 1)n(a − c − d + 1)n

(a + 1 − b)n(a + 1 − c)n(a + 1 − d)n(a + 1 − b − c − d)n

For very interesting applications of some of the above-mentioned classical summation theorems,
we refer a very popular and useful paper by Bailey [9].

In addition, for finite sums of hypergeometric series, if we use the following symbol

(m)

pFq

[
a1, · · · , ap

b1, · · · , bq
; z

]
=

m

∑
n=0

∏
p
i=1(ai)n

∏
q
i=1(bi)n

zn

n!
,

where, for instance,
(−1)
pFq (z) = 0,

(0)
pFq(z) = 1,

(1)
pFq(z) = 1 +

a1 · · · ap

b1 · · · bq
z,
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then, by using the following relation [10],

pFq

[
a1, · · · , ap−1, 1
b1, · · · , bq−1, m

; z

]
(15)

=
Γ(b1) · · · Γ(bq−1)

Γ(a1) · · · Γ(ap−1)

Γ(a1 − m + 1) · · · Γ(ap−1 − m + 1)
Γ(b1 − m + 1) · · · Γ(bq−1 − m + 1)

(m − 1)!
zm−1

×
{

p−1Fq−1

[
a1 − m + 1, · · · , ap−1 − m + 1
b1 − m + 1, · · · , bq−1 − m + 1

; z

]

−
(m−2)

p−1Fq−1

[
a1 − m + 1, · · · , ap−1 − m + 1
b1 − m + 1, · · · , bq−1 − m + 1

; z

] }
,

very recently Masjed-Jamei and Koepf [11] established generalizations of the classical summation
theorems in Equations (4)–(14) in the following form:

3F2

[
a, b, 1

c, m
; 1

]
(16)

=
Γ(m)Γ(c)Γ(a − m + 1)Γ(b − m + 1)

Γ(a)Γ(b)Γ(c − m + 1)

×
{

Γ(c − m + 1)Γ(c − a − b + m − 1)
Γ(c − a)Γ(c − b)

−
(m−2)

2F1

[
a − m + 1, b − m + 1

c − m + 1
; 1

]}
= Ω1

3F2

[
a, b, 1

a − b + m, m
;−1

]
(17)

= (−1)m−1 Γ(m)Γ(a − b + m)Γ(a − m + 1)Γ(b − m + 1)
Γ(a)Γ(b)Γ(a − b + 1)

×
{

Γ(a − b + 1)Γ(1 + 1
2 (a − m + 1))

Γ(2 + a − m)Γ(m − b + 1
2 (a − m + 1))

−
(m−2)

2F1

[
a − m + 1, b − m + 1

a − b + 1
;−1

]}
= Ω2

3F2

[
a, b, 1

1
2 (a + b + 1), m

;
1
2

]
(18)

= 2m−1 Γ(m)Γ( 1
2 (a + b + 1))Γ(a − m + 1)Γ(b − m + 1)

Γ(a)Γ(b)Γ(−m + 1 + 1
2 (a + b + 1))

×
{ √

π Γ(−m + 1 + 1
2 (a + b + 1))

Γ(1 + 1
2 (a − m))Γ(1 + 1

2 (b − m))
−

(m−2)

2F1

[
a − m + 1, b − m + 1
−m + 1 + 1

2 (a + b + 1)
;

1
2

]}
= Ω3
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3F2

[
a, 2m − a − 1, 1

b, m
;

1
2

]
(19)

= 2m−1 Γ(m)Γ(b)Γ(a − m + 1)Γ(m − a)
Γ(a)Γ(2m − a − 1)Γ(b − m + 1)

×
{

Γ( 1
2 (b − m + 1))Γ( 1

2 (b − m + 2))

Γ(−m + 1 + 1
2 (a + b))Γ( 1

2 (b − a + 1))
−

(m−2)

2F1

[
a − m + 1, m − a

b − m + 1
;

1
2

]}
= Ω4

4F3

[
a, b, c, 1

a − b + m, a − c + m, m
; 1

]
(20)

=
Γ(m)Γ(a − b + m)Γ(a − c + m)Γ(a + 1 − m)Γ(b + 1 − m)Γ(c + 1 − m)

Γ(a)Γ(b)Γ(c)Γ(a − b + 1)Γ(a − c + 1)

×
{ Γ( 1

2 (a + 3 − m))Γ(a − b + 1)Γ(a − c + 1)Γ(−b − c + 1
2 (a + 3m − 1))

Γ(a + 2 − m)Γ(−b + 1
2 (a + m + 1))Γ(−c + 1

2 (a + m + 1))Γ(a − b − c + m)

−
(m−2)

3F2

[
a − m + 1, b − m + 1, c − m + 1

a − b + 1, a − c + 1
; 1

] }
= Ω5

4F3

[
a, b, c, 1

1
2 (a + b + 1), 2c + 1 − m, m

; 1

]
(21)

=
Γ(m)Γ( 1

2 (a + b + 1))Γ(2c + 1 − m)Γ(a + 1 − m)Γ(b + 1 − m)Γ(c + 1 − m)

Γ(a)Γ(b)Γ(c)Γ(−m + 1
2 (a + b + 3))Γ(2c − 2m + 2)

×
{ √

π Γ(c − m + 3
2 )Γ(−m + 1

2 (a + b + 3))Γ(c − 1
2 (a + b − 1))

Γ(1 + 1
2 (a − m))Γ(1 + 1

2 (b − m))Γ(c + 1 − 1
2 (a + m))Γ(c + 1 − 1

2 (b + m))

−
(m−2)

3F2

[
a − m + 1, b − m + 1, c − m + 1

−m + 1 + 1
2 (a + b + 1), 2c − 2m + 2

; 1

] }
= Ω6

4F3

[
a, 2m − 1 − a, b, 1

c, 2b − c + 1, m
; 1

]
(22)

=
Γ(m)Γ(c)Γ(2b − c + 1)Γ(m − a)Γ(a + 1 − m)Γ(b + 1 − m)

Γ(a)Γ(b)Γ(2m − 1 − a)Γ(c + 1 − m)Γ(2b − c − m + 2)

×
{ π 22m−2b−1 Γ(c − m + 1)

Γ(−m + 1 + 1
2 (a + c))Γ(−m + 1 + b + 1

2 (a − c + 1))Γ( 1
2 (1 − a + c))

× Γ(2b − c − m + 2)
Γ(b + 1 − 1

2 (a + c))
−

(m−2)

3F2

[
a − m + 1, b − m + 1, m − a

c − m + 1, 2b − c − m + 2
; 1

] }
= Ω7
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4F3

[
a, b, −n + m − 1, 1

c, 1 + a + b − c − n, m
; 1

]
=

(m − 1)! (1 − c)m−1

(1 − a)m−1(1 − b)m−1
(23)

× (c − a − b + n)m−1

(n + 2 − m)m−1
×

{ (c − a)n(c − b)n

(c + 1 − m)n(c − a − b + m − 1)n

−
(m−2)

3F2

[
a − m + 1, b − m + 1, −n

c − m + 1, 2 + a + b − c − m − n
; 1

] }
= Ω8

5F4

[
a, 1

2 (a + m + 1), b, c, 1
1
2 (a + m − 1), a − b + m, a − c + m, m

;−1

]
= (−1)m−1Γ(m) (24)

× Γ( 1
2 (a + m − 1))Γ(a − b + m)Γ(a − c + m)Γ( 1

2 (a − m + 3))Γ(a − m + 1)

Γ(a)Γ(b)Γ(c)Γ( 1
2 (a + m + 1))Γ( 1

2 (a − m + 1))

× Γ(b + 1 − m)Γ(c + 1 − m)

Γ(a − b + 1)Γ(a − c + 1)
×

{ Γ(1 + a − b)Γ(1 + a − c)
Γ(2 − m + a)Γ(m + a − b − c)

−
(m−2)

4F3

[
a − m + 1, b − m + 1, 1

2 (a − m + 3), c − m + 1
1
2 (a − m + 1), a − b + 1, a − c + 1

;−1

] }
= Ω9

6F5

[
a, 1

2 (a + m + 1), c, d, e, 1
1
2 (a + m − 1), a − c + m, a − d + m, a − e + m, m

; 1

]
(25)

=
Γ(m)Γ( 1

2 (a + m − 1))Γ(a − c + m)Γ(a − d + m)Γ(a − e + m)

Γ(a − c + 1)Γ(a − d + 1)Γ(a − e + 1)

× Γ(a − m + 1)Γ( 1
2 (a − m + 3))Γ(c + 1 − m)Γ(d + 1 − m)Γ(e + 1 − m)

Γ(a)Γ(c)Γ(d)Γ(e)Γ( 1
2 (a + m + 1))Γ( 1

2 (a − m + 1))

×
{ Γ(a − c + 1)Γ(a − d + 1)Γ(a − e + 1)Γ(a − c − d − e + 2m − 1)

Γ(2 − m + a)Γ(a − c − e + m)Γ(a − d − e + m)Γ(a − c − d + m)

−
(m−2)

5F4

[
a − m + 1, c − m + 1, 1

2 (a − m + 3), d − m + 1, e − m + 1
1
2 (a − m + 1), a − c + 1, a − d + 1, a − e + 1

; 1

] }
= Ω10

8F7

[
a, 1

2 (a + m + 1), b, c, d, 2a − b − c − d + 2m − 1 + n, m − n − 1, 1
1
2 (a + m − 1), a − b + m, a − c + m, a − d + m, b + c + d − a + 1 − m − n, a + n + 1, m

; 1
]

(26)

= (−1)m−1(m − 1)! × ( 1
2 (3 − a − m))m−1(1 − a + b − m)m−1

( 1
2 (1 − a − m))m−1(1 − a)m−1

× (1 − a + c − m)m−1(1 − a + d − m)m−1(m + n + a − b − c − d)m−1(−a − n)m−1

(1 − b)m−1(1 − c)m−1(1 − d)m−1(b + c + d − 2a + 2 − 2m − n)m−1(n + 2 − m)m−1

×
{ (a − m + 2)n(a − b − c + m)n(a − b − d + m)n(a − c − d + m)n

(a − b + 1)n(a − c + 1)n(a − d + 1)n(a − b − c − d + 2m − 1)n

−
(m−2)

7F6

[
a − m + 1, 1

2 (a − m + 3), b − m + 1, c − m + 1, d − m + 1, 2a − b − c − d + m + n, −n
1
2 (a − m + 1), a − b + 1, a − c + 1, a − d + 1, b + c + d +−a + 2 − 2m − n, a − m + n + 2 ; 1

]}
= Ω11
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Remark 1. For other generalizations of the results in Equations (5)–(10), we refer to [12–16].

On the other hand, we define the (direct) Laplace transform of a function f (t) of a real variable t
as the integral g(s) over a range of the complex parameter s as

g(s) = L { f (t); s} =
∫ ∞

0
e−st f (t)dt (27)

provided the integral exists in the Lebesgue sense. For more details, see, for instance, the works of [17]
or [18]. It is interesting to mention here that, in view of the formula∫ ∞

0
e−sttα−1dt = Γ(α)s−α (28)

provided Re(s) > 0 and Re(α) > 0, by using Equation (1), it is a simple exercise to show that the
Laplace transform of a generalized hypergeometric function pFq is obtained as [3,19,20]:

∫ ∞

0
e−sttν−1

pFq

[
a1, · · · , ap

b1, · · · , bq
; wt

]
dt (29a)

= Γ(ν)s−ν
p+1Fq

[
ν, a1, · · · , ap

b1, · · · , bq
;

w
s

]

provided that when p < q, Re(ν) > 0, Re(s) > 0 for w arbitrary, or p = q > 0, Re(ν) > 0 and
Re(s) > Re(w).

Further, in Equation (29a), if we take p = q = 1, ν = b, a1 = a and b1 = c, we find that (see [20]),

∫ ∞

0
e−sttb−1

1F1

[
a
c
; wt

]
dt = Γ(b)s−b

2F1

[
a, b

c
;

w
s

]
, (29b)

provided Re(b) > 0, Re(s) > 0, Re(s) > Re(w) and |s| > |w|.
Finally, in Equation (29b), if we take w = 1

2 s and either c = 1
2 (a + b + 1) or b = 1 − a, then it is

easy to see that the 2F1 series appearing on the right-hand side of Equation (29b) are summable by
known summation theorems in Equations (6) and (7), respectively, and we find that

∫ ∞

0
e−sttb−1

1F1

[
a

1
2 (a + b + 1)

;
1
2

st

]
dt = s−b Γ( 1

2 )Γ(b)Γ(
1
2 (a + b + 1))

Γ( 1
2 (a + 1))Γ( 1

2 (b + 1))
, (29c)

provided Re(b) > 0 and Re(s) > 0, and that

∫ ∞

0
e−stt−a

1F1

[
a
c
;

1
2

st

]
dt = sa−1 Γ(1 − a)Γ( 1

2 c)Γ( 1
2 (c + 1))

Γ( 1
2 (c + a))Γ( 1

2 (c − a + 1))
, (29d)

provided Re(1 − a) > 0 and Re(s) > 0.
The results in Equations (29b) and (29c) are very well-known in the literature and are recorded,

for example, in the work of [20].
In addition to Equation (29a), it is interesting to observe here that, when w = ±s and q = p,

on similar lines, we can obtain the following result in view of the conditions of convergence of pFq

mentioned in Section 1.

∫ ∞

0
e−sttν−1

pFp

[
a1, · · · , ap

b1, · · · , bp
; ±st

]
dt (29e)

= Γ(ν)s−ν
p+1Fp

[
ν, a1, · · · , ap

b1, · · · , bp
; ±1

]
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provided Re(ν) > 0, Re(s) > 0 and Re(b1 + · · ·+ bp − a1 − · · · − ap − ν) > 0.

Remark 2. 1. Since there is no summation theorems for the series pFp for argument 1
2 , 1 and −1 are available

in the literature, at this moment, it is not possible to find the Laplace-type integrals for the generalized
hypergeometric function pFp. We leave this open problem for the readers.
2. Laplace-type integrals in the case p = 2 were given by Deepthi et al. [21] and connections with fractional
integral operators were recently studied by Parmar and Purohit [22].

The aim of this paper is to provide a new class of Laplace-type integrals involving generalized
hypergeometric functions by employing the summation theorems in Equations (16)–(26). Several new
and known special cases have also been considered.

2. Laplace-Type Integrals Involving Generalized Hypergeometric Functions

In this section, we establish several new, interesting and elementary Laplace-type integrals in the
most general form, involving generalized hypergeometric functions asserted in the following theorems
that follow directly from Equations (29a) and (29e) and the known results in Equations (16)–(26).
The results presented in this section would serve as key formulas from which, on specializing the
parameters, lead to several results, some of which are known and others are believed to be new.

[A] Laplace-type integrals involving generalized hypergeometric function 2F2

The results to be established are asserted in the following theorems.

Theorem 1. For m ∈ N, Re(s) > 0, Re(a) > 0 and Re(c − a − b + m) > 1, the following result holds true.

∫ ∞

0
e−st ta−1

2F2

[
b, 1
c, m

; st

]
dt = Γ(a) s−a Ω1, (30)

where Ω1 is the same as given in Equation (16).

Theorem 2. For m ∈ N, Re(s) > 0 and Re(c − a − b + m) > 1, the following result holds true.

∫ ∞

0
e−st

2F2

[
a, b
c, m

; st

]
dt = s−1Ω1, (31)

where Ω1 is the same as given in Equation (16).

Theorem 3. For m ∈ N, Re(s) > 0 and Re(a) > 0, the following result holds true.

∫ ∞

0
e−st ta−1

2F2

[
b, 1

a − b + m, m
;−st

]
dt = Γ(a) s−a Ω2, (32)

where Ω2 is the same as given in Equation (17).

Theorem 4. For m ∈ N, Re(s) > 0 and Re(b) > 0, the following result holds true.

∫ ∞

0
e−st tb−1

2F2

[
a, 1

a − b + m, m
;−st

]
dt = Γ(b) s−b Ω2, (33)

where Ω2 is the same as given in Equation (17).

Remark 3. The reader should observe that the results given in Theorems 3 and 4 are different but obtained from
the same known result in Equation (17).
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Theorem 5. For m ∈ N and Re(s) > 0, the following result holds true.

∫ ∞

0
e−st

2F2

[
a, b

a − b + m, m
;−st

]
dt = s−1Ω2, (34)

where Ω2 is the same as given in Equation (17).

Theorem 6. For m ∈ N, Re(s) > 0 and Re(a) > 0, the following result holds true.

∫ ∞

0
e−st ta−1

2F2

[
b, 1

1
2 (a + b + 1), m

;
1
2

st

]
dt = Γ(a) s−a Ω3, (35)

where Ω3 is the same as given in Equation (18).

Theorem 7. For m ∈ N and Re(s) > 0, the following result holds true.

∫ ∞

0
e−st

2F2

[
a, b

1
2 (a + b + 1), m

;
1
2

st

]
dt = s−1Ω3, (36)

where Ω3 is the same as given in Equation (18).

Theorem 8. For m ∈ N, Re(s) > 0 and Re(a) > 0, the following result holds true.

∫ ∞

0
e−st ta−1

2F2

[
2m − a − 1, 1

b, m
;

1
2

st

]
dt = Γ(a) s−a Ω4, (37)

where Ω4 is the same as given in Equation (19).

Theorem 9. For m ∈ N, Re(s) > 0 and Re(2m − a − 1) > 0, the following result holds true.

∫ ∞

0
e−st t2m−a−2

2F2

[
a, 1
b, m

;
1
2

st

]
dt = Γ(2m − a − 1) sa+1−2m Ω4, (38)

where Ω4 is the same as given in Equation (19).

Theorem 10. For m ∈ N and Re(s) > 0, the following result holds true.

∫ ∞

0
e−st

2F2

[
a, 2m − a − 1

b, m
;

1
2

st

]
dt = s−1Ω4, (39)

where Ω4 is the same as given in Equation (19).

Proof. To establish the result in Equation (30) asserted in Theorem 1, we proceed as follows.
In Equation (29e), if we take p = q = 2, ν = a, a1 = b, a2 = 1, b1 = c, and b2 = m, considering
positive sign, we get

∫ ∞

0
e−st ta−1

2F2

[
b, 1
c, m

; st

]
dx = s−aΓ(a) 3F2

[
a, b, 1

c, m
; 1

]
. (40)

We now observe that the 3F2 appearing on the right-hand side of Equation (40) can be evaluated
with the help of the result in Equation (16) and we easily arrive at the right-hand side of Equation (30).
This completes the proof of Equation (30) asserted in Theorem 1.
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In exactly the same manner, the results in Equations (31)–(39) asserted in Theorems 2–10 can be
evaluated. We however omit the details.

Corollary 1. (a) In Theorem 1, if we take m = 1, 2, 3, we get the following results.

∫ ∞

0
e−st ta−1

1F1

[
b
c

; st

]
dt =

Γ(a)Γ(c)Γ(c − a − b)
sa Γ(c − a)Γ(c − b)

, (41)

∫ ∞

0
e−st ta−1

2F2

[
b, 1
c, 2

; st

]
dt (42)

=
(c − 1)Γ(a − 1)

sa (b − 1)

{
Γ(c − 1)Γ(c − a − b + 1)

Γ(c − a)Γ(c − b)
− 1

}
and

∫ ∞

0
e−st ta−1

2F2

[
b, 1
c, 3

; st

]
dt (43)

=
2Γ(a)(c − 2)2

sa (a − 2)2(b − 2)2

{
Γ(c − 2)Γ(c − a − b + 2)

Γ(c − a)Γ(c − b)
− ab + c − 2a − 2b + 2

c − 2

}
.

(b) In Theorem 4, if we take m = 1, 2, 3, we get the following results.

∫ ∞

0
e−st tb−1

1F1

[
a

1 + a − b
;−st

]
dt =

2−aΓ(b)Γ( 1
2 )Γ(1 + a − b)

sb Γ( 1
2 a + 1

2 )Γ(1 +
1
2 a − b)

, (44)

∫ ∞

0
e−st tb−1

2F2

[
a, 1

2 + a − b, 2
;−st

]
dt (45)

=
(a − b + 1)Γ(b)
sb (a − 1)(b − 1)

{
1 − Γ(1 + a − b)Γ( 1

2 a + 1
2 )

Γ(a)Γ( 1
2 a − b + 3

2 )

}

and

∫ ∞

0
e−st ta−1

2F2

[
b, 1

3 + a − b, 3
;−st

]
dt (46)

=
2(a − b + 1)2 Γ(a)
sb (a − 2)2(b − 2)2

{
Γ( 1

2 a)Γ(1 + a − b)
Γ(a − 1)Γ( 1

2 a − b + 2)
− 3a + b − ab − 3

1 + a − b

}
.

(c) In Theorem 7, if we take m = 1, 2, 3, we get the following results.

∫ ∞

0
e−st ta−1

1F1

[
b

1
2 (a + b + 1)

;
1
2

st

]
dt =

√
πΓ(a)Γ( 1

2 (a + b + 1))

sa Γ( 1
2 (a + 1))Γ( 1

2 (b + 1))
, (47)

∫ ∞

0
e−st ta−1

2F2

[
b, 1

1
2 (a + b + 1), 2

;
1
2

st

]
dt (48)

=
(a + b − 1)Γ(a − 1)

sa (b − 1)

{√
π Γ( 1

2 (a + b − 1))

Γ( 1
2 a)Γ( 1

2 b)
− 1

}
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and

∫ ∞

0
e−st ta−1

2F2

[
b, 1

1
2 (a + b + 1), 3

;
1
2

st

]
dt =

2Γ(a)(a + b − 1)(a + b − 3)
sa (a − 2)2(b − 2)2

(49)

×
{ √

π Γ( 1
2 (a + b − 3))

Γ( 1
2 (a − 1))Γ( 1

2 (b − 1))
− ab − a − b + 1

a + b − 3

}
.

(d) In Theorem 10, if we take m = 1, 2, 3, we get the following results.

∫ ∞

0
e−st ta−1

1F1

[
1 − a

b
;

1
2

st

]
dt =

Γ(a)Γ( 1
2 b)Γ( 1

2 (b + 1))

sa Γ( 1
2 (a + b))Γ( 1

2 (b − a + 1))
, (50)

∫ ∞

0
e−st ta−1

2F2

[
3 − a, 1

b, 2
;

1
2

st

]
dt (51)

=
2(1 − b)Γ(a)

sa (1 − a)2

{
Γ( 1

2 (b − 1))Γ( 1
2 b)

Γ( 1
2 (a + b)− 1)Γ( 1

2 (b − a + 1))
− 1

}

and

∫ ∞

0
e−st ta−1

2F2

[
5 − a, 1

b, 3
;

1
2

st

]
dt =

8(b − 2)2Γ(a)
sa (a − 4)4

(52)

×
{

Γ( 1
2 (b − 1))Γ( 1

2 (b − 2))

Γ( 1
2 (a + b)− 2)Γ( 1

2 (b − a + 1))
− 5a − a2 + 2b − 10

2(b − 2)

}
.

Similarly, other results can be obtained from Theorems 2, 3, 5, 6, 8 and 9.

Remark 4. 1. The results in Equations (47) and (50) were recorded by [23] as well as [20].
2. The proofs of Theorems 11–35 given below are straight forward and can be proven with the help of the result
in Equation (29e), thus they are given here without proof.

[B] Laplace-type integrals involving generalized hypergeometric function 3F3

The results to be established are asserted in the following theorems.

Theorem 11. For m ∈ N, Re(s) > 0, Re(a) > 0 and Re(a − 2b − 2c + 3m) > 1, the following result
holds true. ∫ ∞

0
e−st ta−1

3F3

[
b, c, 1

a − b + m, a − c + m, m
; st

]
dt = Γ(a) s−a Ω5, (53)

where Ω5 is the same as given in Equation (20).

Theorem 12. For m ∈ N, Re(s) > 0, Re(b) > 0 and Re(a − 2b − 2c + 3m) > 1, the following result
holds true. ∫ ∞

0
e−st tb−1

3F3

[
a, c, 1

a − b + m, a − c + m, m
; st

]
dt = Γ(b) s−b Ω5, (54)

where Ω5 is the same as given in Equation (20).
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Theorem 13. For m ∈ N, Re(s) > 0 and Re(a − 2b − 2c + 3m) > 1, the following result holds true.

∫ ∞

0
e−st

3F3

[
a, b, c

a − b + m, a − c + m, m
; st

]
dt = s−1Ω5, (55)

where Ω5 is the same as given in Equation (20).

Theorem 14. For m ∈ N, Re(s) > 0, Re(a) > 0 and Re(2c − a − b) > −1, the following result holds true.

∫ ∞

0
e−st ta−1

3F3

[
b, c, 1

1
2 (a + b + 1), 2c + 1 − m, m

; st

]
dt = Γ(a) s−a Ω6, (56)

where Ω6 is the same as given in Equation (21).

Theorem 15. For m ∈ N, Re(s) > 0, Re(c) > 0 and Re(2c − a − b) > −1, the following result holds true.

∫ ∞

0
e−st tc−1

3F3

[
a, b, 1

1
2 (a + b + 1), 2c + 1 − m, m

; st

]
dt = Γ(c) s−c Ω6, (57)

where Ω6 is the same as given in Equation (21).

Theorem 16. For m ∈ N, Re(s) > 0 and Re(2c − a − b) > −1, the following result holds true.

∫ ∞

0
e−st

3F3

[
a, b, c

1
2 (a + b + 1), 2c + 1 − m, m

; st

]
dt = s−1Ω6, (58)

where Ω6 is the same as given in Equation (21).

Theorem 17. For m ∈ N, Re(s) > 0, Re(a) > 0 and Re(b − m + 1) > 0, the following result holds true.

∫ ∞

0
e−st ta−1

3F3

[
2m − a − 1, b, 1
c, 2b − c + 1, m

; st

]
dt = Γ(a) s−a Ω7, (59)

where Ω7 is the same as given in Equation (22).

Theorem 18. For m ∈ N, Re(s) > 0, Re(b) > 0 and Re(b − m + 1) > 0, the following result holds true.

∫ ∞

0
e−st tb−1

3F3

[
a, 2m − a − 1, 1
c, 2b − c + 1, m

; st

]
dt = Γ(b) s−b Ω7, (60)

where Ω7 is the same as given in Equation (22).

Theorem 19. For m ∈ N, Re(s) > 0, Re(2m − a − 1) > 0 and Re(b − m + 1) > 0, the following result
holds true.

∫ ∞

0
e−st t2m−a−2

3F3

[
a, c, 1

c, 2b − c + 1, m
; st

]
dt = Γ(2m − a − 1) sa+1−2m Ω7, (61)

where Ω7 is the same as given in Equation (22).
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Theorem 20. For m ∈ N, Re(s) > 0 and Re(b − m + 1) > 0, the following result holds true.

∫ ∞

0
e−st

3F3

[
a, 2m − a − 1, b
c, 2b − c + 1, m

; st

]
dt = s−1Ω7, (62)

where Ω7 is the same as given in Equation (22).

Theorem 21. For m ∈ N, n ∈ N0, Re(s) > 0 and Re(a) > 0, the following result holds true.

∫ ∞

0
e−st ta−1

3F3

[
b, −n + m − 1, 1

c, 1 + a + b − c − n, m
; st

]
dt = Γ(a) s−a Ω8, (63)

where Ω8 is the same as given in Equation (23).

Theorem 22. For m ∈ N, n ∈ N0 and Re(s) > 0, the following result holds true.

∫ ∞

0
e−st

3F3

[
a, b, −n + m − 1

c, 1 + a + b − c − n, m
; st

]
dt = s−1Ω8, (64)

where Ω8 is the same as given in Equation (23).

Corollary 2. (e) In Theorem 11, if we take m = 1, 2, 3, we get the following results.

∫ ∞

0
e−st ta−1

2F2

[
b, c

1 + a − b, 1 + a − c
; st

]
dt (65)

=
Γ( 1

2 a)Γ(1 + a − b)Γ(1 + a − c)Γ(1 + 1
2 a − b − c)

2 sa Γ(1 + 1
2 a − b)Γ(1 + 1

2 a − c)Γ(1 + a − b − c)
,

∫ ∞

0
e−st ta−1

3F3

[
b, c, 1

a − b + 2, a − c + 2, 2
; st

]
dt (66)

=
Γ(a − 1)(1 + a − b)(1 + a − c)

sa (b − 1)(c − 1)

×
{

Γ( 1
2 (a + 1))Γ(1 + a − b)Γ(1 + a − c)Γ( 1

2 a − b − c + 5
2 )

Γ(a)Γ( 1
2 a − b + 3

2 )Γ(
1
2 a − c + 3

2 )Γ(2 + a − b − c)
− 1

}

and

∫ ∞

0
e−st ta−1

3F3

[
b, c, 1

a − b + 3, a − c + 3, 3
; st

]
dt (67)

=
2(a − b + 1)2(a − c + 1)2 Γ(a)

sa (a − 2)2(b − 2)2(c − 2)2

×
{

Γ( 1
2 a)Γ(1 + a − b)Γ(1 + a − c)Γ( 1

2 a − b − c + 4)

Γ(a − 1)Γ( 1
2 a − b + 2)Γ( 1

2 a − c + 2)Γ(3 + a − b − c)

− (a − 2)(b − 2)(c − 2)
(a − b + 1)(a − c + 1)

− 1
}

.
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(f) In Theorem 14, if we take m = 1, 2, 3, we get the following results.

∫ ∞

0
e−st ta−1

2F2

[
b, c

1
2 (a + b + 1), 2c

; st

]
dt (68)

=

√
πΓ(a)Γ(c + 1

2 )Γ(
1
2 (a + b + 1))Γ(c − 1

2 (a + b − 1))

sa Γ( 1
2 (a + 1)Γ( 1

2 (b + 1))Γ(c − 1
2 (a − 1))Γ(c − 1

2 (b − 1))
,

∫ ∞

0
e−st ta−1

3F3

[
b, c, 1

1
2 (a + b + 1), 2c − 1, 2

; st

]
dt (69)

=
(a + b − 1)Γ(a − 1)

sa (b − 1)

{√
π Γ(c − 1

2 )Γ(
1
2 (a + b − 1))Γ(c − 1

2 (a + b − 1))

Γ( 1
2 a)Γ( 1

2 b)Γ(c − 1
2 a)Γ(c − 1

2 b)
− 1

}

and

∫ ∞

0
e−st ta−1

3F3

[
b, c, 1

1
2 (a + b + 1), 2c − 2, 3

; st

]
dt (70)

=
(2c − 3)(a + b − 1)(a + b − 3) Γ(a)

sa (c − 1)(a − 2)2(b − 2)2

×
{ √

π Γ(c − 3
2 )Γ(

1
2 (a + b − 3))Γ(c − 1

2 (a + b − 1))

Γ( 1
2 (a − 1))Γ( 1

2 (b − 1))Γ(c − 1
2 (a + 1))Γ(c − 1

2 (b + 1))

− (a − 2)(b − 2)
a + b − 3

− 1
}

.

(g) In Theorem 17, if we take m = 1, 2, 3, we get the following results.

∫ ∞

0
e−st ta−1

2F2

[
1 − a, b

c, 2b − c + 1
; st

]
dt (71)

=
π 21−2b Γ(a)Γ(c)Γ(2b − c + 1)

sa Γ( 1
2 (a + c))Γ(b + 1

2 (a − c + 1))Γ( 1
2 (1 − a + c))Γ(b + 1 − 1

2 (a + c))
,

∫ ∞

0
e−st ta−1

3F3

[
3 − a, b, 1

c, 2b − c + 1, 2
; st

]
dt =

(c − 1)(c − 2b)Γ(a)
sa (a − 2)2(b − 1)

(72)

×
{

π23−2bΓ(c − 1)Γ(2b − c)
Γ( 1

2 (a + c)− 1)Γ(b + 1
2 (a − c − 1))Γ( 1

2 (1 − a + c))Γ(b + 1 − 1
2 (a + c))

− 1

}

and

∫ ∞

0
e−st ta−1

3F3

[
5 − a, b, 1

c, 2b − c + 1, 3
; st

]
dt =

2(c − 2)2(2b − c − 1)2Γ(a)
sa (a − 4)4(b − 2)2

(73)

×
{

π 25−2b Γ(c − 2)Γ(2b − c + 1)
Γ( 1

2 (a + c)− 2)Γ(b + 1
2 (a − c − 3))Γ( 1

2 (1 − a + c))Γ(b + 1 − 1
2 (a + c))

− (a − 2)(3 − a)(b − 2)
(c − 2)(2b − c − 1)

− 1
}

.
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(h) In Theorem 21, if we take m = 1, 2, 3, we get the following results.

∫ ∞

0
e−st ta−1

2F2

[
−n, b

1 + a + b − c − n, c
; st

]
dt =

Γ(a)(c − a)n(c − b)n

sa (c)n(c − a − b)n
, (74)

∫ ∞

0
e−st ta−1

3F3

[
−n + 1, b, 1

1 + a + b − c − n, c, 2
; st

]
dt (75)

=
(1 − c)(c − a − b + n)Γ(a − 1)

n(1 − b) sa

{
(c − a)n(c − b)n

(c)n(c − a − b + 1)n
− 1

}
and

∫ ∞

0
e−st ta−1

3F3

[
−n + 2, b, 1

1 + a + b − c − n, c, 3
; st

]
dt (76)

=
2(1 − c)2(c − a − b + n)2 Γ(a)

sa (1 − a)2(1 − b)2

×
{

(c − a)n(c − b)n

(c − 2)n(c − a − b + 2)n
+

n(a − 2)(b − 2)
(c − 2)(a + b − c − n − 1)

− 1
}

.

Remark 5. The results in Equations (65), (68) and (71) are known results due to Kim et al. [24].

[C] Laplace-type integrals involving generalized hypergeometric function 4F4

The results to be established are asserted in the following theorems.

Theorem 23. For m ∈ N, Re(s) > 0, Re(a) > 0 and Re(a − 2b − 2c + 3m) > 2, the following result
holds true.

∫ ∞

0
e−st ta−1

4F4

[
1
2 (a + m + 1), b, c, 1

1
2 (a + m − 1), a − b + m, a − c + m, m

;−st

]
dt = Γ(a) s−a Ω9, (77)

where Ω9 is the same as given in Equation (24).

Theorem 24. For m ∈ N, Re(s) > 0, Re(c) > 0 and Re(a − 2b − 2c + 3m) > 2, the following result
holds true.

∫ ∞

0
e−st tc−1

4F4

[
a, 1

2 (a + m + 1), b, 1
1
2 (a + m − 1), a − b + m, a − c + m, m

;−st

]
dt = Γ(c) s−c Ω9, (78)

where Ω9 is the same as given in Equation (24).

Theorem 25. For m ∈ N, Re(s) > 0, Re(a + m + 1) > 0 and Re(a − 2b − 2c + 3m) > 2, the following
result holds true.

∫ ∞

0
e−st t

1
2 (a+m−1)

4F4

[
a, b, c, 1

1
2 (a + m − 1), a − b + m, a − c + m, m

;−st

]
dt (79)

= Γ(
1
2
(a + m + 1)) s−

1
2 (a+m+1) Ω9,

where Ω9 is the same as given in Equation (24).
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Theorem 26. For m ∈ N, Re(s) > 0 and Re(a − 2b − 2c + 3m) > 2, the following result holds true.

∫ ∞

0
e−st

4F4

[
a, 1

2 (a + m + 1), b, c
1
2 (a + m − 1), a − b + m, a − c + m, m

;−st

]
dt = s−1Ω9, (80)

where Ω9 is the same as given in Equation (24).

Corollary 3. (i) In Theorem 24, if we take m = 1, 2, 3, we get the following results.

∫ ∞

0
e−st tc−1

3F3

[
a, 1

2 (a + 2), b
1
2 a, a − b + 1, a − c + 1

;−st

]
dt (81)

=
Γ(1 + a − b)Γ(1 + a − c)Γ(c)
sc Γ(1 + a)Γ(1 + a − b − c)

,

∫ ∞

0
e−st tc−1

4F4

[
a, 1

2 (a + 3), b, 1
1
2 (a + 1), a − b + 2, a − c + 2, 2

;−st

]
dt (82)

=
(1 + a − b)(1 + a − c)Γ(c)

sc (a + 1)(b − 1)(c − 1)

{
1 − Γ(1 + a − b)Γ(1 + a − c)

Γ(a)Γ(2 + a − b − c)

}
and

∫ ∞

0
e−st tc−1

4F4

[
a, 1

2 (a + 4), b, 1
1
2 (a + 3), a − b + 3, a − c + 3, 3

;−st

]
dt (83)

=
2(1 + a − b)2(1 + a − c)2 Γ(c)

sc (a + 2)(a − 1)(b − 2)2(c − 2)2

×
{

Γ(1 + a − b)Γ(1 + a − c)
Γ(a − 1)Γ(3 + a − b − c)

+
a(b − 2)(c − 2)

(1 + a − b)(1 + a − c)
− 1

}
.

Similarly, other results can be obtained from Theorems 23, 25 and 26.

[D] Laplace-type integrals involving generalized hypergeometric function 5F5

The results to be established are asserted in the following theorems.

Theorem 27. For m ∈ N, Re(s) > 0, Re(a) > 0 and Re(2a − 2c − 2d − 2e + 3m) > 2, the following result
holds true.

∫ ∞

0
e−st ta−1

5F5

[
1
2 (a + m + 1), c, d, e, 1

1
2 (a + m − 1), a − c + m, a − d + m, a − e + m, m

; st

]
dt (84)

= Γ(a) s−a Ω10,

where Ω10 is the same as given in Equation (25).

Theorem 28. For m ∈ N, Re(s) > 0, Re(c) > 0 and Re(2a − 2c − 2d − 2e + 3m) > 2, the following result
holds true.

∫ ∞

0
e−st tc−1

5F5

[
a, 1

2 (a + m + 1), d, e, 1
1
2 (a + m − 1), a − c + m, a − d + m, a − e + m, m

; st

]
dt (85)

= Γ(c) s−c Ω10,

where Ω10 is the same as given in Equation (25).
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Theorem 29. For m ∈ N, Re(s) > 0, Re(a+m+ 1) > 0 and Re(2a− 2c− 2d− 2e+ 3m) > 2, the following
result holds true.

∫ ∞

0
e−st t

1
2 (a+m−1)

5F5

[
a, c, d, e, 1

1
2 (a + m − 1), a − c + m, a − d + m, a − e + m, m

; st

]
dt (86)

= Γ(
1
2
(a + m + 1)) s−

1
2 (a+m+1) Ω10,

where Ω10 is the same as given in Equation (25).

Theorem 30. For m ∈ N, Re(s) > 0 and Re(2a − 2c − 2d − 2e + 3m) > 2, the following result holds true.

∫ ∞

0
e−st

5F5

[
a, 1

2 (a + m − 1), c, d, e
1
2 (a + m − 1), a − c + m, a − d + m, a − e + m, m

; st

]
dt (87)

= s−1Ω10,

where Ω10 is the same as given in Equation (25).

Corollary 4. (j) In Theorem 27, if we take m = 1, 2, 3, we get the following results.

∫ ∞

0
e−st ta−1

4F4

[
c, 1

2 (a + 2), d, e
1
2 a, a − c + 1, a − d + 1, a − e + 1

; st

]
dt (88)

=
Γ(1 + a − c)Γ(1 + a − d)Γ(1 + a − e)Γ(1 + a − c − d − e)

sa Γ(1 + a − d − e)Γ(1 + a − c − e)Γ(1 + a − c − d)
,

∫ ∞

0
e−st ta−1

5F5

[
c, 1

2 (a + 3), d, e, 1
1
2 (a + 1), a − c + 2, a − d + 2, a − e + 2, 2

; st

]
dt (89)

=
(1 + a − c)(1 + a − d)(1 + a − e) Γ(a)

sa (1 + a)(c − 1)(d − 1)(e − 1)

×
{

Γ(1 + a − c)Γ(1 + a − d)Γ(1 + a − e)Γ(3 + a − c − d − e)
Γ(a)Γ(2 + a − d − e)Γ(2 + a − c − e)Γ(2 + a − c − d)

− 1
}

and

∫ ∞

0
e−st ta−1

5F5

[
c, 1

2 (a + 4), d, e, 1
1
2 (a + 2), a − c + 3, a − d + 3, a − e + 3, 3

; st

]
dt (90)

=
2(1 + a − c)2(1 + a − d)2(1 + a − e)2 Γ(a)
sa (a − 1)(a + 2)(c − 2)2(d − 2)2(e − 2)2

×
{

Γ(1 + a − c)Γ(1 + a − d)Γ(1 + a − e)Γ(5 + a − c − d − e)
Γ(a − 1)Γ(3 + a − d − e)Γ(3 + a − c − e)Γ(3 + a − c − d)

− a(c − 2)(d − 2)(e − 2)
(1 + a − c)(1 + a − d)(1 + a − e)

}
.

Similarly, other results can be obtained from Theorems 28–30.

[E] Laplace-type integrals involving generalized hypergeometric function 6F6

The results to be established are asserted in the following theorems.
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Theorem 31. For m ∈ N, Re(s) > 0 and Re(a) > 0, the following result holds true.∫ ∞

0
e−st ta−1 × (91)

7F7

[
1
2 (a + m + 1), b, c, d, 2a − b − c − d + 2m − 1 + n, m − n − 1, 1

1
2 (a + m − 1), a − b + m, a − c + m, a − d + m, b + c + d − a + 1 − m − n, a + n + 1, m

; st
]

dt

= Γ(a) s−a Ω11,

where Ω11 is the same as given in Equation (26).

Theorem 32. For m ∈ N, Re(s) > 0 and Re(a + m + 1) > 0, the following result holds true.∫ ∞

0
e−st t

1
2 (a+m−1) × (92)

7F7

[
a, b, c, d, 2a − b − c − d + 2m − 1 + n, m − n − 1, 1

1
2 (a + m − 1), a − b + m, a − c + m, a − d + m, b + c + d − a + 1 − m − n, a + n + 1, m

; st
]

dt

= Γ(
1
2
(a + m + 1)) s−

1
2 (a+m+1) Ω11,

where Ω11 is the same as given in Equation (26).

Theorem 33. For m ∈ N, Re(s) > 0 and Re(b) > 0, the following result holds true.∫ ∞

0
e−st tb−1 × (93)

7F7

[
1
2 (a + m + 1), b, c, d, 2a − b − c − d + 2m − 1 + n, m − n − 1, 1

1
2 (a + m − 1), a − b + m, a − c + m, a − d + m, b + c + d − a + 1 − m − n, a + n + 1, m

; st
]

dt

= Γ(b) s−b Ω11,

where Ω11 is the same as given in Equation (26).

Theorem 34. For m ∈ N, Re(s) > 0 and Re(2a − b − c − d + 2m − 1 + n) > 0, the following result
holds true. ∫ ∞

0
e−st t2a−b−c−d+2m+n−2 × (94)

7F7

[
1
2 (a + m + 1), a, b, c, d, m − n − 1, 1

1
2 (a + m − 1), a − b + m, a − c + m, a − d + m, b + c + d − a + 1 − m − n, a + n + 1, m

; st
]

dt

= Γ(2a − b − c − d + 2m − 1 + n) s−(2a−b−c−d+2m−1+n) Ω11,

where Ω11 is the same as given in Equation (26).

Theorem 35. For m ∈ N and Re(s) > 0, the following result holds true.∫ ∞

0
e−st

7F7

[
1
2 (a + m + 1), a, b, c, d, m − n − 1, 1

1
2 (a + m − 1), a − b + m, a − c + m, a − d + m, b + c + d − a + 1 − m − n, a + n + 1, m; st

]
dt (95)

= s−1Ω11,

where Ω11 is the same as given in Equation (26).
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Corollary 5. (k) In Theorem 31, if we take m = 1, 2, 3, we get the following results.∫ ∞

0
e−st ta−1 (96)

× 6F6

[
b, 1

2 (a + 2), c, d, 2a − b − c − d + n + 1, −n
1
2 a, 1 + a − b, 1 + a − c, 1 + a − d, b + c + d − a − n, a + n + 1

; st

]
dt

=
Γ(a)(1 + a)n(a − b − c + 1)n(a − b − d + 1)n(a − c − d + 1)n

sa (1 + a − b)n(1 + a − c)n(1 + a − d)n(1 + a − b − c − d)n
,

∫ ∞

0
e−st ta−1 (97)

× 7F7

[
b, 1

2 (a + 3), c, d, 2a − b − c − d + n + 3, 1 − n, 1
1
2 (a + 1), 1 + a − b, 1 + a − c, 1 + a − d, b + c + d − a − n − 1, a + n + 1, 2 ; st

]
dt

=
(b − a − 1)(c − a − 1)(d − a − 1)(n + 2 + a − b − c − d)(a + n)Γ(a)

n sa (1 + a)(1 − b)(1 − c)(1 − d)(b + c + d − 2a − 2 − n)

×
{

1 − (a)n(a − b − c + 2)n(a − b − d + 2)n(a − c − d + 2)n

(1 + a − b)n(1 + a − c)n(1 + a − d)n(3 + a − b − c − d)n

}
and ∫ ∞

0
e−st ta−1 (98)

× 7F7

[
b, 1

2 (a + 4), c, d, 2a − b − c − d + n + 5, 2 − n, 1
1
2 (a + 2), 3 + a − b, 3 + a − c, 3 + a − d, b + c + d − a − n − 2, a + n + 1, 3 ; st

]
dt

=
(a − 2)(b − a − 2)2(c − a − 2)2(d − a − 2)2

sa (a + 2)(1 − a)2(1 − b)2(1 − c)2(1 − d)2

× (−a − n)n(3 + n + a − b − c − d)2 Γ(a)
(n − 1)2(b + c + d − 2a − 4 − n)2

×
{
(a − 1)n(a − b − c + 3)n(a − b − d + 3)n(a − c − d + 3)n

(a − b + 1)n(a − c + 1)n(a − d + 1)n(a − b − c − d + 5)n

+
na(b − 2)(c − 2)(d − 2)(2a − b − c + n + 3)

(a − b + 1)(a − c + 1)(a − d + 1)(b + c + d − a − n − 4)(n + a − 1)
− 1

}
.

Similarly, other results can be obtained from Theorems 32–35.

Remark 6. For evaluation of Eulerian’s type integrals involving generalized hypergeometric
functions by employing the summation theorems, Equations (16)–(26), we refer an interesting paper
by Jun et al. [25].

3. Concluding Remark

In the theory of generalized hypergeometric functions, classical summation theorems such as
those of Gauss, Gauss second, Kummer, Bailey, Dixon, Watson, Whipple, Saalschütz and Dougall
play a key role. Applications of the above-mentioned classical summation theorems are well-known.
Very recently, Masjed-Jamei and Koepf established interesting and useful generalizations of the
above-mentioned classical summation theorems in the most general form.

In this paper, an attempt has been made for providing a list of several Laplace-type integrals
involving generalized hypergeometric functions pFp for p = 2, 3, 4, 5 and 7 in the most general forms
which would serve as key formulas from which, on specializing the parameters, lead to several results,
some of which are known and others are believed to be new. The results established in this paper are
simple, interesting, easily proven and may be potentially useful.
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We conclude this section by remarking that other applications of the generalized summation
theorems due to Masjed-Jamei and Koepf are under investigations and the same will form a part of the
subsequent paper in this direction.
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Abstract: We will prove the generalized Hyers–Ulam stability and the hyperstability of the
additive functional equation f (x1 + y1, x2 + y2, . . . , xn + yn) = f (x1, x2, . . . , xn) + f (y1, y2, . . . , yn).
By restricting the domain of a mapping f that satisfies the inequality condition used in the assumption
part of the stability theorem, we partially generalize the results of the stability theorems of the additive
function equations.
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1. Introduction

In 1940, Ulam [1] gave the question concerning the stability of homomorphisms in a conference of
the mathematics club of the University of Wisconsin as follows:

Let (G, ·) be a group, and let (G′, ·, d) be a metric group with the metric d. Given δ > 0, does there
exist ε > 0 such that if a mapping h : G → G′ satisfies the inequality

d(h(xy), h(x)h(y)) ≤ δ

for all x, y ∈ G, then there is a homomorphism H : G → H with

d(h(x), H(x)) ≤ ε

for all x ∈ G?
Next year, the Ulam’s conjecture was partially solved by Hyers [2] for the additive

functional equation.

Theorem 1. [2], Let X and Y be Banach spaces. Suppose that the mapping f : X → Y satisfies the inequality

‖ f (x + y)− f (x)− f (y)‖ ≤ ε, ∀x, y ∈ X, ε : constant.

Then, there exists a unique additive mapping

A(x + y) = A(x) + A(y),

such that || f (x)− A(x)|| ≤ ε, where the limit A(x) = limn→∞ 2−n f (2nx).

Thereafter, this phenomenon has been called the Hyers–Ulam stability.

Axioms 2019, 8, 76; doi:10.3390/axioms8020076 www.mdpi.com/journal/axioms63
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Theorem 2. Let X and Y be Banach spaces. Suppose that the mapping f : X → Y satisfies the inequality

‖ f (x + y)− f (x)− f (y)‖ ≤ θ(‖x‖p + ‖y‖p) (1)

for all x, y ∈ X\{0}, where θ and p are constants with θ > 0 and p 	= 1. Then, there exists a unique additive
mapping T : X → Y such that

‖ f (x)− T(x)‖ ≤ θ

|1 − 2p−1| ‖x‖p (2)

for all x ∈ X\{0}.

Theorem 2 is due to Aoki [3] and Rassias [4] for 0 < p < 1, Gajda [5] for p > 1, Hyers [2] for
p = 0, and Rassias [6] for p < 0.

In 1994, Gǎvruta [7] generalized these results for additive mapping by replacing θ(‖x‖p + ‖y‖p)

in (1) by a general function ϕ(x, y), which is called the ‘generalized Hyers–Ulam stability’ in this paper.
In 2001, the term hyperstability was used for the first time probably by G. Maksa and Z. Páles

in [8]. However, in 1949, it seems to have created by D. G. Bourgin [9] that the first hyperstability result
concerned the ring homomorphisms.

We say that a functional equation D( f ) = 0 is hyperstable if any function f satisfying the equation
D( f ) = 0 approximately is a true solution of D( f ) = 0, which is a phenomenon called hyperstability.

The hyperstability results for the additive (Cauchy) equation were investigated by Brzdȩk [10,11].
In this paper, let V and W be vector spaces, X be a real normed space, and Y be a real Banach

space. We denote the set of natural numbers by N and the set of real numbers by R.
For a given mapping f : Vn → W, where Vn denotes V ×V × · · · ×V, let us consider the additive

functional equation

f (x1 + y1, x2 + y2, . . . , xn + yn) = f (x1, x2, . . . , xn) + f (y1, y2, . . . , yn), (3)

for all xi, yi ∈ V (i = 1, 2, . . . , n).
Each solution of the additive functional Equation (3) is called an n-variable additive mapping.

A typical example for the solutions of Equation (3) is the mapping f : Rn → Rl given by
f (x1, x2, . . . , xn) = (∑n

i=1 a1ixi, ∑n
i=1 a2ixi, . . . , ∑n

i=1 alixi) with real constants aij.
In this paper, we will prove the generalized Hyers–Ulam stability of the additive functional

Equation (3) in the spirit of Găvruta [7], and the hyperstability of the additive functional Equation (3).

2. Main Results

For a given mapping f : Vn → W, we use the following abbreviation:

D f (x1, y1, x2, y2, . . . , xn, yn) := f (x1 + y1, x2 + y2, . . . , xn + yn)

− f (x1, x2, . . . , xn)− f (y1, y2, . . . , yn)

for all x1, y1, x2, y2, . . . , xn, yn ∈ V. We need the following lemma to prove main theorems.

Lemma 1. If a mapping f : Vn → W satisfies (3) for all x1, y1, x2, y2, . . . , xn, yn ∈ V\{0}, then f satisfies (3)
for all x1, y1, x2, y2, . . . , xn, yn ∈ V.
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Proof. Let x ∈ V\{0} be a fixed element, and let i ∈ {1, 2, . . . , n}. For given xi, yi ∈ V, let x(1)i , x(2)i ,

y(1)i , y(2)i be

x(1)i = x, x(2)i = −x, y(1)i = x, y(2)i = −x if xi = 0 and yi = 0,

x(1)i = yi, x(2)i = −yi, y(1)i =
yi
2

, y(2)i =
yi
2

if xi = 0 and yi 	= 0,

x(1)i =
xi
2

, x(2)i =
xi
2

, y(1)i = xi, y(2)i = −xi if xi 	= 0 and yi = 0,

x(1)i =
xi
2

, x(2)i =
xi
2

, y(1)i = (k + 1)yi, y(2)i = −kyi if xi 	= 0 and yi 	= 0,

where k is a fixed integer, such that xi
2 + (k + 1)yi 	= 0, xi

2 − kyi 	= 0. Then, x(1)i , x(2)i , y(1)i , y(2)i , x(1)i +

y(1)i , x(2)i + y(2)i ∈ V\{0} and x(1)i + y(1)i + x(2)i + y(2)i = xi + yi for all i = 1, 2, . . . , n.

Hence, the equalities D f (x(1)1 , y(1)1 , . . . , x(1)n , y(1)n ) = 0, D f (x(2)1 , y(2)1 , . . . , x(2)n , y(2)n ) = 0,

D f (x(1)1 , x(2)1 , x(1)2 , x(2)2 , . . . , x(1)n , x(2)n ) = 0, and D f (y(1)1 , y(2)1 , y(1)2 , y(2)2 , . . . , y(1)n , y(2)n ) = 0 hold for all
x1, y1, x2, y2, . . . , xn, yn ∈ V. Since the equality

D f (x1,y1, x2, y2, . . . , xn, yn)

=D f (x(1)1 + y(1)1 , x(2)1 + y(2)1 , x(1)2 + y(1)2 , x(2)2 + y(2)2 , . . . , x(1)n + y(1)n , x(2)n + y(2)n )

+ D f (x(1)1 , y(1)1 , x(1)2 , y(1)2 , . . . , x(1)n , y(1)n ) + D f (x(2)1 , y(2)1 , x(2)2 , y(2)2 , . . . , x(2)n , y(2)n )

− D f (x(1)1 , x(2)1 , x(1)2 , x(2)2 , . . . , x(1)n , x(2)n )− D f (y(1)1 , y(2)1 , y(1)2 , y(2)2 , . . . , y(1)n , y(2)n )

holds for all x1, y1, x2, y2, . . . , xn, yn ∈ V, we conclude that f satisfies D f (x1, y1, . . . , xn, yn) = 0 for all
x1, y1, x2, y2, . . . , xn, yn ∈ V.

Thereafter, let i ∈ {1, 2, 3, . . . , n}. For a given element (x1, x2, . . . , xn) 	= (0, 0, . . . , 0), we can
choose a fixed element x′ 	= 0, such that x′ ∈ {x1, x2, . . . , xn}. Moreover, let x(1)i , x(2)i ∈ V\{0} be the
elements defined by

x(1)i = xi, x(2)i = xi if xi 	= 0,

x(1)i = x′, x(2)i = −x′ if xi = 0. (4)

By using Lemma 1, we can prove the following set of stability theorems.

Theorem 3. Suppose that f : Vn → Y is a mapping for which there exists a function ϕ : (V\{0})2n → [0, ∞),
such that

∞

∑
m=0

ϕ(2mx1, 2my1, 2mx2, 2my2, . . . , 2mxn, 2myn)

2m < ∞ (5)

and

‖D f (x1, y1, x2, y2, . . . , xn, yn)‖ ≤ ϕ(x1, y1, x2, y2, . . . , xn, yn) (6)

for all x1, y1, x2, y2, . . . , xn, yn ∈ V\{0}. Then, there exists a unique mapping F : Vn → Y that satisfies

DF(x1, y1, x2, y2, . . . , xn, yn) = 0 (7)
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for all x1, y1, x2, y2, . . . , xn, yn ∈ V and

‖ f (x1, x2, . . . , xn)− F (x1, x2, . . . , xn) ‖ ≤
∞

∑
m=0

μ(2mx1, 2mx2, . . . , 2mxn)

2m+1 (8)

for all (x1, x2, . . . , xn) ∈ Vn\{(0, 0, . . . , 0)}, where the function μ : Vn → R is defined by

μ(x1, x2, . . . , xn)

:=ϕ
(

x(1)1 , x(2)1 , x(1)2 , x(2)2 , . . . , x(1)n , x(2)n

)
+ 2ϕ

(
x(1)1

2
,

x(2)1
2

,
x(1)2

2
,

x(2)2
2

, . . . ,
x(1)n

2
,

x(2)n
2

)

+ ϕ

(
x(1)1

2
,

x(1)1
2

,
x(1)2

2
,

x(1)2
2

, . . . ,
x(1)n

2
,

x(1)n
2

)
+ ϕ

(
x(2)1

2
,

x(2)1
2

,
x(2)2

2
,

x(2)2
2

, . . . ,
x(2)n

2
,

x(2)n
2

)

for all (x1, x2, . . . , xn) ∈ Vn\{(0, 0, . . . , 0)}.

Proof. From the inequality (6) and the equalities

f (2x1,2x2, . . . , 2xn)− 2 f (x1, x2, . . . , xn) (9)

= f (2x1, 2x2, . . . , 2xn)− f
(

x(1)1 , x(1)2 , . . . , x(1)n

)
− f

(
x(2)1 , x(2)2 , . . . , x(2)n

)
− 2 f (x1, x2, . . . , xn) + 2 f

(
x(1)1

2
,

x(1)2
2

, . . . ,
x(1)n

2

)
+ 2 f

(
x(2)1

2
,

x(2)2
2

, . . . ,
x(2)n

2

)

+ f
(

x(1)1 , x(1)2 , . . . , x(1)n

)
− 2 f

(
x(1)1

2
,

x(1)2
2

, . . . ,
x(1)n

2

)

+ f
(

x(2)1 , x(2)2 , . . . , x(2)n

)
− 2 f

(
x(2)1

2
,

x(2)2
2

, . . . ,
x(2)n

2

)

=D f
(

x(1)1 , x(2)1 , x(1)2 , x(2)2 , . . . , x(1)n , x(2)n

)
− 2D f

(
x(1)1

2
,

x(2)1
2

,
x(1)2

2
,

x(2)2
2

, . . . ,
x(1)n

2
,

x(2)n
2

)

+ D f

(
x(1)1

2
,

x(1)1
2

,
x(1)2

2
,

x(1)2
2

, . . . ,
x(1)n

2
,

x(1)n
2

)

+ D f

(
x(2)1

2
,

x(2)1
2

,
x(2)2

2
,

x(2)2
2

, . . . ,
x(2)n

2
,

x(2)n
2

)

for all (x1, x2, . . . , xn) ∈ Vn\{(0, 0, . . . , 0)}, we have∥∥∥∥ f (x1,x2, . . . , xn)− f (2x1, 2x2, . . . , 2xn)

2

∥∥∥∥
≤

∥∥∥∥D f
(

x(1)1 , x(2)1 , x(1)2 , x(2)2 , . . . , x(1)n , x(2)n

) ∥∥∥∥ + 2
∥∥∥∥D f

(
x(1)1

2
,

x(2)1
2

,
x(1)2

2
,

x(2)2
2

, . . . ,
x(1)n

2
,

x(2)n
2

) ∥∥∥∥
+

∥∥∥∥D f

(
x(1)1

2
,

x(1)1
2

,
x(1)2

2
,

x(1)2
2

, . . . ,
x(1)n

2
,

x(1)n
2

) ∥∥∥∥
+

∥∥∥∥D f

(
x(2)1

2
,

x(2)1
2

,
x(2)2

2
,

x(2)2
2

, . . . ,
x(2)n

2
,

x(2)n
2

) ∥∥∥∥
≤1

2
μ(x1, x2, . . . , xn)
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for all (x1, x2, . . . , xn) ∈ Vn\{(0, 0, . . . , 0)}. From the above inequality, we get the (following-
4 palces) inequality

∥∥∥∥ f (2mx1, . . . , 2mxn)

2m −
f
(

2m+m′
x1, . . . , 2m+m′

xn

)
2m+m′

∥∥∥∥
≤

m+m′−1

∑
k=m

∥∥∥∥ f
(

2kx1, . . . , 2kxn

)
2k −

f
(

2k+1x1, . . . , 2k+1xn

)
2k+1

∥∥∥∥
≤

m+m′−1

∑
k=m

μ(2kx1, 2kx2, . . . , 2kxn)

2k+1 (10)

for all (x1, x2, . . . , xn) ∈ Vn\{(0, 0, . . . , 0)} and all positive integers m, m′. Thus, the sequence
{ f (2nx1,...,2nxn)

2n }m∈N is a Cauchy sequence for all (x1, x2, . . . , xn) ∈ Vn\{(0, 0, . . . , 0)}. Since Y is a

real Banach space and limm→∞
f (2m0,2m0,...,2m0)

2m = 0, we can define a mapping F : Vn → Y by

F (x1, x2, . . . , xn) = lim
m→∞

f (2mx1, 2mx2, . . . , 2mxn)

2m

for all x1, x2, . . . , xn ∈ V. By putting m = 0 and by letting m′ → ∞ in the inequalities (10), we can
obtain the inequalities (8) for all (x1, x2, . . . , xn) ∈ Vn\{(0, 0, . . . , 0)}.

From the inequality (6), we can obtain∥∥∥∥ D f (2mx1, 2my1, 2mx2, 2my2, . . . , 2mxn, 2myn)

2m

∥∥∥∥ ≤ ϕ (2mx1, 2my1, 2mx2, . . . , 2mxn, 2myn)

2m

for all x1, y1, x2, y2, . . . , xn, yn ∈ V\{0}. Since the right-hand side in the above equality tends to zero as
m → ∞, and the equality

DF(x1, y1, x2, y2, . . . , xn, yn) = lim
m→∞

D f (2mx1, 2my1, 2mx2, 2my2, . . . , 2mxn, 2myn)

2m

holds, then F satisfies the equality (7) for all x1, y1, . . . , xn, yn ∈ V\{0}. By Lemma 1, F satisfies the
equality (3) for all x1, y1, x2, y2, . . . , xn, yn ∈ V. If G : Vn → Y is another n-variable additive mapping
that satisfies (8), then we obtain G(0, 0, . . . , 0) = 0 = F(0, 0 . . . , 0) and

‖G (x1, x2, . . . , xn)− F (x1, x2, . . . , xn) ‖

≤
∥∥∥∥∥∥

G
(

2kx1, 2kx2, . . . , 2kxn

)
2k −

f
(

2kx1, 2kx2, . . . , 2kxn

)
2k

∥∥∥∥∥∥
+

∥∥∥∥∥∥
f
(

2kx1, 2kx2, . . . , 2kxn

)
2k −

F
(

2kx1, 2kx2, . . . , 2kxn

)
2k

∥∥∥∥∥∥
≤

∞

∑
m=k

μ(2mx1, 2mx2, . . . , 2mxn)

2m

for all (x1, x2, . . . , xn) ∈ Vn\{(0, 0, . . . , 0)} and all k ∈ N. Since ∑∞
m=k

μ(2mx1,2mx2,...,2mxn)
2m → 0 as k → ∞,

we have G(x1, x2, . . . , xn) = F(x1, x2, . . . , xn) for all x1, x2, . . . , xn ∈ V. Hence, the mapping F is the
unique n-variable additive mapping, as desired.

The condition x1, y1, x2, y2, . . . , xn, yn ∈ V\{0} used in the inequality (6) differs from the condition
(x1, x2, . . . , xn) 	= (0, 0, . . . , 0) and (y1, y2, . . . , yn) 	= (0, 0, . . . , 0) handled by the other authors. If the
function f satisfies the inequality (3.2) for all (x1, x2, . . . , xn) 	= (0, 0, . . . , 0) and (y1, y2, . . . , yn) 	=
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(0, 0, . . . , 0), then the function f satisfies the inequality (3.2) for all x1, y1, x2, y2, . . . , xn, yn ∈ V\{0}.
Therefore, the condition x1, y1, x2, y2, . . . , xn, yn ∈ V\{0} used in the inequality (3.2) in this paper is
a generalization of the conditions used in the inequality (3.2) in the well-known pre-results ([10,11]).
This condition will apply until Corollary 1.

Theorem 4. Suppose that f : Vn → Y is a mapping for which there exists a function ϕ : (V\{0})2n → [0, ∞)

that satisfies

∞

∑
i=0

2i ϕ
( x1

2i ,
y1

2i ,
x2

2i ,
y2

2i , . . . ,
xn

2i ,
yn

2i

)
< ∞, (11)

and (6) for all x1, y1, x2, y2, . . . , xn, yn ∈ V\{0}. Then, there exists a unique mapping F : Vn → Y that
satisfies (7) for all x1, y1, x2, y2, . . . , xn, yn ∈ V and

‖ f (x1, x2, . . . , xn)− F (x1, x2, . . . , xn) ‖ ≤
∞

∑
m=0

2mμ
( x1

2m+1 ,
x2

2m+1 , . . . ,
xn

2m+1

)
(12)

for all (x1, x2, . . . , xn) ∈ Vn\{(0, 0, . . . , 0)}, where the function μ : Vn → R is defined as Theorem 3.

Proof. By choosing a fixed element x ∈ V\{0}, we can obtain

‖ f (0, 0, . . . , 0)‖ =

∥∥∥∥2D f
(

x
2m ,

−x
2m , . . . ,

x
2m ,

−x
2m

)
− D f

(
x

2m−1 ,
−x

2m−1 , . . . ,
x

2m−1 ,
−x

2m−1

)
− D f

( x
2m ,

x
2m , . . . ,

x
2m ,

x
2m

)
− D f

(−x
2m ,

−x
2m , . . . ,

−x
2m ,

−x
2m

) ∥∥∥∥
≤2ϕ

(
x

2m ,
−x
2m , . . . ,

x
2m ,

−x
2m

)
+ ϕ

(
x

2m−1 ,
−x

2m−1 , . . . ,
x

2m−1 ,
−x

2m−1

)
+ ϕ

( x
2m ,

x
2m , . . . ,

x
2m ,

x
2m

)
+ ϕ

(−x
2m ,

−x
2m , . . . ,

−x
2m ,

−x
2m

)
→ 0 as m → ∞,

so f (0, 0, . . . , 0) = 0. Since the equality (9) holds for all (x1, x2, . . . , xn) ∈ V\{(0, 0, . . . , 0)}, the
inequality (6) implies the inequality∥∥∥ f (x1, x2, . . . , xn)− 2 f

( x1

2
,

x2

2
, . . . ,

xn

2

)∥∥∥ ≤μ
( x1

2
,

x2

2
, . . . ,

xn

2

)
for all (x1, x2, . . . , xn) ∈ Vn\{(0, 0, . . . , 0)}. From the above inequality, we can also obtain the inequality∥∥∥∥2m f

( x1

2m ,
x2

2m , . . . ,
xn

2m

)
− 2m+m′

f
(

x1

2m+m′ ,
x2

2m+m′ , . . . ,
xn

2m+m′

) ∥∥∥∥
≤

m+m′−1

∑
k=m

2kμ
( x1

2k+1 ,
x2

2k+1 , . . . ,
xn

2k+1

)
(13)

for all (x1, x2, . . . , xn) ∈ Vn\{(0, 0, . . . , 0)} and all positive integers m, m′. Thus, the sequences
{2m f

( x1
2m , . . . , xn

2m

)}m∈N is a Cauchy sequence for all (x1, . . . , xn) ∈ Vn\{(0, . . . , 0)}. Since
f (0, 0, . . . , 0) = 0 and Y is a real Banach space, we can define a mapping F : Vn → Y by

F(x1, x2, . . . , xn) = lim
m→∞

2m f
( x1

2m ,
x2

2m , . . . ,
xn

2m

)
for all x1, x2, . . . , xn ∈ V. By putting m = 0 and by letting m′ → ∞ in the inequality (13), we can obtain
the inequality (12) for all (x1, x2, . . . , xn) ∈ Vn\{(0, 0, . . . , 0)}.
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From the inequality (6), we get∥∥∥2mD f
( x1

2m ,
y1

2m ,
x2

2m ,
y2

2m , . . . ,
xn

2m ,
yn

2m

)∥∥∥ ≤ 2m ϕ
( x1

2m ,
y1

2m ,
x2

2m ,
y2

2m , . . . ,
xn

2m ,
yn

2m

)
for all x1, y1, x2, y2, . . . , xn, yn ∈ V\{0}. Since the right-hand side in the above equality tends to zero
as m → ∞, then F satisfies the equality (7) for all x1, y1, x2, y2, . . . , xn, yn ∈ V\{0}. By Lemma 1, F
satisfies the equality (3) for all x1, y1, x2, y2, . . . , xn, yn ∈ V. If G : Vn → Y is another n-variable additive
mapping satisfying (12), then we obtain G(0, 0, . . . , 0) = 0 = F(0, 0, . . . , 0) and

‖G (x1, x2, . . . , xn)− F (x1, x2, . . . , xn) ‖
≤

∥∥∥2kG
( x1

2k ,
x2

2k , . . . ,
xn

2k

)
− 2k f

( x1

2k ,
x2

2k , . . . ,
xn

2k

)∥∥∥
+

∥∥∥2k f
( x1

2k ,
x2

2k , . . . ,
xn

2k

)
− 2kF

( x1

2k ,
x2

2k , . . . ,
xn

2k

)∥∥∥
≤

∞

∑
m=k

2mμ
( x1

2m+1 ,
x2

2m+1 , . . . ,
xn

2m+1

)
→ 0 as k → ∞

for all (x1, x2, . . . , xn) ∈ Vn\{(0, 0, . . . , 0)}. Hence, the mapping F is the unique n-variable additive
mapping, as desired.

The following corollary follows from Theorems 3 and 4.

Corollary 1. Let (X, ||| · |||) be a normed space, θ > 0, and let p be a real number with p 	= 1. Suppose that
f : Xn → Y is a mapping that satisfies

‖D f (x1, y1, x2, y2, . . . , xn, yn)‖ ≤ θ(|||x1|||p + |||y1|||p + |||x2|||p + . . . + |||xn|||p + |||yn|||p) (14)

for all x1, y1, x2, y2, . . . , xn, yn ∈ X\{0}. Then, there exists a unique n-variable additive mapping F : Xn → Y,
such that

‖ f (x1, x2, . . . , xn)− F (x1, x2, . . . , xn) ‖ ≤4(2p + 4)nθ

2p|2 − 2p| max
xi 	=0

{|||xi|||p : 1 ≤ i ≤ n} (15)

for all (x1, x2, . . . , xn) ∈ Xn\{(0, 0, . . . , 0)}.

Proof. Put ϕ(x1, y1, x2, y2, . . . , xn, yn) := θ(|||x1|||p + |||y1|||p + |||x2|||p + |||y2|||p + . . . + |||xn|||p +
|||yn|||p) for all x1, y1, x2, y2, . . . , xn, yn ∈ X\{0}, then |||x(1)i |||, |||x(2)i ||| ≤ maxxi 	=0{|||xi|||p : 1 ≤ i ≤
n} for all i from (4). Hence, due to μ of Theorems 3 and 4, we obtain that

μ(x1, x2, . . . , xn)

=ϕ
(

x(1)1 , x(2)1 , x(1)2 , x(2)2 , . . . , x(1)n , x(2)n

)
+ 2ϕ

(
x(1)1

2
,

x(2)1
2

,
x(1)2

2
,

x(2)2
2

, . . . ,
x(1)n

2
,

x(2)n
2

)

+ ϕ

(
x(1)1

2
,

x(1)1
2

,
x(1)2

2
,

x(1)2
2

, . . . ,
x(1)n

2
,

x(1)n
2

)
+ ϕ

(
x(2)1

2
,

x(2)1
2

,
x(2)2

2
,

x(2)2
2

, . . . ,
x(2)n

2
,

x(2)n
2

)

≤(2n +
8n
2p )max

xi 	=0
{|||xi|||p : 1 ≤ i ≤ n}

for all (x1, x2, . . . , xn) ∈ Xn\{(0, 0, . . . , 0)}. Therefore, the inequality (15) can be obtained easily
from (8) and (12) in Theorems 3 and 4.

69



Axioms 2019, 8, 76

The following theorem for the hyperstability of n-variable additive functional equation follows
from Corollary 1.

Theorem 5. Let (X, ||| · |||) be a normed space and p be a real number with p < 0. Suppose that f : Xn → Y
is a mapping that satisfies (14) for all x1, y1, x2, y2, . . . , xn, yn ∈ X\{0}. Then, f is an n-variable additive
mapping itself.

Proof. By Corollary 1, there exists a unique n-variable additive mapping F : Xn → Y, such
that (15) for all x1, x2, . . . , xn ∈ Xn\{(0, 0, . . . , 0)} and DF (x1, y1, x2, y2, . . . , xn, yn) = 0 for all
x1, y1, x2, y2, . . . , xn, yn ∈ X.

For a given (x1, x2, . . . , xn) 	= (0, 0, . . . , 0), let x′ 	= 0 be a nonzero fixed element in {x1, x2, . . . , xn},
and let

x(3)i = (m + 1)xi, x(4)i = −mxi when xi 	= 0,

x(3)i = mx′, x(4)i = −mx′ when xi = 0.

Then, we can easily show that |||x(3)i |||, |||x(4)i ||| ≤ mp maxxi 	=0{|||xi|||p : 1 ≤ i ≤ n} for all i
from (4). If (x1, x2, . . . , xn) ∈ X\{(0, 0, . . . , 0)}, then the equality f (x1, x2, . . . , xn) = F(x1, x2, . . . , xn)

follows from the inequalities

‖ f (x1, x2, . . . , xn)− F (x1, x2, . . . , xn) ‖
=

∥∥∥D f
(

x(3)1 , x(4)1 , x(3)2 , x(4)2 , . . . , x(3)n , x(4)n

)
− DF

(
x(3)1 , x(4)1 , x(3)2 , x(4)2 , . . . , x(3)n , x(4)n

)
+ f (x(3)1 , x(3)2 , . . . , (x(3)n ) + f (x(4)1 , x(4)2 , . . . , x(4)n )

− F(x(3)1 , x(3)2 , . . . , (x(3)n )− F(x(4)1 , x(4)2 , . . . , x(4)n )
∥∥∥

≤mp · 2nθ max
xi 	=0

{|||xi|||p : 1 ≤ i ≤ n}+
∥∥∥ f (x(3)1 , x(3)2 , . . . , x(3)n )− F(x(3)1 , x(3)2 , . . . , x(3)n )

∥∥∥
+

∥∥∥ f (x(4)1 , x(4)2 , . . . , x(4)n )− F(x(4)1 , x(4)2 , . . . , x(4)n )
∥∥∥

≤mp
(

1 +
4(2p + 4)
2p|2 − 2p|

)
2nθ max

xi 	=0
{|||xi|||p : 1 ≤ i ≤ n}

as m → ∞. For (x1, x2, . . . , xn) = (0, 0, . . . , 0), if we choose a fixed element of x ∈ X\{0}, then the
equality f 0, 0, . . . , 0) = F0, 0, . . . , 0) follows from the inequalities

‖ f (0, 0, . . . , 0)− F (0, 0, . . . , 0) ‖
=‖D f (mx,−mx, mx,−mx, . . . , mx,−mx)− DF (mx,−mx, mx, . . . , mx,−mx)

+ f (mx, mx, . . . , mx) + f (−mx,−mx, . . . ,−mx)

− F(mx, mx, . . . , mx)− F(−mx,−mx, . . . ,−mx)‖
≤mp · 2nθ‖x‖p + ‖ f (mx, mx, . . . , mx)− F(mx, mx, . . . , mx)‖
+ ‖ f (−mx,−mx, . . . ,−mx)− F(−mx,−mx, . . . ,−mx)‖

≤mp
(

1 +
4(2p + 4)
2p|2 − 2p|

)
2nθ|||x|||p

as m → ∞. Therefore, f is an n-variable additive mapping itself.

The following example follows from Theorem 5.
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Example 1. Let (R, | · |) be a normed space with absolute value | · |, (Rl , ‖ · ‖) be a Banach space with Euclid
norm ‖ · ‖, and p < 0 be a real number. Suppose that f : Rn → Rl is a continuous mapping such that

‖D f (x1, y1, x2, y2, . . . , xn, yn)‖ ≤ θ(|x1|p + |y1|p + |x2|p + |y2|p + . . . + |xn|p + |yn|p)

for all x1, y1, x2, y2, . . . , xn, yn ∈ R\{0}. Then, the mapping f : Rn → Rl given by

f (x1, x2, . . . , xn) =

(
n

∑
i=1

a1ixi,
n

∑
i=1

a2ixi, . . . ,
n

∑
i=1

alixi

)
, (16)

where a1i, a2i, . . . , ali are real constants, indicates that

f (1, 0, 0, . . . , 0) = (a11, a21, . . . , al1),

f (0, 1, 0, . . . , 0) = (a12, a22, . . . , al2),
...

...

f (0, . . . , 0, 0, 1) = (a1n, a2n, . . . , aln).

Proof. Since f : Rn → Rl is a continuous n-variable additive mapping by Theorem 5, then the function
f : Rn → Rl is given by (16).

In the following theorems, we replace the domain (V\{0})2n of ϕ and D f in Theorems 3 and 4
with V2n. Then, we can improve the result inequality (8).

Theorem 6. Suppose that f : Vn → Y is a mapping for which there exists a function ϕ : V2n → [0, ∞)

satisfying (5) and (6) for all x1, y1, x2, y2, . . . , xn, yn ∈ V. Then, there exists a unique mapping F : Vn → Y,
such that (7) for all x1, y1, x2, y2, . . . , xn, yn ∈ V and

‖ f (x1, x2, . . . , xn)− F (x1, x2, . . . , xn) ‖ ≤
∞

∑
m=0

ϕ (2mx1, 2mx1, 2mx2, . . . , 2mxn, 2mxn)

2m+1 (17)

for all x1, x2, . . . , xn ∈ V.

Proof. The equality

f (2x1, 2x2, . . . , 2xn)− 2 f (x1, x2, . . . , xn) = D f (x1, x1, x2, x2, . . . , xn, xn) (18)

for all x1, x2, . . . , xn ∈ V and the inequality (6) imply that the inequality∥∥∥∥ f (x1, x2, . . . , xn)− f (2x1, 2x2, . . . , 2xn)

2

∥∥∥∥ ≤1
2

ϕ (x1, x1, x2, x2, . . . , xn, xn)

for all x1, x2, . . . , xn ∈ V. From the above inequality, we can derive the inequalities

∥∥∥∥ f (2mx1, . . . , 2mxn)

2m −
f
(

2m+m′
x1, . . . , 2m+m′

xn

)
2m+m′

∥∥∥∥
≤

m+m′−1

∑
k=m

ϕ
(

2kx1, 2kx1, 2kx2, 2kx2, . . . , 2kxn, 2kxn

)
2k+1 (19)

for all x1, x2, . . . , xn ∈ V and all positive integers m, m′. The remainder of the proof of this theorem
developed after inequality (19) is omitted because it is similar to that of Theorem 3.
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Theorem 7. Suppose that f : Vn → Y is a mapping for which there exists a function ϕ : V2n → [0, ∞)

satisfying (11) and (6) for all x1, y1, x2, y2, . . . , xn, yn ∈ V. Then, there exists a unique mapping F : Vn → Y
that satisfies (7) for all x1, y1, x2, y2, . . . , xn, yn ∈ V and

‖ f (x1, . . . , xn)− F (x1, . . . , xn) ‖ ≤
∞

∑
m=0

2m ϕ
( x1

2m+1 ,
x1

2m+1 ,
x2

2m+1 , . . . ,
xn

2m+1 ,
xn

2m+1

)
(20)

for all x1, x2, . . . , xn ∈ V.

Proof. The equality (18) for all x1, x2, . . . , xn ∈ V and the inequality (6) imply that the inequality

‖ f (x1, x2, . . . , xn)− 2 f
( x1

2
,

x2

2
, . . . ,

xn

2

)
‖ ≤ϕ

( x1

2
,

x1

2
,

x2

2
, . . . ,

xn

2
,

xn

2

)
for all x1, x2, . . . , xn ∈ V. From the above inequality, we can derive the inequality∥∥∥∥2m f

( x1

2m ,
x2

2m , . . . ,
xn

2m

)
− 2m+m′

f
(

x1

2m+m′ ,
x2

2m+m′ , . . . ,
xn

2m+m′

) ∥∥∥∥
≤

m+m′−1

∑
k=m

2k ϕ
( x1

2k+1 ,
x1

2k+1 ,
x2

2k+1 , . . . ,
xn

2k ,
xn

2k

)
(21)

for all x1, x2, . . . , xn ∈ V and all positive integers m, m′. The remainder of the proof of this theorem
developed after inequality (21) is omitted because it is similar to that of Theorem 4.

The following corollary follows from Theorems 6 and 7.

Corollary 2. Let (X, ||| · |||) be a normed space and p be a nonnegative real number with p 	= 1. Suppose
that f : Xn → Y is a mapping satisfying (14) for all x1, y1, x2, y2, . . . , xn, yn ∈ X. Then, there exists a unique
n-variable additive mapping F : Xn → Y such that

‖ f (x1, x2, . . . , xn)− F (x1, x2, . . . , xn) ‖ ≤ 2θ

|2 − 2p| (|||x1|||p + |||x2|||p + . . . + |||xn||‖p) (22)

for all x1, x2, . . . , xn ∈ X.

Proof. By putting ϕ(x1, y1, x2, y2, . . . , xn, yn) := θ(|||x1||‖p + |||y1|||p + |||x2||‖p + |||y2||‖p + · · · +
|||xn|||p + |||yn|||p) for all x1, y1, x2, y2, . . . , xn, yn ∈ X, then we easily obtain (22) from (17) and (20) of
Theorems 6 and 7.

3. Conclusions

We obtained two stability results.
Theorems 3 and 4 are the generalized Hyers–Ulam stability for the additive functional Equation (3)

on Vn, which is a generalization for the stability of the Cauchy functional equation in papers of Aoki [3],
Rassias [4], Gajda [5], Hyers [2], and Gǎvruta [7].

Theorems 6 and 7 are the hyperstablity of the additive functional Equation (3) on Vn, which is a
generalization of the Brzdȩk’s results [10,11] for the Cauchy functional equation.

If the function f satisfies the inequality (6) for all (x1, x2, . . . , xn) 	= (0, 0, . . . , 0)
and (y1, y2, . . . , yn) 	= (0, 0, . . . , 0), then the function f satisfies the inequality (6) for all
x1, y1, x2, y2, . . . , xn, yn ∈ V\{0}. Therefore, the condition x1, y1, x2, y2, . . . , xn, yn ∈ V\{0} used in
the inequality (3.2) of this paper is a generalization of the conditions used in the inequality (6) in
well-known pre-results ([10,11]).
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1. Introduction

In [1] Filipović and Kukić considered some classical contraction principles of Kannan [2], Reich [3]
and Hardy–Rogers [4] in b-metric spaces and rectangular b-metric spaces without the assumption of
continuity of the corresponding metric. The fact that a b-metric d need not be continuous must remind
us to use caution in the proofs.

As possibly more general forms of the theorems proven in [1], here we further try to, as many
authors before, generalize metric spaces. Plenty of generalizations in previous two decades were done.
Starting from 1989, b-metric spaces were introduced in [5]. After, partial b-metric spaces [6], metric-like
spaces [7] and b-dislocated metric spaces [8] have been given. For related contraction principles in the
setting of above spaces, the readers can see [9–19].

As an attempt to continue in that spirit, we initiate the concept of almost b-metric spaces.
The motivation of this initiation comes from [20] where Mitrović, George and Hussain introduced
almost rectangular b-metric spaces.

2. Preliminaries

Bakhtin in [5] and Czerwik in [21] introduced b-metric spaces as a generalization of standard
metric spaces.

Definition 1 (Ref. [5,21]). Let X be a nonempty set and s ≥ 1. The function db : X × X → [0,+∞) is a
b-metric if and only if, for all χ, ζ, σ ∈ X, we have

Axioms 2019, 8, 70; doi:10.3390/axioms8020070 www.mdpi.com/journal/axioms75
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(bM1) db(χ, ζ) = 0 if and only if χ = ζ,
(bM2) db(χ, ζ) = db(ζ, χ),
(bM3) db(χ, σ) ≤ s(db(χ, ζ) + db(ζ, σ)).

(X, db, s) is said a b-metric space and s ≥ 1 is its coefficient.

In particular, if s = 1 then (X, d) is a standard metric space.
Recall that a sequence {χn} in X, b-converges to χ ∈ X if and only if db(χn, χ) → 0 as n → ∞.

{χn} is b-Cauchy if and only if db(χn, χm) → 0 as n, m → ∞. If each b-Cauchy sequence is b-convergent
in X, then (X, db, s) is said to be b-complete.

If in previous definition, we assume that only (bM1) and (bM3) hold, then we denote db as dq and
we call (X, dq, s) a quasi-b-metric space.

In next few lines, we make a brief overview of some well known types of contractions. Let (X, d)
be a metric space and T : X → X be such that

• d(Tχ, Tζ) ≤ λd(χ, ζ), λ ∈ [0, 1), a Banach type of contraction;
• d(Tχ, Tζ) ≤ λ (d(χ, Tχ) + d(ζ, Tζ)) , λ ∈ [0, 1

2 ), a Kannan type of contraction;
• d(Tχ, Tζ) ≤ λ (d(χ, Tζ) + d(ζ, Tχ)) , λ ∈ [0, 1

2 ), a Chatterjea type of contraction;
• d(Tχ, Tζ) ≤ αd(χ, ζ) + βd(χ, Tχ) + γd(ζ, Tζ) where α, β, γ ≥ 0 with α + β + γ < 1, a Reich type

of contraction;
• d(Tχ, Tζ) ≤ αd(χ, ζ) + βd(χ, Tχ) + γd(ζ, Tζ) + δd(χ, Tζ) + μd(ζ, Tχ) where α, β, γ, δ, μ ≥ 0 with

α + β + γ + δ + μ < 1, a Hardy–Rogers type of contraction.

In [1] Filipović and Kukić proved new theorems with additional conditions that are necessary to
prove the theorems without assumption of continuity of b-metric. Here, we cite only formulations of
those theorems and for the proofs, we refer on [1].

Theorem 1. Ref. [1] let T be a self-mapping on a complete b-metric space (X, db, s ≥ 1) such that

db(Tχ, Tζ) ≤ λdb(χ, ζ) + μdb(χ, Tχ) + δdb(ζ, Tζ),

for all χ, ζ ∈ X, where λ, μ, δ ≥ 0 with λ + μ + δ < 1 and

δ <
1
s

.

Then there is a unique fixed point of T.

Theorem 2. Ref. [1] let (X, db, s ≥ 1) be a complete b-metric space and T : X → X be a mapping satisfying

db(Tχ, Tζ) ≤ a1db(χ, ζ) + a2db(χ, Tχ) + a3db(ζ, Tζ) + a4db(χ, Tζ) + a5db(ζ, Tχ),

for all χ, ζ ∈ X, where a1, a2, a3, a4, a5 ≥ 0 are such that a1 + a2 + a3 + s(a4 + a5) < 1 and a1 > 1 − 2
s .

Then T has a unique fixed point.

In the sequel of this paper, we introduce almost-b-metric spaces and present the related previous
theorems in this setting. At the end, we also give some results for different type of contractions, where
the proofs cannot be reduced to the corresponding b-metrics.

3. Main Results

In this section, let us firstly introduce the concept of almost-b-metric spaces, as a class of
quasi-b-metric spaces with the additional requirement that diminishes a lack of symmetry. We set a
demand that existence of the left limit of sequence implies the existence of the right limit (bM2l) or
that existence of the right limit of sequence implies the existence of the left limit of the same sequence
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(bM2r). After that, we introduce a couple of examples of almost-b-metrics and also an example of
a quasi-b-metric, which is not an almost-b-metric. Finally, we prove Theorems 1 and 2 with the
assumption (bM2left) instead of (bM2).

Definition 2. Let X be a nonempty set and s ≥ 1. Let dab : X × X → [0,+∞) be a function such that for all
χ, ζ, σ, χn ∈ X,

(bM1) dab(χ, ζ) = 0 iff χ = ζ,
(bM2l) dab(χn, χ) → 0, n → ∞ implies dab(χ, χn) → 0, n → ∞,
(bM2r) dab(χ, χn) → 0, n → ∞ implies dab(χn, χ) → 0, n → ∞,
(bM3) dab(χ, ζ) ≤ s(dab(χ, σ) + dab(σ, ζ)).

Then (X, dab, s) is called an

1. l-almost-b-metric space if (bM1), (bM2l) and (bM3) hold;
2. r-almost-b-metric space if (bM1), (bM2r) and (bM3) hold;
3. almost-b-metric space if (bM1), (bM2l), (bM2r) and (bM3) hold.

In the next two examples, we present two quasi-b-metrics, which are also almost-b-metrics.

Example 1. Let X = {0, 1, 2}. Choose α ≥ 2. Consider the b-metric dab : X × X → [0,+∞) defined by

dab(0, 0) = dab(1, 1) = dab(2, 2) = 0,

dab(1, 0) = 1, dab(0, 1) =
3
2

,

dab(2, 1) = 1, dab(1, 2) =
3
2

,

dab(2, 0) = α, dab(0, 2) = α + 1.

Note that dab satisfies (bM1), (bM3), (bM2l) and (bM2r) ( but not (bM2)). For α > 2, the ordinary
triangle inequality is not verified. Indeed,

dab(0, 2) = α + 1 > 3 =
3
2
+

3
2
= dab(0, 1) + dab(1, 2).

However, the following is satisfied for all x, y, z ∈ X,

dab(x, y) ≤ α + 2
2

(dab(x, z) + dab(z, y)).

Example 2. Let X = [0,+∞) and define dab : X × X → [0,+∞) as

dab(x, y) =

{
(x − y)3, x ≥ y

4(y − x)3, x < y

Then (X, dab, 4) is an almost b-metric space. (bM1), (bM2l) and (bM2r) are obvious. It remains to prove
that for all x, y, z,∈ X,

dab(x, y) ≤ 4(dab(x, z) + dab(z, y)).

Case 1. x ≥ y and dab(x, y) = (x − y)3. Starting from the inequality (α + β)3 ≤ 4(α3 + β3), we separate
the cases:

y ≤ z ≤ x:

dab(x, y) = (x − y)3 = (x − z + z − y)3

≤ 4((x − z)3 + (y − z)3) = 4(dab(x, z) + dab(z, y)),
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z ≤ y ≤ x:

dab(x, y) = (x − y)3 ≤ 4((x − z)3 + (y − z)3)

≤ 4((x − z)3 + 4(y − z)3) = 4(dab(x, z) + dab(z, y)),
y ≤ x ≤ z:

dab(x, y) = (x − y)3 ≤ 4((x − z)3 + (z − y)3)

≤ 4(4(z − x)3 + (z − y)3) = 4(dab(x, z) + dab(z, y)).

Case 2. x < y and dab(x, y) = 4(y − x)3. Again, we separate the cases:

x ≤ z ≤ y:

dab(x, y) = 4(y − x)3 = 4(y − z + z − x)3

≤ 4(4(y − z)3 + 4(z − x)3) = 4(dab(x, z) + dab(z, y)),
z ≤ x ≤ y:

dab(x, y) = 4(y − x)3 ≤ 4 · 4((y − z)3 + (z − x)3)

= 4(4(y − z)3 + 4(z − x)3)

≤ 4(4(y − z)3 + (x − z)3) = 4(dab(x, z) + dab(z, y)),
x ≤ y ≤ z:

dab(x, y) = 4(y − x)3 ≤ 4 · 4((y − z)3 + (z − x)3)

= 4 · (4(y − z)3 + 4(z − x)3)

≤ 4((z − y)3 + 4(z − x)3) = 4(dab(x, z) + dab(z, y)).

In the two previous examples, we constructed an almost-b-metric, which is also a quasi-b metric.
The next example shows that there is a quasi-b-metric dq, that it is not an almost-b-metric.

Example 3. Let X = R and define dq : X × X → [0, ∞) as

dq(x, y) =

{
(x − y)3, x ≥ y

1, x < y

As in the previous example, (bM3) and (bM1) are obvious. Notice that

dq(
1
n

, 0) → 0, n → ∞ but dq(0,
1
n
) = 1,

so (bM2l) does not hold and it is the same for (bM2r). We conclude that (X, dq, 4) is a quasi-b-metric space,
but it is not an almost-b-metric space.

There are many examples of b-metrics that are not continuous. Here, we modify one of such
examples in sense that we do not demand symmetry.

Example 4. Let A = N∪ {∞} and define dq : A × A → [0,+∞):

dq(x, y) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, x = y
1
x
− 1

y
, if x < y and one of x and y is odd and the other

is odd or ∞

1
2

(
1
y
− 1

x

)
, if y < x and one of x and y is odd and the other

is odd or ∞

3, if one of x and y is even and the other is even or ∞

2, otherwise.
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Then (A, dq, 3
2 ) is a quasi-b-metric space (it is also an almost-b-metric space). Note that dq is not continuous.

Indeed, dq(2n + 1, ∞) → 0, when n → ∞. But, dq(2n + 1, 2) = 2, while dq(∞, 2) = 3.

Here, we introduce some basic concepts for almost-b-metric spaces. The following notions are
quite standard and also valid in quasi-b- metric spaces.

Definition 3. Let (X, dab, s) be an almost-b-metric space. A sequence {χn} in X is said to be

left-Cauchy if and only if for each ε > 0 there is an n0 ∈ N such that dab(χn, χm) < ε for all n ≥ m > n0,
which can be written as lim

n≥m→∞
dab(χn, χm) = 0,

right-Cauchy if and only if for each ε > 0 there is n0 ∈ N so that dab(χn, χm) < ε for all m ≥ n > n0,
which can be written as lim

m≥n→∞
d(χn, χm) = 0,

Cauchy if and only if for each ε > 0, there is n0 ∈ N so that dab(χn, χm) < ε for all n, m > n0.

In a quasi-b-metric space, a sequence is Cauchy if and only if it is left-Cauchy and right-Cauchy.
The same is satisfied in almost-b-metric spaces. An almost-b-metric space (X, dab, s) is left-complete if
and only if each left-Cauchy sequence {χn} in X satisfies lim

n→∞
dab(χn, χ) = 0, right-complete if and

only if each right-Cauchy sequence {χn} in X satisfies lim
n→∞

dab(χ, χn) = 0 and is complete if and only

if each Cauchy sequence in X is convergent.
In the next lemma, we will associate a b-metric to a given quasi-b-metric or an almost-b-metric.

For some kind of contractions, by virtue of this correlation, the proofs from b-metric spaces can easily
be translated into quasi-b-metric spaces and almost-b-metric spaces as their subclass.

Lemma 1. If (X, dq, s) is a quasi-b-metric space with s ≥ 1, then (X, l, s) is a b-metric space, where

l(χ, ζ) =
dq(χ, ζ) + dq(ζ, χ)

2
.

Proof. l(x, y) is a b-metric.

(bM1) Suppose that l(x, y) = 0. Then dq(x,y)+dq(y,x)
2 = 0 and since dq(x, y) ≥ 0, we obtain that

dq(x, y) = dq(y, x) = 0 and that is, x = y, so we conclude that l(x, y) satisfies (bM1).
(bM2) l(x, y) is symmetric by definition:

l(x, y) =
dq(x, y) + dq(y, x)

2
=

dq(y, x) + dq(x, y)
2

= l(y, x).

(bM3) For all x, y, z,∈ X, the following is satisfied:

dq(x, z) ≤ s(dq(x, y) + dq(y, z)).

Simply, by adding the following inequality to the previous

dq(z, x) ≤ s(dq(z, y) + dq(y, x))

and dividing the resulted sum by two, we obtain

l(x, z) ≤ s(l(x, y) + l(y, z)).

Remark 1. If (X, dab, s) is a complete almost-b-metric space, then from (bM2l) and (bM2r), we conclude that
(X, l, s) is a complete b-metric space.
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The following theorems are modifications of Theorems 1 and 2 for quasi-b metric spaces and
almost-b-metric spaces. Since almost-b-metric spaces are contained in quasi-b-metric spaces, we denote
a metric by dq.

Theorem 3. Let (X, dq, s) be a b-complete quasi-b-metric space with coefficient s > 1 and T : X → X be a
mapping such that

dq(Tx, Ty) ≤ λdq(x, y) + μdq(x, Tx) + δdq(Ty, y), (1)

for all x, y, z ∈ X, where λ, μ, δ ≥ 0 and

λ + 2 · max{μ, δ} < 1 and max{μ, δ} < 1
s

. (2)

Then T has a unique fixed point.

Proof. From Lemma 1, we conclude that (X, l, s) is a complete b-metric space. Further, from (1),
the b-metric l(x, y) satisfies:

l(Tx, Ty) =
dq(Tx, Ty) + dQ(Ty, Tx)

2

≤ 1
2

(
λdq(x, y) + μdq(x, Tx) + δdq(Ty, y)

)
+

1
2

(
λdq(y, x) + μdq(y, Ty) + δdq(Tx, x)

)
= λl(x, y) +

1
2
(μdq(x, Tx) + δdq(Tx, x)) +

1
2
(μdq(y, Ty) + δdq(Ty, y))

≤ λl(x, y) +
1
2
· max{μ, δ}(dq(x, Tx) + dq(Tx, x))

+
1
2
· max{μ, δ}(dq(y, Ty) + dq(Ty, y))

= λl(x, y) + max{μ, δ}l(x, Tx) + max{μ, δ}l(y, Ty).

Now, from Theorem 1, we conclude that T has a unique fixed point.

In the next result, we propose a Hardy–Rogers type contraction for quasi-b metric spaces and
almost-b-metric spaces.

Theorem 4. Let (X, dq, s) be a complete quasi-b-metric space with coefficient s > 1 and T : X → X be a
mapping satisfying

dq(Tx, Ty) ≤ a1dq(x, y) + a2dq(x, Tx) + a3dq(Ty, y) + a4dq(x, Ty) + a5dq(Tx, y), (3)

for all x, y ∈ X, where a1, a2, a3, a4, a5 ≥ 0 with a1 + 2 · max{a2, a3}+ 2s · max{a4, a5} < 1 and a1 >

max{0, 1 − 2
s }. Then T has a unique fixed point.

Proof. From Lemma 1, we conclude that (X, l, s) is a complete b-metric space. Starting from (3), we
obtain for any x, y ∈ X,

2l(Tx, Ty) = dq(Tx, Ty) + dq(Ty, Tx)

≤ a1dq(x, y) + a1dq(y, x) + a2dq(x, Tx) + a2dq(y, Ty) + a3dq(Ty, y)

+ a3dq(Tx, x) + a4dq(x, Ty) + a4dq(y, Tx) + a5dq(Tx, y) + a5dq(Ty, x).
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Further, we get

l(Tx, Ty) ≤ a1l(x, y) +
1
2

(
a2dq(x, Tx) + a3dq(Tx, x)

)
+

1
2

(
a2dq(y, Ty) + a3dq(Ty, y)

)
+

1
2

(
a4dq(x, Ty) + a5dq(Ty, x)

)
+

1
2

(
a4dq(y, Tx) + a5dq(Tx, y)

)
≤ a1l(x, y) + max{a2, a3}l(x, Tx) + max{a2, a3}l(y, Ty)

+ max{a4, a5}l(x, Ty) + max{a4, a5}l(y, Tx).

From Theorem 2 and conditions from Theorem 4, we conclude that self-mapping T on the
complete b-metric space (X, l, s) has an unique fixed point, say x∗. Finally, according to Theorem 2,
the result follows.

It is not difficult to see that Theorems 3 and 4 are also satisfied for s = 1. To be specific, then
(X, d, 1) is a quasi-metric space, (X, l) is a metric space, while condition (2) reduces to the well known
condition λ + μ + δ < 1 for Reich type contractions, and similar for Hardy–Rogers type contractions.

The following results slightly differ from previous in a sense that we use properties (bM2l) and
(bM2r). Before we state our result, we prove an auxiliary lemma that we use it in the proof. Since the
lemma is satisfied in the quasi-b-metric spaces, it is also valid in almost-b-metric spaces, so again we
denote it by dq (having in mind that it is also valid for dab).

Lemma 2. Let {χn} be a sequence in a quasi-b-metric space (X, dq, s ≥ 1) such that

dq(χn, χn+1) ≤ λ · dq(χn−1, χn), (4)

for some λ ∈ [0, 1
s ) and each n ∈ N. Then {χn} is a right-Cauchy sequence.

Proof. From (4), we get
dq(χn, χn+1) ≤ λndq(χ0, χ1). (5)

Let n, m ∈ N with n < m. Then

dq (χn, χm)

≤ s
(
dq (χn, χn+1) + dq (χn+1, χm)

)
= sdq (χn, χn+1) + sdq (χn+1, χm)

≤ sdq (χn, χn+1) + s2dq (χn+1, χn+2) + s2dq (χn+2, χm)

≤ sdq (χn, χn+1) + s2dq (χn+1, χn+2) + s3dq (χn+2, χn+3) + ...

+ sm−n−1dq (χm−2, χm−1) + sm−n−1dq (χm−1, χm)

≤
[
sλn + s2λn+1 + s3λn+2 + ... + sm−n−1λm−2

]
dq (χ0, χ1)

+ sm−n−1λm−1dq (χ0, χ1)

= sλn
(

1 + (sλ) + (sλ)2 + ... + (sλ)m−n−2
)

dq (χ0, χ1) +
(sλ)m−1

sn dq (χ0, χ1)

≤
(

sλn

1 − sλ
+

(sλ)m−1

sn

)
dq (χ0, χ1) → 0 (m > n → ∞).

Since sλ < 1, we have

dq (χn, χm) → 0, m > n, n → ∞ or equivalently lim
m>n→∞

dq (χn, χm) = 0,

that is, {χn} is right-Cauchy.
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The following result is analogue to Lemma 2 for left- Cauchy sequences.

Lemma 3. Let {χn} be a sequence in a quasi-b-metric space (X, dq, s ≥ 1) such that

dq(χn+1, χn) ≤ λ · dq(χn, χn−1) (6)

for some λ ∈ [0, 1
s ) and each n ∈ N. Then {χn} is a left-Cauchy sequence.

Proof. The proof follows the same steps as in Lemma 2, where, starting from (6), the condition (5) is
replaced by

dq(χn+1, χn) ≤ λndq(χ1, χ0). (7)

Let n, m ∈ N with n > m. Then

dq (χn, χm)

≤ s
(
dq (χn, χm+1) + dq (χm+1, χm)

)
= sdq (χm+1, χm) + sdq (χn, χm+1)

≤ sdq (χm+1, χm) + s2dq (χn, χm+2) + s2dq (χm+2, χm+1)

≤ sdq (χm+1, χm) + s2d (χm+2, χm+1) + ...

+ sn−m−1 (
dq(χn, χn−1) + dq(χn−1, χn−2)

)
≤

[
sλm + s2λm+1 + s3λm+2 + ... + sn−m−1λn−2

]
dq (χ1, χ0)

+ sn−m−1λn−1dq (χ1, χ0)

= sλm
(

1 + (sλ) + (sλ)2 + ... + (sλ)n−m−2
)

dq (χ1, χ0) +
(sλ)n−1

sm dq (χ1, χ0)

≤
(

sλm

1 − sλ
+

(sλ)n−1

sm

)
dq (χ1, χ0) → 0 (n > m → ∞).

Since sλ < 1, we conclude that

dq (χn, χm) → 0, n > m, m → ∞ or equivalently lim
n>m→∞

dq (χn, χm) = 0,

that is, {χn} is left-Cauchy.

Remark 2. It is not hard to see that Lemma 2 and Lemma 3 hold if λ ∈ [ 1
s , 1). For details, see Lemma 5 in [22].

In the proof of the next theorem, we use the assumption (bM2r), hence we state it an
almost-b-metric, and so denote the metric by dab.

Theorem 5. Let (X, dab, s) be a right-complete r-almost b-metric space with coefficient s > 1 and T : X → X
be a mapping satisfying

dab(Tx, Ty) ≤ k · max{dab(x, y), dab(x, Tx), dab(y, Ty)}, (8)

for all x, y ∈ X, where k is such that 0 ≤ k < 1
s . Then T has a unique fixed point.
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Proof. At the beginning of the proof, let us consider uniqueness of a possible fixed point. To prove
that the fixed point is unique, if it exists, suppose that T has two distinct fixed points x∗, y∗ ∈ X. Then
we get

dab(x∗, y∗) = dab(Tx∗, Ty∗)
≤ k · max{dab(x∗, y∗), dab(x∗, Tx∗), dab(y∗, Ty∗)}
= kdab(x∗, y∗) < dab(x∗, y∗),

which is a contradiction.
For an arbitrary χ0 ∈ X, consider the sequence χn = Tχn−1 = Tnχ0, n ∈ N. If χn = χn+1 for

some n, then χn is the unique fixed point of T. We suppose that dab(χn, χn+1) > 0 for all n ∈ N.
We start from (8) for dab(χn, χn+1). Then for any n ∈ N, we get

dab(χn, χn+1) = dab(Tχn−1, Tχn)

≤ k · max{dab(χn−1, χn), dab(χn−1, Tχn−1), dab(χn, Tχn)}
= k · max{dab(χn−1, χn), dab(χn−1, χn), dab(χn, χn+1)}
= k · max{dab(χn−1, χn), dab(χn, χn+1)}.

(9)

If dab(χm−1, χm) ≤ dab(χm, χm+1) for some m ∈ N, then from (9) we get

dab(χm, χm+1) ≤ k · dab(χm, χm+1) < dab(χm, χm+1)

which is a contradiction. So, we have

dab(χn, χn+1) ≤ k · dab(χn−1, χn) for all n ∈ N. (10)

From (10) and Lemma 2 we can easily conclude that for some n0 ∈ N,

dab(χn, χm) < ε

for all m ≥ n > n0, so {χn} is a right-Cauchy sequence.
Since (X, dab, s > 1) is a right-complete r-almost-b-metric space, we get that the sequence {χn}

right converges to x∗ ∈ X, i.e., dab(x, χn) → 0 as n → ∞. (bM2r) implies that dab(χn, x∗) → 0
as n → ∞.

The end of the proof is analogue to the standard case. From (bM3) and (8), we obtain

1
s

dab(x∗, Tx∗) ≤ dab(x∗, χn+1) + dab(χn+1, Tx∗)

= dab(x∗, χn+1) + dab(Tχn, Tx∗)
≤ dab(x∗, χn+1) + k · max{dab(χn, x∗), dab(χn, Tχn), dab(x∗, Tx∗)}
→ k · dab(x∗, Tx∗), n → ∞.

Finally, x∗ = Tx∗. In the last inequality, we used property (bM2r) to obtain that dab(χn, x∗) → 0
as n → ∞ and also that dab(χn, Tχn) = dab(χn, χn+1) → 0 as n → ∞ since {χn} is a right-Cauchy
sequence.

From the previous theorem, we can draw several corollaries that are analogous to Banach, Kannan
and Reich type contraction principles, respectively.

Corollary 1. Let (X, dab, s) be a right-complete r-almost b-metric space with coefficient s > 1 and T : X → X
be such that

Banach contraction:

dab(Tx, Ty) ≤ k · dab(x, y)
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for all x, y ∈ X where 0 ≤ k < 1
s .

Kannan contraction:

dab (Tx, Ty) ≤ k1dab (x, f x) + k2dab (y, f y)

for all x, y ∈ X where k1, k2 ≥ 0 such that k1 + k2 <
1
s .

Reich contraction:

dab (Tx, Ty) ≤ k1dab (x, y) + k2dab (x, f x) + k3dab (y, f y) ,

for all x, y ∈ X where k1, k, k3 ≥ 0 such that k1 + k2 + k3 <
1
s .

Then T has a unique fixed point.

The next result is analogue to Theorem 5 for left-complete l-almost b-metric spaces.

Theorem 6. Let (X, dab, s) be a left-complete l-almost b-metric space with s > 1 and T : X → X be such that

dab(Tx, Ty) ≤ k · max{dab(x, y), dab(Tx, x), dab(Ty, y)}, (11)

for all x, y ∈ X where 0 ≤ k < 1
s . Then T has a unique fixed point.

Proof. The uniqueness of a possible fixed point is obtained the same way as in proof of Theorem 5.
For arbitrary χ0 ∈ X, consider the sequence χn = Tχn−1 = Tnχ0, n ∈ N. If χn = χn+1 for some

n, then χn is a unique fixed point of T. Hence, we suppose that dab(χn+1, χn) > 0 for all n ∈ N.
We start from (11) for dab(χn+1, χn). Then for any n ∈ N, using same considerations as in previous

proof, we get

dab(χn+1, χn) = dab(Tχn, Tχn−1)

≤ k · max{dab(χn, χn−1), dab(Tχn, χn), dab(Tχn−1, χn−1)}
≤ k · dab(χn, χn−1).

(12)

From (12) and Lemma 3, we can easily conclude that for some n0 ∈ N,

dab(χn, χm) < ε

for all n ≥ m > n0, so {χn} is a left-Cauchy sequence.
Since (X, dab, s > 1) is a left-complete l-almost-b-metric space, we get that the sequence {χn} left

converges to x∗ ∈ X, i.e., dab(χn, x∗) → 0, n → ∞. (bM2l) implies that dab(x∗, χn) → 0 as n → ∞.
Finally, from (bM3) and (11), we obtain

1
s

dab(Tx∗, x∗) ≤ dab(Tx∗, χn+1) + dab(χn+1, x∗)

= dab(Tx∗, Tχn) + dab(χn+1, x∗)
≤ k · max{dab(x∗, χn), dab(Tx∗, x∗), dab(Tχn, χn)}+ dab(χn+1, x∗)
→ k · dab(Tx∗, x∗), n → ∞,

and so x∗ = Tx∗. In the last inequality, we used property (bM2l) that implies dab(x∗, χn) → 0, n → ∞
and also that dab(Tχn, χn) = dab(χn+1, χn) → 0, n → ∞ since {χn} is a left-Cauchy sequence.

The previous considerations should convince the readers that many generalizations of contraction
principles may be obtained in almost-b-spaces, which are introduced here, and present a proper
subclass of quasi-b-metric spaces. As another benefit of this paper, we point out the principle applied
in Theorems 3 and 4 that elegantly proves some contractions in quasi-b-metric spaces.
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Finally, we state some open questions in the context of almost-b-metric spaces (respectively
quasi-b-metric spaces). If s = 1, we have appropriate unresolved questions in the context of
quasi-metric spaces. We present formulations for the case of a right-complete r-almost b-metric
space, noting that similar issues remain open in left-complete l-almost b-metric spaces.

Problem 1. (Generalized Ćirić type contraction of first order) Let (X, dab, s ≥ 1) be a right-complete r-almost
b-metric space and T : X → X be a mapping satisfying

dab (Tx, Ty) ≤ k max
{

dab (x, y) ,
dab (x, Tx) + dab (y, Ty)

2s
,

dab (x, Ty) + dab (y, Tx)
2s

}
,

for all x, y ∈ X where 0 ≤ k < 1
s . Then T has a unique fixed point.

Problem 2. (Generalized Ćirić type contraction of second order) Let (X, dab, s ≥ 1) be a right-complete r-almost
b-metric space and T : X → X be a mapping satisfying

dab (Tx, Ty) ≤ k max
{

dab (x, y) , dab (x, Tx) , dab (y, Ty) ,
dab (x, Ty) + dab (y, Tx)

2s

}
,

for all x, y ∈ X where 0 ≤ k < 1
s . Then T has a unique fixed point.

Problem 3. (Quasicontraction of Ćirić type) Let (X, dab, s ≥ 1) be a right-complete r-almost b-metric space
and T : X → X be such that

dab (Tx, Ty) ≤ k max {dab (x, y) , dab (x, Tx) , dab (y, Ty) , dab (x, Ty) , dab (y, Tx)} ,

for all x, y ∈ X where 0 ≤ k < 1
s . Then T has a unique fixed point.
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1. Introduction

Quantum calculus is the study of calculus without limits and is sometimes called q-calculus.
In q-calculus, we obtain the original mathematical formulas when q tends to one. The beginning
of the study of q-calculus can be dated back to the era of Euler (1707–1783), who first launched the
q-calculus in the tracks of Newton’s work on infinite series. Then, in the early Twentieth Century,
Jackson [1] defined an integral, which is known as the q-Jackson integral, and studied it in a systematic
way. The subject of q-calculus has many applications in the field of mathematics and other areas
such as number theory, special functions, combinatorics, basic hypergeometric functions, orthogonal
polynomials, quantum theory, mechanics, and the theory of relativity and physics. In recent years,
the topic of q-calculus has increasingly interested many researchers. For more details, see [2–9] and
the references therein. Recently, Tunç and Göv [10–12] studied the concept of (p, q)-calculus over
the intervals of [a, b] ⊂ R. The (p, q)-derivative and (p, q)-integral were defined and some basic
properties are given. Furthermore, they obtained some new result for the (p, q)-calculus of several
important integral inequalities. Currently, the (p, q)-calculus is being investigated extensively by many
researchers, and a variety of new results can be found in the literature [13–18] and the references
cited therein.

Mathematical inequalities are important to the study of mathematics, as well as in other area of
mathematics such as analysis, differential equations, geometry, etcetera.

In 1893, Hadamard [19] investigated one of the fundamental inequalities in analysis as:

f
(

a + b
2

)
≤ 1

b − a

∫ b

a
f (x)dx ≤ f (a) + f (b)

2
, (1)

which is now known as the Hermite–Hadamard inequality.
In 2014, Tariboon and Ntouyas [20] studied the extension to q-calculus on the finite interval

of (1), which is called the q-Hermite–Hadamard inequality, and some important inequalities. Next,
Alp et al. [21] approved the q-Hermite–Hadamard inequality and then obtained generalized
q-Hermite–Hadamard inequalities.

Axioms 2019, 8, 68; doi:10.3390/axioms8020068 www.mdpi.com/journal/axioms87



Axioms 2019, 8, 68

In 2018, Mehmet Kunt et al. [22] proved the left-hand side of the (p, q)-Hermite–Hadamard’s
inequality of (1) through (p, q)-differentiable convex and quasi-convex functions, and then, they gave
some new (p, q)-Hermite–Hadamard’s inequalities.

In 2019, Prabseang et al. [23] established the q-calculus of Hermite–Hadamard inequalities for the
double integral as:

f
(

a + b
2

)
≤ 1

(b − a)2

∫ b

a

∫ b

a
f (tx + (1 − t)y)dxdy ≤ f (a) + f (b)

2
, (2)

which was given by Dragomir [24]. Moreover, they obtained refinements of the Hermite–Hadamard
inequality for q-differentiable convex functions.

The aim of this paper is to present the (p, q)-calculus of Hermite–Hadamard inequalities for
double integrals (2) and refinements of the Hermite–Hadamard inequality. These are obtained as
special cases when p = 1 and q → 1.

Before we proceed to our main theorem, the following definitions and some concepts require
some clarifications.

2. Preliminaries

Throughout this paper, let [a, b] ⊆ R be an interval and 0 < q < p ≤ 1 be a constant. The following
definitions for the (p, q)-derivative and (p, q)-integral were given in [10,11].

Definition 1. Let f : [a, b] → R be a continuous function, and let x ∈ [a, b]. Then, the (p, q)-derivative of f
on [a, b] at x is defined as:

aDp,q f (x) =
f (px + (1 − p)a)− f (qx + (1 − q)a)

(p − q)(x − a)
, x 	= a (3)

aDp,q f (a) = lim
x→a aDp,q f (x).

Obviously, a function f is (p, q)-differentiable on [a, b] if aDp,q f (x) exists for all x ∈ [a, b].
In Definition 1, if a = 0, then 0Dp,q f = Dp,q f , where Dp,q f is defined by:

Dp,q f (x) =
f (px)− f (qx)

(p − q)x
, x 	= 0. (4)

Furthermore, if p = 1 in (4), then it reduces to Dq f , which is the q-derivative of the function f ;
see [5].

Example 1. Define function f : [a, b] → R by f (x) = x2 + 1. Let 0 < q < p ≤ 1. Then, for x 	= a, we have:

aDp,q(x2 + 1) =
[(px+(1−p)a)2+1]−[(qx+(1−q)a)2+1]

(p−q)(x−a)

= (p+q)x2+2ax[1−(p+q)]+a2[(p+q)−2]
(x−a)

= x(p+q)(x−a)−a(p+q)(x−a)+2a(x−a)
(x−a)

= (p + q)(x − a) + 2a.

(5)

Definition 2. Let f : [a, b] → R be a continuous function. Then, the (p, q)-integral on [a, b] is defined by:

∫ x

a
f (t) adp,qt = (p − q)(x − a)

∞

∑
n=0

qn

pn+1 f
(

qn

pn+1 x +

(
1 − qn

pn+1

)
a
)

, (6)

for x ∈ [a, b]. If a = 0 and p = 1 in (6), then we have the classical q-integral [5].
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Example 2. Define function f : [a, b] → R by f (x) = 2x. Let 0 < q < p ≤ 1. Then, we have:∫ b
a f (x) adp,qx =

∫ b
a 2xadp,qx

= 2(p − q)(b − a)∑∞
n=0

qn

pn+1

(
qn

pn+1 b +
(

1 − qn

pn+1

)
a
)

= 2(b−a)(b−a(1−p−q))
p+q .

(7)

Theorem 1. Let f : [a, b] → R be a continuous function. Then, we have the following:

(i) aDp,q
∫ x

a f (t) adp,qt = f (x);
(ii)

∫ x
c aDp,q f (t) adp,qt = f (x)− f (c) for c ∈ (a, x).

Theorem 2. Let f , g : [a, b] → R be continuous functions and α ∈ R. Then, we have the following:

(i)
∫ x

a [ f (t) + g(t)] adp,qt =
∫ x

a f (t) adp,qt +
∫ x

a g(t) adp,qt;
(ii)

∫ x
a (α f )(t)adp,qt = α

∫ x
a f (t)adp,qt;

(iii)
∫ x

c f (pt + (1 − p)a)aDp,qg(t) adqt = ( f g)|xc −
∫ x

c g(qt + (1 − q)a)aDp,q f (t) adp,qt for c ∈ (a, x).

For the proof properties of Theorems 1 and 2, we refer to [10,11].
The proofs of the following theorems were given in [22].

Theorem 3. Let f : [a, b] → R be a convex differentiable function on (a, b) and 0 < q < p ≤ 1. Then,
we have:

f
(

qa + pb
p + q

)
≤ 1

p(b − a)

∫ pb+(1−p)a

a
f (x) adp,qx ≤ q f (a) + p f (b)

p + q
. (8)

Theorem 4. Let f : [a, b] → R be a convex differentiable function on (a, b) and 0 < q < p ≤ 1. Then,
we have:

f
(

pa+qb
p+q

)
+ (p−q)(b−a)

p+q f ′
(

pa+qb
p+q

)
≤ 1

p(b−a)

∫ pb+(1−p)a
a f (x) adp,qx

≤ q f (a)+p f (b)
p+q .

(9)

Theorem 5. Let f : [a, b] → R be a convex differentiable function on (a, b) and 0 < q < p ≤ 1. Then,
we have:

f
(

a+b
2

)
+ (p−q)(b−a)

2(p+q) f ′
(

a+b
2

)
≤ 1

p(b−a)

∫ pb+(1−p)a
a f (x) adp,qx

≤ q f (a)+p f (b)
p+q .

(10)

Lemma 1. Let f : [a, b] → R be a convex continuous function on [a, b] and 0 < q < p ≤ 1. Then, we have:

f
(

1
(pb−pa)2

∫ pb+(1−p)a
a

∫ pb+(1−p)a
a (tx + (1 − t)y) adp,qxadp,qy

)
≤ 1

(pb−pa)2

∫ pb+(1−p)a
a

∫ pb+(1−p)a
a f (tx + (1 − t)y) adp,qxadp,qy.

(11)

Proof. The proof of this lemma can be obtained by Definition 2 and Jensen’s inequality.

3. Main Results

In this section, we present the (p, q)-Hermite–Hadamard inequality for double integrals and the
refinement of Hermite–Hadamard inequalities on the interval [a, b].
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Theorem 6. Let f : [a, b] → R be a convex continuous function on [a, b] and 0 < q < p ≤ 1. Then, we have:

f
(

qa+pb
p+q

)
≤ 1

(pb−pa)2

∫ pb+(1−p)a
a

∫ pb+(1−p)a
a f (tx + (1 − t)y) adp,qxadp,qy

≤ 1
p(b−a)

∫ pb+(1−p)a
a f (x) adp,qxadp,qy

≤ q f (a)+p f (b)
p+q .

(12)

Proof. Since f is convex on [a, b], it follows that:

f (tx + (1 − t)y) ≤ t f (x) + (1 − t) f (y) (13)

for all x, y ∈ [a, b] and t ∈ [0, 1]. Taking the double (p, q)-integration on both sides for (13) on
[a, pb + (1 − p)a]× [a, pb + (1 − p)a], we obtain:∫ pb+(1−p)a

a

∫ pb+(1−p)a
a f (tx + (1 − t)y) adp,qxadp,qy

≤ ∫ pb+(1−p)a
a

∫ pb+(1−p)a
a [t f (x) + (1 − t) f (y)] adp,qxadp,qy

= (pb − pa)
∫ pb+(1−p)a

a f (x)adp,qx,

(14)

which show the second part of (12) by using the right-hand side of the (p, q)-Hermite–Hadamard’s
inequality.

On the other hand, by Lemma 1, we have:

f
(

1
(pb − pa)2

∫ pb+(1−p)a

a

∫ pb+(1−p)a

a
(tx + (1 − t)y) adp,qxadp,qy

)
≤ 1

(pb − pa)2

∫ pb+(1−p)a

a

∫ pb+(1−p)a

a
f (tx + (1 − t)y) adp,qxadp,qy,

and since:

1
(pb − pa)2

∫ pb+(1−p)a

a

∫ pb+(1−p)a

a
(tx + (1 − t)y) adp,qxadp,qy =

qa + pb
p + q

.

This completes the proof.

Remark 1. If p = 1 and q → 1, then (12) reduces to (2), that is,

f
(

a + b
2

)
≤ 1

(b − a)2

∫ b

a

∫ b

a
f (tx + (1 − t)y)dxdy ≤ f (a) + f (b)

2
.

Corollary 1. Let f : [a, b] → R be a convex continuous function on [a, b] and 0 < q < p ≤ 1. Then, we have:

f
(

qa + pb
p + q

)
≤ 1

(pb − pa)2

∫ pb+(1−p)a

a

∫ pb+(1−p)a

a
f
(

x + y
2

)
adp,qxadp,qy

≤ 1
p(b − a)

∫ pb+(1−p)a

a
f (x) adp,qx

≤ q f (a) + p f (b)
p + q

. (15)
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Remark 2. If p = 1 and q → 1, then (15) reduces to:

f
(

a + b
2

)
≤ 1

(b − a)2

∫ b

a

∫ b

a
f
(

x + y
2

)
dxdy ≤ 1

b − a

∫ b

a
f (x)dx ≤ f (a) + f (b)

2
,

which readily appeared in [25].

Theorem 7. Let f : [a, b] → R be a convex continuous function on [a, b] and 0 < q < p ≤ 1. Then, we have:

p
(pb−pa)2

∫ pb+(1−p)a
a

∫ pb+(1−p)a
a f

(
px+qy

p+q

)
adp,qxadp,qy

≤ 1
(pb−pa)2

∫ p
0

∫ pb+(1−p)a
a

∫ pb+(1−p)a
a f (tx + (1 − t)y) adp,qxadp,qyadp,qt

≤ 1
pb−pa

∫ pb+(1−p)a
a f (x) adp,qx.

(16)

Proof. Let g : [a, b] → R be given by:

g(t) =
1

(pb − pa)2

∫ pb+(1−p)a

a

∫ pb+(1−p)a

a
f (tx + (1 − t)y) adp,qxadp,qy.

For all t1, t2 ∈ [0, 1] and α, β ≥ 0 with α + β = 1, we consider:

g(αt1 + βt2) =
1

(pb − pa)2

∫ pb+(1−p)a

a

∫ pb+(1−p)a

a
f ((αt1 + βt2)x + (1 − (αt1 + βt2))y) adp,qxadp,qy

≤ α

(pb − pa)2

∫ pb+(1−p)a

a

∫ pb+(1−p)a

a
f (t1x + (1 − t1)y) adp,qxadp,qy

+
β

(pb − pa)2

∫ pb+(1−p)a

a

∫ pb+(1−p)a

a
f (t2x + (1 − t2)y) adp,qxadp,qy

= αg(t1) + βg(t2),

which show that g is convex on [0, 1]. Using Theorem 3 for the convex function g, we have:

1
(pb − pa)2

∫ pb+(1−p)a

a

∫ pb+(1−p)a

a
f
(

px + qy
p + q

)
a
dqxadqy

= g
(

p
p + q

)
≤ 1

p

∫ p

0
g(t) adp,qt

=
1

p(pb − pa)2

∫ p

0

∫ pb+(1−p)a

a

∫ pb+(1−p)a

a
f (tx + (1 − t)y) adp,qxadp,qyadp,qt

≤ qg(0) + pg(1)
p(p + q)

=
1

p(pb − pa)

∫ pb+(1−p)a

a
f (x) adp,qx.

This completes the proof.

Remark 3. If p = 1 and q → 1, then (16) reduces to:

1
(b − a)2

∫ b

a

∫ b

a
f
(

x + y
2

)
dxdy ≤ 1

(b − a)2

∫ 1

0

∫ b

a

∫ b

a
f (tx + (1 − t)y)dxdydt

≤ 1
b − a

∫ b

a
f (x)dx,

which readily appeared in [25].

91



Axioms 2019, 8, 68

Theorem 8. Let f : [a, b] → R be a (p, q)-differentiable convex continuous function and 0 < q < p ≤ 1,
then the following inequalities:

0 ≤ p
b−a

∫ pb+(1−p)a
a f (x) adp,qx

− 1
(b−a)2

∫ pb+(1−p)a
a

∫ pb+(1−p)a
a f (tx + (1 − t)y) adp,qxadp,qy

≤ t
[

p2 f (a)+pq f (pb+(1−p)a)
p+q − p

b−a

∫ pb+(1−p)a
a f (qx + (1 − q)a) adp,qx

]
,

(17)

are valid for all t ∈ [0, 1].

Proof. Since f is convex on J, it follows that:

f (tx + (1 − t)y) ≤ t f (x) + (1 − t) f (y)

for all x, y ∈ [a, b] and t ∈ [0, 1]. Taking double (p, q)-integration on both sides of the above inequality
on [a, pb + (1 − p)a]× [a, pb + (1 − p)a], we obtain:

∫ pb+(1−p)a

a

∫ pb+(1−p)a

a
f (tx + (1 − t)y) adp,qxadp,qy

≤
∫ pb+(1−p)a

a

∫ pb+(1−p)a

a
[t f (x) + (1 − t) f (y)] adp,qxadp,qy

= p(b − a)
∫ pb+(1−p)a

a
f (x)adp,qx.

On the other hand, since f is (p, q)-differentiable convex on [a, b] and f ′ ≥ aDp,q f , we have:

f (tx + (1 − t)y)− f (y) ≥ t(x − y) aDp,q f (y)

for all x, y ∈ [a, b] and t ∈ [0, 1]. Taking the double (p, q)-integration on both sides of the above
inequality on [a, pb + (1 − p)a]× [a, pb + (1 − p)a], we obtain:

∫ pb+(1−p)a

a

∫ pb+(1−p)a

a
f (tx + (1 − t)y) adp,qxadp,qy − (pb − pa)

∫ pb+(1−p)a

a
f (x) adp,qx

≥ t
∫ pb+(1−p)a

a

∫ pb+(1−p)a

a
(x − y)aDp,q f (y) adp,qxadp,qy. (18)

Since,

∫ pb+(1−p)a

a

∫ pb+(1−p)a

a
(x − y)aDp,q f (y) adp,qxadp,qy

= (pb − pa)
∫ pb+(1−p)a

a
f (qx + (1 − q)a) adp,qx − (b − a)2 [p

2 f (a) + pq f (pb + (1 − p)a)]
p + q

.

Substituting the above inequality in (18), we have:

(pb − pa)
∫ pb+(1−p)a

a
f (x) adp,qx −

∫ pb+(1−p)a

a

∫ pb+(1−p)a

a
f (tx + (1 − t)y) adp,qxadp,qy

≤ t
[
(b − a)2 [p

2 f (a) + pq f (pb + (1 − p)a)]
p + q

− (pb − pa)
∫ pb+(1−p)a

a
f (qx + (1 − q)a) adp,qx

]
for all t ∈ [0, 1], which completes the proof.
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Remark 4. If p = 1 and q → 1, then (17) reduces to:

0 ≤ 1
b − a

∫ b

a
f (x)dx − 1

(b − a)2

∫ b

a

∫ b

a
f (tx + (1 − t)y)dxdy

≤ t
[

f (a) + f (b)
2

− 1
b − a

∫ b

a
f (x)dx

]
,

which readily appeared in [25,26].

Corollary 2. Let f : [a, b] → R be a (p, q)-differentiable convex continuous function and 0 < q < p ≤ 1.
Then, we have:

0 ≤ p
b−a

∫ pb+(1−p)a
a f (x) adp,qx − 1

(b−a)2

∫ pb+(1−p)a
a

∫ pb+(1−p)a
a f

(
x+y

2

)
adp,qxadp,qy

≤ 1
2

[
p2 f (a)+pq f (pb+(1−p)a)

p+q − p
b−a

∫ pb+(1−p)a
a f (qx + (1 − q)a) adp,qx

]
.

(19)

Remark 5. If p = 1 and q → 1, then (19) reduces to:

0 ≤ 1
b − a

∫ b

a
f (x)dx − 1

(b − a)2

∫ b

a

∫ b

a
f
(

x + y
2

)
dxdy

≤ 1
2

[
f (a) + f (b)

2
− 1

b − a

∫ b

a
f (x)dx

]
,

which readily appeared in [25].

Theorem 9. Let f : [a, b] → R be a (p, q)-differentiable convex continuous function, which is defined at the
point qa+pb

p+q ∈ (a, b) and 0 < q < p ≤ 1. Then, the following inequalities:

0 ≤ 1
b−a

∫ pb+(1−p)a
a f (x) adp,qx − 1

b−a

∫ pb+(1−p)a
a f

(
tx + (1 − t) qa+pb

p+q

)
adp,qx

≤ (1 − t)
[

p f (a)+q f (pb+(1−p)a)
p+q − 1

b−a

∫ pb+(1−p)a
a f (qx + (1 − q)a) adp,qx

] (20)

are valid for all t ∈ [0, 1].

Proof. Since f is convex on [a, b] and using Theorem 3, we have:

1
p(b − a)

∫ pb+(1−p)a

a
f
(

tx + (1 − t)
qa + pb

p + q

)
adp,qx

≤ t
p(b − a)

∫ pb+(1−p)a

a
f (x) adp,qx + (1 − t) f

(
qa + pb

p + q

)
≤ t

p(b − a)

∫ pb+(1−p)a

a
f (x) adp,qx +

1 − t
p(b − a)

∫ pb+(1−p)a

a
f (x) adp,qx

=
1

p(b − a)

∫ pb+(1−p)a

a
f (x) adp,qx

for all t ∈ [0, 1].
On the other hand, since f is the (p, q)-differentiable convex on [a, b], we have:

f
(

tx + (1 − t)
qa + pb

p + q

)
− f (x) ≥ (1 − t)

(
qa + pb

p + q
− x

)
aDp,q(x).
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Taking the double (p, q)-integration on both sides of the above inequality on [a, b], we obtain:

1
p(b−a)

∫ pb+(1−p)a
a f

(
tx + (1 − t) qa+pb

p+q

)
adp,qx − 1

p(b−a)

∫ pb+(1−p)a
a f (x) adp,qx

≥ (1−t)
p(b−a)

∫ pb+(1−p)a
a

(
qa+pb

p+q − x
)

aDp,q f (x)adp,qx.
(21)

Since, ∫ pb+(1−p)a
a

(
qa+pb

p+q − x
)

aDp,q f (x)adp,qx

=
∫ pb+(1−p)a

a f (qx + (1 − q)a)adp,qx − (b − a) p f (a)+q f (pb+(1−p)a)
p+q .

(22)

This completes the proof.

Corollary 3. Let f : [a, b] → R be a (p, q)-differentiable convex continuous function and 0 < q < p ≤ 1.
Then, we have:

0 ≤ 1
b−a

∫ pb+(1−p)a
a f (x) adp,qx − 2

b−a

∫ (p2+pq)(b−a)+(p+2q)a+pb
2(p+q)

a(p+2q)+pb
2(1+q)

f (x) adp,qx

≤ 1
2

[
p f (a)+q f (pb+(1−p)a)

p+q − 1
b−a

∫ pb+(1−p)a
a f (qx + (1 − q)a) adp,qx

]
.

(23)

Theorem 10. Let f : [a, b] → R be a (p, q)-differentiable convex continuous function, which is defined at the
point pa+qb

p+q ∈ (a, b) and 0 < q < p ≤ 1. Then, the following inequalities:

(1 − t) p(p−q)(b−a)
p+q f ′

(
pa+qb
p+q

)
≤ 1

b−a

∫ pb+(1−p)a
a f (x) adp,qx − 1

b−a

∫ pb+(1−p)a
a f

(
tx + (1 − t) pa+qb

p+q

)
adp,qx

≤ (1 − t)
[

q f (a)+p f (pb+(1−p)a)
p+q − 1

b−a

∫ pb+(1−p)a
a f (qx + (1 − q)a) adp,qx

] (24)

are valid for all t ∈ [0, 1].

Proof. The proof of this theorem follows a similar procedure as Theorem 9 by using Theorem 4.

Corollary 4. Let f : [a, b] → R be a (p, q)-differentiable convex continuous function and 0 < q < p ≤ 1.
Then, we have:

p(p−q)(b−a)
2(p+q) f ′

(
pa+qb
p+q

)
≤ 1

b−a

∫ pb+(1−p)a
a f (x) adp,qx − 2

b−a

∫ (p2+pq)(b−a)+(2p+q)a+qb
2(1+q)

2pa+q(a+b)
2(p+q)

f (x) adp,qx

≤ 1
2

[
q f (a)+p f (pb+(1−p)a)

p+q − 1
b−a

∫ pb+(1−p)a
a f (qx + (1 − q)a) adp,qx

]
.

(25)

Theorem 11. Let f : [a, b] → R be a (p, q)-differentiable convex continuous function, which is defined at the
point a+b

2 ∈ (a, b) and 0 < q < p ≤ 1. Then, the following inequalities:

(1 − t) p(p−q)(b−a)
2(p+q) f ′

(
a+b

2

)
≤ 1

b−a

∫ pb+(1−p)a
a f (x) adp,qx − 1

b−a

∫ pb+(1−p)a
a f

(
tx + (1 − t) a+b

2

)
adp,qx

≤ (1 − t)
[

f (a)+ f (pb+(1−q)a)
2 − 1

b−a

∫ pb+(1−p)a
a f (qx + (1 − q)a) adp,qx

] (26)
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are valid for all t ∈ [0, 1].

Proof. The proof of this theorem follows a similar procedure as Theorem 9 by using Theorem 5.

Corollary 5. Let f : [a, b] → R be a (p, q)-differentiable convex continuous function and 0 < q < p ≤ 1.
Then, we have:

p(p−q)(b−a)
4(p+q) f ′

(
a+b

2

)
≤ 1

b−a

∫ pb+(1−p)a
a f (x) adp,qx − 2

b−a

∫ 2p(b−a)+3a+b
4

3a+b
4

f (x) adp,qx

≤ 1
2

[
q f (a)+p f (pb+(1−p)a)

p+q − 1
b−a

∫ pb+(1−p)a
a f (qx + (1 − q)a) adp,qx

]
.

(27)

Remark 6. If p = 1 and q → 1, then (20), (24), and (26) reduce to:

0 ≤ 1
b − a

∫ b

a
f (x)dx − 1

b − a

∫ b

a
f
(

tx + (1 − t)
a + b

2

)
dx

≤ (1 − t)
[

f (a) + f (b)
2

− 1
b − a

∫ b

a
f (x)dx

]
,

which readily appeared in [25].

Remark 7. If p = 1 and q → 1, then (23), (25), and (27) reduce to:

0 ≤ 1
b − a

∫ b

a
f (x)dx − 2

b − a

∫ a+3b
4

3a+b
4

f (x)dx ≤ 1
2

[
f (a) + f (b)

2
− 1

b − a

∫ b

a
f (x)dx

]
,

which readily appeared in [25].

4. Conclusions

In this paper, we have obtained some new results for the (p, q)-calculus of Hermite–Hadamard
inequalities for the double integral and refinements of the Hermite–Hadamard inequality. Our work
has improved the results of [23] and can be reduced to the classical inequality formulas in special cases
when p = 1 and q → 1. It is expected that this paper may stimulate further research in this field.
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Abstract: In this paper, we obtain a new series representation for the generalized Bose–Einstein
and Fermi–Dirac functions by using fractional Weyl transform. To achieve this purpose, we obtain
an analytic continuation for these functions by generalizing the domain of Riemann zeta functions
from (0 < �(s) < 1) to (0 <�(s) < μ). This leads to fresh insights for a new generalization of the
Riemann zeta function. The results are validated by obtaining the classical series representation of
the polylogarithm and Hurwitz–Lerch zeta functions as special cases. Fractional derivatives and the
relationship of the generalized Bose–Einstein and Fermi–Dirac functions with Apostol–Euler–Nörlund
polynomials are established to prove new identities.

Keywords: Fermi–Dirac function; Bose–Einstein function; Weyl transform; series representation

1. Introduction

The importance of the Fermi–Dirac and Bose–Einstein functions emerges from their fundamental
presence in quantum physics and related sciences. Unlike the classical mechanics of particles, where
the Maxwell distribution is used to study the velocity of classical gas molecules, the quantum gas
is analyzed by using the Fermi–Dirac and Bose–Einstein functions. The distinct particles obey
Fermi–Dirac statistics, while the indistinct particles follow Bose–Einstein statistics. All particles have a
spin in relation to the usual theory. Fermions have half-integer spin and bosons have integer spin.
The Fermi–Dirac and Bose–Einstein distribution functions are used to analyze them in the language
of mathematics and physics. Indistinguishable particles that are not categorized through either of
the aforementioned types are called anyons. The extensions of the Bose–Einstein and Fermi–Dirac
functions interpolate between the two. Therefore, Chaudhry et al. [1] proposed that the extensions of
the Bose–Einstein and Fermi–Dirac functions may help to describe anyons. In this paper, we generalize
the results of Chaudhry and Qadir [2] by proving a general representation theorem to establish a
new series representation of the generalized Bose–Einstein and Fermi–Dirac functions. However,
we also discuss the fractional derivative, and the relationship of the generalized Bose–Einstein and
Fermi–Dirac functions with Apostol–Euler–Nörlund polynomials. Before we provide our research
results, it is necessary to enlist all the basic definitions and preliminaries that are required to present
and understand this work.

Axioms 2019, 8, 63; doi:10.3390/axioms8020063 www.mdpi.com/journal/axioms97
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2. Materials and Methods

2.1. Generalized Bose–Einstein and Fermi–Dirac Functions

During the course of our investigation, we consider the subsequent usual notations:

N := {1, 2, 3 . . . .}, N∪ {0} = N0;Z− = {−1,−2,−3 . . .}.

In addition, Z is the set of integers, R denotes the set of real numbers, R+ denotes the set of positive
numbers, and C is the set of complex numbers, s = σ+ iτ. Gamma function Γ(s) as a generalization
of factorials is also used here as a basic special function. For a detailed study of gamma and related
functions, we refer the interested reader to [3,4].

More recently, Bayad and Chikhi [5] introduced and studied the generalized Fermi–Dirac functions
given by ([5], (p. 12), Equation (45))

Θν (s,μ; x) := Γ(μ)
Γ(s)

∫ ∞
0

ts−1e−ν(x+t)

(ex+t+1)μ dt

(�(x) ≥ 0, �(ν) > −�(μ) ∧�(s) >�(μ) > 0 when e−x � −1)
(1)

and their series representation is given by ([5], (p. 12), Equation (46))

Θν (s,μ; x) :=
∞∑

n=1

(−1)nΓ(μ+ n)e−(ν+μ+n)x

n!(ν+ μ+ n)s . (2)

For μ = 1, in Equation (1) the extended Fermi–Dirac functions ([6], (p. 113), Equation (3.14)) are given
here by

Θν(s; x) := Θν (s, 1; x) = 1
Γ(s)

∫ ∞
0

ts−1e−ν(t+x)

et+x+1 dt

(�(x) ≥ 0, �(ν) > −1),
(3)

and for ν = 0 and μ = 1 in Equation (1), the original Fermi–Dirac function is given by ([6], (p. 109),
Equation (1.12))

Fs−1(x) := Θ0 (s, 1; x) =
1

Γ(s)

∫ ∞

0

ts−1

et+x + 1
dt (�(x) ≥ 0;�(s) > 0). (4)

Similarly, the generalized Bose–Einstein functions Ψν(s, α ; x), which are defined by ([5], (p. 13),
Equation (51)), are as follows

Ψν(s,μ; x) := Γ(μ)
Γ(s)

∫ ∞
0

ts−1e−νt

(et+x−1)μ dt

(�(x) ≥ 0,�(ν) > −�(μ) ∧ �(s) >�(μ) > 0 when e−x = 1 ∧ �(s) > 0 ),
(5)

and their series representation is given by ([5], (p. 13), Equation (52))

Ψν (s,μ; x) :=
∞∑

n=1

Γ(μ+ n)e−(ν+μ+n)x

n!(ν+ μ+ n)s . (6)

For μ = 1, the extended Bose–Einstein functions ([6], (p. 115), Equation (4.4)) are given here by

Ψν(s; x) := Ψν(s, 1; x) =
1

Γ(s)

∫ ∞

0

ts−1e−νt

et+x − 1
dt (�(x) ≥ 0, �(ν) > −1), (7)

and the original Bose–Einstein function is given by ([6], (p. 109), Equation (1.13)).

Bs−1(x) := Ψ0 (s, 1; x) =
1

Γ(s)

∫ ∞

0

ts−1

et+x − 1
dt (�(x) ≥ 0;�(s) > 1). (8)
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For further study of the Fermi–Dirac and Bose–Einstein functions, we refer the interested reader
to [7–9]. The reduction and duality theorems for these functions are given by ([5], (p. 12–13))

Θν−M(s; μ+ M; x) =
M∑

m=0

R1(M , m,−ν)Θν(s−m,μ; x), (9)

Θν(s−M;μ; x) =
M∑

m=0

(−1)M−mR(M , m,−ν)Θν−m(s , μ+ m; x), (10)

Ψν−M(s; μ+ M; x) =
M∑

m=0

R1(M , m,−ν)Ψν(s−m, μ; x), (11)

Ψν(s−M; μ; x) =
M∑

m=0

(−1)M−mR(M , m,−ν)Ψν−m(s , μ+ m; x), (12)

respectively, where R1(M , m,−ν) and R(M , m,−ν) are the polynomials having explicit
representations in terms of Stirling numbers. For examples and details see Carlitz [10,11]. More recently,
Tassaddiq [12,13] considered the λ-generalized extended Fermi–Dirac functions and λ-generalized
extended Bose–Einstein functions as a transformed form of Srivastava’s λ-generalized Hurwitz–Lerch
zeta functions ([14], (p. 1487), Equation (1.14)). In this research, we generalize the results of Chaudhry
and Qadir [2]. To achieve this goal, it is important to briefly highlight their relationship with the zeta
functions. It should be noted that for x = 0, the Bose–Einstein and Fermi–Dirac functions are related to
the Riemann zeta functions respectively.

ζ(s) := Bs−1(0);�(s) > 1 (13)

ζ(s)
(
1− 21−s

)
:= Fs−1(0);�(s) > 0. (14)

The polylogarithm function is an important function in the study of theory of polymers that was
introduced and investigated by Truesdell [15]

Lis(z) :=
∞∑

n=1

zn

ns (s ∈ C, |z|< 1;�(s) >1, |z| = 1). (15)

It generalizes the Riemann zeta function, as we have

Lis(1) = φ(1, s) = ζ(s) (�(s) > 1 ), (16)

and it can also be represented as an integral

Lis(z) =
z

Γ(s)

∫ ∞

0

ts−1

et − z
dt (s ∈ C when |z|< 1;�(s) >1 and when |z| = 1). (17)

In our present analysis, we are especially interested in Lindelöf’s representation of these functions
given by ([15], (p. 149), Equation (13)),

Lis(z) = Γ(1− s)(log z)s−1 +
∑∞

n=0 ζ(s− n) (log z)n

n!
(
∣∣∣log z

∣∣∣ < 2π , s � 1, 2, 3, . . . ,ν � 0,−1,−2, . . . , ).
(18)
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The Hurwitz–Lerch zeta function ([16], (p. 27)), as a generalization of the polylogarithm, is
given by

Φ(z, s, a) =
∞∑

n=0

zn

(n + a)s (a ∈ C\Z−; s ∈ C when |z|< 1; �(s) >1 when |z| = 1). (19)

It has a meromorphic extension to the whole complex s-plane, while it has a simple singularity at
s = 1 of residue 1. It is also represented by ([16], (p. 27), Equation (1.6))

Φ(z, s, a) =
1

Γ(s)

∫ ∞

0

ts−1e−at

1− ze−t dt (|z|< 1⇒�(s) >0;�(a) > 0; z = 1⇒�(s) > 1 ). (20)

Apart from other applications, the Hurwitz–Lerch zeta function is the most general function in the
original zeta family. For example, different values of the involved parameters in (19–20) yield the
following relationships with the polylogarithm, Hurwitz, and Riemann zeta functions, respectively:

Lis(z) :=
∞∑

n=1

zn

ns = zΦ(s, z, 1), (21)

ζ(s, a) :=
∞∑

n=0

1
(n + a)s = Φ(s, 1, a), (22)

ζ(s) :=
∞∑

n=1

1
ns = Φ(s, 1, 1) = ζ(s, 1). (23)

For our purposes, it is important to note that the Hurwitz–Lerch zeta function has a series representation
([16], (pp. 28–29))

Φ(z, s,ν) = Γ(1−s)
zν (log 1

z )
s−1

+ z−ν
∞∑

n=0
ζ(s− n,ν) (log z)n

n!(∣∣∣log z
∣∣∣ < 2π , s � 1, 2, 3, . . . ,ν � 0,−1,−2, . . . , )

(24)

that generalizes Lindelöf’s representation (18).
Further to all of the above discussion, Chaudhry et al. [17] defined a new generalization of the

Riemann zeta function in the critical strip by

Ξa(s; x) :=
1

Γ(s)

∫ ∞

x
(t− x)s−1

( 1
et − 1

− 1
t

)
e−at dt (0 < �(s) < 1 : x ≥ 0; a ≥ 0). (25)

The Riemann hypothesis is a well-known unsolved problem in analytic number theory [18].
It states that “all the non-trivial zeros of the zeta function exist on the line s = 1/2”. These zeros seem
to be complex conjugates and are hence symmetrical on this line. The Riemann zeta function in the
critical strip is defined and studied in [18]

ζ(s) :=
1

Γ(s)

∫ ∞

0
ts−1

( 1
et − 1

− 1
t

)
dt (0 < �(s) < 1), (26)

which can be obtained as a special case of Equation (25) by putting x = a = 0.

2.2. A Class�∞(A, P, δ) of Functions and the Representation Theorem

More recently Chaudhry and Qadir [19] discussed some important classes of functions.
The statements of this section are taken from [19–21].

We first give a brief introduction to the function spaces H(ξ;η) and H(∞;η). The elements of
H(ξ;η) are particular functions f ∈ C∞(0,∞) that satisfy the following conditions
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1.
∫ T

0 f(t)dt is well defined for T ∈ [0,∞);

2. f(t) = O(t−η) ( t→ 0+ );
3. f(t) = O(t−ξ) ( t→∞ ).

Furthermore, if f(t) = O(t−ξ) ( t→∞; ξ ∈ R+
0 ), then f(t) ∈ H(∞;η). We can note that H(∞;η) ⊂

H(ξ;η) (∀ξ ∈ R+
0 ).

Clearly, we have

f(t) = e−bt ∈ H(∞, 0) (b > 0). (27)

The Mellin transform of f ∈ H(ξ;η) is defined by

fM(s) = M[f(t); s] :=
∫ ∞

0
f(t)ts−1dt (s = σ+ iτ, η <�(s) < ξ). (28)

The fractional Weyl transform of f ∈ H(ξ; 0) is defined by

Ω(s; x) := W−s[f(t)](x) := 1
Γ(s)M[f(t + x); s]

= 1
Γ(s)

∫ ∞
0 f(t + x)ts−1dt = 1

Γ(s)

∫ ∞
x f(t)(t− x)s−1dt; (s = σ+ iτ , 0 <�(s) < ξ , x ≥ 0).

(29)

Considering�(s) ≤ 0, we define the Weyl transform of ω ∈ H(ξ; 0) as follows,

Ω(s; x) := W−s[f(t)](x) := (−1)n dn

dxn (Ω(n + s; x)), (0 ≤ n +�(s) < ξ), (30)

and
Ω(0; x) := ω(x). (31)

We can rewrite Equation (30) alternately as

Ω(−s; x) := Ws[ω(t)](x) = (−1)n dn

dxn

(
W−(n−s)[ω(t)](x)

)
=: (−1)n dn

dxn (Ω(n− s; x)) (0 ≤ n−�(s)< ξ,�(s) >0).
(32)

For these formulae, n ≥ �(s) where n is the positive and smallest such integer. For s = n in
Equation (32), we get

Ω(−n; x) := Wn[ω(t)](x) := (−1)n dn

dxn (Ω(0; x)) = (−1)n dn

dxn (ω(x)). (33)

Note that
{
Ws} (s ∈ C) satisfies

W−(μ+s)[ω(t)](x) = W−μ[Ω(s; t)](x) = Ω(s + μ; x) (34)

the multiplicative group property. For further detailed study of Weyl and related integral transforms,
we refer the interested reader to [22–24].

The space of analytic functions [20,21] as discussed by Hardy is reviewed here as follows: Let
0 < δ < 1 and H(δ) :=

{
s = σ+ iτ :�(s) ≥ −δ} be the half space. Further, for an analytic function

φ(s), sεH(δ), suppose that 0 < A < π and

� = �(A, P, δ) :=
{
φ(s) :

∣∣∣φ(s)∣∣∣ ≤ CePσ+A|τ|} (35)
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is called the Hardy space of analytic functions that restricts the parameter A to lie in (0,π). Consider a
function φ ∈ � and define

Φ(x) :=
1

2πi

∫ c+i∞

c−i∞
π

sinπs
φ(−s)x−sds (0 < c < δ), (36)

such that the kernel is majorized by

e−(π−A)|τ|e−Pcx−c, (x > 0). (37)

These are uniformly convergent in an interval of 0 < x ≤ x0 ≤ X < ∞. Therefore, the function
Φ(x) is regular, and represented by the integral (36), for all positive x. We combine these classes to
define a new class of functions for our purposes. Assume that ω(0) := Ω(0; 0) is well defined and
ω(x) := Ω(0; x) (x ≥ 0). Then, ω ∈ �∞(A, P, δ) iffω ∈ H(δ; 0) and

∣∣∣∣∣∣
Ω(s; 0)
Γ(1− s)

∣∣∣∣∣∣ ≤ Ceσp+A|τ| (0 ≤ �(s) < δ). (38)

Theorem 1. Let ϕ ∈ H(δ; 0) and Φ(s; x) (x > 0) be its Weyl transform; then, the series representation is

Φ(s; x) =
∞∑

n=0

Φ(s− n; 0)(−x)n

n!
(0 ≤ �(s) < δ, 0 < x < ∞). (39)

Proof. Since ϕ ∈ �∞(A, P, δ), the inverse Mellin transform is

Φ(0; x) := 1
2πi

∫ c+i∞
c−i∞ ϕM(s)x−sds

= 1
2πi

∫ c+i∞
c−i∞ Γ(s)Φ(s; 0)x−sds = 1

2πi

∫ c+i∞
c−i∞

πΦ(s;0)
sin(πs)Γ(1−s)x−sds

(0 ≤ c < δ , x > 0),

(40)

well defined because the integrand is majorized by a constant multiple of e−(π−A)|τ|e−Pcx−c.
Familiar Cauchy’s theorem for complex numbers is used to invert the Mellin transform in

Equation (40). The integrand has singularities of order 1 at s = −n (n = 0, 1, 2, 3, . . .) with residues
Φ(−n;0)(−x)n

n! . Therefore,

Φ(0; x) =
∞∑

n=0

(−1)nΦ(−n; 0)xn

n!
(0 < x < e−p). (41)

Because ϕ ∈ H(δ; 0), the series (41) extends uniquely for the Weyl transform as

(s; x) =
∞∑

n=0

Φ(s− n; 0)(−x)n

n!
(0 < x < e−p , 0 ≤ �(s) < δ). (42)

�

Theorem 2. Let ϕ ∈ �∞(A, P, δ) and

ψ(t) = λt−μ +ϕ(t) (μ > 0). (43)

Then, the Weyl transform Ψ(s; x) has a closed form representation

Ψ(s; x) = λ
Γ(μ− s)

μ
xs−μ +

∞∑
n=0

Φ(s− n; 0)(−x)n

n!
(0 ≤ �(s) < min(δ,μ); 0 < x < e−p). (44)
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Proof. An application of the linearity property of Weyl’s transform to Equation (43) gives

Ψ(s; x) = W−s[ψ(t)](x) = λW−s[t−μ](x) + Φ(s; x)
(0 ≤ �(s) < min(δ,μ); 0 < x < e−p).

(45)

However, (see [22], (p. 249)) we have

W−s[t−μ](x) =
Γ(μ− s)

μ
xs−μ; (0 <�(s) < μ; 0 < x < ∞). (46)

From Equations (38), (42), and (46) we arrive at Equation (44). �

Example 1. Define

ϕ(t) :=
1

et − 1
− 1

t
(t > 0). (47)

Note that ϕ ∈ �∞(π2 , ln(1/2π), δ) and

Φ(s, 0) = ζ(s) (0 <�(s) < 1). (48)

Hence, we have an expansion

Φ(0, x) =
1

ex − 1
− 1

x
= ζ(0) +

∞∑
n=1

(−1)n
ζ(−n)xn

n!
(0 < x < 2π), (49)

which is the standard result. Using

ζ(−n) = − Bn

n + 1
(n = 0, 1, 2, 3, . . .), (50)

we can rewrite Φ(s; x) in terms of Bernoulli numbers.

3. Results

Application of the General Representation Theorem to the Generalized Bose–Einstein and Fermi–Dirac and
Related Functions

In this section, we first evaluate the fractional Weyl transform for the function involved in the
integrand of generalized Bose–Einstein functions and then analytically continued this function in the
interval (0 <�(s) < μ), namely the generalized critical strip.

Remark 1. To apply the general representation theorem, we first discussed analytic continuation of the
Bose–Einstein function in the critical strip. The integral representation (5) of the generalized Bose–Einstein
function Ψν (s,μ; 0) can be continued to the domain, 0 < �(s) < μ, where a particular case of this domain
0 < �(s) < 1 is known as the critical strip for the zeta function. For�(s) > μ, we may write in the usual
sense as we write for the zeta function ([18], (p. 37))

Γ(s)Ψν (s,μ; 0) =
∫ 1

0

(
e−νt

(et − 1)μ
− 1

tμ

)
ts−1dt +

1
s− μ

+

∫ ∞

1

e−νt

(et − 1)μ
ts−1dt,

(51)
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which is true by analytic continuation for�(s) > 0. For these values 0 <�(s) < μ, we get

1
s− μ =

∫ ∞

1

ts−1

tμ
dt , (52)

such that we can write

Γ(s)Ψν (s,μ; 0) =
∫ ∞

0

(
e−νt

(et − 1)μ
− 1

tμ

)
ts−1dt (0 <�(s)< μ;�(ν) >0). (53)

Putting ν = 0 in Equation (53), we get the representation

Γ(s)Ψ0 (s,μ; 0) =
∫ ∞

0

(
1

(et − 1)μ
− 1

tμ

)
ts−1dt (0 <�(s) < μ). (54)

Putting ν = 0; μ = 1 in Equation (53), the classical representation (26) for the Riemann zeta function is
recovered.

Remark 2. The series representation (24) for the Hurwitz–Lerch function is proved in ([16], (p. 28)) by using
the following steps.

1. Using the contour integral to state the involved function
2. Using the Cauchy residue theorem from complex analysis
3. Using the following identity known as Hurwitz formula [16]

ζ(s,ν) = 2(2π)s−1Γ(1− s)
∞∑

n=1

sin(2πnν+ πs
2 )

n1−s
(�(s) < 0 , 0 < ν ≤ 1). (55)

In this section, we have obtained a new series representation for the generalized Bose–Einstein and
Fermi–Dirac functions. We have shown that the above stated results (18) and (24) for the polylogarithm
and Hurwitz–Lerch functions are special cases by using the fractional Weyl transform.

Theorem 3. Show that the generalized Fermi–Dirac functions have a series representation

Θν(s,μ; x) := Γ(μ)
∞∑

M=0

Θν (s−M,μ;0)xM

M!
= Γ(μ)

∞∑
M=0

∑M
m=0 (−1)M−mR(M , m,−ν)Θν−m(s , μ+ m; 0)

M! xM

(0 ≤ �(s) < μ; ν � 0,−1,−2, . . .).
(56)

Proof. The generalized Fermi–Dirac function (1) can be written as

Θν(s,μ; x) = Γ(μ)
Γ(s)

∫ ∞
x e−νt (t−x)s−1

(et+1)μ dt

=
Γ(μ)
Γ(s)

∫ ∞
x

[
e−νt

(et+1)μ

]
(t− x)s−1dt

= Γ(μ)W−s
[

e−νt

(et+1)μ

]
(x) = Γ(μ)

∞∑
M=0

Θν (s−M,μ;0)
M! xM ,

(57)

which leads to the required result by using Equations (10) and (39). �

Corollary 1. The Fermi–Dirac function has a representation ([2], Equation (4.2)):

Fs−1(x) :=
∞∑

M=0

(1−2M−s+1)ζ(s−M)xM

M!
. (58)
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Proof. This result follows by putting μ = 1;ν = 0 in Equation (56) and using Equation (14). �

Theorem 4. Show that the generalized Bose–Einstein functions have a series representation:

Ψν (s,μ; x) = Γ(μ)Γ(μ−s)
μ xs−μ + Γ(μ)

∞∑
M=0

(−1)MΨν(s−M , μ;0)
M! xM

(0 ≤ �(s) < μ; ν � 0,−1,−2, . . .).
(59)

Proof. First, we note that the integral representation (5) can be rewritten as

Ψν (s,μ; x) :=
Γ(μ)
Γ(s)

∫ ∞

0

ts−1e−νt

(et+x − 1)μ
dt =

Γ(μ)
Γ(s)

∫ ∞

x
e−νt (t− x)s−1

(et − 1)μ
dt, (60)

which can be rearranged as follows

=
Γ(μ)
Γ(s)

∫ ∞

x

[
e−νt

(et − 1)μ
− 1

tμ
+

1
tμ

]
(t− x)s−1dt . (61)

Next, by making use of the definition of Weyl transform, we get

Ψν (s,μ; x) = Γ(μ)W−s
[

e−νt

(et − 1)μ
− 1

tμ

]
(x) + Γ(μ)W−s

[ 1
tμ

]
(x). (62)

However, an application of the Weyl transform (46) along with an application of the general
representation theorem (39) on the left hand side of the above Equation (62) leads to the required series
representation. �

Corollary 2. The Bose–Einstein function has a representation ([2], Equation (4.7)):

Bs−1(x) = Γ(1− s)xs−1 +
∞∑

M=0

(−1)n
ζ (s−M)xM

M!
. (63)

Proof. The result follows by putting μ = 1;ν = 0 in Equation (59) and using Equation (13). �

Remark 3. Putting μ = 1; x = log 1
z ⇒ z = e−x;−x = logz , replacing ν by ν − 1 in (59), and using the

relation, ([6], Equation (4.5)) Ψv(s; x) = e−(v+1)xΦ(e−x , s, v + 1), we obtain

zνΦ(z, s,ν) = Γ(1− s)(log 1
z )

s−1
+

∞∑
M=0

ζ(s−M,ν) (log z)M

M!

(∣∣∣log z
∣∣∣ < 2π , s � 1, 2, 3, . . . ,ν � 0,−1,−2, . . .), (64)

which is exactly Equation (24). Further, by putting ν = 0, we deduce Lindelöf’s representation (18) for the
polylogarithm function.

Remark 4. The use of fractional derivatives and fractional integrals has become vital to solve many physical
problems that were unsolvable otherwise, see for example [25,26]. For our interest, the Riemann–Liouville
fractional derivative is defined by ([22], (p. 70)) and [23].

D
μ
z
{
f (z)

}
:=

⎧⎪⎪⎨⎪⎪⎩
1

Γ(−μ)
∫ z

0 (z− t)μ−1 f (t)dt�(μ) > 0
dm

dzm

{
D
μ−m
z

{
f (z)

}}
(m− 1 ��(μ) < m(m ∈ N)). (65)
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It is important to notice from integral representations (1) and (5) that the functions Θν (s,μ; x) and
Ψν (s,μ; x) are in effect a Riemann–Liouville fractional derivative of the Fermi–Dirac and Bose–Einstein
functions respectively given by

Θν (s,μ; x) =
1

Γ(μ)
Dμ−1

x

{
e−x(μ−1)Θν (s; x)

}
;�(μ) > 0, (66)

Θν (s,μ; x) =
1

Γ(μ)
Dμ−1

x

{
e−x(μ−1)Θν (s; x)

}
;�(μ) > 0. (67)

Remark 5. The Apostol–Euler–Nörlund polynomials E(μ)
n (x; λ) [27,28] are defined by the generating function

( 2
λet + 1

)μ
evt =

∞∑
n=0

E(μ)
n (v; λ)

tn

n!
; |t| <

∣∣∣log(−λ)
∣∣∣;λ � −1 (68)

and Bernoulli–Nörlund polynomials [27,28] are defined by

( t
et − 1

)μ
evt =

∞∑
n=0

B(μ)
n (v)

tn

n!
; |t| < |2π|. (69)

It is important to further mention that the relation of the generalized Fermi–Dirac and Bose–Einstein
functions with Apostol—-Euler–Nörlund [27,28] polynomials can be established in view of integral
representations (1) and (5), respectively, as follows.

Consider ([5], Equation (47))

Θv (s,μ; x) = e−x(v+μ)ζ(s,μ; ν+ μ,−e−x). (70)

Now, replace ν by ν− μ and s = −m in Equation (70); we get

Θv−μ (−m,μ; x) = e−xvζ(−m,μ; ν,−e−x). (71)

Next, by using λ = e−x;α = μ in ([5], Equation (27)), we get

Θv−μ (−m,μ; x) = e−xvΓ(μ)2−μE(μ)
m (ν; e−x). (72)

Similarly, by considering (5], Equation (53)) and replacing ν by ν− μ, s = −m, we get

Ψv−μ (−m,μ; x) = e−xvζ(−m,μ ; ν, e−x). (73)

Next, by using λ = e−x in ([5], Equation (27)) and using the result in the above Equation (73),
we get

Ψv−μ (−m,μ; x) = e−xvΓ(μ)2−μE(μ)
m (ν;−e−x). (74)

For x = 0, in Equations (72) and (74), we get

Θv−μ (−m,μ; 0) = Γ(μ)2−μE(μ)
m (ν; 1)Ψv−μ (−m,μ; 0) = Γ(μ)2−μE(μ)

m (ν;−1),

which can be used in Equations (56) and (59) to obtain the representation in terms of special cases of
Apostol–Euler–Nörlund polynomials E(μ)

m (v;∓1). Considering the further restrictions v = μ = 1, we
can get these relations in terms of commonly used Bernoulli and Euler numbers.
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Remark 6. One can note that Equation (59) may be stated alternately in terms of Stirling numbers by using
Equation (13) as follows

Ψν (s,μ; x) = Γ(μ)Γ(μ−s)
μ xs−μ + Γ(μ)

∞∑
M=0

(−1)M ∑M
m=0(−1)M−mR(M , m,−ν)Ψν−m(s , μ+m;0)

M! xM

(0 ≤ �(s) < μ; ν � 0,−1,−2, . . .).
(75)

4. Concluding Remarks

One important aspect in relation to the analysis of special functions is to study their representations.
These special functions can be studied in different regions by using their series, asymptotic, and
integral representations. This fact is also important when writing simpler mathematical proofs of
known results. Here, we have provided a new series representation of the generalized Bose–Einstein
and Fermi–Dirac functions by using a general representation theorem. To accomplish this work, we
discussed an analytic continuation for these functions by generalizing the Riemann zeta function from
(0 <�(s) < 1) to (0 <�(s) < μ). This gives new insights for a possible generalization of the Rieman
zeta function

ζ∗μ(s) :=
1

Γ(s)

∫ ∞

0
ts−1

(
1

(et − 1)μ
− 1

tμ

)
dt (0 <�(s) < μ)

and will be discussed in more detail in our future research. Our results were validated by obtaining
known series representations for the polylogarithm and the Hurwitz–Lerch zeta functions as special
cases. A comparison of the known proof of their series representation was given with this new proof.
It is hoped that the general representation theorem can also be applied to analyze other special functions.
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Abstract: The purpose of this note is to provide an expository introduction to some more curious
integral formulas and transformations involving generating functions. We seek to generalize these
results and integral representations which effectively provide a mechanism for converting between a
sequence’s ordinary and exponential generating function (OGF and EGF, respectively) and vice versa.
The Laplace transform provides an integral formula for the EGF-to-OGF transformation, where the
reverse OGF-to-EGF operation requires more careful integration techniques. We prove two variants
of the OGF-to-EGF transformation integrals from the Hankel loop contour for the reciprocal gamma
function and from Fourier series expansions of integral representations for the Hadamard product
of two generating functions, respectively. We also suggest several generalizations of these integral
formulas and provide new examples along the way.
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1. Introduction

1.1. Definitions

Given a sequence { fn}n≥0, we adopt the notation for the respective ordinary generating function
(OGF), F(z), and exponential generating function (EGF), F̂(z), of the sequence in some formal
indeterminate parameter z ∈ C:

F(z) = ∑
n≥0

fnzn (1)

F̂(z) = ∑
n≥0

fn

n!
zn.

Notice that we can always construct these functions over any sequence { fn}n∈N and formally
perform operations on these functions within the ring of formal power series in z without any
considerations on the constraints imposed by the convergence of the underlying series as a complex
function of z. If we assume that the respective series for F(z) or F̂(z) is analytic, or converges absolutely,
for all z ∈ C with 0 < |z| < σf , then we can apply complex function theory to these sequence generating
functions and treat them as analytic functions of z on this region.

We can precisely define the form of an integral transformation (in one variable) as [1] (§ 1.4)

I [ f (x)](k) :=
∫ b

a
K(x, k) f (x)dx, (2)
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Axioms 2019, 8, 62

for −∞ ≤ b < a ≤ +∞ and where the function K : R × C → C is called the kernel of the
transformation. When the function f which we operate on in the formula given by the last equation
corresponds to an OGF or EGF of a sequence with which we are concerned in applications, we consider
integrals of the form in (2) to be so-called generating function transformations. Such generating
function transformations are employed to transform the ordinary power series of the target generating
function for one sequence into the form of a generating function which enumerates another sequence
we are interested in studying.

Generating function transformations form a useful combinatorial and analytic method (depending
on perspective) which can be combined and employed to study new sequences of many forms.
Our focus in this article is to motivate the constructions of generating function transformations as
meaningful and indispensable tools in enumerative combinatorics, combinatorial number theory,
and in the theory of partitions, among other fields where such applications live. The particular
modus operandi within this article shows the evolution of integral transforms for the reciprocal
gamma function, and its multi-factorial integer sequence special cases, as a motivating method for
enumerating several types of special sequences and series which we will consider in the next sections.

The references [2–4] provide a much broader sense of the applications of generating function
techniques in general to those readers who are not familiar with this topic as a means for sequence
enumeration. A comprehensive array of analytic and experimental techniques in the theory of integral
transformations is also treated in the references [1,5]. We focus on only a comparatively few concrete
examples of integral and sequence transformations in the next subsections with hopes to motivate
our primary results proved in this article from this perspective. We hope that the discussion of these
techniques in this short note provide motivation and useful applications to readers in a broader range
of mathematical areas.

1.2. From Hobby To Short Note: OGF-to-EGF Conversion Formulas

A time consuming hobby that the author assumes from time to time is rediscovering old and
unusual identities in mathematics textbooks– particularly in the areas of combinatorics and discrete
mathematics. Favorite books to search include Comtet’s Advanced Combinatorics and the exercises and
their solutions found in Concrete Mathematics by Graham, Knuth and Patashnik. One curious and
interesting conversion operation discussed in the exercises to Chapter 7 of the latter book involves
a pair of integral formulas for converting an arbitrary sequence OGF into its EGF and vice versa
provided the resulting integral is suitably convergent. The exercise listed in Concrete Mathematics
suggests the second form of the operation. Namely, that of converting a sequence EGF into its OGF.

In this direction, we have an easy conversion integral for converting from the EGF of a sequence
{ fn}n≥0, denoted by F̂(z), and its corresponding OGF, denoted by F(z), given by the Laplace–Borel
transform [6] (§ B.14):

L[F̂](z) = F(z) =
∫ ∞

0
F̂(tz)e−tdt.

Other integral formulas for conversions between specified generating function “types” can be
constructed similarly as well (see Section 1.3). The key facets in constructing these semi-standard,
or at least known, conversion integrals is in applying a termwise series operation which generates a
factor, or reciprocal factor, of the gamma function Γ(z + 1) when z ∈ N. The corresponding “reversion”
operation of converting from a sequence’s OGF to its EGF requires a more careful treatment of the
properties of the reciprocal gamma function, 1/Γ(z + 1), and the construction of integral formulas
which generate it for z ∈ N involving the Hankel loop contour described in Section 2.

That being said, Graham, Knuth and Patshnik already suggest a curious “known” integral formula
for performing this corresponding OGF-to-EGF conversion operation of the following form [3] (p. 566):

F̂(z) =
1

2π

∫ π

−π
F

(
ze−ıt) eeıt

dt. (3)
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The statement of this result is given without proof in the identity-full appendix section of the
textbook. When first (re)-discovered many years back, the author assumed that the motivation for
this integral transformation must correspond to the non-zero paths of a complex contour integral for
the reciprocal gamma function. For many years the precise formulation of a proof of this termwise
integral formula and its generalization to enumerating terms of reciprocal generalized multi-factorial
functions, such as 1/(2n − 1)!!, remained a mystery and curiosity of periodic interest to the author.
In the summer of 2017, the author finally decided to formally inquire about the proof and possible
generalizations in an online mathematics forum. The question went unanswered for over a year
until by chance the author stumbled onto a Fourier series identity which finally motivated a rigorous
proof of the formula in (3). This note explains this proof and derives another integral formula for this
operation of OGF-to-EGF inversion based on the Hankel loop contour. The preparation of this article is
intended to be expository in nature in the hope of inspiring the creativity of more researchers towards
developing related integral transformations of sequence generating functions.

1.3. Examples: Integral transformations of a Sequence Generating Function

Integral transformations are a powerful and convenient formal and analytic tool which are used
to study sequences and their properties. Moreover, they are easy to parse and apply in many contexts
with only basic knowledge of infinitesimal calculus making them easy-to-understand operations which
we can apply to sequence generating functions. The author is an enthusiast for particularly pretty
or interesting integral representations (cf. [5,7]) and has taken a special research interest in finding
integral formulas of the ordinary generating function of sequence which transform the series into
another generating function enumerating a modified special sequence.

One notable example of such an integral transformation given in [8] (§ 2) allows us to construct
generalized polylogarithm-like and Dirichlet-like series over any prescribed sequence in the following
forms for integers r ≥ 1:

∑
n≥0

fn

(n + 1)r zn =
(−1)r−1

(r − 1)!

∫ 1

0
logr−1(t)F(tz)dt (4)

=
1
r!

∫ ∞

0
tr−1e−tF

(
e−tz

)
dt.

Another source of generating function transformation identities correspond to the bilateral series
given by Lindelöf in [9] (§ 2) of the form

∞

∑
n=−∞

f (n)zn = − 1
2πı

∮
γ

π cot(πw) f (w)zwdw, (5)

where γ is any closed contour in C which contains all of the singular points of f in its interior. In this
note, we will focus on integral formulas for generating function transformations of an arbitrary
sequence, { fn}n≥0.

Additional series transformations involving a sequence generating function into the form of
∑n≥0 fnzn/g(n)s for Re(s) > 1 and non-zero sequences {g(n)}n≥0 are proved in [10,11]. Note that
the harmonic-number-related coefficients implicit to these series transformations satisfy summation
formulas which are readily expressed by Nörlund-Rice contour integral formulas as well. The author
has proved in [12] so-called square series transformations providing that

∑
n≥0

fnqn2
zn =

1√
2π

∫ ∞

0

[
∑

b=±1
F

(
ebt

√
2 Log(q)

)]
e−t2/2dt, |q|, |qz| < 1. (6)
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Applications of these square series integral representations include many new integral formulas
for theta functions and classical q-series identities such as the Jacobi triple product and the partition
function generating function, (q; q)−1

∞ , expanded by Euler’s pentagonal number theorem.
There are more general Meinardus methods for computing asymptotics of the coefficients of

classes of partition number generating functions of the form [13]

∑
n≥0

pn(b)zn := ∏
k≥1

(
1 − zk

)−bk
, (7)

where pn(b) denotes the number of weighted partitions of n corresponding to the parameter weights
bk for k ≥ 1. Generating functions enumerating partition function sequences of this type are related to
a known Euler transform of a sequence {an}n≥1 given by [14]

1 + ∑
n≥1

bnzn := ∏
j≥1

1(
1 − zj

)aj
=⇒ log (1 + B(z)) = ∑

k≥1

A(zk)

k
, (8)

where A(z) := ∑n anzn and B(z) := ∑n bnzn are the respective OGFs of the component sequences.
In this case the right-hand-side generating function in the last equation is generated succinctly by a
q-integral for the q-beta function of the form [15]

1
1 − q

∫ 1

0
f (x)d(z, x) = ∑

i≥0
f (zi)zi,

where inputting the modified generating function, Ãz(t) := A(t) log(z)/(t log t) for fixed z, into this
integral formula generates the second to last series result.

1.4. Results Proved in This Note

In this short note we provide proofs of known integral formulas providing an
ordinary-to-exponential generating function operation. We prove the following theorem using the
Hankel loop contour for the reciprocal gamma function in Section 2.

Theorem 1 (OGF-to-EGF Integral Formula I). For any real c > 0, provided that F(z) is analytic for
0 < |z| ≤ c, we have that

F̂(z) = ∑
n≥0

fnzn
∫ ∞

−∞

ec+ıt

(c + ıt)n+1 dt =
∫ ∞

−∞

ec+ıt

(c + ıt)
F

(
z

c + ıt

)
dt.

We also give a rigorous proof of the next integral formula relating F(z) and F̂(z).

Theorem 2 (OGF-to-EGF Integral Formula II). If F(z) is analytic for 0 < |z| < σf , we have that (3) holds.
Namely, we have that

F̂(z) =
1

2π

∫ π

−π
F

(
zeıt) eeıt

dt.

The proof of Theorem 2 is given in Section 3.
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2. Integral Representations of the Reciprocal Gamma Function

Since Γ(z) is a meromorphic function of z with poles at the non-positive integers, it follows
that the reciprocal gamma function, 1/Γ(z), is an entire function (of order one) with zeros at
z = 0,−1,−2, . . . [16] (§ 5.1). Indeed, as |z| → ∞ at a constant | arg(z)| < π, we can expand

log
[

1
Γ(z)

]
∼ −z log z + z +

1
2

log
( z

2π

)
− 1

12z
+

1
360z3 − 1

1260z5 , (9)

which can be computed via the infinite products

1
Γ(z)

= z ∏
n≥1

(
1 + z

n
)(

1 + 1
n

)z = zeγz ∏
n≥1

(
1 +

z
n

)
e−z/n,

where γ ≈ 0.577216 is Euler’s gamma constant. Classically, Karl Weierstrass called the function 1/Γ(z)
the “factorielle” function, and used its representation to prove his famous Weierstrass factorization
theorem in complex analysis [17] (§ 2).

For z ∈ C such that Re(z) > 0 we have a known series expansion for the reciprocal gamma
function given by

1
Γ(z)

=
∞

∑
k=1

akzk = z + γz2 +

(
γ2

2
− π2

12

)
z3 +

(
γ3

6
− γπ2

12
+

ζ(3)
3

)
z4 + · · · . (10)

The coefficients ak in this expansion satisfy many known recurrence relations and expansions by
the Riemann zeta function. In [18] an exact integral formula for these coefficients is given by

an =
(−1)n

π · n!

∫ ∞

0
e−t Im

{
(log t − ıπ)n}

dt.

This integral formula is obtained in the reference using Euler’s reflection formula for the gamma
function given by

1
Γ(z)

=
sin(πz)

π
Γ(1 − z),

and then applying a standard known real integral to express the gamma function on the right-hand-side
of the previous equation. Equivalently, the reflection formula can be stated as

1
Γ(1 + z)Γ(1 − z)

=
sin(πz)

πz
.

2.1. The Hankel Loop Contour for the Reciprocal Gamma Function

We seek an exact integral representation for the reciprocal gamma function, not just an integral
formula defining the coefficients of its Taylor series expansion about zero in this case. To find such a
formula we must use the Hankel loop contour Hδ,ε shown in Figure 1 and consider the contributions of
each component section of the contour in the limiting cases for increasingly small δ, ε → 0. We prove
Theorem 1 using the next lemma derived from this contour below.
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x

y

Cε(δ) P1 = (
√
|ε2 − δ2|, δ)

P2 = (
√

|ε2 − δ2|,−δ)

O

C

L−

∞
(δ, ε)

L+
∞
(δ, ε)

Figure 1. The Hankel loop contour providing an integral representation of the reciprocal gamma
function when Re(z) > 0. This contour starts positively from the right, traverses the horizontal line
L+

∞(δ, ε) at distance +δ from the x-axis from +∞ → √|ε2 − δ2|, then enters the semi-circular loop about
the origin of radius ε denoted by Cε(δ) at the point P1, and then at the point P2 = (

√|ε2 − δ2|,−δ)

traverses the last horizontal line L−
∞(δ, ε) back to infinity parallel to the x-axis.

Lemma 1. For any real c > 0 and z ∈ C such that Re(z) > 0,

1
Γ(z)

=
1

2π

∫ ∞

−∞
(c + ıt)−zec+ıtdt. (11)

Proof. Working from the figure, we have that [16] (§5.9)

1
Γ(z)

= lim
d,ε→0

1
2πı

∮
HHδ,ε

(−t)−ze−tdt (12a)

= lim
d,ε→0

1
2πı

[∫
Cε(δ)

+
∫

L+
∞(δ,ε)

+
∫

L−
∞(δ,ε)

] (
e−ıπzt−ze−t) dt. (12b)

We will first approach the contribution of the section of the contour given by Cε which is a
path enclosing the origin along the circle of radius ε centered at (0, 0). This portion of the contour is
oriented in the positive direction and begins at the point P1 := (

√|ε2 − δ2|, δ) and ends at the point
P2 := (

√|ε2 − δ2|,−δ). By parameterizing t along this circle, we obtain the real integral giving

IC := lim
d,ε→0

∫ sin−1( δ
ε )

sin−1(− δ
ε )

ıε2e−ıπze−2izte−e2ıt
dt = 0, (12c)

since sin−1
(

δ
ε

)
= δ

ε +
δ3

6ε3 + O
(

δ5

ε5

)
→ 0 as δ, ε independently tend to zero. Now we can easily

parameterize each of the sections of the contour on the horizontal lines each at distance δ from the x-axis.
In particular, let’s define our integrand in the complex parameters z, w as fΓ(z, w) := e−ıπzw−ze−w.
Then we consider the limiting cases of the following parameterizations of the two line segments
{(s,±δ) : s ∈ [

√|ε2 − δ2|, T]} on L+
∞(δ, ε) and L−

∞(δ, ε), respectively, by evaluating the limit of δ, ε → 0
and then letting T tend to +∞:

z±(δ, ε; t) :=
√
|ε2 − δ2| ± ıδ + t

(
T −

√
|ε2 − δ2|

)
(12d)

z′±(δ, ε; t) = T −
√
|ε2 − δ2|, for t ∈ [0, 1]. (12e)

114



Axioms 2019, 8, 62

When we take the first small-order limits we obtain

lim
δ,ε→0

∫ 1

0
fΓ (z±(δ, ε; t)) · z′±(δ, ε; t)dt =

1
2πı

∫ T

0
e−ıπzs−ze−sds, (12f)

which by substitution provides us with the symmetric bounds of integration given by

lim
T→∞

1
2πı

∫ T

0
e−ıπzs−ze−sds = ±

∫ 0

∓∞
s−zesds. (12g)

We then finally arrive at the stated known integral formula for the reciprocal gamma function
which holds for any fixed real c > 0.

Proof of Theorem 1. Since we are initially motivated by finding a general conversion integral from a
sequence OGF into its EGF, we notice that we require an application of (11) termwise to the Taylor
series expansions of our prescribed generating function by setting z = n+ 1. For example, if we assume
that our sequence OGF at hand is well enough behaved when its argument satisfies 0 < Re(z) < c
for some fixed choice of the real c > 0 in the integral formula from above, we can sum the integrand
of (11) termwise to obtain

F̂(z) = ∑
n≥0

fnzn
∫ ∞

−∞

ec+ıt

(c + ıt)n+1 dt =
∫ ∞

−∞

ec+ıt

(c + ıt)
F

(
z

c + ıt

)
dt.

2.2. Examples: Applications of the Integral Formula on the Real Line

We can perform the same “trick” of the generating function trades to sum a “doubly exponential”
sequence generating function when we replace the sequence OGF by its EGF in the previous equation:

∑
n≥0

fnzn

(n!)2 =
∫ ∞

−∞

ec+ıt

(c + ıt)
F̂

(
z

c + ıt

)
dt. (13)

Perhaps at first glance this iterated integral formula is somewhat unsatisfying since we have really
just repeated the procedure for constructing the first integral twice, but in fact there are notable special
case applications which we can derive from this method of summation which provide new integral
representations for otherwise hard-to-sum hypergeometric series.

For example, if we take the geometric series sequence case where fn ≡ 1 for all n ≥ 0, then we
can arrive at a new integral formula for the doubly exponential series expansion of the incomplete
Bessel function, I0(2

√
z) = ∑n≥0 zn/(n!)2 [3] (§ 5.5). In particular, we easily obtain that

I0(2
√

z) =
∫ ∞

−∞

ec+ıt

c + ıt
exp

(
z

c + ıt

)
dt. (14)

There is an integral representation for this function which is simpler to evaluate in the general
case given in (3). We elaborate more on this identity, its proof, and the corresponding series involving
Stirling numbers which it implies in the next section.

3. An Integral Formula from Fourier Analysis

One curious identity that the author has come across relating the OGF of a sequence to its EGF is
found in the appendices of the Concrete Mathematics reference [3] (p. 566). It states (3) without proof,
again providing that

F̂(z) =
1

2π

∫ π

−π
F

(
ze−ıt) eeıt

dt.

Finding a precise method of verifying this unproven identity is the initial motivation for this
note. Given the discussion and lead up to an integral for the reciprocal gamma function taken over
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the real line via the Hankel loop contour in the last section, the author initially assumed—and asked
with no replies in online math forums—that this computationally correct integral representation must
correspond to the non-zero components of some complex contour integral. It turns out that this
formula follows from the basic theory and constructions of Fourier analysis.

Proof of Theorem 2. Given a sequence, { fn}n≥0, its (mostly convergent) Fourier series is given by
f (x) = ∑n≥0 fneıπn. The terms of this sequence are then generated by this Fourier series according to
the standard integral formula [1,19]

fm =
1

2π

∫ π

−π
f (x)e−ımxdx,

for natural numbers m ≥ 0. If we can assume that the Fourier series, f (x), or equivalently the OGF,
F(eıx), is absolutely convergent for all x ∈ [−π, π] then we can sum over the integral formula in the
previous equation to obtain the first key component to this proof:

∑
m≥0

fmzm

m!
=

1
2π

∫ π

−π
F(eıx)eze−ıx

dx.

The change of variables eıx = z · e−ıt for fixed z shows that this formula is equivalent to the
integral formula in (3) directly by a change of variables. Also, by expanding the integrand in powers
of e±ıx where ∫ π

−π
eı(n−k)xdx = 2π · δn,k,

it is apparent that these two formulas in fact generate the same power series representation for F̂(z).

Alternate Proof of Theorem 2. Another satisfyingly less analytical and more formally motivated
explanation for this behavior can be given by considering known integral formulas for the Hadamard
product of two series given in terms of the orthogonal set {eıkx}∞

k=−∞ for x on the symmetric interval
[−π, π] [2] (§ 1.12(V); Ex. 1.30, p. 85) [4] (cf. §6.3). This perspective on the formulations of these
two series allows us to swap the series variables ze±ıx �→ e±ıx from the input of one function in the
product to another and similarly in the reverse direction. Thus we can effectively pick and choose
where we would like to position the generating function parameter z in each component of the
integrand—whether it be situated more naturally as an argument to F as in (3), or whether we choose
to keep it nested in the corresponding multiplier function as in the previous equation. We shall see
other examples of these integral formula variants in the next remark and following examples.

Remark 1 (Generalizations of series expansions from Fourier series). This technique of using a convergent
Fourier series and the corresponding integral operation for extracting its coefficients can be generalized to
generate many other series variants. For example, there are many zeta function and polylogarithm-related series
which are summed by modifying a polylogarithmic series of the form expanded in Section 1.2 by the reciprocal of
the central binomial coefficients, (2n

n ). In particular, in the exponential-series-based generating function cases we
have that

∑
n≥0

fnzn

n! · (2n
n )

=
2
π

∫ π

−π
F(e−ıx)

[√
4 − zeıx +

√
zeıx sin−1

(√
zeıx

2

)]
(4 − zeıx)3/2 dx (15)

=
2
π

∫ π

−π
F(ze−ıx)

[√
4 − eıx +

√
eıx sin−1

(√
eıx

2

)]
(4 − eıx)3/2 dx,
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and in the geometric-series-based OGF cases we recover the exponential error function by

∑
n≥0

fnzn

(2n
n )

=
1

4π

∫ π

−π
F(e−ıx)

[
2 + e

zeıx
4
√

πzeıx erf

(√
zeıx

2

)]
dx (16)

=
1

4π

∫ π

−π
F(ze−ıx)

[
2 + e

eıx
4
√

πeıx erf

(√
eıx

2

)]
dx.

There are many other possibilities for constructing integral transformations for modified generating function
types. All one needs to do is be creative and consult a detailed reference of compendia such as [5,7].

Examples: Generalizations and Solutions to a Long-Standing Forum Post

The primary goal of the first post [20] mentioned in the introduction was to eventually generalize
the integral formula in (3) to enumerate the modified EGF sequences of the form

F̂a,b(z) := ∑
n≥0

fnzn

Γ(an + b + 1)
,

for integers a ≥ 1 and b ≥ 0, or over factors of the generalized integer multifactorials defined in [21] as

F̈a,d(z) := ∑
n≥0

fnzn

(an + d)!(a)
.

In the spirit of our realization that the integral representation in (3) is derived from a Fourier
series coefficient formula, we may similarly complete our initial goal to sum the second forms of these
series in the special cases where (a, b) = (2, 0), (2, 1). In particular, we can sum these cases of the
modified EGFs defined above in closed-form as explicit integral formulas in the forms

F̈2,0(z) =
1

2π

∫ π

−π
F

(
ze−ıt) e

1
2 eıt

dt (17)

F̈2,1(z) =
1

2π

∫ π

−π
F

(
ze−ıt) e

1
2 [e

ıt−ıt] erf

(√
eıt

2

)
dt.

The modified exponential series of the first type identified above are primarily summed
in closed-form using expansions of the Mittag–Leffler functions, Ea,b(z) := ∑n≥0 zn/Γ(an + b),
and powers of primitive ath roots of unity [16] (§ 10.46). For example, let’s take (a, b) := (3, 0)
and observe that

E3,0(t) = ∑
m≥0

tm

Γ(3m + 1)
=

et1/3

3
+

2e−t1/3/2

3
cos

(√
3t1/3

2

)
. (18)

Then we arrive at a corresponding explicit integral representation for the modified EGF of any sequence
of the form

F̂3,0(z) =
1

2π

∫ π

−π
F(ze−ıt)E3,0

(
eıt) dt.

4. Concluding Remarks

We have proved two key new forms of integral representations for the reciprocal gamma function
on the real line. By composition and the uniform convergence of power series for functions defined on
some disc |z| < σf , these results effectively provide us with OGF-to-EGF conversion formulas between
the generating functions for some F(z). These integral formulas for OGF-to-EGF conversion can be
applied termwise, or in analytic estimates of the asymptotic growth of the coefficients in the power
series expansions of the functions defined by the corresponding integral transformation.
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We have provided several examples of motivating cases of our so-termed generating function
transformations by integral-based methods in Section 1.3. The broader applications of these
transformation methods to other fields and phrasings of problems is certainly possible given a suitable
context waiting for a new method from which to be approached. We hope that readers come away
from this article with a new understanding of how useful and sometimes indispensable integral
transformation methods are in sequence analysis.
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Abstract: In this manuscript, we utilize the concept of modified ω-distance mapping, which was
introduced by Alegre and Marin [Alegre, C.; Marin, J. Modified ω-distance on quasi metric spaces
and fixed point theorems on complete quasi metric spaces. Topol. Appl. 2016, 203, 120–129] in 2016
to introduce the notions of (ω, ϕ)-Suzuki contraction and generalized (ω, ϕ)-Suzuki contraction.
We employ these notions to prove some fixed point results. Moreover, we introduce an example to
show the novelty of our results. Furthermore, we introduce some applications for our results.

Keywords: quasi metric space; Suzuki contractions; fixed point theorems; modified ω-distance;
almost perfect functions

1. Introduction and Preliminaries

Constructing new contractions and formulating new fixed point theorems are very important
subjects in mathematics since active researchers employ the existence and uniqueness of the fixed
point to solve some integral equations, differential equations, etc.

Banach was the first pioneer mathematician who constructed and formulated the first fixed point
theorem, which was called after him as the Banach contraction principle [1].

Suzuki [2] introduced a new contraction and generalized the Banach contraction principle.
In the rest of this paper, the letter d refers to a metric on a set B and f1 refers to self-mappings

on B.
One of the important contractions is the Kannan contraction [3]:

d( f1l1, f1l2) ≤ α[d(l1, f1l1) + d(l2, f1l2)] for all l1, l2 ∈ B,

where α ∈ [0, 1
2 ).

Moreover, Kannan proved that if f1 satisfies Kannan contraction, then f1 has a unique fixed point.
In 1931, Wilson [4] generalized the notion of metric spaces to a new notion called quasi

metric spaces.

Definition 1. We call q : B× B → [0, ∞) a quasi metric if q satisfies:

(i) q(l1, l2) = 0 ⇐⇒ l1 = l2
and:

(ii) q(l1, l2) ≤ q(l1, l3) + q(l3, l2) for all l1, l2, l3 ∈ B.

(B, q) is called a quasi metric space.

Axioms 2019, 8, 57; doi:10.3390/axioms8020057 www.mdpi.com/journal/axioms119
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From now on, by (B, q), we mean a quasi metric space.
Defining qm : B × B → [0,+∞) via

qm(l1, l2) = max{q(l1, l2), q(l2, l1)},

we generate a metric on B.
Recall the following definitions.

Definition 2. [5,6] The sequence (lt) converges to l ∈ B if lim
t→∞

q(lt, l) = lim
n→∞

q(l, lt) = 0.

Definition 3. [6] Let (lt) be a sequence in (B, q). Then, we say that:

(i) (lt) is left-Cauchy if for any ε > 0, there exists n0 ∈ N such that q(lt, lm) < ε ∀ t ≥ m > n0.
(ii) (lt) is right-Cauchy if for any ε > 0, there exists n0 ∈ N such that q(lt, lm) < ε ∀ m ≥ t > n0.

Definition 4. [5,6] We say that (lt) is Cauchy if for any ε > 0, there exists n0 ∈ N such that q(lt, lm) ≤ ε ∀
t, m > n0.

We note that (lt) in (B, q) is Cauchy if and only if (lt) is right and left Cauchy.

Definition 5. [5,6] We say that (B, q) is complete if every Cauchy sequence in B is convergent.

For some theorems in quasi-metric space, see [5–9].
Alegre and Marin [10] introduced the concept of modified ω-distance mappings on (B, d).

Definition 6. [10] A modified ω-distance (shortened as mω-distance) on (B, q) is a function p : B× B →
[0, ∞), which satisfies:

(W1) p(l1, l2) ≤ p(l1, l3) + p(l3, l2) for all l1, l2, l3 ∈ B;
(W2) p(l, .) : B → [0, ∞) is lower semi-continuous for all l ∈ B; and
(mW3) for each ε > 0, there exist ν > 0 such that if p(l1, l2) ≤ ν and p(l2, l3) ≤ ν, then q(l1, l3) ≤ ε for all

l1, l2, l3 ∈ B.

Definition 7. [10] We call an mω-distance function a p strong mω-distance if p is lower semi-continuous on
its second coordinate.

Remark 1. [10] If q is a quasi metric on B, then q is mω-distance.

Lemma 1. [11] Let (αt) , (βt) be two sequences of nonnegative real numbers converging to zero. Assume that
p is mω-distance. Then, we have the following:

(i) If p (lt, lm) ≤ αt for any t, m ∈ N with m ≥ t, then (lt) is right Cauchy in (B, q).
(ii) If p (lt, lm) ≤ βm for any t, m ∈ N with t ≥ m, then (lt) is left Cauchy in (B, q).

Remark 2. [11] The above lemma implies that if lim
m,t→∞

p(lt, lm) = 0, then (lt) is Cauchy in (B, q).

For some works on ω-distance, we ask the readers to see [11–13].
Abodayeh et al. [14] generalized the definition of altering the distance function [15] to the concept

of the almost perfect function.

Definition 8. We call a non-decreasing function ϕ : [0, ∞) → [0, ∞) almost perfect if ϕ satisfies:

(i) ϕ(l) = 0 if and only if l = 0.
(ii) If (lt) is a sequence in [0, ∞) such that lim

t→∞
ϕ(lt) = 0, then lim

t→∞
lt = 0.
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2. Main Results

We begin our work with the following definition:

Definition 9. Let ϕ : R+ → R+ be an almost perfect function and p be modified ω-distance on B. We say that
p is bounded with respect to ϕ if there exists an integer A > 0 such that:

ϕp(l, e) ≤ A for all l, e ∈ B.

Definition 10. Equip (B, q) with an mω-distance mapping p. Then, we call that f1 : B → B an (ω, ϕ)-Suzuki
contraction if there are an almost perfect function ϕ and a constant k ∈ [0, 1) such that for all l, e ∈ X and
t ∈ N, we have:

(1 − k)p
(
l, f t

1 l
) ≤ p(l, e) =⇒ ϕp( f1l, f1e) ≤ kϕp(l, e),

and:
(1 − k)p

(
f t
1 l, l

) ≤ p(e, l) =⇒ ϕp( f1e, f1l) ≤ kϕp(e, l).

Now, we introduce and prove our first result.

Theorem 1. Equip (B, q) with an mω-distance mapping p. Let p be bounded with respect to the almost perfect
function ϕ and f1 be an (ω, ϕ)-Suzuki contraction mapping. Suppose that:

(i) f1 is continuous,
or

(ii) if u∗ ∈ B and u∗ 
= f1u∗, then:

inf {p (e, u∗) + p ( f1e, u∗) : e ∈ B} > 0. (1)

Then, f1 has a unique fixed point in B.

Proof. By starting with l0 ∈ B, we produce a sequence (lt) in B inductively by putting lt+1 = f1lt for
all t ∈ N∪ {0}. Given m, t ∈ N∪ {0} with m > t, then m = t + s for some s ∈ N. From the definition,
we have:

(1 − k)p(lt−1, lm−1) = (1 − k)p(lt−1, lt+s−1)

≤ p(lt−1, lt+s−1).

Therefore, we get that:
ϕp(lt, lm) = ϕp( f1lt−1, f s

1 lt−1)

= ϕp( f1lt−1, f1lt+s−1)

≤ kϕp(lt−1, lt+s−1). (2)

Repeating (2) t-times, we get that:
ϕp(lt, lm) ≤ kt ϕp(l0, ls). (3)

Since (B, p) is bounded with respect to ϕ, then we have:

ϕp(lt, lm) ≤ kt A for some integer A > 0. (4)

By letting t, m → ∞, we get that:
lim

t,m→∞
ϕp(lt, lm) = 0. (5)
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By the definition of ϕ, we get that:
lim

t,m→∞
p(lt, lm) = 0. (6)

Since m > t, Lemma 1 implies that (lt) is right Cauchy. Now, suppose that t, m ∈ N∪ {0} with t > m.
Then, t = m + q for some q ∈ N. We note that:

(1 − k)p(lt−1, lm−1) ≤ p(lm+q−1, lm−1).

Therefore, we get that:
ϕp(lt, lm) = ϕp( f1lt−1, f1xm−1)

≤ · · · ≤ km ϕp(lq, l0) (7)

ϕp(lt, lm) ≤ km ϕp(lq, l0). (8)

Since (B, p) is bounded with respect to ϕ, we get that:

ϕp(ln, lm) ≤ km A for some integer A > 0. (9)

By letting t, m → ∞, we have:
lim

t,m→∞
ϕp(ln, lm) = 0. (10)

Therefore,
lim

t,m→∞
p(lt, lm) = 0. (11)

Since t > m, Lemma 1 implies that (lt) is left Cauchy. Therefore, we deduce that (lt) is Cauchy.
The completeness of (B, q) implies that there exists an element l∗ ∈ B such that lt → l∗. If f1 is
continuous, then lt+1 = f1lt converges to f1l∗. The uniqueness of the limit ensures that f1l∗ = l∗.
Let ε > 0. Since lim

t,m→∞
p(lt, lm) = 0, we choose k0 ∈ N such that p(lt, lm) ≤ ε

2 for all l, m ≥ k0. The lower

semi continuity of p implies that:

p(lt, l∗) ≤ lim
j→∞

inf p(lt, lj) ≤ ε

2
for all n ≥ k0.

Assume that l∗ 
= f1l∗. Then, by (1), we have:

inf{p(e, l∗) + p( f1e, l∗) : e ∈ B} ≤ inf{p(lt, l∗) + p( f1lt, l∗) : t ∈ N}
= inf{p(lt, l∗) + p(lt+1, l∗) : t ∈ N} ≤ ε,

a contradiction. Therefore, l∗ = f1l∗. Now, assume that z∗ ∈ B is a fixed point of f1. Therefore:

(1 − k)p(z∗, f t
1 z∗) = (1 − k)p(z∗, z∗) ≤ p(z∗, z∗).

Thus,
ϕp(z∗, z∗) = ϕp( f1z∗, f1z∗) ≤ kϕp(z∗, z∗).

Since k < 1 and ϕ is an almost perfect function, we conclude that p(z∗, z∗) = 0. Assume that there
exists v∗ ∈ B such that v∗ = f1v∗. Since p(z∗, z∗) = 0, we have:

(1 − k)p(z∗, f t
1z∗) = (1 − k)p(z∗, z∗) ≤ p(z∗, v∗).

Therefore,
ϕp(z∗, v∗) = ϕp( f1z∗, f1v∗) ≤ kϕp(z∗, v∗).
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Thus, we have ϕp(z∗, v∗) = 0, and so, p(z∗, v∗) = 0. Hence, by (mW3), we have q(z∗, v∗) = 0.
Thus, v∗ = z∗. Therefore, the fixed point of f1 is unique.

Corollary 1. Equip (B, q) with an mω-distance mapping p. Assume p is bounded with respect to ϕ. Assume
for all e, l ∈ B, we have:

ϕp( f1e, f1l) ≤ kϕ(p(e, l)), where k ∈ [0, 1) . (12)

Furthermore, assume that:

(i) f1 is continuous,
or

(ii) if u∗ ∈ B and u∗ 
= f1u∗, then:

inf {p (e, u∗) + p ( f1e, u∗) : e ∈ B} > 0.

Then, f1 has a unique fixed point in B.

By taking the almost perfect function ϕ in Corollary 1 as follows:
ϕ(e) = e, we get the following result:

Corollary 2. Equip (B, q) with an mω-distance mapping p. Assume there exists A > 0 such that p(e, l) ≤ A
for all e, l ∈ B. Furthermore, assume that there exists k ∈ [0, 1) such that for all e, l ∈ B, we have:

p( f1e, f1l) ≤ kp(e, l), where k ∈ [0, 1) .

Furthermore, assume that:

(i) f1 is continuous,
or

(ii) if u∗ ∈ B and u∗ 
= f1u∗, then:

inf {p (e, u∗) + p ( f1e, u∗) : e ∈ B} > 0.

Then, f1 has a unique fixed point in B.

Example 1. Let B = {0, 1, 2, · · · , n}, where n ∈ N. Define p, q : B × B → [0,+∞) as follows:

q(e, l) =
{

0 if e = l;
3e + l if e 
= l,

and:

p(e, l) =
{

0 if e = l;
1
2 (3e + l) if e 
= l.

Furthermore, define f1 : B → B by:

f1e =
{

0 if e = 0, 1;
1 if e = 2, 3, · · · , n,

and ϕ : R+ → R+ by:

ϕ(l) =
{

3l − 1 if l ∈ [0, n];
3l if l > n.
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Then,

1. ϕ is an almost perfect function.
2. p is an mω-distance function on q.
3. q is a quasi metric on B.
4. (B, q) is complete.
5. f1 satisfies (ω, ϕ)-Suzuki contraction with k = 1√

3
, i.e., ∀e, l ∈ B, j ∈ N, we have:(

1 − 1√
3

)
p

(
e, f j

1e
)
≤ p(e, l) =⇒ ϕp( f1e, f1l) ≤ kϕp(e, l),

and: (
1 − 1√

3

)
p

(
f j
1e, e

)
≤ p(l, e) =⇒ ϕp( f1l, f1e) ≤ kϕp(l, e).

Proof. The proofs of (1), (2), and (3) are obvious. To show that q is complete, let (lt) be a Cauchy
sequence in B. Then, for each t, m ∈ N, we have:

lim
m,t→∞

q(lt, lm) = 0.

Therefore, we deduce that lt = lm for all t, m ∈ {0, 1, 2, · · · }, but possible for finitely many. Thus, (lt)
converges in B. Hence, (B, q) is complete. To prove (5), given e, l ∈ B, we divide our proof into the
following cases: Case (1): e = 0. Here, we have:(

1 − 1√
3

)
p(0, 0) =

(
1 − 1√

3

)
p(e, f j

1e) ≤ p(0, l) where l = 0, 1, · · · , n.

If l ∈ {0, 1}, then:

ϕp( f10, f1l) = ϕp(0, 0) = 0 ≤
(

1√
3

)
ϕp(0, l).

If l ∈ {2, 3, · · · , n}, then:

ϕp( f10, f1l) = ϕp(0, 1) = ϕ

(
1
2

)
= 3

1
2 − 1.

Therefore,

ϕp(0, l) = ϕ

(
l
2

)
= 3

l
2 − 1.

ϕp( f10, f1l) = 3
1
2 − 1 ≤

(
1√
3

)(
3

l
2 − 1

)
.

Case (2): e = 1. Here:(
1 − 1√

3

)
p(e, 0) =

(
1 − 1√

3

)
p(1, f11) ≤ p(1, l) where l = 0, 2, 3, · · · , n.

If l = 0, then we have ϕp( f 1, f l) = 0. Therefore,

ϕp( f 1, f l) = 0 ≤
(

1√
3

)(
3

3
2 − 1

)
.

If l = 2, 3, · · · , n, then:

ϕp( f11, f1l) = ϕp(0, 1) = ϕ

(
1
2

)
= 3

1
2 − 1.
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Now,

ϕp(1, l) = ϕ

(
3 + l

2

)
= 3

3+l
2 − 1.

Thus,

ϕp( f11, f1l) = 3
1
2 − 1 ≤

(
1√
3

)
ϕ

(
3 + l

2

)
=

(
1√
3

)(
3

3+l
2 − 1

)
.

Case (3): e ∈ {2, 3, · · · , n}. Here,(
1 − 1√

3

)
p(e, 1) =

(
1 − 1√

3

)
p(e, f1e) ≤ p(e, l) where l = 1, 2, · · · , n.

If l = 1, then:

ϕp( f e, f 1) = ϕp(1, 0) = ϕ

(
3
2

)
= 3

3
2 − 1.

ϕp(e, 1) = ϕ

(
3e + 1

2

)
=

{
3

7
2 − 1 if e = 2

3
3e+1

2 if 3 ≤ e ≤ n.

ϕp( f e, f 1) = 3
3
2 − 1 ≤ (

1√
3
)ϕp(e, 1).

If l ∈ {2, 3, · · · , n}, e ∈ {2, 3, · · · , n} and e 
= l, then:

ϕp( f1e, f1l) = ϕp(1, 1) = ϕ(0) = 0.

ϕp(e, l) = ϕ

(
3e + l

2

)
=

{
3

3e+l
2 − 1 if 3e + l ≤ 2n

3
3e+l

2 if 3e + l > 2n.

Similarly, we can show that:

(1 − 1√
3
)p

(
f te, e

) ≤ p(l, e) =⇒ ϕp( f l, f e) ≤ kϕp(l, e).

Hence, f1 satisfies (ω, ϕ)-Suzuki contraction. Therefore, f1 has a unique fixed point.

Next, we introduce the definition of a generalized (ω, ϕ)-Suzuki contraction.

Definition 11. Equip (B, q) with an mω-distance mapping p. We call f1 : B → B a generalized (ω, ϕ)-Suzuki
contraction if there exists an ultra distance function ϕ and a constant k ∈ [0, 1) such that for all e, l ∈ B, j ∈ N,
we have:

(1 − k)p
(

e, f j
1e

)
≤ p(e, l) =⇒ ϕp( f1e, f1l) ≤ k max{ϕp(e, f1e), ϕp(l, f1l)},

and:
(1 − k)p

(
f j
1e, e

)
≤ p(l, e) =⇒ ϕp( f1l, f1e) ≤ k max{ϕp(e, f1e), ϕp(l, f1l)}.

We introduce and prove the second result:

Theorem 2. Equip (X, q) with an mω-distance mapping p. Assume that p is bounded with respect
to the almost perfect function ϕ. Assume that f1 is a generalized (ω, ϕ)-Suzuki contraction mapping.
Furthermore, suppose that:

(i) f1 is continuous,
or

(ii) if u∗ ∈ B and u∗ 
= f1u∗, then:

inf {p (e, u∗) + p ( f1e, u∗) : e ∈ B} > 0. (13)
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Then, f1 has a unique fixed point in B.

Proof. Start with l0 ∈ B to construct (ln) in B inductively by putting lt+1 = f1lt for all t ∈ N ∪ {0}.
Given t, m ∈ N∪ {0} with t < m, let m = t + j with j ∈ N. We note that:

(1 − k)p(lt−1, lm−1) = (1 − k)p(lt−1, f j
1lt−1)

≤ p(lt−1, lm−1).

Since f1 is a generalized (ω, ϕ)-Suzuki contraction, we have:

ϕp(lt, lm) = ϕp( f1lt−1, f1lm−1)

≤ k max{ϕp(lt−1, f1lt−1), ϕp(lm−1, f1lm−1)}
= k max{ϕp(lt−1, lt)), ϕp(lm−1, lm)}.

(14)

Now,
(1 − k)p(lt−2, lt−1) = (1 − k)p(lt−2, f1lt−2)

≤ p(lt−2, lt−1).

Therefore, we get that:

ϕp(lt−1, lt) = ϕp( f1lt−2, f1lt−1)

≤ k max{ϕp(lt−2, f1lt−2), ϕp(lt−1, f1lt−1)}
= k max{ϕp(lt−2, lt−1), ϕp(lt−1, lt)}.

(15)

Since k < 1, we get that:
ϕp(lt−1, lt) ≤ kϕp(lt−2, lt−1). (16)

Repeating (16) t-times, we get that:

ϕp(lt−1, lt) ≤ kt−1 ϕp(l0, l1). (17)

Similarly, we get that that:
ϕp(lm−1, lm) ≤ km−1 ϕp(l0, l1). (18)

Using Equations (14), (17), and (18), we get:

ϕp(lt, lm) ≤ k max{kt−1 ϕp(l0, l1), km−1 ϕp(l0, l1)}. (19)

Since t < m, we get that:
ϕp(lt, lm) ≤ kt ϕp(l0, l1). (20)

The boundedness property of p with respect to ϕ implies that:

ϕp(lt, lm) ≤ kt A for some integer A ≥ 0. (21)

By letting t, m → ∞, we get that:
lim

t,m→∞
ϕp(lt, lm) = 0. (22)

Thus,
lim

t,m→∞
p(lt, lm) = 0. (23)

Since t < m, Lemma 1 implies that (lt) is right Cauchy. In a similar manner, we can show that (lt) is
left Cauchy. Hence, (lt) is Cauchy. The completeness of q ensures that there exists l∗ ∈ B such that
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(lt) converges to l∗. If f1 is continuous, then (lt+1) = ( f1lt) converges to f1l∗. The uniqueness of the
limit implies that f1l∗ = l∗. Given ε > 0. Since lim

t,m→∞
p(lt, lm)) = 0, there exists n0 ∈ N such that

p(lt, lm) ≤ ε
2 for all t, m ≥ n0. The lower semi continuity of p implies that:

p(lt, l∗) ≤ lim
i→∞

inf p(lt, li) ≤ ε

2
for all t ≥ n0.

Assume that l∗ 
= f1l∗, then by (13), we have:

inf{p(e, l∗) + p( f1e, l∗) : e ∈ B}
≤ inf{p(lm, l∗) + p( f1lt, l∗) : t ∈ N}
= inf{p(lt, l∗) + p(lt+1, l∗) : n ∈ N} ≤ ε,

a contradiction. Therefore, l∗ = f1l∗. Assume z∗ ∈ B such that f1z∗ = z∗. First, we prove that
p(z∗, z∗) = 0. Since:

(1 − k)p(z∗, f j
1z∗) = (1 − k)p(z∗, z∗) ≤ p(z∗, z∗),

then:
ϕp(z∗, z∗) = ϕp( f1z∗, f1z∗) ≤ kϕp(z∗, z∗).

Since k < 1 and ϕ is an almost perfect function, then p(z∗, z∗) = 0. Therefore,

(1 − k)p(z∗, f t
1 z∗) = (1 − k)p(z∗, z∗) ≤ p(z∗, l∗).

Therefore,
ϕp(z∗, l∗) = ϕp( f1z∗, f1l∗)

≤ k max{ϕp(z∗, f1z∗), ϕp(l∗, f1l∗)}
= k max{ϕ(p(z∗, z∗)), ϕ(p(v∗, v∗))}
= 0.

The definition of ϕ informs us that p(z∗, l∗) = 0. The definition of p implies that q(z∗, l∗) = 0. Hence:
z∗ = l∗.

Corollary 3. Equip (B, q) with an mω-distance mapping p. Assume p is bounded with respect to the almost
perfect function ϕ. Suppose that for all e, l ∈ B, we have:

ϕp( f1e, f1l) ≤ k max{ϕp(e, f1e), ϕp(l, f1l)}, where k ∈ [0, 1) . (24)

Furthermore, assume that:

(i) f is continuous;
or

(ii) if u∗ ∈ B and u∗ 
= f1u∗, then:

inf {p (e, u∗) + p ( f1e, u∗) : e ∈ B} > 0.

Then, f1 has a unique fixed point in B.

Corollary 4. Equip (B, q) with an mω-distance mapping p. Assume that there exists A > 0 such that
p(e, l) ≤ A for all e, l ∈ B. Furthermore, assume that for all e, l ∈ B, we have:

p( f1e, f1l) ≤ α(p(e, f1e) + p(l, f1l)), where 0 ≤ α <
1
2

.
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Assume that:

(i) f1 is continuous;
or

(ii) if u∗ ∈ B and u∗ 
= f1u∗, then:

inf {p (e, u∗) + p ( f1e, u∗) : e ∈ B} > 0.

Then, f1 has a unique fixed point in B.

Proof. Define the almost perfect function ϕ via ϕ(e) = e in Corollary 3. Then:

ϕ(p( f1e, f1l)) = p( f1e, f1l)

≤ λ
(

p(e, f1e) + p(l, f1l)
)

≤ 2λ max
{

p(e, f1e), p(l, f1)
}

= 2λ max
{

ϕ(p(e, f1e)), ϕ(p(l, f1l)))
}

.

3. Application

In this section, we utilize Corollaries 1 and 4 to give some applications of our work.

Theorem 3. For any positive integer n, the equation:

nxn − xn−1 + 4nx − 2 = 0

has a unique solution in [0, 1].

Proof. Let B = [0, 1]. Define q : B × B → R+ by q(x, y) = |x − y|. Then, (B, q) is a complete quasi
metric space. Furthermore, define p : B × B → [0, ∞) by p(x, y) = |x − y|. Then, p is an mω-distance
mapping. Now, equip (B, q) with p.
Define f1 : B → B by:

f1(x) =
xn−1 + 2

n(xn−1 + 4)
.

Furthermore, define ϕ : [0, ∞) → [0, ∞) by:

ϕ(a) =
{

a2 if a ∈ [0, 1];
a2 + 1

2 if a > 1.

Note that ϕ is an almost perfect function and p is bounded with respect to ϕ. For x, y ∈ B, we
have:

ϕp( f1x, f1y) =
1
n2

∣∣∣∣ xn−1 + 2
xn−1 + 4

− yn−1 + 2
yn−1 + 4

∣∣∣∣2

=
1
n2

∣∣∣∣ 2xn−1 − 2yn−1

(xn−1 + 4)(yn−1 + 4)

∣∣∣∣2

≤ 4(n − 1)2

n2

(
1

(x2 + 4)2(y2 + 4)2

)∣∣∣∣x − y
∣∣∣∣2

≤ (n − 1)2

64n2

∣∣∣∣x − y
∣∣∣∣2

=
(n − 1)2

64n2 ϕp(x, y).
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By taking k = (n−1)2

64n2 and noting that f1 is continuous, we conclude that f1 satisfies all conditions
of Corollary 1. Thus, f1 has a unique fixed point. Note that the unique fixed point of f1 is the unique
solution of:

nxn − xn−1 + 4nx − 2 = 0.

Example 2. The equation:
1000x1000 − x999 + 4000x − 2 = 0

has a unique solution in [0, 1].

Proof. It follows from Theorem 3 by taking n = 1000.

Let Υ be the set of non-decreasing functions τ : R+ → R+ such that τ is Lebesgue integrable for
all compact sets in R+ and: ∫ μ

0
τ(ν)dν > 0 where μ > 0.

Theorem 4. Equip (B, q) with an mω-distance mapping p. Assume that there exists A > 0 such that
p(e, l) ≤ A for all e, l ∈ B. Furthermore, suppose the following condition:

(i) f1 is continuous.
(ii) There exists τ ∈ Υ and α ∈ [0, 1/2) such that for all e, l ∈ B, we have:

∫ p( f1e, f1l)

0
τ(ν)dν ≤ α

( ∫ p(e, f1e)

0
τ(ν)dν +

∫ p(l, f1l)

0
τ(ν)dν

)
.

Then, f1 has a unique fixed point in B.

Proof. Let ϕ =
∫ t

0 τ(ν)dν. Then, ϕ is an almost perfect function. Corollary 4 ensures that f1 has a
unique fixed point in B.

4. Conclusions

The notions of (ω, ϕ)-Suzuki contraction and generalized (ω, ϕ)-Suzuki contraction are
introduced. According to these nations many fixed point results are investigated. Some applications
are introduced on the obtained results.
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Abstract: The displacement problem of linear elastostatics in bounded and exterior domains with a
non-regular boundary datum a is considered. Precisely, if the elastic body is represented by a domain of
class Ck (k ≥ 2) of R3 and a ∈ W2−k−1/q,q(∂Ω), q ∈ (1,+∞), then it is proved that there exists a solution
which is of class C∞ in the interior and takes the boundary value in a well-defined sense. Moreover, it is
unique in a natural function class.
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1. Introduction

The displacement problem (classically known as the Dirichlet problem) in linear elastostatics consists of
finding solutions to the differential system [1]

divC[∇u] = 0 in Ω,

u = a on ∂Ω.
(1)

In (1) Ω is a bounded domain of R3, standing for the reference configuration of a linearly elastic body
whose unknown displacement field u = u(x) (x ∈ Ω) we are looking for, supposing it is assigned on
the boundary ∂Ω through condition (1)2. Concrete examples of displacement problems can be found,
for example, in [2], Chapter XIV. Using the components, (1) can be written as

∂jCijhk∂kuh = 0,

where ∂i is the derivative with respect to xi and, hereafter, the summation over repeated indexes is
understood. We suppose that the elasticity tensor C = (Cijhk), representing the material properties of
the body, is independent of the point (or, in other words, that the body is homogeneous). Recall that C
is a fourth-order tensor, that is, it is a linear map from Lin to Sym, where Lin is the linear space of all
second–order tensors and Sym is its subspace of symmetric tensors, such that C[W ] = 0 for all skew
tensors W . We require that C is symmetric (or, in other words, that the body is hyperelastic), that is,

E ·C[L] = L ·C[E], ∀ E, L ∈ Lin. (2)

Axioms 2019, 8, 46; doi:10.3390/axioms8020046 www.mdpi.com/journal/axioms
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Furthermore, we require that it is strongly elliptic, that is,

(b ⊗ c) ·C[b ⊗ c] = bicjCijhkbhck > 0, ∀ b, c 
= 0. (3)

Hereafter, we say that Ω is of class Ck (k ≥ 2) if for every ξ ∈ ∂Ω there is a neighborhood of ξ (on ∂Ω)
which is the graph of a function of class Ck. Moreover, Wk,q(Ω), q ∈ (1,+∞), is the Sobolev space of all
ϕ ∈ L1

loc(Ω) such that ‖ϕ‖Wk,q(Ω) = ‖ϕ‖Lq(Ω) + ‖∇k ϕ‖Lq(Ω) < +∞; Wk,q
0 (Ω) is the completion of C∞

0 (Ω)

with respect to ‖ϕ‖Wk,q(Ω) and W−k,q′(Ω), 1/q + 1/q′ = 1, is its dual space; Wk−1/q,q(∂Ω) is the trace space

of Wk,q(Ω) and W1−k−1/q′ ,q′(∂Ω) is its dual space.

If Ω is of class Ck (k ≥ 2) and a ∈ Wk−1/q,q(∂Ω), q ∈ (1,+∞), then (1) has a unique solution
u ∈ Wk,q(Ω) and natural estimates hold (see [3–7]). This result also holds when the elastic body is
subjected to a body force, that is, if in place of (1)1 we consider the system

divC[∇u] = f in Ω (4)

with f ∈ C∞
0 (Ω).

As, in applications, the boundary data are often represented by singular fields, it is undoubtly
interesting to investigate problem (1) when a satisfies weaker regularity hypotheses.

Using the theory of layer integral equations (see [8], Chapters 2/3 and [2], Chapters IV/V) and the
Fredholm alternative (see Section 2), we prove (in Theorem 1) that if a ∈ W2−k−1/q,q(∂Ω), then (1) has a
solution, u, expressed by a simple layer potential and, thus, taking the boundary value in a well-defined
sense. Moreover, it is unique in a reasonable function class. The result also holds for exterior domains
(see Theorem 2).

To obtain these results, we recall some established facts about simple layer potentials associated to
the system (1)1.

2. The Simple Layer Potentials

For every ψ ∈ L1(∂Ω), the field

v[ψ](x) =
∫

∂Ω
U(x − ζ)ψ(ζ)dσζ , (5)

where U(x − y) is the fundamental solution to (1)1 (see, e.g., [9], Chapter III), defines the simple layer
potential with density ψ. Recall that (see, e.g., [2,8]) v[ψ] is an analytical solution of (1)1 in R3 \ ∂Ω and
inherits from U the following asymptotic behavior

• ∇kv[ψ](x) = O(|x|−1−k);
• ∫

∂Ω ψ = 0 ⇒ ∇kv[ψ](x) = O(|x|−2−k).

If ψ ∈ Wk−1−1/q,q(∂Ω), then

‖v[ψ]‖Wk,q(Ω) ≤ c‖ψ‖Wk−1−1/q,q(∂Ω) (6)

with c independent of ψ, and the following limit exists

lim
ε→0±

v[ψ](ξ − εl(ξ)) = S [ψ](ξ) (7)

for almost all ξ ∈ ∂Ω and axis l in a ball tangent to ∂Ω at ξ.
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The map
S : Wk−1−1/q,q(∂Ω) → Wk−1/q,q(∂Ω) (8)

defined by (7) and representing the trace of the simple layer potential with density ψ, is continuous, so that

‖S [ψ]‖Wk−1/q,q(∂Ω) ≤ c‖ψ‖Wk−1−1/q,q(∂Ω), (9)

for some constant c depending only on k, q, and Ω. Moreover, S can be extended to a linear and
continuous operator

S′ : W1−k−1/q′ ,q′(∂Ω) → W2−k−1/q′ ,q′(∂Ω),

which coincides with the adjoint of S and defines the trace of the simple layer with density ψ ∈
W1−k−1/q′ ,q′(∂Ω):

v[ψ](x) =
∫ �

∂Ω
U(x − ζ)ψ(ζ)dσζ . (10)

In (10) and hereafter, we use the notation
∫ �

∂Ω f ϕ to denote the duality pairing <,> between f and ϕ;

that is, the value of the functional f belonging to (for instance) W−k,q′(∂Ω) at ϕ ∈ Wk,q
0 (∂Ω).

By (6), one obtains
‖v[ψ]‖W2−k,q′ (Ω)

≤ c‖ψ‖W1−k−1/q′ ,q′ (∂Ω)
. (11)

In the next section, we will prove the existence of a solution to (1) with singular boundary values by
making use of the Fredholm alternative—we recall for the sake of completeness—applied to a suitable
functional equation translating the boundary value problem (1).

If B and D are two Banach spaces and B′, D′ are their dual spaces, a linear and continuous
map T : B → D is said to be Fredholmian if its range is closed and dim KernT = dim KernT′ ∈ N0,
where T′ : D′ → B′ is the adjoint of T. The classical Fredholm alternative (see [10], Chapter 5) assures us
that the equation

a = T[u]

has a solution if and only if
〈φ′, a〉 = 0, ∀ φ′ ∈ KernT′.

Moreover, the equation
a′ = T′[u′]

has a solution if and only if
〈a′, φ〉 = 0, ∀ φ ∈ KernT.

3. Existence and Uniqueness of Solutions to (1) with Singular Data

We are in a position to prove the following existence and uniqueness theorem for the displacement
problem (1) with non-regular boundary data. To this end, we need the following result (Theorem 1 in [11]).

Lemma 1. Let Ω be a bounded domain of class Ck (k ≥ 2). The operator S is Fredholmian and Kern S = Kern S′ = 0.

Theorem 1. Let Ω be a bounded domain of class Ck (k ≥ 2). If a ∈ W2−k−1/q,q(∂Ω), q ∈ (1,+∞), then, (1) has
a solution u expressed by a simple layer potential with density ψ ∈ W1−k−1/q,q(∂Ω). It satisfies the estimate

‖u‖W2−k,q(Ω) ≤ c‖a‖W2−k−1/q,q(∂Ω), (12)
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and is unique in the class of all u ∈ W2−k,q(Ω) such that∫ �

Ω
u · φ =

∫ �

∂Ω
a ·C[∇z]n, (13)

for all φ ∈ C∞
0 (Ω), where n denotes the unit normal to ∂Ω (exterior with respect to Ω) and z is the solution of

divC[∇z] = φ in Ω,

z = 0 on ∂Ω.
(14)

Proof. In order to prove the existence of a solution to (1) in the form of a simple layer potential u = v[ψ],
we have to require that the boundary condition (1)2 is met. Thus, in terms of the operator S′, we have to
analyse the functional equation

S′[ψ] = a. (15)

By virtue of Lemma 1, (15) has a solution ψ ∈ W1−k−1/q,q(∂Ω) and the field u = v[ψ] is a solution
to (1) which is C∞ in Ω and satisfies (1)2 in the sense of (15). Let aj be a regular sequence on ∂Ω which
converges to a strongly in W2−k−1/q,q(∂Ω). Let v[ψj] be the solution of (1) with datum aj:

divC[∇v[ψj]] = 0 in Ω,

v[ψj] = aj on ∂Ω.
(16)

By (11) v[ψj] converges to v[ψ] strongly in W2−k,q(Ω). Let consider the scalar product of (14)1 and
v[ψj] and the scalar product of (16)1 and z. Taking into account the boundary conditions (14)2 and (16)2,
then integrating by parts twice gives∫

Ω
v[ψj] · φ =

∫
Ω

v[ψj] · divC[∇z] =
∫

∂Ω
aj ·C[∇z]n −

∫
Ω
∇v[ψj] ·C[∇z] (17)

and
0 =

∫
Ω

z · divC[∇v[ψj]] = −
∫

Ω
∇z ·C[∇v[ψj]]. (18)

As C is symmetric, from (17) and (18), we obtain∫
Ω

v[ψj] · φ =
∫

∂Ω
aj ·C[∇z]n. (19)

By the trace theorem and well-known estimates for the solutions of system (14), we obtain∣∣∣∣∫
∂Ω

aj ·C[∇z]n
∣∣∣∣≤ ‖aj‖W2−k−1/q,q(∂Ω)‖C[∇z]n‖Wk−1−1/q′ ,q′ (∂Ω)

≤ ‖aj‖W2−k−1/q,q(∂Ω)‖φ‖Wk−2,q′ (Ω)

. (20)

Hence, by letting j → +∞ in (19) we obtain (13) and (12) by a duality argument.

We can also consider the problem

divC[∇u] = 0 in Ω,

u = a on ∂Ω,

lim
|x|→+∞

u(x) = 0,
(21)
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where Ω in now an exterior domain of R3, that is, Ω = R3 \ Ω′, with Ω′ a bounded domain (see,
e.g., [12–14]). This problem is very intriguing in applications, where one has to consider, for example,
the deformations of an elastic body with some holes (defects).

With a proof analogous to the above one for bounded domains, we obtain the following result.

Theorem 2. Let Ω be an exterior domain of class Ck (k ≥ 2). If a ∈ W2−k−1/q,q(∂Ω), with q ∈ (1,+∞),
then (21) has a solution u expressed by a simple layer potential with density ψ ∈ W1−k−1/q,q(∂Ω). It satisfies
the estimate

‖u‖W2−k,q(Ω) ≤ c‖a‖W2−k−1/q,q(∂Ω), (22)

and is unique in the class of all u ∈ W2−k,q
loc (Ω) such that

∫ �

Ω
u · φ = −

∫ �

∂Ω
a ·C[∇z]n, (23)

for all φ ∈ C∞
0 (Ω), where n denotes the unit normal to ∂Ω (exterior with respect to Ω′) and z is the solution of

divC[∇z] = φ in Ω,

z = 0 on ∂Ω,

lim
|x|→+∞

z(x) = 0.
(24)

Proof. First of all, we observe that Lemma 1 also holds for exterior domains (Theorem 1 in [11]). Thus,
we can apply the Fredholm alternative again, obtaining a solution ψ to (15) and the corresponding solution
u = v[ψ] to (21). Then, with the analogous meaning of aj and v[ψj], in place of (17) and (18), we get

∫
Ω∩BR

v[ψj] · φ = −
∫

∂Ω
aj ·C[∇z]n +

∫
∂BR

v[ψj] ·C[∇z]eR

−
∫

Ω∩BR

∇v[ψj] ·C[∇z]
(25)

and
0 =

∫
∂BR

z ·C[∇v[ψj]]eR −
∫

Ω∩BR

∇z ·C[∇v[ψj]], (26)

where BR is a ball of sufficiently large radius R containing ∂Ω and eR is the unit normal to its boundary
∂BR. By virtue of (2), we obtain∫

Ω∩BR

v[ψj] · φ = −
∫

∂Ω
aj ·C[∇z]n +

∫
∂BR

v[ψj] ·C[∇z]eR

−
∫

∂BR

z ·C[∇v[ψj]]eR.
(27)

Taking into account the asymptotic behavior of v[ψ] and z, we obtain the thesis by first letting
R → +∞, and then j → +∞.

4. Conclusions

In this paper, existence and uniqueness theorems for the displacement problem of linear elastostatics
with singular data are proved for three-dimensional bounded and exterior domains of class Ck (k ≥ 2).
The difficulty of the problem lies in defining the attainability of the boundary datum, which belongs to a
space of non-regular fields (namely, W2−k−1/q,q(∂Ω), q ∈ (1,+∞)). The proofs of the theorems make use
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of the theory of layer integral equations, of the existence and uniqueness results for regular data and of the
analysis of the trace operator associated to the simple layer potentials.

As far as the two-dimensional case is concerned, the situation is more involved (also for regular
data) because of the behavior of the fundamental solution (U(x − y) = O(ln(|x − y|)). As pointed out
in [15] (see also [16]), in this case, the search for a solution in the form of a simple layer potential v[ψ]

could not lead to existence and uniqueness for degenerate-scale problems. To overcome this difficulty,
one may search for the solution in the form of a sum v[ψ] + c, with c constant and

∫
∂Ω ψ = 0 [15].

This could be the starting point for further research into existence and uniqueness with singular data in
two-dimensional domains.
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1. Introduction

The classical Banach contraction principle is one of the most powerful and effective results in
analysis established by Banach [1], which guarantees the existence and uniqueness of fixed points in
complete metric spaces. This principle has been extended and generalized in many different directions.
One of these ways is to enlarge the class of spaces, such as partial metric spaces [2], metric-like
spaces [3], b-metric spaces [4], rectangular metric spaces [5], cone metric spaces [6], and several
others. Sometimes, one may come across situations wherein all the metric conditions are not needed
(see [7–11]). Motivated by this reality, several authors established fixed point and common fixed point
results in symmetric spaces (or semi-metric spaces).

A symmetric d on a non-empty set X is a function d : X × X → R+ which satisfies d(x, y) = d(y, x)
and d(x, y) = 0 if and only if x = y, for all x, y ∈ X. Unlike the metric, the symmetric is not generally
continuous. Due to the absence of a triangular inequality, the uniqueness of the limit of a sequence is no
longer ensured. To have a workable setting, Wilson [12] suggested several related weaker conditions
to overcome the earlier mentioned difficulties, which we will adopt to our setting. Such weaker
conditions will be stated in the preliminaries.

In 1969, Nadler [13] initiated the study of fixed points for multi-valued contractions using the
Hausdorff metric, and extended the Banach fixed point theorem to set-valued contractive maps.
The theory of multi-valued maps has applications in control theory, convex optimization, differential
equations, economics, and so on.

On the other hand, Matthews [2] introduced the concept of partial metric spaces as a part of
the study of denotational semantics of dataflow networks, and proved an analogue of the Banach
contraction theorem, and Kannan-Ćirić and Ćirić quasi-type fixed point results.

Combining the ideas involved in the concepts of partial metric spaces and symmetric spaces,
we introduce the class of partial symmetric spaces, wherein we prove existence and uniqueness fixed
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point results for certain types of contractions in partial symmetric spaces. Furthermore, with a view to
prove a multivalued analogue of Nadler’s fixed point theorem, we adopt the idea of the Hausdorff
metric in the setting of partial symmetric spaces. Finally, we use one of the our main results to examine
the existence and uniqueness of a solution for a system of Fredholm integral equations.

2. Preliminaries

In this section, we collect some relevant definitions and examples which are needed in our
subsequent discussions.

Now, we introduce the partial symmetric space as follows:

Definition 1. Let X be a non-empty set. A mapping P : X × X → R+ is said to be a partial symmetric if, for
all x, y, z ∈ X:

(1P) x = y if and only if P(x, x) = P(y, y) = P(x, y);
(2P) P(x, x) ≤ P(x, y);
(3P) P(x, y) = P(y, x).

Then, the pair (X,P) is said to be a partial symmetric space.

A partial symmetric space (X,P) reduces to a symmetric space if P(x, x) = 0, for all x ∈ X.
Obviously, every symmetric space is a partial symmetric space, but not conversely.

Example 1. Let X = R and define a mapping P : X × X → R+ for all x, y ∈ X and p, q > 1, as follows:

P(x, y) = |x − y|p + |x − y|q.

Then, the pair (X,P) is a partial symmetric space.

Example 2. Let X = R+ and define a mapping P : X × X → R+ for all x, y ∈ X and p, q > 1, as follows:

P(x, y) = (max{x, y})p + (max{x, y})q.

Then, the pair (X,P) is a partial symmetric space.

Example 3. Let X = [0, π) and define a mapping P : X × X → R+ for all x, y ∈ X and α > 0, as follows:

P(x, y) = sin |x − y|+ α.

Then, the pair (X,P) is a partial symmetric space.

Let (X,P) be a partial symmetric space. Then, the P-open ball, with center x ∈ X and radius
ε > 0, is defined by:

BP (x, ε) = {y ∈ X : P(x, y) < P(x, x) + ε}.

Similarly, the P-closed ball, with center x ∈ X and radius ε > 0, is defined by:

BP [x, ε] = {y ∈ X : P(x, y) ≤ P(x, x) + ε}.

The family of P-open balls for all x ∈ X and ε > 0,

UP = {BP (x, ε) : x ∈ X, ε > 0},

forms a basis of some topology τP on X.
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Lemma 1. Let (X, τP ) be a topological space and f : X → X. If f is continuous then, for every convergent
sequence xn → x in X, the sequence f xn converges to f x. The converse holds if X is metrizable.

In subsequent future discussions, we need some more basic definitions, namely: Convergent
sequences, Cauchy sequences, and complete partial symmetric spaces, which are outlined in the
following:

Definition 2. A sequence {xn} in (X,P) is said to be P-convergent to x ∈ X, with respect to τP , if

P(x, x) = lim
n→∞

P(xn, x).

Definition 3. A sequence {xn} in (X,P) is said to be P-Cauchy if and only if lim
n,m→∞

P(xn, xm) exists and is

finite.

Definition 4. A partial symmetric space (X,P) is said to be P-complete if every P-Cauchy sequence {xn} in
X is P-convergent, with respect to τP to a point in x ∈ X, such that

P(x, x) = lim
n→∞

P(xn, x) = lim
n,m→∞

P(xn, xm).

Now, we adopt some definitions from symmetric spaces in the setting of partial symmetric spaces:

Definition 5. Let (X,P) be a partial symmetric. Then

(A1) lim
n→∞

P(xn, x) = P(x, x) and lim
n→∞

P(xn, y) = P(x, y) imply that x = y, for a sequence {xn}, x, and
y in X.

(A2) A partial symmetric P is said to be 1-continuous if lim
n→∞

P(xn, x) = P(x, x) implies that

lim
n→∞

P(xn, y) = P(x, y), where {xn} is a sequence in X and x, y ∈ X.

(A3) A partial symmetric P is said to be continuous if lim
n→∞

P(xn, x) = P(x, x) and lim
n→∞

P(xn, y) = P(x, y)

imply that lim
n→∞

P(xn, yn) = P(x, y) where {xn} and {yn} are sequences in X and x, y ∈ X.

(A4) lim
n→∞

P(xn, x) = P(x, x) and lim
n→∞

P(xn, yn) = P(x, x) imply lim
n→∞

P(yn, x) = P(x, x), for

sequences {xn}, {yn}, and x in X.
(A5) lim

n→∞
P(xn, yn) = P(x, x) and lim

n→∞
P(yn, zn) = P(x, x) imply lim

n→∞
P(xn, zn) = P(x, x), for

sequences {xn}, {yn}, {zn}, and x in X.

Remark 1. From the Definition 5, it is observed that (A3) ⇒ (A2), (A4) ⇒ (A1), and (A2) ⇒ (A1) but,
in general, the converse implications are not true.

3. Fixed Point Results

Let (X,P) be a partial symmetric space and f : X → X. Then, for every x ∈ X and for all i, j ∈ N,
we define

S(P , f , x) = sup{P( f ix, f jx) : i, j ∈ N}. (1)

Definition 6. Let (X,P) be a partial symmetric space. A mapping f : X → X is said to be a κ-contraction if

P( f x, f y) ≤ κP(x, y), ∀ x, y ∈ X, (2)

where κ ∈ (0, 1).

Now, we prove an analogue of the Banach contraction principle in the setting of partial
symmetric spaces:
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Theorem 1. Let (X,P) be a complete partial symmetric space and f : X → X. Assume that the following
conditions are satisfied:

(i) f is a κ-contraction, for some κ ∈ [0, 1);
(ii) there exists x0 ∈ X such that S(P , f , x0) < ∞; and
(iii) either

(a) f is continuous, or
(b) (X,P) satisfies the (A1) property.

Then, f has a unique fixed point x ∈ X such that P(x, x) = 0.

Proof. Choose x0 ∈ X and construct an iterative sequence {xn} by:

x1 = f x0, x2 = f 2x0, x3 = f 3x0, . . . , xn = f nx0, . . .

Now, from (2) (for all i, j ∈ N), we have

P( f n+ix0, f n+jx0) ≤ κP( f n−1+ix0, f n−1+jx0).

The above inequality holds for all i, j ∈ N; therefore, by conditions (ii) and (1), we have

S(P , f , f nx0) ≤ κS(P , f , f n−1x0).

Repeating this procedure indefinitely, we have (for every n ∈ N)

S(P , f , f nx0) ≤ κnS(P , f , x0). (3)

Let n, m ∈ N, such that m = n + p for some p ∈ N. Using (3), we have

P( f nx0, f n+px0) ≤ S(P , f , f nx0) ≤ κnS(P , f , x0).

As S(P , f , x0) < ∞ and κ ∈ (0, 1), we have

lim
n,m→∞

P(xn, xm) = 0,

so that {xn} is a P-Cauchy sequence in X. In light of the P-completeness of X, there exists x ∈ X such
that {xn} P-converges to x. Now, we show that x ∈ X is a fixed point of f .

Assume that f is continuous. Then,

x = lim
n→∞

xn+1 = f ( lim
n→∞

xn) = f x.

Alternately, assume that (X,P) satisfies the (A1) property. Now, we have

P( f xn, f x) ≤ P(xn, x),

which, on taking n → ∞, implies that lim
n→∞

P(xn+1, f x) = 0. Thus, from the (A1) property, f x = x.

Therefore, x is a fixed point of f . To prove the uniqueness of the fixed point, let on contrary that there
exist x, y ∈ X such that f x = x and f y = y. Then, by the definition of κ-contraction, we have

P(x, y) = P( f x, f y) ≤ κP(x, y),
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a contradiction. Hence, x = y; that is, x is a unique fixed point of f . Finally, we show that P(x, x) = 0.
Since, f is κ-contraction mapping, we have

P(x, x) = P( f x, f x) ≤ κP(x, x).

This implies that P(x, x) < 0, implying thereby that P(x, x) = 0. This completes the proof.

Now, we recall the definition of the Kannan-Ćirić contraction condition [14]:

Definition 7. Let (X,P) be a partial symmetric space. A mapping f : X → X is said to be a Kannan-Ćirić
type κ-contraction if, for all x, y ∈ X,

P( f x, f y) ≤ κ max{P(x, f x),P(y, f y)}, (4)

where κ ∈ [0, 1).

Next, we prove a fixed point result via Kannan-Ćirić type κ-contractions in the setting of partial
symmetric spaces:

Theorem 2. Let (X,P) be a complete partial symmetric space and f : X → X. Assume that the following
conditions are satisfied:

(i) f is a Kannan-Ćirić type κ-contraction mapping,
(ii) f is continuous.

Then, f has a unique fixed point x ∈ X such that P(x, x) = 0.

Proof. Take x0 ∈ X, and construct an iterative sequence {xn} by:

x1 = f x0, x2 = f 2x0, x3 = f 3x0, . . . , xn = f nx0, . . .

Now, we assert that lim
n→∞

P(xn, xn+1) = 0. On setting x = xn and y = xn+1 in (4), we get

P(xn, xn+1) = P( f xn−1, f xn)

≤ κ max{P(xn−1, f xn−1),P(xn, f xn)}
≤ κ max{P(xn−1, xn),P(xn, xn+1)}. (5)

Assume that max{P(xn−1, xn),P(xn, xn+1)} = P(xn, xn+1), then from (5), we have

P(xn, xn+1) ≤ κP(xn, xn+1),

a contradiction (since κ ∈ (0, 1)). Thus, max{P(xn−1, xn),P(xn, xn+1)} = P(xn−1, xn). Therefore, (5)
gives rise

P(xn, xn+1) = κP(xn−1, xn) for all n ∈ N.

Thus, inductively, we have

P(xn, xn+1) = κnP(x0, x1) for all n ∈ N.

On taking the limit as n → ∞, we get

lim
n→∞

P(xn, xn+1) = 0. (6)
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Now, we assert that {xn} is a P-Cauchy sequence. From (4), we have, for n, m ∈ N,

P(xn, xm) = P( f xn−1, f xm−1)

≤ κ max{P(xn−1, f xn−1),P(xm−1, f xm−1)}
≤ κ max{P(xn−1, xn),P(xm−1, xm)}.

By taking the limit as n, m → ∞ and using (6), we have

lim
n,m→∞

P(xn, xm) = 0. (7)

Hence, {xn} is a P-Cauchy sequence. Since (X,P) is P-complete, there exists x ∈ X such that
lim

n→∞
P(xn, x) = 0. Now, we show that x ∈ X is a fixed point of f . By the continuity of f , we have

x = lim
n→∞

xn+1 = f ( lim
n→∞

xn) = f x.

Therefore, x is a fixed point of f . For the uniqueness part, let on contrary that there exist x, y ∈ X
such that f x = x and f y = y. Then, from (4), we have

P(x, y) = P( f x, f y)

≤ κ max{P(x, f x),P(y, f y)},

≤ κ max{P(x, x),P(y, y)}.

So, either P(x, y) ≤ κP(x, x) or P(x, y) ≤ κP(y, y), which is a contradiction. Therefore, x is a
unique fixed point of f . Finally, we show that P(x, x) = 0. From (4), we have

P(x, x) = κP( f x, f x)

≤ κ max{P(x, f x),P(x, f x)},

≤ κ max{P(x, x),P(x, x)},

≤ κP(x, x),

this implies that P(x, x) < 0, implying thereby that P(x, x) = 0. This completes the proof.

Now, we present some fixed point results for Ćirić quasi contractions in the setting of partial
symmetric spaces. We start with the following definition.

Definition 8. Let (X,P) be a partial symmetric space and f : X → X. Then f is said to be κ-weak contraction
if, for all x, y ∈ X, and κ ∈ (0, 1)

P( f x, f y) ≤ κ max
{P(x, y),P(x, f x),P(y, f y),P(x, f y),P(y, f x)

}
. (8)

Proposition 1. Let f be a κ-weak contraction for any κ ∈ (0, 1). If x is a fixed point of f , then P(x, x) = 0.

Proof. Suppose x ∈ X is a fixed point of f . Since f is a κ-weak contraction, we have that

P(x, x) = P( f x, f x)

≤ κ max
{P(x, x),P(x, f x),P(x, f x),P(x, f x),P(x, f x)

}
= κ max

{P(x, x),P(x, x),P(x, x),P(x, x),P(x, x)
}

= κP(x, x),

this implies that P(x, x) < 0, implying thereby P(x, x) = 0.
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Theorem 3. Let (X,P) be a P-complete partial symmetric space and f : X → X. Suppose that the following
conditions hold:

(i) f is a κ-weak contraction for some κ ∈ [0, 1);
(ii) there exists x0 ∈ X such that S(P , f , x) < ∞; and
(iii) f is continuous.

Then, f has a unique fixed point.

Proof. Assume x0 ∈ X, and construct an iterative sequence {xn} by:

x1 = f x0, x2 = f 2x0, x3 = f 3x0, . . . , xn = f nx0, . . .

Let n be an arbitrary positive integer. Since f is a κ-weak contraction, for all i, j ∈ N, we have

P( f n+ix0, f n+jx0) ≤ κ max
{P( f n−1+ix0, f n−1+jx0),P( f n−1+ix0, f n+ix0),

P( f n−1+jx0, f n+jx0),P( f n−1+ix0, f n+jx0),P( f n−1+jx0, f n+ix0)
}

.

Since the above inequality is true for all i, j ∈ N, therefore by conditions (ii) and (1), we have

S(P , f , f nx0) ≤ κS(P , f , f n−1x0).

Continuing this process indefinitely, we have, for all n ≥ 1,

S(P , f , f nx0) ≤ κnS(P , f , x0). (9)

Now, for each n, m ∈ N, such that m = n + p for some p ∈ N, we have, due to (9), that

P( f nx0, f n+px0) ≤ S(P , f , f nx0) ≤ κnS(P , f , x0). (10)

Since S(P , f , x0) < ∞ and κ ∈ (0, 1), we have

lim
n,m→∞

P(xn, xm) = 0,

so {xn} is a P-Cauchy sequence in X. In view of the P-completeness of X, there exists x ∈ X such that
{xn} P-converges to x. Now, we show that x is a fixed point of f . By the continuity of f , we have

x = lim
n→∞

xn+1 = f ( lim
n→∞

xn) = f x.

Therefore, x is a fixed point of f . For the uniqueness part, let on contrary that there exist x, y ∈ X
such that f x = x and f y = y. Thus, by using the condition (8), we have

P(x, y) = P( f x, f y)

≤ κ max
{P(x, y),P(x, f x),P(y, f y),P(x, f y),P(y, f x)

}
= κ max

{P(x, y),P(x, x),P(y, y),P(x, y),P(y, x)
}

.

By using the property (2P), we have

P(x, y) ≤ κP(x, y) < P(x, y),

a contradiction, and so P(x, y) = 0; which implies that x = y. Thus, f has a unique fixed point. This
completes the proof.

Now, we furnish the following example, which illustrates Theorem 3.
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Example 4. Consider X = [0, 1] and a partial symmetric P : X × X → R+ defined by P(x, y) = max{x, y},
for all x, y ∈ X. Define a self-mapping f on X by

f x =
2x2

5
, for all x ∈ X.

Observe that

P( f x, f y) = max{ f x, f y}
= max

{
2x2

5
,

2y2

5

}
≤ 2

5
max{x, y} =

2
5
P(x, y)

≤ 2
5

max
{P(x, y),P(x, f x),P(y, f y),P(x, f y),P(y, f x)

}
,

for all x, y ∈ X. Observe that f is continuous and condition (ii) holds. Thus, all the conditions of Theorem 3 are
satisfied and so f has a unique fixed point (i.e., x = 0).

Notice that this example can not be covered by metrical fixed point theorems.

Corollary 1. The conclusions of Theorem 3 remain true, if the contractive condition (8) is replaced by any one
of the following:

(i) P( f x, f y) ≤ κ
2
[P(x, f y) + P(y, f x)

]
;

(ii) P( f x, f y) ≤ κ max
{P(x, y),P(x, f x),P(y, f y)

}
;

(iii) P( f x, f y) ≤ κ max
{P(x, y),P(x, f y),P(y, f x)

}
;

(iv) P( f x, f y) ≤ κ max
{
P(x, y), P(x, f x)+P(y, f y)

2 , P(x, f y)+P(y, f x)
2

}
;

(v) P( f x, f y) ≤ κ max
{
P(x, y), P(x, f x)+P(y, f y)

2 ,P(x, f y),P(y, f x)
}

; or

(vi) P( f x, f y) ≤ κ max
{
P(x, y),P(x, f x),P(y, f y), P(x, f y)+P(y, f x)

2

}
.

4. Application

In this section, we endeavor to apply Theorem 1 to prove the existence and uniqueness of a
solution of the following integral equation of Fredholm type:

x(t) =
∫ b

a
G(t, s, x(s))ds + h(t) for all t, s ∈ [a, b], (11)

where G, h ∈ C([a, b],R) (say, X = C([a, b],R). Define a partial symmetric space P on X:

P(x, y) = sup
t∈[a,b]

|x(t)− y(t)|p + sup
t∈[a,b]

|x(t)− y(t)|q, for all x, y ∈ X, and p, q > 1.

Then, (X,P) is a complete partial symmetric space.
Now we are equipped to state and prove our result, as follows:

Theorem 4. Assume that, for all x, y ∈ C([a, b],R),

|G(t, s, x(s))− G(t, s, y(s))| ≤ 1
2(b − a)

|x(s)− y(s)|, (12)
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f or all t, s ∈ [a, b]. Then, Equation (11) has a unique solution.

Proof. Define f : X → X by

f x(t) =
∫ b

a
G(t, s, x(s))ds + h(t) for all t, s ∈ [a, b].

It is clear that x is a fixed point of the operator f if and only if it is a solution of Equation (11).
Now, for all x, y ∈ X, we have

| f x(t)− f y(t)|p + | f x(t)− f y(t)|q ≤
( ∫ b

a
|G(t, s, x(s))− G(t, s, y(s))|ds

)p

+
( ∫ b

a
|G(t, s, x(s))− G(t, s, y(s))|ds

)q

≤
( ∫ b

a

1
2(b − a)

|x(s)− y(s)|ds
)p

+
( ∫ b

a

1
2(b − a)

|x(s)− y(s)|ds
)q

≤ 1
2p(b − a)p sup

t∈[a,b]
|x(t)− y(t)|p

( ∫ b

a
ds

)p

+
1

2q(b − a)q sup
t∈[a,b]

|x(t)− y(t)|q
( ∫ b

a
ds

)q

≤ λ
(

sup
t∈[a,b]

|x(t)− y(t)|p + sup
t∈[a,b]

|x(t)− y(t)|q).

Thus, condition (12) is satisfied, with λ = max{ 1
2p , 1

2q } ∈ [0, 1). Hence, the operator f has a
unique fixed point; that is, the Fredholm integral Equation (11) has a unique solution.

5. Results Involving Set-Valued Map

In this section, first we extend the idea of Hausdorff distance to partial symmetric spaces.
Let (X,P) be a partial symmetric space and CBP (X) be the family of all nonempty, τP -closed, and
bounded subsets of (X,P). Observe that A will be bounded if there exist x0 ∈ X and M ≥ 0 such that,
for all a ∈ A, P(x0, a) ≤ P(a, a) + M.

Moreover, for A, B ∈ CBP (X) and x ∈ X, we define:

distP (x, A) = inf{P(x, a) : a ∈ A};

δP (A, B) = sup{distP (a, B) : a ∈ A}; and

δP (B, A) = sup{distP (b, A) : b ∈ B}.

Remark 2. Let (X,P) be a partial symmetric space and A a non-empty subset of X, then

a ∈ A if and only if distP (a, A) = P(a, a),

where A denotes the closure of A, with respect to the partial symmetric P . Also, A is P-closed in (X,P) if and
only if A = A.

Proposition 2. Let (X,P) be a partial symmetric space. For A, B, C ∈ CBPX, we have the following:

(i) δP (A, A) = sup{P(a, a) : a ∈ A};
(ii) δP (A, A) ≤ δP (A, B);
(iii) B ⊂ C ⇒ δP (A, C) ≤ δP (A, B);
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(iv) δP (A, B) = 0 ⇒ A ⊆ B; and
(v) δP (A ∪ B, C) = max{δP (A, C), δP (B, C)}.

Proof. (i) Suppose A ∈ CBP (X). Since a ∈ A if and only if P(a, A) = P(a, a),

δP (A, A) = sup{distP (a, A) : a ∈ A} = sup{P(a, a) : a ∈ A}.

(ii) Suppose a ∈ A. By definition of the partial symmetric space, we know that P(a, a) ≤ P(a, b),
which implies that

P(a, a) ≤ distP (a, B) ≤ δP (A, B).

Hence, condition (i) gives rise to

δP (A, A) ≤ δP (A, B).

(iii) Suppose A, B, C ∈ CBP (X), such that B ⊆ C. Then,

distP (x, B) ≤ distP (x, C) for all a ∈ X.

Thus,
B ⊂ C ⇒ δP (A, C) ≤ δP (A, B).

(iv) Suppose A, B ∈ CBP (X), such that δP (A, B) = 0. Then,

sup{distP (a, A) : a ∈ A} = 0 ⇒ distP (a, B) = 0 for all a ∈ A.

In view of the above conditions (i) and (ii), we have

P(a, a) ≤ δP (A, B) = 0 ⇒ P(a, a) = 0, for all a ∈ A.

Therefore, distP (a, B) = P(a, a) for all a ∈ A implies that ‘a’ is in the closure of B for all a ∈ A.
Since B is P-closed, we have A ⊆ B.

(v) Suppose A, B, C ∈ CBP (X). Then,

δP (A ∪ B, C) = sup{distP (x, C) : x ∈ A ∪ B}
= max

{
sup{distP (x, C) : x ∈ A}, sup{distP (x, C) : x ∈ B}}

= max{δP (A, C), δP (B, C)}.

Next, let (X,P) be a partial symmetric space. Define

HP (A, B) = max{δP (A, B), δP (B, A)}.

Proposition 3. Let (X,P) be a partial symmetric space. For A, B, C, D ∈ CBP (X), we have the following:

(1H) HP (A, A) ≤ HP (A, B);
(2H) HP (A, B) = HP (B, A); and
(3H) HP (A ∪ B, C ∪ D) = max{HP (A, C), HP (B, D)}.

Proof. (1H) By condition (ii) of Proposition 2, we have

HP (A, A) = δP (A, A) ≤ δP (A, B) ≤ HP (A, B).
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(2H) By the definition of HP , we have

HP (A, B) = max{δP (A, B), δP (B, A)} = max{δP (B, A), δP (A, B)} = HP (B, A).

(3H) By condition (v) of Proposition 2, we have

δP (A ∪ B, C ∪ D) = max{δP (A, C ∪ D), δP (B, C ∪ D)}
≤ max{δP (A, C), δP (B, D)}
≤ max{HP (A, C), HP (B, D)}.

Similarly, we obtain

δP (C ∪ D, A ∪ B) ≤ max{HP (A, C), HP (B, D)}.

Hence, by the definition of HP , we have, for all A, B, C, D ∈ CBP (X), that

HP (A ∪ B, C ∪ D) = max{HP (A, C), HP (B, D)}.

Proposition 4. Let (X,P) be a partial symmetric space. For A, B ∈ CBP (X), we have

HP (A, B) = 0 ⇒ A = B.

Proof. Let HP (A, B) = 0. Then, by the definition of HP , we have

δP (A, B) = δP (B, A) = 0.

Thus, by condition (iii) of Proposition 2, we get A ⊆ B and B ⊆ A, which implies A = B.

Now, we prove the following lemma which is needed in the sequel:

Lemma 2. Let (X,P) be partial symmetric space and A, B ∈ CBP (X). Then, for any h > 1 and a ∈ A, there
exists b ∈ B such that

P(a, b) ≤ hHP (A, B). (13)

Proof. First, we consider A = B. From (i) of Proposition 2,

HP (A, B) = HP (A, A) = δP (A, A) = sup
a∈A

P(a, a).

Observe that, for any a ∈ A and any h > 1, we have

P(a, a) ≤ sup
a∈A

P(a, a) = HP (A, B) ≤ hHP (A, B).

Consequently, b = a satisfies the inequality (13). Now, let A 
= B. Then, there exists a ∈ A such
that

P(a, b) > hHP (A, B) for all b ∈ B.

Then,
inf{P(a, b) : b ∈ B} ≥ hHP (A, B),

so that
distP (a, B) ≥ hHP (A, B).
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Hence,
HP (A, B) ≥ δP (A, B) = sup

a∈A
distP (a, B) ≥ distP (a, B) ≥ hHP (A, B),

a contradiction, since h > 1.

Recall that, if f : X → CBP (X) is a mapping, then an element x ∈ X is said to be a fixed point of
f if x ∈ f x.

Now, we state and prove our main result in this section:

Theorem 5. Let (X,P) be a complete partial symmetric space and f : X → CBP (X). Assume that the
following conditions are satisfied:

(i) there exists κ ∈ [0, 1) such that

HP ( f x, f y) ≤ κP(x, y) for all x, y ∈ X;

(ii) there exists x0 ∈ X such that S(P , f , x0) < ∞; and
(iii) f is continuous.

Then, f has a unique fixed point x ∈ X, such that P(x, x) = 0.

Proof. Suppose x0 ∈ X and x1 ∈ f x0. From Lemma 2 with h = 1√
κ

, there exists x2 ∈ f x1 such

that P(x1, x2) ≤ 1√
κ

HP ( f x0, f x1). Since HP ( f x0, f x1) ≤ κP(x0, x1), then P(x1, x2) ≤ √
κP(x0, x1).

Similarly, for x2 ∈ f x1 there exists x3 ∈ f x2 such that

P(x2, x3) ≤ 1√
κ

HP ( f x1, f x2) ≤
√

κP(x1, x2).

Inductively, we obtain a sequence {xn} in X, such that

xn+1 ∈ f xn and P(xn+1, xn) ≤
√

κP(xn, xn−1), for all n ∈ N.

By condition (i), for all i, j ∈ N we have

P( f n+ix0, f n+jx0) ≤
√

κP( f n−1+ix0, f n−1+jx0).

Therefore, by condition (ii) and (1), we have

S(P , f , f nx0) ≤
√

κS(P , f , f n−1x0).

Continuing this process, we have, for every n ∈ N,

S(P , f , f nx0) ≤ (
√

κ)nS(P , f , x0). (14)

By using (3), we have, for n, m, p ∈ N such that m = n + p,

P( f nx0, f n+px0) ≤ S(P , f , f nx0) ≤ (
√

κ)nS(P , f , x0).

Since S(P , f , x0) < ∞ and κ ∈ (0, 1), then

lim
n,m→∞

P(xn, xm) = 0,
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so that {xn} is a P-Cauchy sequence in X. In view of the P-completeness of X, there exists x ∈ X such
that {xn} P-converges to x. Therefore,

P(x, x) = lim
n→∞

P(xn, x) = lim
n,m→∞

P(xn, xm) = 0.

As HP ( f xn, f x) ≤ κP(xn, x), implies that

lim
n→∞

HP ( f xn, f x) = 0.

Hence, xn+1 ∈ f xn. Therefore,

distP (xn+1, f x) ≤ δP ( f xn, f x) ≤ HP ( f xn, f x).

Hence,
lim

n→∞
distP (xn+1, f x) = 0.

By the continuity of f , we obtain

distP (x, f x) = lim
n→∞

distP (xn+1, f x) = 0.

Thus, we have P(x, x) = distP (x, f x) = 0. As f x is P-closed, then we have x ∈ f x. Hence, x is a
fixed point of f in X. This completes the proof.

Next, we adopt the following example to demonstrate Theorem 5.

Example 5. Consider X = {0, 1, 2} equipped with the partial symmetric P : X × X → R+ defined by

P(x, y) =
1
2
|x − y|2 + 1

4
(max{x, y})2, for all x, y ∈ X.

Then (X,P) is a P-complete symmetric space. Note that {0} and {0, 1} are bounded sets in (X,P). In
fact, if x ∈ {0, 1, 2} then

x ∈ {0} ⇔ distP (x, {0}) = P(x, x)

⇔ 3x2

4
=

x2

4
⇔ x = 0 ⇔ x ∈ {0}.

Hence, {0} is closed with respect to the partial symmetric P . Next,

x ∈ {0, 1} ⇔ distP (x, {0, 1}) = P(x, x)

⇔ min
{

3x2

2
,

1
2
|x − 1|2 + 1

4
(max{x, 1})2

}
=

x2

4
⇔ x ∈ {0, 1}.

Hence, {0, 1} is also closed with respect to the partial symmetric P .
Now, define f : X → CBP (X) by:

f 0 = f 1 = {0} and f 2 = {0, 1}.

Notice that f is continuous under the partial symmetric P . Now, to show that the contractive condition (i)
of Theorem 5 is satisfied, we distinguish the following cases:
Case 1. Let x, y ∈ {0, 1}. Then,

HP ( f x, f y) = HP (0, 0) = 0,
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so that the contractive condition (i) satisfied.
Case 2. Let x ∈ {0, 1} and y = 2. Then, with k = 1

2 , we have

HP ( f x, f 2) = HP ({0}, {0, 1})
= max

{
δP ({0}, {0, 1}), δP ({0, 1}, {0})}

= max
{

distP (0, {0, 1}), max{P(0, 0),P(1, 0)}}
=

3
4
≤ kHP (x, 2).

Case 3. Let x = y = 2. Then, with k = 1
4 , we have

HP ( f 2, f 2) = HP ({0, 1}, {0, 1})
= δP ({0, 1}, {0, 1})
= max

{
distP (0, {0, 1}), distP (1, {0, 1})}

= max
{

0, min{P(1, 0),P(1, 1)}}
=

1
4
≤ kHP (2, 2).

Hence, the contractive condition (i) of Theorem 5 is satisfied for k = 1
2 .

By routine calculation, one can verify the other conditions of Theorem 5. Observe that f has a unique fixed
point (namely, x = 0).

6. Conclusions

First, we enlarged the class of symmetric spaces to the class of partial symmetric spaces,
wherein we proved several results which included analogues of the Banach contraction principle, the
Kannan-Ćirić fixed theorem, and the Ćirić quasi-fixed point theorem, in such spaces. We also furnished
some examples, exhibiting the utility of our newly established results. Furthermore, we used one of
the our main results to examine the existence and uniqueness of a solution for a system of Fredholm
integral equations. Moreover, we extended the idea of Hausdorff distance to partial symmetric spaces,
and proved an analogue of Nadler’s fixed point theorem and some related results.
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1. Introduction

Let R and C denote the sets of real and complex numbers and z be a complex variable. For real or
complex parameters a and b, the generalized binomial coefficient(

a
b

)
=

Γ(a + 1)
Γ(b + 1)Γ(a − b + 1)

=

(
a

a − b

)
(a, b ∈ C),

in which
Γ(z) =

∫ ∞

0
xz−1e−xdx,

denotes the well-known gamma function for Re(z) > 0, can be reduced to the particular case(
a
n

)
=

(−1)n(−a)n
n!

,

where (a)b denotes the Pochhammer symbol [1] given by

(a)b =
Γ(a + b)

Γ(a)
=

{
1 (b = 0, a ∈ C\{0}),

a(a + 1)...(a + b − 1) (b ∈ C, a ∈ C).
(1)

By referring to the symbol (1), the generalized hypergeometric functions [2]

pFq

(
a1, ... , ap

b1, ... , bq

∣∣∣∣∣ z

)
=

∞

∑
k=0

(a1)k...(ap)k
(b1)k...(bq)k

zk

k!
, (2)
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are indeed a Taylor series expansion for a function, say f , as
∞
∑

k=0
c∗k zk with c∗k = f (k)(0)/k! for which

the ratio of successive terms can be written as

c∗k+1
c∗k

=
(k + a1)(k + a2)...(k + ap)

(k + b1)(k + b2)...(k + bq)(k + 1)
.

According to the ratio test [3,4], the series (2) is convergent for any p ≤ q + 1. In fact, it converges
in |z| < 1 for p = q + 1, converges everywhere for p < q + 1 and converges nowhere (z 
= 0) for
p > q + 1. Moreover, for p = q + 1 it absolutely converges for |z| = 1 if the condition

A∗ = Re

(
q

∑
j=1

bj −
q+1

∑
j=1

aj

)
> 0,

holds and is conditionally convergent for |z| = 1 and z 
= 1 if −1 < A∗ ≤ 0 and is finally divergent for
|z| = 1 and z 
= 1 if A∗ ≤ −1.

There are two important cases of the series (2) arising in many physics problems [5,6]. The first
case (convergent in |z| ≤ 1) is the Gauss hypergeometric function

y = 2F1

(
a, b

c

∣∣∣∣∣ z

)
=

∞

∑
k=0

(a)k(b)k
(c)k

zk

k!
,

with the integral representation

2F1

(
a, b

c

∣∣∣∣∣ z

)
=

Γ(c)
Γ(b)Γ(c − b)

∫ 1

0
tb−1(1 − t)c−b−1(1 − tz)−adt,

(Re c > Re b > 0; |arg(1 − z)| < π), (3)

Replacing z = 1 in (3) directly leads to the well-known Gauss identity

2F1

(
a, b

c

∣∣∣∣∣ 1

)
=

Γ(c)Γ(c − a − b)
Γ(c − a)Γ(c − b)

Re(c − a − b) > 0 . (4)

The second case, which converges everywhere, is the Kummer confluent hypergeometric function

y = 1F1

(
b
c

∣∣∣∣∣ z

)
=

∞

∑
k=0

(b)k
(c)k

zk

k!
,

with the integral representation

1F1

(
b
c

∣∣∣∣∣ z

)
=

Γ(c)
Γ(b)Γ(c − b)

∫ 1

0
tb−1(1 − t)c−b−1eztdt,

(Re c > Re b > 0; |arg(1 − z)| < π).

In this paper, we explicitly obtain the simplified form of the hypergeometric series

pFq

(
a1, ... , ap−1, m + 1
b1, ... , bq−1, n + 1

∣∣∣∣∣ z

)
,

when m, n are two natural numbers and m < n.
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2. A New Identity for Generalized Hypergeometric Functions

Let m, n be two natural numbers so that m < n. By noting (1), since

(m + 1)k
(n + 1)k

=
Γ(k + m + 1)Γ(n + 1)
Γ(k + n + 1)Γ(m + 1)

=
n!
m!

1
(k + m + 1)(k + m + 2)...(k + n)

,

so, we have
(m + 1)k

k!(n + 1)k
=

Γ(k + m + 1)Γ(n + 1)
k! Γ(k + n + 1)Γ(m + 1)

=
n!
m!

(k + 1)m
(k + n)!

. (5)

Hence, substituting (5) into a special case of (2) yields

pFq

(
a1, ... , ap−1, m + 1
b1, ... , bq−1, n + 1

∣∣∣∣∣ z

)
=

n!
m!

∞

∑
k=0

(a1)k...(ap−1)k
(b1)k...(bq−1)k

zk (k + 1)m
(k + n)!

=
n!
m!

∞

∑
j=n

(a1)j−n...(ap−1)j−n

(b1)j−n...(bq−1)j−n
zj−n (j + 1 − n)m

j!
. (6)

In [7], two particular cases of (6) for m = 0 and m = 1 were considered and other cases have been
left as open problems. In this section, we wish to consider those open problems and solve them for any
arbitrary value of m. For this purpose, since

(a)j−n =
Γ(a − n)

Γ(a)
(a − n)j = (−1)n

(a − n)j

(1 − a)n
,

relation (6) is simplified as

pFq

(
a1, ... , ap−1, m + 1
b1, ... , bq−1, n + 1

∣∣∣∣∣ z

)
=

n!
m!

(−1)n(p−q)

zn

(1 − b1)n...(1 − bq−1)n
(1 − a1)n...(1 − ap−1)n

×
∞

∑
j=n

(a1 − n)j...(ap−1 − n)j

(b1 − n)j...(bq−1 − n)j

zj

j!
(j + 1 − n)m. (7)

It is clear in (7) that

∞

∑
j=n

(a1 − n)j...(ap−1 − n)j

(b1 − n)j...(bq−1 − n)j

zj

j!
(j + 1 − n)m =

∞

∑
j=0

(.)−
n−1

∑
j=0

(.) = S∗
1 − S∗

2 . (8)

To evaluate S∗
1 =

∞
∑

j=0
(.), we can directly use Chu-Vandermonde identity, which is a special case

of Gauss identity (4), i.e.,

2F1

(
−m, q − p

q

∣∣∣∣∣ 1

)
=

(p)m
(q)m

. (9)

Now if in (9), p = j − n + 1 and q = −n + 1, we have

(j − n + 1)m = (1 − n)m2F1

(
−m, −j

1 − n

∣∣∣∣∣ 1

)
= (1 − n)m

m

∑
k=0

(−m)k(−j)k
(1 − n)kk!

. (10)
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Hence, replacing (10) in S∗
1 gives

S∗
1 =

∞

∑
j=0

(a1 − n)j...(ap−1 − n)j

(b1 − n)j...(bq−1 − n)j

zj

j!
(1 − n)m

m

∑
k=0

(−m)k(−j)k
(1 − n)kk!

= (1 − n)m

m

∑
k=0

(−m)k
(1 − n)kk!

(
∞

∑
j=k

(a1 − n)j...(ap−1 − n)j

(b1 − n)j...(bq−1 − n)j
zj (−j)k

j!

)
. (11)

It is important to note in the second equality of (11) that (−j)k = 0 for any j = 0, 1, 2, . . . , k − 1.
Therefore, the lower index is starting from j = k instead of j = 0. Now since

(−j)k
j!

=
(−1)k

(j − k)!
,

relation (11) is simplified as

S∗
1 = (1 − n)m

m

∑
k=0

(−m)k
(1 − n)kk!

(
∞

∑
j=k

(a1 − n)j...(ap−1 − n)j

(b1 − n)j...(bq−1 − n)j
zj (−1)k

(j − k)!

)

= (1 − n)m

m

∑
k=0

(−m)k(−z)k

(1 − n)kk!

(
∞

∑
r=0

(a1 − n)r+k...(ap−1 − n)r+k
(b1 − n)r+k...(bq−1 − n)r+k

zr

r!

)
. (12)

On the other hand, the well-known identity

(a)r+k = (a)k(a + k)r,

simplifies (12) as

S∗
1 = (1 − n)m

m

∑
k=0

(−m)k(a1 − n)k...(ap−1 − n)k
(1 − n)k(b1 − n)k...(bq−1 − n)k

(−z)k

k!

×
( ∞

∑
r=0

(a1 − n + k)r...(ap−1 − n + k)r
(b1 − n + k)r...(bq−1 − n + k)r

zr

r!

)
= (1 − n)m

m

∑
k=0

(−m)k(a1 − n)k...(ap−1 − n)k
(1 − n)k(b1 − n)k...(bq−1 − n)k

(−z)k

k!

× p−1Fq−1

(
a1 − n + k, ... ap−1 − n + k
b1 − n + k, ... bq−1 − n + k

∣∣∣∣∣ z

)
.

To compute the finite sum S∗
2 =

n−1
∑

j=0
(.) in (8), we can directly use the identity

(j − n + 1)m =
(−n + 1)m(−n + 1 + m)j

(−n + 1)j
,
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to get

S∗
2 =

n−1

∑
j=0

(a1 − n)j...(ap−1 − n)j

(b1 − n)j...(bq−1 − n)j

zj

j!
(j + 1 − n)m

= (1 − n)m

n−1

∑
j=0

(a1 − n)j...(ap−1 − n)j

(b1 − n)j...(bq−1 − n)j

zj

j!

(−n + 1 + m)j

(−n + 1)j

= (1 − n)m pFq

(
a1 − n, ... ap−1 − n, −(n − 1 − m)

b1 − n, ... bq−1 − n, −(n − 1)

∣∣∣∣∣ z

)
. (13)

Finally, by noting the identity

(−n + 1)m
m!

= (−1)m

(
n − 1

m

)
,

the main result of this paper is obtained as follows.

Main Theorem. If m, n are two natural numbers so that m < n, then

pFq

(
a1, ... ap−1, m + 1
b1, ... bq−1, n + 1

∣∣∣∣∣ z

)
= n!

(
n − 1
m

)
(−1)n(p−q)+m

zn

(1 − b1)n...(1 − bq−1)n
(1 − a1)n...(1 − ap−1)n

×

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
m
∑

k=0

(−m)k(a1−n)k ...(ap−1−n)k
(1−n)k(b1−n)k ...(bq−1−n)k

p−1Fq−1

(
a1 − n + k, ... ap−1 − n + k
b1 − n + k, ... bq−1 − n + k

∣∣∣∣∣ z

)
(−z)k

k!

−pFq

(
a1 − n, ... ap−1 − n, −(n − 1 − m)

b1 − n, ... bq−1 − n, −(n − 1)

∣∣∣∣∣ z

)
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ , (14)

where {ak}p−1
k=1 /∈ {1, 2, . . . , n} and {bk}q−1

k=1 /∈ {n, n − 1, . . . , n − m + 1}.

Note that the case m > n in (14) leads to a particular case of Karlsson-Minton identity, see e.g., [8,9].

3. Some Special Cases of the Main Theorem

Essentially whenever a generalized hypergeometric series can be summed in terms of gamma
functions, the result will be important as only a few such summation theorems are available in the
literature. In this sense, the classical summation theorems such as Kummer and Gauss for 2F1, Dixon,
Watson, Whipple and Pfaff-Saalschutz for 3F2, Whipple for 4F3, Dougall for 5F4 and Dougall for 7F6 are
well known [1,10]. In this section, we consider some special cases of the above main theorem to obtain
new hypergeometric summation formulas.

Special case 1. Note that if m = 0, the first equality of (13) reads as

S∗
2 =

n−1

∑
j=0

(a1 − n)j...(ap−1 − n)j

(b1 − n)j...(bq−1 − n)j

zj

j!
.
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Hence, the main theorem is simplified as

pFq

(
a1, ... ap−1, 1
b1, ... bq−1, n + 1

∣∣∣∣∣ z

)
= n!

(−1)n(p−q)

zn

(1 − b1)n...(1 − bq−1)n
(1 − a1)n...(1 − ap−1)n

×
(

p−1Fq−1

(
a1 − n, ..., ap−1 − n
b1 − n, ..., bq−1 − n

∣∣∣∣∣ z

)
−

n−1

∑
j=0

(a1 − n)j...(ap−1 − n)j

(b1 − n)j...(bq−1 − n)j

zj

j!

)
,

which is a known result in the literature [10] (p. 439).

Special case 2. For n = m + 1, relation (13) gives S∗
2 = (−1)mm! and the main theorem therefore reads

(for m + 1 → m) as

pFq

(
a1, ... ap−1, m
b1, ... bq−1, m + 1

∣∣∣∣∣ z

)
= (−1)m(p−q+1) m!

zm

(1 − b1)m...(1 − bq−1)m
(1 − a1)m...(1 − ap−1)m

×{
1 −

m−1

∑
k=0

(a1 − m)k...(ap−1 − m)k
(b1 − m)k...(bq−1 − m)k

p−1Fq−1

(
a1 − m + k, ... ap−1 − m + k
b1 − m + k, ... bq−1 − m + k

∣∣∣∣∣ z

)
(−z)k

k!

}
.

For instance, we have [7]

pFq

(
a1, ... ap−1, 2
b1, ... bq−1, 3

∣∣∣∣∣ z

)
=

2
z2

(1 − b1)2... (1 − bq−1)2
(1 − a1)2... (1 − ap−1)2

×
(
(a1 − 2)... (ap−1 − 2)
(b1 − 2)... (bq−1 − 2)

zp−1Fq−1

(
a1 − 1, ..., ap−1 − 1
b1 − 1, ..., bq−1 − 1

∣∣∣∣∣ z

)

−p−1Fq−1

(
a1 − 2, ..., ap−1 − 2
b1 − 2, ..., bq−1 − 2

∣∣∣∣∣ z

)
+ 1

)
.

As a very particular case, replacing p = 3 and q = 2 in the above relation yields

3F2

(
a, b, 2

c, 3

∣∣∣∣∣ 1

)

=
2

(a − 2)2(b − 2)2

(
(c − 2)2 +

Γ(c)Γ(c − a − b + 1)
Γ(c − a)Γ(c − b)

(ab − a − b − c + 3)
)

.

Special case 3. For p = q = 1, the main theorem is simplified as

1F1

(
m + 1
n + 1

∣∣∣∣∣ z

)

= n!

(
n − 1

m

)
(−1)m

zn

(
ez

1F1

(
−m

−(n − 1)

∣∣∣∣∣ − z

)
− 1F1

(
−(n − 1 − m)

−(n − 1)

∣∣∣∣∣ z

))
.

For instance, by referring to the special case 1, we have [7,10]

1F1

(
1
m

∣∣∣∣∣ z

)
=

(m − 1)!
zm−1

(
ez −

m−2

∑
j=0

zj

j!

)
.
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Special case 4. For p = 2 and q = 1, the main theorem is simplified as

2F1

(
a, m + 1

n + 1

∣∣∣∣∣ z

)
= n!

(
n − 1
m

)
(−1)n+m

zn
1

(1 − a)n

×
{
(1 − z)n−a

2F1

(
a − n, −m
−(n − 1)

∣∣∣∣∣ z
z − 1

)
− 2F1

(
a − n, −(n − 1 − m)

−(n − 1)

∣∣∣∣∣ z

)}
,

in which we have used the relation 1F0

(
a
−

∣∣∣∣∣ z

)
= (1 − z)−a. For instance, by referring to the special

case 1, we have [7,10]

2F1

(
a, 1

m

∣∣∣∣∣ z

)
=

(m − 1)!
zm−1

Γ(1 − a)
Γ(m − a)

(
(1 − z)m−a−1 −

m−2

∑
j=0

(a − m + 1)j
zj

j!

)
.

Special case 5. For p = 3 and q = 2, the main theorem is simplified as

3F2

(
a1, a2, m + 1

b1, n + 1

∣∣∣∣∣ z

)
= n!

(
n − 1

m

)
(−1)n+m

zn
(1 − b1)n

(1 − a1)n(1 − a2)n

×

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
m
∑

k=0

(−m)k(a1−n)k(a2−n)k
(1−n)k(b1−n)k

2F1

(
a1 − n + k, a2 − n + k

b1 − n + k

∣∣∣∣∣ z

)
(−z)k

k!

−3F2

(
a1 − n, a2 − n, −(n − 1 − m)

b1 − n, −(n − 1)

∣∣∣∣∣ z

)
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ . (15)

As a particular case and by noting the first kind of Gauss formula (4), if z = 1 is replaced in (15)
then we get

3F2

(
a1, a2, m + 1

b1, n + 1

∣∣∣∣∣ 1

)
= (−1)n+mn!

(
n − 1
m

)
(1 − b1)n

(1 − a1)n(1 − a2)n

×

⎧⎪⎪⎪⎨⎪⎪⎪⎩
m
∑

k=0

(−m)k(a1−n)k(a2−n)k
(1−n)k(b1−n)k

Γ(b1−n+k)Γ(b1−a1−a2+n−k)
Γ(b1−a1)Γ(b1−a2)

(−1)k

k!

−3F2

(
a1 − n, a2 − n, −(n − 1 − m)

b1 − n, −(n − 1)

∣∣∣∣∣ 1

)
⎫⎪⎪⎪⎬⎪⎪⎪⎭ .

Therefore, we get

3F2

(
a1, a2, m + 1

b1, n + 1

∣∣∣∣∣ 1

)
=

(
n − 1

m

)
(−1)mn!

(1 − a1)n(1 − a2)n

×

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(b1 − a1 − a2)n2F1

(
a1, a2

b1

∣∣∣∣∣ 1

)
3F2

(
a1 − n, a2 − n, −m

1 − n + a1 + a2 − b1, 1 − n

∣∣∣∣∣ 1

)

−(−1)n(1 − b1)n3F2

(
a1 − n, a2 − n, −(n − 1 − m)

b1 − n, 1 − n

∣∣∣∣∣ 1

)
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ . (16)
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As a numerical example for the result (16), we have

3F2

(
1/5, 3/10, 2

4/5, 5

∣∣∣∣∣ 1

)
=

72
(4/5)4(7/10)4

×(
(1/5)4

2

∑
k=0

(−2)k(−19/5)k(−37/10)k
(−3)k(−16/5)kk!

−(3/10)4
Γ(4/5)Γ(3/10)
Γ(3/5)Γ(1/2)

1

∑
k=0

(−1)k(−19/5)k(−37/10)k
(−3)k(−33/10)kk!

)
.

It is clear that the right-hand side of this equality can be easily computed and therefore the infinite
series in the left-hand side has been evaluated.

Similarly, by noting the second kind of Gauss formula [1]

2F1

(
a, b

(a + b + 1)/2

∣∣∣∣∣ 1
2

)
=

√
π Γ((a + b + 1)/2)

Γ((a + 1)/2)Γ((b + 1)/2)
,

relation (15) takes the form

3F2

(
a1, a2, m + 1

b1, n + 1

∣∣∣∣∣ 1
2

)
= (−1)n+m2nn!

(
n − 1

m

)
(1 − b1)n

(1 − a1)n(1 − a2)n

×

⎧⎪⎪⎪⎨⎪⎪⎪⎩
√

π
m
∑

k=0

(−m)k(a1−n)k(a2−n)k
(1−n)k(b1−n)k

Γ(−n+k+b1)
Γ((a1−n+k+1)/2)Γ((a2−n+k+1)/2)

(−1)k

2kk!

−3F2

(
a1 − n, a2 − n, −(n − 1 − m)

b1 − n, −(n − 1)

∣∣∣∣∣ 1
2

)
⎫⎪⎪⎪⎬⎪⎪⎪⎭ ,

where b1 = (a1 + a2 + 1)/2.
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Abstract: In this paper, we introduce the concept of extended partial Sb-metric spaces, which is a
generalization of the extended Sb-metric spaces. Basically, in the triangle inequality, we add a control
function with some very interesting properties. These new metric spaces generalize many results in
the literature. Moreover, we prove some fixed point theorems under some different contractions, and
some examples are given to illustrate our results.
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1. Introduction

Fixed point theory has become the focus of many researchers lately due its applications in
many fields see [1–12]). The concept of b-metric space was introduced by Bakhtin [13], which is
a generalization of metric spaces.

Definition 1 ([13]). A b-metric on a non empty set X is a function d : X2 → [0, ∞) such that, for all
x, y, z ∈ X and k ≥ 1, the following three conditions are satisfied:
(i) d(x, y) = 0 if and only if x = y,
(ii) d(x, y) = d(y, x),
(iii) d(x, y) ≤ k[d(x, z) + d(z, y)].

As usual, the pair (X, d) is called a b-metric spaces.

A three-dimensional metric space was introduced by Sedghi et al. [14], and it is called S-metric
spaces. Later, and as a generalization of the S-metric spaces, Sb-metric spaces were introduced. In [15],
extended Sb-metric spaces were introduced

Definition 2 ([15]). Let X be a non empty set and a function θ : X3 → [1, ∞). If the function Sθ : X3 → [0, ∞)

satisfies the following conditions for all x, y, z, t ∈ X:

1. Sθ(x, y, z) = 0 implies x = y = z;
2. Sθ(x, y, z) ≤ θ(x, y, z)[Sθ(x, x, t) + Sθ(y, y, t) + Sθ(z, z, t)],

then the pair (X, Sθ) is called an extended Sb-metric spaces.

First, note that, if θ(x, y, z) = s ≥ 1, then we have an Sb-metric spaces, which leads us to conclude
that every Sb-metric spaces is an extended Sb-metric spaces, but the converse is not always true.

Definition 3 ([15]). Let (X, Sθ) be an extended Sb-metric space. Then,

(i) A sequence {xn} is called convergent if and only if there exists z ∈ X such that Sθ(xn, xn, z) goes to 0 as
n goes toward ∞. In this case, we write lim

n−→∞
xn = z.

(ii) A sequence {xn} is called a Cauchy sequence if and only if Sθ(xn, xn, xm) goes to 0 as n, m goes toward ∞.

Axioms 2018, 7, 87; doi:10.3390/axioms7040087 www.mdpi.com/journal/axioms163
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(iii) (X, Sθ) is said to be a complete extended Sb-metric space if every Cauchy sequence {xn} converges to
a point x ∈ X

(iv) Define the diameter of a subset Y of X by

diam(Y) := Sup{Sθ(x, y, z) | x, y, z ∈ Y}.

In the extended Sb-metric spaces, we define a ball as follows:

B(x, ε) = {y ∈ X | Sθ(x, x, y) ≤ ε}.

Next, we present some examples of extended Sb-metric spaces.

Example 1. Let X = C([a, b], (−∞, ∞)) be the set of all continuous real valued functions on [a, b]. Define

Sθ : X3 → [0, ∞); Sθ(x(t), y(t), z(t)) = sup
t∈[a,b]

|max{x(t), y(t)} − z(t)|2,

and
θ : X3 → [1, ∞); θ(x(t), y(t), z(t)) = max{|x(t)|, |y(t)|}+ |z(t)|+ 1.

It is not difficult to see that (X, Sθ) is a complete extended Sb-metric spaces.

2. Extended Partial Sb-metric spaces

In this section, as a generalization of the extended Sb-metric spaces, we introduce extended partial
Sb-metric spaces, along with its topology.

Definition 4. Let X be a non empty set and a function θ : X3 → [1, ∞). If the function Sθ : X3 → [0, ∞)

satisfies the following conditions for all x, y, z, t ∈ X:

1. x = y = z if and only if Sθ(x, y, z) = Sθ(x, x, x) = Sθ(y, y, y) = Sθ(z, z, z);
2. Sθ(x, x, x) ≤ Sθ(x, y, z),
3. Sθ(x, y, z) ≤ θ(x, y, z)[Sθ(x, x, t) + Sθ(y, y, t) + Sθ(z, z, t)],

then the pair (X, Sθ) is called an extended partial Sb-metric spaces.

First, note that, if θ(x, y, z) = s ≥ 1, then we have a partial Sb-metric spaces, which leads us
to conclude that every Sb-metric spaces is an extended Sb-metric spaces, but the converse is not
always true.

Definition 5. Let (X, Sθ) be a extended partial Sb-metric space. Then,

• A sequence {xn} is called convergent if and only if there exists z ∈ X such that Sθ(xn, xn, z) goes to
Sθ(z, z, z) as n goes toward ∞. In this case, we write lim

n−→∞
xn = z.

• A sequence {xn}∞
n=0 of elements in X is called Sθ-Cauchy if limn,m Sθ(xn, xn, xm) exists and is finite.

• The extended partial Sθ-metric spaces (X, Sθ) is called complete if, for each Sθ-Cauchy sequence {xn}∞
n=0,

there exists z ∈ X such that

Sθ(z, z, z) = lim
n

Sθ(z, z, xn) = lim
n,m

Sθ(xn, xn, xm).

• A sequence {xn}n in an extended partial Sb-metric spaces (X, Sθ) is called 0-Cauchy if

limn,m Sθ(xn, xn, xm) = 0.

• We say that (X, Sθ) is 0-complete if every 0-Cauchy in X converges to a point x ∈ X such that Sθ(x, x, x) = 0.
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Note that every extended Sb-metric spaces is an extended partial Sb-metric spaces, but the
converse is not always true. The following example is an example of an extended partial Sb-metric
spaces which is not extended Sb-metric spaces.

Example 2. Let X = C([a, b], (−∞, ∞)) be the set of all continuous real valued functions on [a, b]. Define

Sθ : X3 → [0, ∞); Sθ(x(t), y(t), z(t)) = sup
t∈[a,b]

|max{x(t), y(t), z(t)}|2,

and
θ : X3 → [1, ∞); θ(x(t), y(t), z(t)) = max{|x(t)|, |y(t)|}+ |z(t)|+ 1.

First, note that, for all x(t), y(t), z(t) and f (t) ∈ X, we have

Sθ(x(t), y(t), z(t)) = sup
t∈[a,b]

|max{x(t), y(t), z(t)}|2

≤ sup
t∈[a,b]

|max{x(t), x(t), f (t)}|2 + sup
t∈[a,b]

|max{y(t), y(t), f (t)}|2

+ sup
t∈[a,b]

|max{z(t), z(t), f (t)}|2

≤ Sθ(x(t), x(t), f (t)) + Sθ(y(t), y(t), f (t)) + Sθ(z(t), z(t), f (t))

≤ θ(x(t), y(t), z(t))[Sθ(x(t), x(t), f (t)) + Sθ(y(t), y(t), f (t)) + Sθ(z(t), z(t), f (t))].

In the last inequality, we used the fact that, for all x(t), y(t), z(t) ∈ X, we have θ(x(t), y(t), z(t)) ≥ 1,
Hence, (X, Sθ) is an extended partial Sb-metric spaces, but it is not an extended Sb-metric spaces, since the self
distance is not zero.

In the extended partial Sb-metric spaces, we define a ball as follows:

B(x, ε) = {y ∈ X | Sθ(x, x, y) ≤ ε}.

Definition 6. An extended partial Sb-metric spaces (X, Sθ) is said to be symmetric if it satisfies the
following condition:

Sθ(x, x, y) = Sθ(y, y, x) for all x, y ∈ X.

Theorem 1. Let (X, Sθ) be a complete symmetric extended partial Sb-metric spaces such that Sθ is continuous,
and let T be a continuous self mapping on X satisfying the following condition:

Sθ(Tx, Ty, Tz) ≤ kSθ(x, y, z) for all x, y, z ∈ X,

where 0 < k < 1 and for every x0 ∈ X we have limn,m→∞ θ(Tnx, Tnx, Tm) < 1
k . Then, T has a unique fixed

point say u. In addition, for every y ∈ X, we have limn→∞ Tny = u.

Proof. Since X is a nonempty set, pick x0 ∈ X and define the sequence {xn} as follows:

x1 = Tx0, x2 = Tx1 = T2x0, · · · , xn = Tnx0, · · ·

Note that, by (1), we have

Sθ(xn, xn, xn+1) ≤ kSθ(xn−1, xn−1, xn) ≤ · · · ≤ knSθ(x0, x0, x1).
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Now, pick two natural numbers n < m. Hence, by the triangle inequality of the extended partial
Sb-metric space, we deduce

Sθ(xn, xn, xm) ≤ θ(xn, xn, xm)2knSθ(x0, x0, x1) + θ(xn, xn, xm)θ(xn+1, xn+1, xm)2kn+1Sθ(x0, x0, x1)

+ · · ·+ θ(xn, xn, xm) · · · θ(xm−1, xm−1, xm)2km−1Sθ(x0, x0, x1)

≤ Sθ(x0, x0, x1)[θ(x1, x1, xm)θ(x2, x2, xm) · · · θ(xn−1, xn−1, xm)θ(xn, xn, xm)2kn

+ θ(x1, x1, xm)θ(x2, x2, xm) · · · θ(xn, xn, xm)θ(xn+1, xn+1, xm)2kn+1

+ · · ·+ θ(x1, x1, xm)θ(x2, x2, xm) · · · θ(xm−2, xm−2, xm)θ(xm−1, xm−1, xm)2km−1].

By the hypothesis of the theorem, we have

lim
n,m→∞

θ(xn, xn, xm)(k) < 1.

Therefore, by the Ratio test, the series ∑∞
n=1 2kn ∏n

i=1 θ(xi, xi, xm) converges. Now, let

A =
∞

∑
n=1

2kn
n

∏
i=1

θ(xi, xi, xm) and An =
n

∑
j=1

2kj
j

∏
i=1

θ(xi, xi, xm).

Hence, for m > n, we deduce that

Sθ(xn, xn, xm) ≤ Sθ(x0, x0, x1)[Am−1 − An−1].

Taking the limit as n, m → ∞, we conclude that {xn} is a Cauchy sequence. Since X is complete,
{xn} converges to some u ∈ X, such that

Sθ(u, u, u) = lim
n→∞

Sθ(u, u, xn) = lim
n,m→∞

Sθ(xn, xn, xm).

Now, using the fact that T and Sθ are continuous, we deduce that

Sθ(xn+1, xn+1, xn+1) = Sθ(xn+1, xn+1, Txn) = Sθ(Txn, Txn, Txn).

Taking the limit in the above equalities, we can easily conclude that Tu = u. Hence, u is a fixed
point of T. To show uniqueness, assume that there exists v 
= u ∈ X such that Tu = u and Tv = v. Thus,

Sθ(u, u, v) = Sθ(Tu, Tu, Tv)

≤ kSθ(u, u, v)

< Sθ(u, u, v),

which leads us to a contradiction. Therefore, T has a unique fixed point in X as desired.

Now, we present the following example as an application of Theorem 1.

Example 3. Let X = C([a, b], (−∞, ∞)) be the set of all continuous real valued functions on [a, b]. Define

Sθ : X3 → [0, ∞); Sθ(x(t), y(t), z(t)) = sup
t∈[a,b]

|max{x(t), y(t), z(t)}|2,

and
θ : X3 → [1, ∞); θ(x(t), y(t), z(t)) = max{|x(t)|, |y(t)|}+ |z(t)|+ 1.
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Now, let T be a self mapping on X defined by

Tx =
x
2

.

Note that
Sθ(Tx, Ty, Tz) ≤ 1

3
Sθ(x, y, z) .

In this case, we have k = 1
3 . On the other hand, it is not difficult to see that, for every x ∈ X, we have

Tnx =
x
2n .

Thus, it is not difficult to see that

lim
n,m→∞

θ(Tnx, Tnx, Tmx) <
3
2

.

Therefore, all the conditions of Theorem 1 are satisfied and hence T has a unique fixed point which is in this case 0.

Theorem 2. Let (X, Sθ) be a symmetric complete extended partial Sb-metric spaces such that Sθ is continuous
and T be a continuous self mapping on X satisfying

Sθ(Tx, Ty, Tz) ≤ ψ[Sθ(x, y, z)] for all x, y, z ∈ X,

where ψ is a comparison function (i.e., ψ : [0,+∞) −→ [0,+∞) is an increasing function such that
lim

n→∞
ψn(t) = 0 for each fixed t > 0.) In addition, assume that there exists s > 1 such that, for every

x0 ∈ X and x ∈ X, we have
lim

n→∞
θ(xn, xn, x) <

s
2

.

Then, T has a unique fixed point in X.

Proof. Let x ∈ X and ε > 0. Let n be a natural number such that ψn(ε) <
ε

2s
.

Let F = Tn and xk = Fk(x) for k ∈ N. Then, for x, y ∈ X and α = ψn, we have

Sθ(Fx, Fx, Fy) ≤ ψn(Sθ(x, x, y))

= α(Sθ(x, x, y)).

Hence, for k ∈ N Sθ(xk+1, xk+1, xk) goes to 0 as k goes toward ∞. Therefore, let k be such that

Sθ(xk+1, xk+1, xk) <
ε

2s
.

Note that xk ∈ B(xk, ε). Therefore, B(xk, ε) 
= ∅. Hence, for all z ∈ B(xk, ε), we have

Sθ(Fz, Fz, Fxk) ≤ α(Sθ(xk, xk, z))

≤ α(ε) = ψn(ε) <
ε

2s
<

ε

s
.

Since Sθ(Fxk, Fxk, Fxk) = Sθ(xk+1, xk+1, xk) <
ε

2s
, thus

Sθ(xk, xk, Fz) ≤ θ(xk, xk, Fz)[Sθ(xk, xk, xk+1) + Sθ(xk, xk, xk+1) + Sθ(Fz, Fz, xk+1)]

= θ(xk, xk, Fz)[2Sθ(xk, xk, xk+1) + Sθ(Fz, Fz, xk+1)]

≤ θ(xk, xk, Fz)[2
ε

2s
+

ε

s
].
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Now, taking the limit of the above inequality as k → ∞, we get

Sθ(xk, xk, Fz) ≤ ε.

Hence, F maps B(xk, ε) to itself. Since xk ∈ B(xk, ε), we have Fxk ∈ B(xk, ε). By repeating this
process, we get

Fm
xk

∈ B(xk, ε) for all m ∈ N.

That is, xl ∈ B(xk, ε) for all l ≥ k. Hence,

Sθ(xm, xm, xl) < ε for all m, l > k.

Therefore, {xk} is a Cauchy sequence and, by the completeness of X, there exists u ∈ X such that
xk converges to u as k goes toward ∞. Moreover, u = lim

k→∞
xk+1 = lim

k→∞
xk = F(u).

Thus, F has u as a fixed point. We prove now the uniqueness of the fixed point for F. Since
α(t) = ψn(t) < t for any t > 0, let u and u1 be two fixed points of F:

Sθ(u, u, u1) = Sθ(Fu, Fu, Fu1)

≤ ψn(Sθ(u, u, u1))

= α(Sθ(u, u, u1))

< Sθ(u, u, u1).

Thus, Sθ(u, u, u1) = 0, that is u = u1 and hence, F has a unique fixed point in X. On the other
hand, Tnk+r(x) = Fk(Tr(x)) goes to u as k goes toward ∞. Hence, Tmx goes to u as m goes toward ∞
for every x. That is u = lim

m→∞
Txm = T(u). Therefore, T has a fixed point.

Theorem 3. Let (X, Sθ) be a complete symmetric extended partial Sb-metric spaces such that Sθ is continuous,
and let T be a continuous self mapping on X satisfying the following condition:

Sθ(Tx, Ty, Tz) ≤ λ[Sθ(x, x, Tx) + Sθ(y, y, Ty) + Sθ(z, z, Tz)] for all x, y, z ∈ X, (1)

where λ ∈ [0,
1
3
), λ 
= 1

3θ(Tnx, Tnx, Tm)
for every x0 ∈ X. Then, T has a unique fixed point u ∈ X and

Sθ(u, u, u) = 0.

Proof. We first prove that if T has a fixed point, then it is unique. We must show that, if u ∈ X is
a fixed point of T, that is, Tu = u then Sθ(u, u, u) = 0.
From (1), we obtain

Sθ(u, u, u) = Sθ(Tu, Tu, Tu) ≤ λ[Sθ(u, u, Tu) + Sθ(u, u, Tu) + Sθ(u, u, Tu)]

= 3λSθ(u, u, Tu) since λ ∈ [0,
1
3
), we have

< Sθ(u, u, u),

which implies that we must have Sθ(u, u, u) = 0 Suppose u, v ∈ X be two fixed points, that is, Tu = u
and Tv = v. Then, we have Sθ(u, u, u) = Sθ(v, v, v) = 0. Relation (1) gives

Sθ(u, u, v) = Sθ(Tu, Tu, Tv)

≤ λ[Sθ(u, u, Tu) + Sθ(u, u, Tu) + Sθ(v, v, Tv)]

= 2λSθ(u, u, u) + λSθ(v, v, v)

= 0.
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Therefore, u = v. Thereby, we get the uniqueness of the fixed point if it exists. For the existence of
the fixed point, let x0 ∈ X arbitrary, set xn = Tnx0 and Sbn = Sθ(xn, xn, xn+1). We can assume Sbn > 0
for all n ∈ N; otherwise, xn is a fixed point of T for at least one n ≥ 0. For all n, we obtain from (1)

Sbn = Sθ(xn, xn, xn+1) = Sθ(Txn−1, Txn−1, Txn)

≤ λ[2Sθ(xn−1, xn−1, Txn−1) + Sθ(xn, xn, Txn)]

= λ[2Sθ(xn−1, xn−1, xn) + Sθ(xn, xn, xn+1)]

= λ[2Sbn−1 + Sbn ].

Therefore, (1 − λ)Sbn ≤ 2λSbn−1 . Thus,

Sbn ≤ 2λ

1 − λ
Sbn−1 , λ ∈ [0,

1
3
). (2)

Let β =
2λ

1 − λ
< 1. By repeating this process, we obtain

Sbn ≤ βnb0.

Therefore, lim
n→∞

Sbn = 0. Let us prove that {xn} is a Cauchy sequence. It follows from (1) that, for
n, m ∈ N:

Sθ(xn, xn, xm) = Sθ(Txn−1, Txn−1, Txm−1)

≤ λ[2Sθ(xn−1, xn−1, Txn−1) + Sθ(xm−1, xm−1, Txm−1)]

= λ[2Sθ(xn−1, xn−1, xn) + Sθ(xm−1, xm−1, xm)]

= λ[2Sbn−1 + Sbm−1 ].

Thus, for every ε > 0, as lim
n→∞

Sbn = 0, we can find n0 ∈ N such that Sbn−1 <
ε

4
and Sbm−1 <

ε

2
for

all n, m > n0. Then, we obtain 2Sbn−1 + Sbm−1 ≤ 2
ε

4
+

ε

2
= ε. As λ < 1, it follows that Sθ(xn, xn, xm) < ε

for all n, m > n0. Thus, {xn} is a Cauchy sequence in X and lim
n→∞

Sθ(xn, xn, xm) = 0. By completeness

of X, there exists u ∈ X such that

lim
n,m→∞

Sθ(xn, xn, u) = Sθ(u, u, u) = 0.

Now, we shall prove that Tu = u. For any n ∈ N,

Sθ(u, u, Tu) ≤ θ(u, u, Tu)[2Sθ(u, u, xn+1) + Sθ(Tu, Tu, Txn)]

≤ θ(u, u, Tu)[2Sθ(u, u, xn+1) + λ(2Sθ(u, u, Tu) + Sθ(xn, xn, Txn))].

Therefore, (1 − 2θ(u, u, Tu)λ)Sθ(u, u, Tu) ≤ 2θ(u, u, Tu)Sθ(u, u, xn+1) + θ(u, u, Tu)λSθ(xn, xn, Txn),
giving

Sθ(u, u, Tu) ≤ 2θ(u, u, Tu)
1 − 2θ(u, u, Tu)λ

Sθ(u, u, xn+1) +
θ(u, u, Tu)λ

1 − 2θ(u, u, Tu)λ
Sθ(xn, xn, Txn).
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Since Sθ and T are continuous, we have Sθ(xn, xn, Txn) goes to Sθ(u, u, Tu), and n goes toward ∞.
Therefore, we obtain

Sθ(u, u, Tu) ≤ 2θ(u, u, Tu)
1 − 2θ(u, u, Tu)λ

Sθ(u, u, u) +
θ(u, u, Tu)λ

1 − 2θ(u, u, Tu)λ
Sθ(u, u, Tu)

(1 − θ(u, u, Tu)λ
1 − 2θ(u, u, Tu)λ

)Sθ(u, u, Tu) ≤ 2θ(u, u, Tu)
1 − 2θ(u, u, Tu)λ

Sθ(u, u, u)

Sθ(u, u, Tu) ≤ 2θ(u, u, Tu)
1 − 3θ(u, u, Tu)λ

Sθ(u, u, u).

As λ 
= 1
3θ(u, u, Tu)

and from (2), we obtain Sθ(u, u, Tu) = 0 and then Tu = u.

In closing, we would like to present to the reader the following open questions:

Question 1. Is it possible to omit the continuity of T in Theorem 1, and obtain a unique fixed point?

Question 2. If we omit the symmetry condition of the extended partial Sb-metric spaces in Theorem 2, is it
possible to prove the existence of a fixed point?
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1. Introduction

Recently, the fixed-circle problem has been considered for metric and some generalized metric
spaces (see [1–6] for more details). For example, in [1], some fixed-circle results were obtained using the
Caristi type contraction on a metric space. Using Wardowski’s technique and some classical contractive
conditions, new fixed-circle theorems were proved in [5,6]. In [2,3], the fixed-circle problem was
studied on an S-metric space. In [7], a new fixed-circle theorem was proved using the modified Khan
type contractive condition on an S-metric space. Some generalized fixed-circle results with geometric
viewpoint were obtained on Sb-metric spaces and parametric Nb-metric spaces (see [8,9] for more
details, respectively). Also, it was proposed to investigate some fixed-circle theorems on extended
Mb-metric spaces [10]. On the other hand, an application of the obtained fixed-circle results was given
to discontinuous activation functions on metric spaces (see [1,4,11]). Hence it is important to study
new fixed-circle results using different techniques.

Let (X, d) be a metric space and Cx0,r = {x ∈ X : d(x, x0) = r} be any circle on X. In [5], it was
given the following open problem.

Open Problem CC: What is (are) the condition(s) to make any circle Cx0,r as the common fixed
circle for two (or more than two) self-mappings?

In this paper, we give new results to the fixed-circle problem using Khan type contractions and to
the above open problem using both of Khan and Ćirić type contractions on a metric space. In Section 2,
we introduce three types of FC-Khan type contractions and obtain new fixed-circle results. In Section 3,
we investigate some solutions to the above Open Problem CC. In addition, we construct some examples
to support our theoretical results.

2. New Fixed-Circle Theorems

In this section, using Khan type contractions, we give new fixed-circle theorems (see [12–15]
for some Khan type contractions used to obtain fixed-point theorems). At first, we recall the
following definitions.

Axioms 2018, 7, 80; doi:10.3390/axioms7040080 www.mdpi.com/journal/axioms173
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Definition 1 ([16]). Let F be the family of all functions F : (0, ∞) → R such that
(F1) F is strictly increasing,
(F2) For each sequence {αn}∞

n=1 of positive numbers, lim
n→∞

αn = 0 if and only if lim
n→∞

F(αn) = −∞,

(F3) There exists k ∈ (0, 1) such that lim
α→0+

αkF(α) = 0.

Definition 2 ([16]). Let (X, d) be a metric space. A mapping T : X → X is said to be an F-contraction on
(X, d), if there exist F ∈ F and τ ∈ (0, ∞) such that

d(Tx, Ty) > 0 =⇒ τ + F(d(Tx, Ty)) ≤ F(d(x, y)),

for all x, y ∈ X.

Definition 3 ([15]). Let Fk be the family of all increasing functions F : (0, ∞) → R, that is, for all x, y ∈
(0, ∞), if x < y then F(x) ≤ F(y).

Definition 4 ([15]). Let (X, d) be a metric space and T : X → X be a self-mapping. T is said to be an
F-Khan-contraction if there exist F ∈ Fk and t > 0 such that for all x, y ∈ X if max {d(Ty, x), d(Tx, y)} 
= 0
then Tx 
= Ty and

t + F(d(Tx, Ty)) ≤ F
(

d(Tx, x)d(Ty, x) + d(Ty, y)d(Tx, y)
max {d(Ty, x), d(Tx, y)}

)
,

and if max {d(Ty, x), d(Tx, y)} = 0 then Tx = Ty.

Now we modify the definition of an F-Khan-contractive condition, which is used to obtain a fixed
point theorem in [15], to get new fixed-circle results. Hence, we define the notion of an FC-Khan type I
contractive condition as follows.

Definition 5. Let (X, d) be a metric space and T : X → X be a self-mapping. T is said to be an FC-Khan type I
contraction if there exist F ∈ Fk, t > 0 and x0 ∈ X such that for all x ∈ X if the following condition holds

max {d(Tx0, x0), d(Tx, x)} 
= 0, (1)

then

t + F(d(Tx, x)) ≤ F
(

h
d(Tx, x)d(Tx0, x) + d(Tx0, x0)d(Tx, x0)

max {d(Tx0, x0), d(Tx, x)}
)

,

where h ∈
[
0, 1

2

)
and if max {d(Tx0, x0), d(Tx, x)} = 0 then Tx = x.

One of the consequences of this definition is the following proposition.

Proposition 1. Let (X, d) be a metric space. If a self-mapping T on X is an FC-Khan type I contraction with
x0 ∈ X then we get Tx0 = x0.

Proof. Let Tx0 
= x0. Then using the hypothesis, we find

max {d(Tx0, x0), d(Tx, x)} 
= 0

and

t + F(d(Tx0, x0)) ≤ F
(

h
d(Tx0, x0)d(Tx0, x0) + d(Tx0, x0)d(Tx0, x0)

d(Tx0, x0)

)
= F(2hd(Tx0, x0)) < F(d(Tx0, x0)).
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This is a contradiction since t > 0 and so it should be Tx0 = x0.

Consequently, the condition (1) can be replaced with d(Tx, x) 
= 0 and so Tx 
= x. Considering
this, now we give a new fixed-circle theorem.

Theorem 1. Let (X, d) be a metric space, T : X → X be a self-mapping and

r = inf {d(Tx, x) : Tx 
= x} . (2)

If T is an FC-Khan type I contraction with x0 ∈ X then Cx0,r is a fixed circle of T.

Proof. Let x ∈ Cx0,r. Assume that Tx 
= x. Then we have d(Tx, x) 
= 0 and by the FC-Khan type I
contractive condition, we obtain

t + F(d(Tx, x)) ≤ F
(

h
d(Tx, x)d(Tx0, x) + d(Tx0, x0)d(Tx, x0)

max {d(Tx0, x0), d(Tx, x)}
)

= F(hr) ≤ F(hd(Tx, x)) < F(d(Tx, x)),

a contradiction since t > 0. Therefore, we have Tx = x and so T fixes the circle Cx0,r.

Corollary 1. Let (X, d) be a metric space, T : X → X be a self-mapping and r be defined as in (2). If T is an
FC-Khan type I contraction with x0 ∈ X then T fixes the disc Dx0,r = {x ∈ X : d(x, x0) ≤ r}.

We recall the following theorem.

Theorem 2 ([12]). Let (X, d) be a metric space and T : X → X satisfy

d(Tx, Ty) ≤
{

k d(x,Tx)d(x,Ty)+d(y,Ty)d(y,Tx)
d(x,Ty)+d(y,Tx) if d(x, Ty) + d(y, Tx) 
= 0

0 if d(x, Ty) + d(y, Tx) = 0
, (3)

where k ∈ [0, 1) and x, y ∈ X. Then T has a unique fixed point x∗ ∈ X. Moreover, for all x ∈ X, the sequence
{Tnx}n∈N converges to x∗.

We modify the inequality (3) using Wardowski’s technique to obtain a new fixed-point theorem.
We give the following definition.

Definition 6. Let (X, d) be a metric space and T : X → X be a self-mapping. T is said to be an FC-Khan type
II contraction if there exist F ∈ Fk, t > 0 and x0 ∈ X such that for all x ∈ X if d(Tx0, x0) + d(Tx, x) 
= 0
then Tx 
= x and

t + F(d(Tx, x)) ≤ F
(

h
d(Tx, x)d(Tx0, x) + d(Tx0, x0)d(Tx, x0)

d(Tx0, x0) + d(Tx, x)

)
,

where h ∈
[
0, 1

2

)
and if d(Tx0, x0) + d(Tx, x) = 0 then Tx = x.

An immediate consequence of this definition is the following result.

Proposition 2. Let (X, d) be a metric space. If a self-mapping T on X is an FC-Khan type II contraction then
we get Tx0 = x0.

Proof. Let Tx0 
= x0. Then using the hypothesis, we find

d(Tx0, x0) + d(Tx, x) 
= 0
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and

t + F(d(Tx0, x0)) ≤ F
(

h
d(Tx0, x0)d(Tx0, x0) + d(Tx0, x0)d(Tx0, x0)

2d(Tx0, x0)

)
= F(hd(Tx0, x0)) < F(d(Tx0, x0)),

which is a contradiction since t > 0. Hence it should be Tx0 = x0.

Theorem 3. Let (X, d) be a metric space, T : X → X be a self-mapping and r be defined as in (2). If T is an
FC-Khan type II contraction with x0 ∈ X then Cx0,r is a fixed circle of T.

Proof. Let x ∈ Cx0,r. Assume that Tx 
= x. Then using Proposition 2, we get

d(Tx0, x0) + d(Tx, x) = d(Tx, x) 
= 0.

By the FC-Khan type II contractive condition, we obtain

t + F(d(Tx, x)) ≤ F
(

h
d(Tx, x)d(Tx0, x) + d(Tx0, x0)d(Tx, x0)

d(Tx0, x0) + d(Tx, x)

)
= F(hr) ≤ F(hd(Tx, x)) < F(d(Tx, x)),

a contradiction since t > 0. Therefore, we have Tx = x and T fixes the circle Cx0,r.

Corollary 2. Let (X, d) be a metric space, T : X → X be a self-mapping and r be defined as in (2). If T is an
FC-Khan type II contraction with x0 ∈ X then T fixes the disc Dx0,r.

In the following theorem, we see that the FC-Khan type I and FC-Khan type II contractive
conditions are equivalent.

Theorem 4. Let (X, d) be a metric space and T : X → X be a self-mapping. T satisfies the FC-Khan type I
contractive condition if and only if T satisfies the FC-Khan type II contractive condition.

Proof. Let the FC-Khan type I contractive condition be satisfied by T. Using Proposition 1 and
Proposition 2, we get

t + F(d(Tx, x)) ≤ F
(

h
d(Tx, x)d(Tx0, x) + d(Tx0, x0)d(Tx, x0)

max {d(Tx0, x0), d(Tx, x)}
)

= F
(

h
d(Tx, x)d(Tx0, x)

d(Tx, x)

)
= F(hd(Tx0, x))

= F
(

h
d(Tx, x)d(Tx0, x) + d(Tx0, x0)d(Tx, x0)

d(Tx0, x0) + d(Tx, x)

)
.

Using the similar arguments, the converse statement is clear. Consequently, the FC-Khan type I
contractive and the FC-Khan type II contractive conditions are equivalent.

Remark 1. By Theorem 4, we see that Theorem 1 and Theorem 3 are equivalent.

Now we give an example.
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Example 1. Let X = R be the metric space with the usual metric d(x, y) = |x − y|. Let us define the
self-mapping T : R → R as

Tx =

{
x if |x| < 6

x + 1 if |x| ≥ 6
,

for all x ∈ R. The self-mapping T is both of an FC-Khan type I and an FC-Khan type II contraction with
F = ln x, t = ln 2, x0 = 0 and h = 1

3 . Indeed, we get

d(Tx, x) = 1 
= 0,

for all x ∈ R such that |x| ≥ 6. Then we have

ln 2 ≤ ln
(

1
3
|x|

)
=⇒ ln 2 + ln 1 ≤ ln (hd(x, 0)) = ln (hd(x, x0))

=⇒ t + F(d(Tx, x)) ≤ F
(

h
d(Tx, x)d(Tx0, x) + d(Tx0, x0)d(Tx, x0)

max {d(Tx0, x0), d(Tx, x)}
)

and

ln 2 ≤ ln
(

1
3
|x|

)
=⇒ ln 2 + ln 1 ≤ ln (hd(x, 0)) = ln (hd(x, x0))

=⇒ t + F(d(Tx, x)) ≤ F
(

h
d(Tx, x)d(Tx0, x) + d(Tx0, x0)d(Tx, x0)

d(Tx0, x0) + d(Tx, x)

)
.

Also we obtain
r = min {d(Tx, x) : Tx 
= x} = 1.

Consequently, T fixes the circle C0,1 = {−1, 1} and the disc D0,1 = {x ∈ X : |x| ≤ 1}. Notice that the
self-mapping T has other fixed circles. The above results give us only one of these circles. Also, T has infinitely
many fixed circles.

Now we consider the case if T : X → X is a self-mapping, then for all x, y ∈ X,

x 
= y =⇒ d(Ty, x) + d(Tx, y) 
= 0.

Definition 7. Let (X, d) be a metric space and T : X → X be a self-mapping. Then T is called a C-Khan type
contraction if there exists x0 ∈ X such that

d(Tx, x) ≤ h
d(Tx, x)d(Tx0, x) + d(Tx0, x0)d(Tx, x0)

d(Tx0, x) + d(Tx, x0)
, (4)

where h ∈ [0, 1) for all x ∈ X − {x0}.

We can give the following fixed-circle result.

Theorem 5. Let (X, d) be a metric space, T : X → X be a self-mapping and Cx0,r be a circle on X. If T satisfies
the C-Khan type contractive condition (4) for all x ∈ Cx0,r with Tx0 = x0, then T fixes the circle Cx0,r.

Proof. Let x ∈ Cx0,r. Suppose that Tx 
= x. Using the C-Khan type contractive condition with
Tx0 = x0, we find
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d(Tx, x) ≤ h
d(Tx, x)d(Tx0, x) + d(Tx0, x0)d(Tx, x0)

d(Tx0, x) + d(Tx, x0)

=
hrd(Tx, x)

r + d(Tx, x0)

≤ hrd(Tx, x)
r

= hd(Tx, x),

which is a contradiction since h < 1. Consequently, T fixes the circle Cx0,r.

Theorem 6. Let (X, d) be a metric space, x0 ∈ X and T : X → X be a self-mapping. If T is a C-Khan type
contraction for all x ∈ X − {x0} with Tx0 = x0, then T is the identity map IX on X.

Proof. Let x ∈ X − {x0} be any point. If Tx 
= x then using the C-Khan type contractive condition (4)
with Tx0 = x0, we find

d(Tx, x) ≤ h
d(Tx, x)d(Tx0, x) + d(Tx0, x0)d(Tx, x0)

d(Tx0, x) + d(Tx, x0)

= h
d(Tx, x)d(x0, x)

d(x0, x) + d(Tx, x0)

≤ h
d(Tx, x)d(x0, x) + d(Tx, x)d(Tx, x0)

d(x0, x) + d(Tx, x0)

= h
d(Tx, x) [d(x0, x) + d(Tx, x0)]

d(x0, x) + d(Tx, x0)

= hd(Tx, x),

which is a contradiction since h < 1. Consequently, we have Tx = x and hence T is the identity map
IX on X.

Example 2. Let X = R be the usual metric space and consider the circle C0,3 = {−3, 3}. Let us define the
self-mapping T : R → R as

Tx =

{ −9x+8
2x−9 if x ∈ {−3, 3}

0 if x ∈ R− {−3, 3} ,

for all x ∈ R. Then the self-mapping T satisfies the C-Khan type contractive condition for all x ∈ C0,3 and
T0 = 0. Consequently, C0,3 is a fixed circle of T.

3. Common Fixed-Circle Results

Recently, it was obtained some coincidence and common fixed-point theorems using Wardowski’s
technique and the Ćirić type contractions (see [17] for more details). In this section, we extend the
notion of a Khan type FC-contraction to a pair of maps to obtain a solution to the Open Problem CC.
At first, we give the following definition.

Definition 8. Let (X, d) be a metric space and T, S : X → X be two self-mappings. A pair of self-mappings
(T, S) is called a Khan type FT,S-contraction if there exist F ∈ Fk, t > 0 and x0 ∈ X such that for all x ∈ X if
the following condition holds

max {d(Tx0, x0), d(Sx0, x0)} 
= 0,

then

t + F(d(Tx, Sx)) ≤ F
(

h
d(Tx, Sx)d(Tx, x0) + d(Tx0, Sx0)d(Sx, x0)

max {d(Tx0, x0), d(Sx0, x0)}
)

,

where h ∈
[
0, 1

2

)
and if max {d(Tx0, x0), d(Sx0, x0)} = 0 then Tx = Sx.
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An immediate consequence of this definition is the following proposition.

Proposition 3. Let (X, d) be a metric space and T, S : X → X be two self-mappings. If the pair of self-mappings
(T, S) is a Khan type FT,S-contraction with x0 ∈ X then x0 is a coincidence point of T and S, that is, Tx0 = Sx0.

Proof. We prove this proposition under the following cases:
Case 1: Let Tx0 = x0 and Sx0 
= x0. Then using the hypothesis, we get

max {d(Tx0, x0), d(Sx0, x0)} = d(Sx0, x0) 
= 0

and so

t + F(d(Tx0, Sx0)) ≤ F
(

h
d(Tx0, Sx0)d(Tx0, x0) + d(Tx0, Sx0)d(Sx0, x0)

d(Sx0, x0)

)
= F(hd(Tx0, Sx0)),

which is a contradiction since h ∈
[
0, 1

2

)
and t > 0.

Case 2: Let Tx0 
= x0 and Sx0 = x0. By the similar arguments used in the proof of Case 1, we get
a contradiction.

Case 3: Let Tx0 = x0 and Sx0 = x0. Then we get Tx0 = Sx0.
Case 4: Let Tx0 
= x0, Sx0 
= x0 and Tx0 
= Sx0. Using the hypothesis, we obtain

max {d(Tx0, x0), d(Sx0, x0)} 
= 0

and so

t + F(d(Tx0, Sx0)) ≤ F
(

h
d(Tx0, Sx0)d(Tx0, x0) + d(Tx0, Sx0)d(Sx0, x0)

max {d(Tx0, x0), d(Sx0, x0)}
)

. (5)

Assume that d(Tx0, x0) > d(Sx0, x0). Using the inequality (5), we get

t + F(d(Tx0, Sx0)) ≤ F
(

h
d(Tx0, Sx0)d(Tx0, x0) + d(Tx0, Sx0)d(Sx0, x0)

d(Tx0, x0)

)
= F

(
hd(Tx0, Sx0) + h

d(Tx0, Sx0)d(Sx0, x0)

d(Tx0, x0)

)
< F(2hd(Tx0, Sx0)) < F(d(Tx0, Sx0)),

which is a contradiction. Suppose that d(Tx0, x0) < d(Sx0, x0). Using the inequality (5), we find

t + F(d(Tx0, Sx0)) < F(d(Tx0, Sx0)),

which is a contradiction. Consequently, x0 is a coincidence point of T and S, that is, Tx0 = Sx0.

Now we use the following number given in [17] (see Definition 3.1 on page 183):

M(x, y) = max
{

d(Sx, Sy), d(Sx, Tx), d(Sy, Ty),
d(Sx, Ty) + d(Sy, Tx)

2

}
. (6)

We give the following definition.

Definition 9. Let (X, d) be a metric space and T, S : X → X be two self-mappings. A pair of self-mappings
(T, S) is called a Ćirić type FT,S-contraction if there exist F ∈ Fk, t > 0 and x0 ∈ X such that for all x ∈ X

d(Tx, x) > 0 =⇒ t + F(d(Tx, x)) ≤ F(M(x, x0)).

We get the following proposition.
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Proposition 4. Let (X, d) be a metric space and T, S : X → X be two self-mappings. If the pair of self-mappings
(T, S) is both a Khan type FT,S-contraction and a Ćirić type FT,S-contraction with x0 ∈ X then x0 is a common
fixed point of T and S, that is, Tx0 = Sx0 = x0.

Proof. By the Khan type FT,S-contractive property and Proposition 3, we know that x0 is a coincidence
point of T and S, that is, Tx0 = Sx0. Now we prove that x0 is a common fixed point of T and S.
Let Tx0 
= x0. Then using the Ćirić type FT,S-contractive condition, we get

t + F(d(Tx0, x0)) ≤ F(M(x0, x0))

= F

(
max

{
d(Sx0, Sx0), d(Sx0, Tx0), d(Sx0, Tx0),

d(Sx0,Tx0)+d(Sx0,Tx0)
2

})
= F(d(Sx0, Tx0)) = F(0),

which is a contradiction because of the definition of F. Therefore it should be Tx0 = x0. Consequently,
x0 is a common fixed point of T and S, that is, Tx0 = Sx0 = x0.

Notice that we get a coincidence point result for a pair of self-mappings using the Khan type
FT,S-contractive condition by Proposition 3. We obtain a common fixed-point result for a pair of
self-mappings using the both of Khan type FT,S-contractive condition and the Ćirić type FT,S-contractive
condition by Proposition 4.

We prove the following common fixed-circle theorem as a solution to the Open Problem CC.

Theorem 7. Let (X, d) be a metric space, T, S : X → X be two self-mappings and r be defined as in (2).
If d(Tx, x0) = d(Sx, x0) = r for all x ∈ Cx0,r and the pair of self-mappings (T, S) is both a Khan type
FT,S-contraction and a Ćirić type FT,S-contraction with x0 ∈ X then Cx0,r is a common fixed circle of T and S,
that is, Tx = Sx = x for all x ∈ Cx0,r.

Proof. Let x ∈ Cx0,r. We show that x is a coincidence point of T and S. Using Proposition 4, we get

max {d(Tx0, x0), d(Sx0, x0)} = 0

and so by the definition of the Khan type FT,S-contraction we obtain

Tx = Sx.

Now we prove that Cx0,r is a common fixed circle of T and S. Assume that Tx 
= x. Using
Proposition 4 and the hypothesis Ćirić type FT,S-contractive condition, we find

t + F(d(Tx, x)) ≤ F(M(x, x0))

= F

(
max

{
d(Sx, Sx0), d(Sx, Tx), d(Sx0, Tx0),

d(Sx,Tx0)+d(Sx0,Tx)
2

})

= F
(

max
{

d(Sx, x0), d(Sx, Tx),
d(Sx, x0) + d(x0, Tx)

2

})
= F(max {r, d(Sx, Tx), r}) = F(r),

which contradicts with the definition of r. Consequently, we have Tx = x and so Cx0,r is a common
fixed circle of T and S.

Corollary 3. Let (X, d) be a metric space, T, S : X → X be two self-mappings and r be defined as in (2).
If d(Tx, x0) = d(Sx, x0) = r for all x ∈ Cx0,r and the pair of self-mappings (T, S) is both a Khan type
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FT,S-contraction and a Ćirić type FT,S-contraction with x0 ∈ X then T and S fix the disc Dx0,r, that is,
Tx = Sx = x for all x ∈ Dx0,r.

We give an illustrative example.

Example 3. Let X = [1, ∞)∪{−1, 0} be the metric space with the usual metric. Let us define the self-mappings
T : X → X and S : X → X as

Tx =

⎧⎪⎨⎪⎩
x2 if x ∈ {0, 1, 3}
−1 if x = −1

x + 1 otherwise

and

Sx =

⎧⎪⎨⎪⎩
1
x if x ∈ {−1, 1}

3x if x ∈ {0, 3}
x + 1 otherwise

,

for all x ∈ X. The pair of the self-mappings (T, S) is both a Khan type FT,S-contraction and a Ćirić type
FT,S-contraction with F = ln x, t = ln 3

2 and x0 = 0. Indeed, we get

max{d(T0, 0), d(S0, 0)} = 0

and so Tx = Sx. Therefore, the pair (T, S) is a Khan type FT,S-contraction. Also we get

d(T3, 3) = 6 
= 0,

for x = 3 and
d(Tx, x) = 1 
= 0,

for all x ∈ X \ {−1, 0, 1, 3}. Then we have

ln
3
2

≤ ln 9

=⇒ ln
3
2
+ ln 6 ≤ ln 9

=⇒ ln
3
2
+ ln(d(T3, 3)) ≤ ln(M(3, 0))

and

ln
3
2

≤ ln |x + 1|

=⇒ ln
3
2
+ ln 1 ≤ ln |x + 1|

=⇒ ln
3
2
+ ln(d(Tx, x)) ≤ ln(M(x, 0)).

Hence the pair (T, S) is a Ćirić type FT,S-contraction. Also we obtain

r = min{d(Tx, x) : Tx 
= x} = min{1, 6} = 1.

Consequently, T fixes the circle C0,1 = {−1, 1} and the disc D0,1.

In closing, we want to bring to the reader attention the following question, under what conditions
we can prove the results in [18–20] in fixed circle?
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9. Taş, N.; Özgür, N.Y. Some fixed-point results on parametric Nb-metric spaces. Commun. Korean Math. Soc.

2018, 33, 943–960.
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Abstract: The aim of this paper is to establish the existence of some common fixed point results for
generalized Geraghty (α, ψ, φ)-quasi contraction self-mapping in partially ordered metric-like spaces.
We display an example and an application to show the superiority of our results. The obtained
results progress some well-known fixed (common fixed) point results in the literature. Our main
results cannot be specifically attained from the corresponding metric space versions. This paper is
scientifically novel because we take Geraghty contraction self-mapping in partially ordered metric-like
spaces via α−admissible mapping. This opens the door to other possible fixed (common fixed) point
results for non-self-mapping and in other generalizing metric spaces.

Keywords: common fixed point; metric-like space; α-Geraghty contraction; triangular α-admissible
mapping

1. Introduction

Fixed point theory occupies a central role in the study of solving nonlinear equations of kinds
Sx = x, where the function S is characterized on abstract space X. It is outstanding that the Banach
contraction principle is a standout amongst essential and principal results in the fixed point theorem.
It ensures the existence of fixed points for certain self-maps in a complete metric space and provides
a helpful technique to find those fixed points. Many authors studied and extended it in many
generalizations of metric spaces with new contractive mappings, for example, see References [1–3] and
the references therein.

Otherwise, Hitzler and Seda [4] introduce the notation of metric-like (dislocated) metric space
as a generalization of a metric space, they introduced variants of the Banach fixed point theorem
in such space. Metric like spaces were revealed by Amini-Harandi [5] who proved the existence
of fixed point results. This interesting subject has been mediated by certain authors, for example,
see References [6–8]. In partial metric spaces and partially ordered metric-like spaces, the usual
contractive condition is weakened and many researchers apply their results to problems of existence
and uniqueness of solutions for some boundary value problems of differential and Integral equations,
for example, see References [9–22] and the references therein.

Additionally, Geraghty [23] characterized a kind of the set of functions S to be classified as the
functions β:[0, ∞) → [0, 1) such that if {tn} is a sequence in [0,+∞) with β(tn) → 1, then tn → 0.

By using the function β ∈ S, Geraghty [23] presented the following exceptional theorem

Axioms 2018, 7, 74; doi:10.3390/axioms7040074 www.mdpi.com/journal/axioms183
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Theorem 1. Suppose (Y, d) is a complete metric space. Assume that T:Y → Y and β:[0, ∞) → [0, 1) are
functions such that for all u, v ∈ Y,

d(Tu, Tv) ≤ β(d(u, v))d(u, v), (1)

where β ∈ S , then T has a fixed point and has to be unique.

The main results of Geraghty have engaged many of authors, see References [24–26] and the
references therein.

Recently, Amini-Harandi and Emami [27] reconsidered Theorem 1 as the framework of partially
ordered metric spaces and they presented taking into account existence theorem.

Theorem 2. Let (Y, d) be a partially ordered complete metric space. Assume S:Y → Y is a mapping such that
there exists u0 ∈ Y with u0 � Su0 and α ∈ F such that

d(Su, Sv) ≤ α(d(u, v))d(u, v), f or any u, v ∈ Y with u � v. (2)

Hence, S has a fixed point supported that either S is continuous or Y is such that if an increasing
sequence {un} → u, then un ≤ u for all n.

In 2015, Karapinar [28] demonstrated the following specific results:

Theorem 3. [28] Let (Y, σ) be a complete metric-like space. Assume that S:Y → Y is a mapping. If there exists
β ∈ S such that

σ(Su, Sv) ≤ β(σ(u, v))σ(u, v) (3)

for all u, v ∈ Y, then S has a unique fixed point u∗ ∈ Y with σ(u∗, u∗) = 0.

The notion of quasi-contraction presented by Reference [29], is known as one of the foremost
common contractive self-mappings.

A mapping S:Y → Y is expressed to be a quasi contraction if there exists 0 ≤ λ < 1 such that

d(Su, Sv) ≤ λ max{d(u, v).d(u, f v), d(u, f v), d( f u, v), d(u, f v)}, (4)

for any u, v ∈ Y.
In this paper, we show the generalized Geraghty (α, ψ, φ)-quasi contraction type mapping in

partially ordered metric like space, then we present some fixed and common fixed point theorems for
such mappings in an ordered complete metric-like space. We investigate this new contractive mapping
as a generalized weakly contractive mapping in our main results, then we display an example and an
application to support our obtained results.

2. Preliminaries

In this section, we review a few valuable definitions and assistant results that will be required
within the following sections.

Definition 1. [5] Let Y be a nonempty set. A function σ:Y × Y → [0, ∞) is expressed to be a metric-like space
on X if for any u, v, z ∈ Y, the accompanying stipulations satisfied:

(σ1) σ(u, v) = 0 ⇒ u = v,
(σ2) σ(u, v) = σ(v, u),
(σ3) σ(u, z) ≤ σ(u, v) + σ(v, z).

The pair (Y, σ) is called a metric-like space.
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Obviously, we can consider that every metric space and partial metric space could be a metric-like
space. However, this assertion isn’t valid.

Example 1. [5] Let Y = {0, 1} and

σ(u, v) =

⎧⎪⎨⎪⎩
2, if u = v = 0;

1, otherwise.
(5)

We note that σ(0, 0) 
≤ σ(0, 1). So, (Y, σ) is a metric-like space and at the same time it is not a partial
metric space.

Additonally, each metric-like σ on Y create a topology τσ on Y whose use as a basis of the group
of open σ-balls

Bσ(Y, ε) = {u ∈ Y :| σ(u, v)− σ(u, u) |< ε}, f or all u, v ∈ Y and ε > 0.

Let (Y, σ) be a metric-like space and f :Y → Y be a continuous mapping. Then

lim
n→∞

un = u ⇒ lim
n→∞

f un = f u.

A sequence {un} of elements of Y is considered σ-Cauchy if the limit limn,m→∞ σ(un, um) exists
as a finite number. The metric-like space (Y, σ) is considered complete if for each σ-Cauchy sequence
{un}, there is some u ∈ Y such that

lim
n→∞

σ(un, u) = σ(u, u) = lim
n,m→∞

σ(un, um).

Remark 1. [30] Let Y = {0, 1}, and σ(u, v) = 1 for each u, v ∈ Y and un = 1 for each n ∈ N. Then, it is
easy to see that un → 0 and un → 1 and so in metric-like spaces the limit of a convergent sequence is not
necessarily unique.

Lemma 1. [30] Let (Y, σ) be a metric-like space. Let {un} be a sequence in Y such that un → u where u ∈ Y
and σ(u, u) = 0. Then, for all u, v ∈ Y, we have limn→∞ σ(un, v) = σ(u, v).

Example 2. [5] Let Y = R and σ:Y × Y → [0,+∞) be defined by

σ(u, v) =

{
2n, if u = v = 0;
n, otherwise.

Then, we can consider (Y, σ) to be a metric-like space, but it does not satisfy the conditions of the partial
metric space, as σ(0, 0) 
≤ σ(0, 1).

Samet et al. [31] displayed the definition of α-admissible mapping as followings:

Definition 2. [31] Let S:X → X and α:X × X → [0, ∞) are two functions. Then, S is called α-admissible if
∀u, v ∈ X with α(u, v) ≥ 1 implies α( f u, f v) ≥ 1.

Definition 3. [32] Let S, T:X → X be two mappings and α:X × X → R be a function. We consider that the
pair (S, T) is α-admissible if

u, v ∈ X, α(u, v) ≥ 1 ⇒ α(Su, Tv) ≥ 1 and α(Tu, Sv) ≥ 1

Definition 4. [33] Let S:X → X and α:X × X → [0, ∞). Then, S is called a triangular α-admissible mapping if
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(1) S is α-admissible,
(2) α(u, z) ≥ 1 and α(z, v) ≥ 1 imply α(u, v) ≥ 1.

Definition 5. [32] Let S, T:X → X and α:X × X → [0, ∞). Then, (S, T) is called a triangular α-admissible
mapping if

(1) The pair (S, T) is α-admissible,
(2) α(u, z) ≥ 1 and α(z, v) ≥ 1 imply α(u, v) ≥ 1.

Let Ψ indicate the set of functions ψ:[0, ∞) → [0, ∞) that approve the following stipulations:

(1) ψ is strictly continuous increasing,
(2) ψ(t) = 0 ⇔ t = 0.

and Φ indicates the set of all continuous functions φ:[0, ∞) → [0, ∞) with φ(t) > ψ(t) for all t > 0 and
φ(0) = 0.

Definition 6. [12] Let (X, d,�) be a partially ordered metric space. Assume f , g:X → X are two
mappings. Then:

(1) For all x, y ∈ X are said to be comparable if x � y or y � x holds,
(2) f is said to be nondecreasing if x � y implies f x � f y,
(3) f , g are called weakly increasing if f x � g f x and gx � f gx for all x ∈ X,
(4) f is called weakly increasing if f and I are weakly increasing, where I is denoted to the identity mapping

on X.

3. Main Results

In this section, we present the notation of generalized Geraghty (α, ψ, φ)-quasi contraction
self-mappings in partially ordered metric-like space. Then, we present some fixed and common
fixed point theorems for such self-mappings. We investigate this new contractive self-mapping as a
generalized weakly contractive self-mapping which is a generalization of the results of Reference [34].
Results of this kind are amongst the most useful in fixed point theory and it’s applications.

Definition 7. Let (X, σ) be a partially ordered metric-like space and S, T:X → X be two mappings. Then,
we consider that the pair (S, T) is generalized Geraghty (α, ψ, φ)-quasi contraction self-mapping if there exist
α:X × X → [0, ∞), β ∈ S, ψ ∈ Ψ and φ:[0, ∞) → [0, ∞) are continuous functions with φ(t) ≤ ψ(t) for all
t > 0 such that

α(x, y)ψ(σ(Sx, Ty)) ≤ λβ(ψ(Mx,y))φ(Mx,y), (6)

holds for all elements x, y ∈ X and 0 ≤ λ < 1, where

Mx,y = max{σ(x, y), σ(x, Sx), σ(y, Ty), σ(Sx, y), σ(x, Ty)}.

The following two lemmas will be utilized proficiently within the verification of our fundamental
result.

Lemma 2. If ψ ∈ Ψ and φ:[0, ∞) → [0, ∞) are continuous function that satisfy the condition ψ(t) > φ(t) for
all t > 0, then φ(0) = 0.

186



Axioms 2018, 7, 74

Proof. From the assumption φ(t) < ψ(t), since ψ and φ are continuous, we have

0 ≤ φ(0) = lim
t→0

φ(t) ≤ lim
t→0

ψ(t) = ψ(0) = 0.

Lemma 3. Let S, T:X → X be two mappings and α:X × X → [0, ∞) be a function such that S, T are triangular
α−admissible. Suppose that there exists x0 ∈ X such that α(x0, Sx0) ≥ 1. Define a sequence {xn} in X by
Sx2n = x2n+1 and Tx2n+1 = x2n+2. Then α(xn, xm) ≥ 1 for all m, n ∈ N with n < m.

Proof. Since α(x0, Sx0) ≥ 1 and S, T are α−admissible, we get

α(x0, x1) = α(x0, Sx0) ≥ 1.

By triangular α−admissibility, we get

α(Sx0, Tx1) = α(x1, x2) ≥ 1

and
α(TSx0, STx1) = α(x2, x3) ≥ 1.

Again, since α(x2, x3) ≥ 1, then

α(Sx2, Tx3) = α(x3, x4) ≥ 1

and
α(TSx2, STx3) = α(x4, Sx5) ≥ 1.

By proceeding the above process, we conclude that α(xn, xn+1) ≥ 1 for all n ∈ N∪ {0}.
Now, we prove that α(xn, xm) ≥ 1, for allm, n ∈ N with n < m. Since{

α(xn, xn+1) ≥ 1,

α(xn+1, xn+2) ≥ 1,

then, we have
α(xn, xn+2) ≥ 1.

Again, since {
α(xn, xn+2) ≥ 1

α(xn+2, xn+3) ≥ 1,

we deduce that
α(xn, xn+3) ≥ 1.

By continuing this process, we have

α(xn, xm) ≥ 1

for all n ∈ N with m > n.

Lemma 4. Let (X,�, σ) be a partially ordered metric-like space. Assume S, T are two self-mappings of X which
the pair (S, T) is generalized (α, ψ, φ)-quasi contraction self-mappings. Fix x1 ∈ X and define a sequence {xn}
by x2n+1 = Sx2n and x2n+2 = Tx2n+1 for all n ∈ N. If limn→∞ σ(xn, xn+1) = 0 and the sequence {xn} is
nondecreasing, then {xn} is a Cauchy sequence.
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Proof. Since S, T are a generalized (α, ψ, φ)-quasi contraction non-self mapping, then there exist
ψ ∈ Ψ, φ ∈ Φ such that

α(x, y)ψ(σ(Sx, Ty)) ≤ λβ(ψ(Mx,y))φ(Mx,y), (7)

holds for all elements x, y ∈ X and 0 ≤ λ < 1, where

Mx,y = max{σ(x, y), σ(x, Sx), σ(y, Ty), σ(Sx, y), σ(x, Ty)}.

Now, we show that the sequence {xn} is Cauchy sequence. Assume, for contradiction’s sake,
that {xn} isn’t Cauchy sequence. Therefore, there exist ε > 0 and two subsequences {nk} and {mk}
of the sequence {xn} such that σ(x2nk , x2mk ), σ(x2nk−1, x2mk ) and σ(x2nk , x2mk+1) converge to ε+ when
k → ∞.

nk > mk > k, σ(x2nk , x2mk−2) < ε, σ(x2nk , x2mk ) ≥ ε. (8)

By the above inequalities and triangle inequality property, we imply that

ε ≤ σ(x2nk , x2mk ) ≤ σ(x2nk , x2mk−2) + σ(x2mk−2, x2mk−1) + σ(x2mk−1, x2mk )

< ε + σ(x2mk−2, x2mk−1) + σ(x2mk−1, x2mk ).

In view of limn→∞ σ(xn, xn+1) = 0 and letting k → ∞ in the above inequalities, we obtain

lim
k→∞

σ(x2nk , x2mk ) = ε. (9)

By the triangle inequality, we have

σ(x2nk , x2mk ) ≤ σ(x2nk , x2nk+1) + σ(x2nk+1, x2mk )

≤ σ(x2nk , x2nk+1) + σ(x2nk+1, x2mk+1) + σ(x2mk+1, x2mk )

≤ σ(x2nk , x2nk+1) + σ(x2nk+1, x2nk+2) + σ(x2nk+2, x2mk ) + 2σ(x2mk , x2mk+1)

≤ 2σ(x2nk , x2nk+1) + 2σ(x2mk+2, x2mk+1) + σ(x2nk , x2mk ) + 2σ(x2mk , x2mk+1).

Taking the limit as k → ∞ in the above inequalities and using Equation (9), we get

lim
k→∞

σ(x2nk , x2mk ) = lim
k→∞

σ(x2nk+1, x2mk ) = lim
k→∞

σ(x2nk+1, x2mk+1) = ε. (10)

Since xnk+1 � xmk and α(xnk+1, xmk ) ≥ 1 for all k ∈ N, so by substituting x with xnk+1 and y with
xmk in Equation (7), it follows that

ψ(σ(xnk+1, xmk )) ≤ α(xnk+1, xmk )ψ(σ(Sxnk , Txmk−1)) ≤ λβ(ψ(Mx,y))φ(Mx,y), (11)

holds for all elements x, y ∈ X and 0 ≤ λ < 1, where

Mxnk ,xmk−1 = max{σ(xnk , xmk−1), σ(xnk , Sxnk ), σ(xmk−1, Txmk−1),

σ(Sxnk , xmk−1), σ(xnk , Txmk−1)}
= max{σ(xnk , xmk−1), σ(xnk , xnk+1), σ(xmk−1, xmk ),

σ(xnk+1, xmk−1), σ(xnk , xmk )}.

Taking the limit as k → ∞ of the above inequality and applying Equations (9), (10), we get

lim
k→∞

Mx2nk
,x2mk

= ε. (12)
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Letting k → ∞ in Equation (11) and using φ ∈ Φ, β ∈ S and Equation (12), we deduce that

ψ(ε) ≤ λβ(ψ(ε))φ(ε)

< λφ(ε)

< λψ(ε).

This is possible only if ε = 0. Which contradicts the positivity of ε. Therefore, we get the desired
result.

Theorem 4. Let (X, σ) be a partially ordered metric like space. Assume that S, T:X → X are two self-mappings
fulfilling the following conditions:

(1) (S, T) is triangular α-admissible and there exists an x0 ∈ X such that α(x0, Sx0) ≥ 1,
(2) the pair (S, T) is weakly increasing,
(3) the pair (S, T) is a generalized Geraghty (α, ψ, φ)-quasi contraction non-self mapping,
(4) S and T are σ-continuous mappings.

Then, the pair (S, T) has a common fixed point z ∈ X with σ(z, z) = 0. Moreover, assume that if
x1, x2 ∈ X such σ(x1, x1) = σ(x2, x2) = 0 implies that x1 and x2 are comparable elements. Then the common
fixed point of the pair (S, T) is unique.

Proof. Let x0 ∈ X such that α(x0, Sx0) ≥ 1. Define the sequence {xn}in X as follows:

x2n+1 = Sx2n x2n+2 = Tx2n+1 f or all n ≥ 0. (13)

Suppose that x2n 
= x2n+1 for all n ∈ N0. Then, σ(x2n, x2n+1) > 0 for all n ∈ N0. Indeed, if
x2n 
= x2n+1, which is a contradiction. By using the assumption of Equations (1), (2), and Lemma 3, we
have

α(xn, xn+1) ≥ 1 (14)

for all n ∈ N∪ {0}.
Since the pair (S, T) is weakly increasing, we have

x1 = Sx0 � TSx0 = x2 = Sx1 =� ...x2n � TSx2n = x2n+2 � ....

Thus, xn � xn+1, for all n ∈ N. Since α(x2n, x2n+1) ≥ 1, by applying Equation (6), we obtain

ψ(σ(x2n+1, x2n+2)) = ψ(σ(Sx2n, Tx2n+1))

≤ α(x2n, x2n+1)ψ(σ(Sx2n, Tx2n+1))

≤ λβ(ψ(Mx2n ,x2n+1))φ(Mx2n ,x2n+1). (15)

Set σn = σ(x2n+1, x2n+2). We have

ψ(σn) = ψ(σ(x2n+1, x2n+2)) (16)

≤ λβ(ψ(Mx2n ,x2n+1))φ(Mx2n ,x2n+1). (17)

For the rest, for each n assume that (σn 
= 0).

Mx2n ,x2n+1 = max{σ(x2n, x2n+1), σ(x2n, Sx2n), σ(x2n+1, Tx2n+1), σ(Sx2n, x2n+1), σ(x2n, Tx2n+1)}
= max{σ(x2n, x2n+1), σ(x2n, x2n+1), σ(x2n+1, x2n+2), σ(x2n+1, x2n+1), σ(x2n, x2n+2)}
= max{σ(x2n, x2n+1), σ(x2n+1, x2n+2), σ(x2n, x2n+2)}
= max{σn−1, σn, σn−1 + σn}
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If for some n ∈ N, max{σn−1, σn, σn−1 + σn} = σn then from Equation (16), we find that ψ(σn) <

λψ(σn) which is a contradiction with respect to 0 ≤ λ < 1. We deduce max{σn−1, σn, σn−1 + σn} =

max{σn−1, σn−1 + σn}. Therefore Equation (16) becomes

ψ(σn) < λψ(max{σn−1, σn−1 + σn}).

Put

γ = max{λ,
λ

1 − λ
}.

Thus,
ψ(σn) ≤ γβ(ψ(σn−1))φ(σn−1), f or all n ∈ N0. (18)

It is clear that γ < 1. Therefore, the sequence {σ(xn, xn+1)} is a decreasing sequence. Thus, there
exists r ≥ 0 such that

lim
n→∞

σ(xn, xn+1) = r.

Now, we show that r = 0. Presume to the contrary, that is r > 0. Since β ∈ S and by using the
condition of Theorem 4 and taking the limit as k → ∞ in Equation (18), we conclude

ψ(r) ≤ λβ(ψ(r))φ(r) < λφ(r) < λψ(r),

which could be a contradiction. So r = 0. Then,

lim
n→∞

σ(xn, xn+1) = 0.

Lemma 4 implies that {xn} is a Cauchy sequence and from the completeness of (X, σ), then there
exists a x∗ ∈ X in order that

lim
n→∞

σ(xn, x∗) = σ(x∗, x∗) = lim
n,m→∞

σ(xn, xm). (19)

Whereas, S and T are continuous, we conclude

lim
n→∞

σ(xn+1, Tx∗) = lim
n→∞

σ(Sxn, Tx∗) = σ(Sx∗, Tx∗), (20)

lim
n→∞

σ(Sx∗, xn+1) = lim
n→∞

σ(Sx∗, Txn) = σ(Sx∗, Tx∗). (21)

By Lemma 1 and Equation (19), we obtain that

lim
n→∞

σ(xn+1, Tx∗) = σ(x∗, Tx∗) (22)

and
lim

n→∞
σ(Sx∗, xn+1) = σ(Sx∗, x∗). (23)

By merging Equations (20) and (22), we deduce that σ(x∗, Tx∗) = σ(Sx∗, x∗). In addition, by
Equations (21) and (23), we deduce that σ(Sx∗, x∗) = σ(Sx∗, Tx∗). So

σ(x∗, Tx∗) = σ(Sx∗, x∗) = σ(Sx∗, Tx∗). (24)

Presently, we display that σ(x∗, Tx∗) = 0. Assume the opposite, that is, σ(x∗, Tx∗) > 0, we get

ψ(σ(x∗, Tx∗)) = ψ(σ(Sx∗, Tx∗))
≤ λβ(ψ(Mx∗ ,x∗))φ(Mx∗ ,x∗),

(25)
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where

Mx∗ ,x∗ = max{σ(x∗, x∗), σ(x∗, Sx∗), σ(x∗, Tx∗), σ(Sx∗, x∗), σ(x∗, Tx∗), }
= max{σ(x∗, Tx∗), σ(x∗, Sx∗)}
= max{σ(x∗, Tx∗), σ(x∗, Tx∗)}.

Therefore, from Equation (25), we get

ψ(σ(x∗, Tx∗)) ≤ β(ψ(σ(x∗, Tx∗)))φ(σ(x∗, Tx∗))
< λφ(σ(x∗, Tx∗)
< λψ(σ(x∗, Tx∗))

(26)

Since ψ ∈ Ψ, we have σ(x∗, Tx∗) < λσ(x∗, Tx∗) which is a discrepancy. Thus, we have
σ(x∗, Tx∗) = 0. Hence, Tx∗ = x∗. From Equation (24), we deduce that σ(x∗, Sx∗) = 0. Therefore,
Sx∗ = x∗. Hence, x∗ is a common fixed point of S and T. To demonstrate the uniqueness of the
common fixed point, we suppose that x̄ is another fixed point of S and T. Directly, we prove that
σ(x̄, x̄) = 0. Assume the antithesis, that is, σ(x̄, x̄) > 0. Since x̄ � x̄, we get

ψ(σ(x̄, x̄)) = ψ(σ(Sx̄, Tx̄))

≤ λβ(ψ(σ(x̄, x̄)))φ(σ(x̄, x̄))

< λφ(σ(x̄, x̄))

< λψ(σ(x̄, x̄))

which is a discrepancy. Thus, σ(x̄, x̄) = 0. Therefore, by the further conditions on X, we deduce that
x∗ and x̄ are comparable. Presently, suppose that σ(x∗, x̄) 
= 0. Then

ψ(σ(x∗, x̄)) = ψ(σ(Sx∗, Tx̄))

≤ λ(ψ(σ(x∗, x̄)))φ(σ(x∗, x̄))

< λφ(σ(x∗, x̄))

which is a discrepancy with the condition of Theorem 4. Therefore, σ(x∗, x̄) = 0. Hence, x∗ = x̄. Thus,
S and T have a unique common fixed point.

It is additionally conceivable to expel the continuity of S and T by exchanging a weaker condition.
(C) If {xn} is a nondecreasing sequence in X such that α(xn, xn+1) ≥ 1 for all n ∈ N ∪ {0} and
xn → u ∈ X as n → ∞, then there exists a subsequence {xnl} of {xn} such that xnl � u for all l.

Theorem 5. Let (X, σ) be a partially ordered metric-like space. Assume that S, T:X → X are two self-mappings
fulfilling the following conditions:

(1) the pair (S, T) is triangular α-admissible,
(2) there exists an x0 ∈ X such that α(x0, Sx0) ≥ 1,
(3) the pair (S, T) is a generalized Geraghty (α, ψ, φ)-quasi contraction non-self mapping,
(4) the pair (S, T) is weakly increasing,
(5) (C) holds.

Then, the pair (S, T) has a common fixed point v ∈ X with σ(v, v) = 0. Moreover, suppose that if
x1, x2 ∈ X such σ(x1, x1) = σ(x2, x2) = 0 implies that x1 and x2 are comparable. Then, the common fixed
point of the pair (S, T) is unique.
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Proof. Here, we define {xn} as in the proof of Theorem 4. Clearly {xn} is a Cauchy sequence in X,
then there exists v ∈ X in order that

lim
n→∞

xn = v (27)

As a result of the condition of Equation (5), there exists a subsequence {xnl} of {xn} in order that
xnl � v for all l. Therefore, xnl and v are comparable. In addition, from Equation (13) on taking limit as
n → ∞ and using Equation (27), we get

lim
n→→∞

xn = v.

lim
n→→∞

Sx2nl = lim
n→→∞

x2nl+1 = v, lim
n→→∞

Tx2nl+1 = lim
n→→∞

x2nl+2 = v. (28)

From the definition of α yields that α(xnl , v) ≥ 1 for all l. Now by applying Equation (6), we have

ψ(σ(x2nl+1, Tv))
= ψ(σ(Sx2n, Tv))
≤ λβ(ψ(Mx2nl

,v)φ(Mx2nl
,v)

< λφ(Mx2nl
,v)

< λψ(Mx2nl
,v)

(29)

where

Mx2nl
,v = max{σ(x2n, v), σ(x2n, Sx2n), σ(v, Tv), σ(Sx2n, v), σ(x2n, Tv)}

Letting l → +∞ and using Equations (27) and (28), we have

lim
l→∞

Mx2nl
,v = max{σ(v, Sv), σ(v, Tv)} (30)

Case I: Assume that liml→∞ Mx2nl
,v = σ(v, Tv).

From Equation (30) and letting l → ∞ in Equation (29). Then, we have

ψ(σ(v, Tv)) < λψ(σ(v, Tv)).

Regarding the concept of ψ, we deduce that σ(v, Tv) < λσ(v, Tv) which is a discrepancy. Hence,
we get that σ(v, Tv) = 0. As a result of (σ1), we have v = Tv.

Case II: Assume that liml→∞ Mx2nl
,v = σ(v, Sv). Then, arguing like above, we get v = Sv.

Thus, v = Sv = Tv. Uniqueness of the fixed point is follows from the Theorem 4. This completes
the proof.

If we set S = T and M(x, y) = max{σ(x, y), σ(x, Tx), σ(y, Ty), σ(Tx, y), σ(x, Ty)} in Theorems 4
and 5, then we obtain the following corollaries.

Corollary 1. Let (X, σ) be a partially ordered metric-like space and α:X × X → [0, ∞) a function. Assume
that S:X → X holds the following:

(1) there exists ψ ∈ Ψ, β ∈ S and a continuous function φ : [0, ∞) → [0, ∞) are continuous functions with
φ(t) < ψ(t) for all t > 0 such that

α(x, y)ψ(σ(Sx, Sy)) ≤ λβ(ψ(Mx,y))φ(Mx,y), (31)

holds for all comparable elements x, y ∈ X and 0 ≤ λ < 1,
(2) S is triangular α-admissible and there exists an x0 ∈ X such that α(x0, Sx0) ≥ 1,
(3) Sx � S(Sx) for all x, y ∈ X,
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(4) T is σ-continuous mappings.

Then, S has an unique fixed point v ∈ X with σ(v, v) = 0.

Corollary 2. Let (X, σ) be a partially ordered metric-like space and α:X × X → [0, ∞) a function. Assume
that S:X → X holds the following:

(1) there exists ψ ∈ Ψ, β ∈ S and a continuous function φ : [0, ∞) → [0, ∞) are continuous functions with
φ(t) < ψ(t) for all t > 0 such that

α(x, y)ψ(σ(Sx, Sy)) ≤ λβ(ψ(Mx,y))φ(Mx,y), (32)

holds for all comparable elements x, y ∈ X and 0 ≤ λ < 1,
(2) S is triangular α-admissible and there exists an x0 ∈ X such that α(x0, Sx0) ≥ 1,
(3) Sx � S(Sx) for all x, y ∈ X,
(4) (C) holds.

Then, S has an unique fixed point v ∈ X with σ(v, v) = 0.

If we take α(x, y) = 1 in Theorems 4 and 5, we have the following corollaries.

Corollary 3. Let (X, σ) be a partially ordered metric-like space. Assume S, T:X → X are two mappings
holding the following:

(1) there exists ψ ∈ Ψ, β ∈ S and a continuous function φ : [0, ∞) → [0, ∞) are continuous functions with
φ(t) < ψ(t) for all t > 0 such that

ψ(σ(Sx, Ty)) ≤ λβ(ψ(Mx,y))φ(Mx,y), (33)

holds for all comparable elements x, y ∈ X and 0 ≤ λ < 1, where

Mx,y = max{σ(x, y), σ(x, Sx), σ(y, Ty), σ(Sx, y), σ(x, Ty)}.

(2) the pair (S, T) is weakly increasing,
(3) S and T are σ-continuous mappings.

Then, the pair S, T has an unique common fixed point v ∈ X with σ(v, v) = 0.

Corollary 4. Let (X, σ) be a partially ordered metric-like space, Assume S, T:X → X are two mappings holding
the following:

(1) there exists ψ ∈ Ψ, β ∈ S and a continuous function φ : [0, ∞) → [0, ∞) are continuous functions with
φ(t) < ψ(t) for all t > 0 such that

ψ(σ(Tx, Ty)) ≤ λβ(ψ(Mx,y))φ(Mx,y), (34)

holds for all comparable elements x, y ∈ X and 0 ≤ λ < 1, where

Mx,y = max{σ(x, y), σ(x, Sx), σ(y, Ty), σ(Sx, y), σ(x, Ty)},

(2) the pair (S, T) is weakly increasing,
(3) the pair (S, T) is a generalized (α, ψ, φ)-quasi contraction non-self,
(4) (C) holds.

Then, the pair S, T has an unique common fixed point v ∈ X with σ(v, v) = 0.
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4. Consequences

If we put Mx,y = σ(x, y), then, by Theorems 4 and 5, we get the following corollaries as an
expansion of results from the literature.

Corollary 5. Let (X, σ) be a partially ordered metric like space and α:X × X → [0, ∞) be a function. Suppose
that S, T:X → X are two self-mappings holding the following:

(1) (S, T) is triangular α-admissible and there exists an x0 ∈ X such that α(x0, Sx0) ≥ 1,
(2) there exists ψ ∈ Ψ, β ∈ S and a continuous function φ : [0, ∞) → [0, ∞) are continuous functions with

φ(t) < ψ(t) for all t > 0 in order that

ψ(σ(Sx, Ty)) ≤ λβ(ψ(σ(x, y))φ(σ(x, y)), (35)

satisfies for x, y ∈ X and 0 ≤ λ < 1,
(3) the pair (S, T) is weakly increasing,
(4) the pair (S, T) is σ-continuous mappings.

Then, the pair (S, T) has an unique common fixed point v ∈ X with σ(v, v) = 0.

Corollary 6. Let (X, σ) be a partially ordered metric-like space. Assume S, T:X → X are two mappings
holding the following:

(1) (S, T) is triangular α-admissible and there exists an x0 ∈ X such that α(x0, Sx0) ≥ 1,
(2) there exists ψ ∈ Ψ, β ∈ S and a continuous function φ : [0, ∞) → [0, ∞) are continuous functions with

φ(t) ≤ ψ(t) for all t > 0 in order that

ψ(σ(Sx, Ty)) ≤ λβ(ψ(σ(x, y))φ(σ(x, y)), (36)

satisfies for x, y ∈ X and 0 ≤ λ ≤ 1,
(3) the pair (S, T) is weakly increasing,
(4) (C) holds.

Then, the pair (S, T) has an unique common fixed point v ∈ X with σ(v, v) = 0.

Corollary 7. Let (X, σ) be a partially ordered metric-like space. Assume α:X × X → [0, ∞) is a function and
S:X → X is a mapping holding the following:

(1) S is triangular α-admissible and there exists an x0 ∈ X such that α(x0, Sx0) ≥ 1.
(2) there exists ψ ∈ Ψ, β ∈ S and a continuous function φ : [0, ∞) → [0, ∞) are continuous functions with

φ(t) < ψ(t) for all t > 0 in order that

α(x, y)ψ(σ(Sx, Sy)) ≤ λβ(ψ(σ(x, y))φ(σ(x, y)), (37)

holds for all comparable elements x, y ∈ X and 0 ≤ λ < 1,
(3) S � S(Sx),
(4) the pair (S, T) is σ-continuous mappings.

Then, S has an unique fixed point v ∈ X with σ(v, v) = 0.

Corollary 8. Let (X, σ) be a partially ordered metric-like space. Assume α:X × X → [0, ∞) is a function and
S:X → X is a mapping holding the following:

(1) S is triangular α-admissible and there exists an x0 ∈ X such that α(x0, Sx0) ≥ 1,
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(2) there exists ψ ∈ Ψ, β ∈ S and a continuous function φ : [0, ∞) → [0, ∞) are continuous functions with
φ(t) < ψ(t) for all t > 0 in order that

α(x, y)ψ(σ(Sx, Sy)) ≤ λβ(ψ(σ(x, y))φ(σ(x, y)), (38)

satisfies for x, y ∈ X and 0 ≤ λ < 1,
(3) S � S(Sx),
(4) (C) holds.

Then S has an unique fixed point v ∈ X with σ(v, v) = 0.

Example 3. Let X = {0, 1, 2} and specify the partial order � on X in order that

�:= {(0, 0), (1, 1), (2, 2), (0, 2), (2, 1), (0, 1)}.

Take into consideration that the function S : X → X specified as

S =

(
0 1 2
1 1 0

)
, (39)

which increasing with respect to � . Let x0 = 0. Hence, S(x0) = 1 and S(S(X0)) = S(1) = 1. Characterize
to begin with the metric like space σ on X by σ(0, 1) = 1, σ(0, 2) = 5

2 , σ(1, 2) = 3
2 and σ(x, x) = 0. Then,

(X, σ) is a complete metric-like space. Let β ∈ S is given by β(t) = et

2 , ψ(t) = t, λ = 1
2 and φ(t) = 2

3 t.
Define a function α:X × X → [0, ∞) in order that

α(x, y) =

{
1 if x ∈ {0, 1, 2}
0 if otherwise.

Note that S ∈ X and is continuous. S is α-admissible mapping. Indeed, α(Sx, Sy) = 1.
If (x, y) = (0, 1), then α(0, 1) = 1 and

M0,1 = max{σ(0, 1), σ(0, S0), σ(1, S1), σ(S0, 1), σ(0, S1)}
= max{σ(0, 1), σ(0, 1), σ(1, 1), σ(1, 1), σ(0, 1)}
= max{1, 1, 0, 1, 0} = 1.

σ(S0, S1) = σ(1, 1) = 0. Now

0 = α(0, 1)ψ(σ(σ(S0, S1))) ≤ β(ψ(M0,1))φ(M0,1) =
1
2

β(1) � φ(1) =
1
2
× e

2
× 2

3
=

e
6

holds.
If (x, y) = (0, 2), then α(0, 2) = 1 and

M0,2 = max{σ(0, 2), σ(0, S0), σ(2, S2), σ(S0, 2), σ(0, S2)}
= max{σ(0, 2), σ(0, 1), σ(2, 0), σ(1, 2), σ(0, 0)}
= max{5

2
, 1,

5
2

,
3
2

, 0} =
5
2

.

σ(S0, S2) = σ(1, 0) = 5
2 . Now

5
2
= α(0, 2)ψ(σ(σ(S0, S2))) ≤ β(ψ(M0,2))φ(M0,2) =

1
2

β(
e

5
2

2
)× 2

3
× 5

2
=

5e
5
2

12
holds. Similarly, for the case (x = 1, y = 2), it is simple to examine that the contractive condition in Corollary 1
is satisfied.
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All conditions (1)–(4) of Corollary 1 are satisfied. Hence S has a unique fixed point x = 1.

5. Application

The aim of this section is to give the existence of fixed points of an integral equation, where we
can apply the obtained result of Corollary 1 to get a common solution.

We consider X with the partial order � presented by:

x � y ⇔ x(t) � y(t) f or all t ∈ [0, 1].

Let X = C(I,R) be the set of continuous functions specified on I = [0, 1]. The metric-like space
σ : X × X → [0, ∞) presented by

σ(x, y) = sup
t∈[0,1]

| x(t)− y(t) |,

for all x, y ∈ X. Since (X, σ) is a complete metric-like space. We consider the integral equation

x(t) = g(t) +
∫ 1

0
P(t, r) f (r, x(r))dr; t ∈ [0, 1] (40)

for all x ∈ X.

We suppose that f :[0, 1]×R → R and g:[0, 1] → R are two continuous functions. Suppose that
P:[0, 1]× [0, 1] → [0, ∞) in order that

Sx(t) = g(t) +
∫ 1

0
P(t, r) f (r, x(r))dr; t ∈ [0, 1] (41)

for all x ∈ X. Then, a solution of Equation (40) is a fixed point of S.
Now, We will prove the following Theorem with our obtained results.

Theorem 6. Assume that the following conditions are satisfied:

(i) There exists ζ :X × X → [0, 1) such that for all r ∈ [0, 1] and for all x, y ∈ X

0 ≤| f (r, x(r))− f (r, y(r)) |≤ ζ(x, y) | x(r)− y(r) |,

(ii) there exists β:[0, ∞) → [0, 1) such that

lim
n→∞

β(tn) = 1 ⇒ lim
n→∞

tn = 0,

and

‖
∫ 1

0
P(t, r)ζ(x, y)dr ‖∞≤ (

1
4

β(‖ x − y ‖∞)).

Then the integral Equation (41) has a unique solution in X.
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Proof. By conditions (i) and (ii), we get

| S(x)(t)− S(y)(t) | =

∣∣∣∣∫ 1

0
P(t, r)[ f (r, x(r))− f (r, x(r))]dr

∣∣∣∣
≤

∫ 1

0
P(t, r) | f (r, x(r))− f (r, y(r)) | dr

≤
∫ 1

0
P(t, r)ζ(x, y) | f (r, x(r))− f (r, y(r)) | dr

≤
∫ 1

0
P(t, r)ζ(x, y) ‖ x − y ‖∞ dr

≤ σ(x, y)
∫ 1

0
P(t, r)ζ(x, y)dr

≤ 1
4

β(σ(x, y))σ(x, y)

=
1
2

β(σ(x, y))
1
2

σ(x, y)

=
1
2

β(σ(x, y))φ(σ(x, y)).

At that point, we have

‖ S(x)(t)− S(y)(t) ‖∞≤ 1
2

β(σ(x, y))φ(σ(x, y)).

for all x, y ∈ X.
Thus, we obtain

σ(Sx, Sy) ≤ 1
2

β(σ(x, y))φ(σ(x, y)), f orallx, y ∈ X.

Lastly, we specify β:X × X → [0, ∞) such that

α(x, y) =

{
1 if x, y ∈ X,

0 if otherwise.

Then, we have

α(x, y)σ(Sx, Sy) ≤ 1
2

β(σ(x, y))σ(x, y).

Obviously, α(x, y) = 1 and α(Sx, Sy) = 1 for all x, y, z ∈ X. Therefore, S is triangular α−admissible
mapping.

Hence, the hypotheses of Corollary 1 hold with ψ(t) = t, λ = 1
2 and φ(t) = t

2 . Thus, S has a
unique fixed point, that is, the integral Equation (40) has a unique solution in X.

6. Conclusions

We have introduced some common fixed point results for generalized (α, ψ, φ)-quasi contraction
self-mapping in partially ordered metric-like spaces. We have generalized weakly contractive mapping
as we used quasi contraction self-mapping, α-admissible mapping, triangular α-admissible mapping
and ψ, φ as strictly increasing and continuous functions. We have provided an example and application
to show the superiority of our results over corresponding (common) fixed point results. Alternatively,
we suggest finding new results by replacing the single-valued mapping with multi-valued mapping.
Furthermore, we suggest generalizing more results in other spaces like b-metric space, metric-like
space, and others. Otherwise, we suggest using our main results for non-self-mapping to establish the
existence of an optimal approximate solution.
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1. Introduction

In this survey article, a uniform method is presented for constructing the differential equations

satisfied by several sets of classical and non classical polynomials. This has been done by starting

from the basic elements of the relevant generating functions, using the monomiality principle by

G. Dattoli [1] and a general result by Y. Ben Cheikh [2]. Of course, the polynomials considered in this

paper are only examples for showing that the method works, but obviously this technique can be

theoretically extended to every polynomial set.

This method has been recently applied in several articles (see [3–9]), which include works in

collaboration with several authors. The most outstanding of them is Prof. Dr. Hari M. Srivastava,

to whom this article is dedicated.

The derived differential equations are generally of infinite order, but they reduce to finite order

when applied to polynomials.

It is worth noting that the differential equations for Sheffer polynomial sets have been studied

even with different methods (see [10–13]), but here we use only elements directly connected with the

theory of polynomials.

We start recalling, in Section 2, the definitions relevant to Sheffer polynomials, the G. Dattoli

monomiality principle, and a general result by Y. Ben Cheikh.

The classical polynomial sets, considered in Section 3, are the Bernoulli, Euler, Genocchi

and Mittag–Leffler polynomials. In Section 4, we show some new polynomial sets derived from

non-classical generating functions.

Axioms 2019, 8, 50; doi:10.3390/axioms8020050 www.mdpi.com/journal/axioms201
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2. Sheffer Polynomials

The Sheffer polynomials {sn(x)} are introduced [14] by means of the exponential generating

function [15] of the type:

A(t) exp(xH(t)) =
∞

∑
n=0

sn(x)
tn

n!
, (1)

where

A(t) =
∞

∑
n=0

an
tn

n!
, (a0 
= 0) ,

H(t) =
∞

∑
n=0

hn
tn

n!
, (h0 = 0) .

(2)

According to a different characterization (see [16], p. 18), the same polynomial sequence can be

defined by means of the pair (g(t), f (t)), where g(t) is an invertible series and f (t) is a delta series:

g(t) =
∞

∑
n=0

gn
tn

n!
, (g0 
= 0) ,

f (t) =
∞

∑
n=0

fn
tn

n!
, ( f0 = 0, f1 
= 0) .

(3)

Denoting by f−1(t) the compositional inverse of f (t) (i.e., such that f
(

f−1(t)
)
= f−1 ( f (t)) = t),

the exponential generating function of the sequence {sn(x)} is given by

1
g[ f−1(t)]

exp
(

x f−1(t)
)
=

∞

∑
n=0

sn(x)
tn

n!
, (4)

so that

A(t) =
1

g[ f−1(t)]
, H(t) = f−1(t) . (5)

When g(t) ≡ 1, the Sheffer sequence corresponding to the pair (1, f (t)) is called the associated

Sheffer sequence {σn(x)} for f (t), and its exponential generating function is given by

exp
(

x f−1(t)
)
=

∞

∑
n=0

σn(x)
tn

n!
. (6)

A list of known Sheffer polynomial sequences and their associated ones can be found in [17].

Shift Operators and Differential Equation

We recall that a polynomial set {pn(x)} is called quasi-monomial if and only if there exist two

operators P̂ and M̂ such that

P̂ (pn(x)) = npn−1(x) , M̂ (pn(x)) = pn+1(x) , (n = 1, 2, . . . ). (7)
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P̂ is called the derivative operator and M̂ the multiplication operator, as they act in the same way as

classical operators on monomials.

This definition traces back to a paper by J.F. Steffensen [18] recently improved by G. Dattoli and

widely used in several applications [19,20].

Y. Ben Cheikh proved that every polynomial set is quasi-monomial under the action of suitable

derivative and multiplication operators. In particular, in the same article, the following result is proved,

as a particular case of Corollary 3.2 in [2]:

Theorem 1. Let (pn(x)) denote a Sheffer polynomial set, defined by the generating function

A(t) exp(xH(t)) =
∞

∑
n=0

pn(x)
tn

n!
, (8)

where

A(t) =
∞

∑
n=0

ãntn , (ã0 
= 0) , (9)

and

H(t) =
∞

∑
n=0

h̃n tn+1 , (h̃0 
= 0) . (10)

Denoting, as before, by f (t) the compositional inverse of H(t), the Sheffer polynomial set {pn(x)} is

quasi-monomial under the action of the operators

P̂ = f (Dx) , M̂ =
A′[ f (Dx)]

A[ f (Dx)]
+ xH′[ f (Dx)] , (11)

where prime denotes the ordinary derivatives with respect to t.

Furthermore, according to the monomiality principle, the quasi-monomial polynomials {pn(x)} satisfy the

differential equation

M̂P̂ pn(x) = n pn(x) . (12)

3. Differential Equations of Classical Polynomials

3.1. Bernoulli Polynomials

The Bernoulli polynomials are defined by the generating function

G(t, x) =
t

et − 1
ex t , (13)

203



Axioms 2019, 8, 50

so that

A(t) =
t

et − 1
=

∞

∑
k=0

bk
tk

k!
,

G(t, x) =
∞

∑
k=0

Bk(x)
tk

k!
=

∞

∑
k=0

[
k

∑
h=0

(
k
h

)
bk−h xh

]
tk

k!
,

Bk(x) =
k

∑
h=0

(
k
h

)
bk−h xh ,

(14)

where bk are the Bernoulli numbers.

Differential Equation of the Bk(x)

Note that, recalling that Bn(1) = (−1)n bn, the following expansion holds:

t
A′(t)
A(t)

=
et − tet − 1

et − 1
= 1 − tet

et − 1
= 1 −

∞

∑
n=0

Bn(1)
tn

n!
=

=
∞

∑
n=1

(−1)n+1 bn
tn

n!
.

(15)

The shift operators for the Bernoulli polynomials are given by

P̂ = Dx ,

M̂ =
eDx − DxeDx − 1

Dx (eDx − 1)
.

(16)

Therefore, by using the factorization method, we find

Theorem 2. The Bernoulli polynomials {Bn(x)} satisfy the differential equation(
eDx − DxeDx − 1

eDx − 1
+ x Dx

)
Bn(x) = n Bn(x) , (17)

that is (
∞

∑
k=1

(−1)k+1 bk
k!

Dk
x + x Dx

)
Bn(x) = n Bn(x) , (18)

or, in equivalent form: (
n

∑
k=1

(−1)k+1 bk
k!

Dk
x + x Dx

)
Bn(x) = n Bn(x) . (19)

Proof. It is sufficient to expand in series the operator (17). Equation (19) follows because, for any

fixed n, the series expansion in Equation (18) reduces to a finite sum when applied to a polynomial of

degree n.
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3.2. Euler Polynomials

The Euler polynomials are defined by the generating function

G(t, x) =
2

et + 1
ex t , (20)

so that

A(t) =
2

et + 1
=

∞

∑
k=0

ek
tk

k!
,

G(t, x) =
∞

∑
k=0

Ek(x)
tk

k!
=

∞

∑
k=0

[
k

∑
h=0

(
k
h

)
ek−h xh

]
tk

k!
,

Ek(x) =
k

∑
h=0

(
k
h

)
ek−h xh ,

(21)

where ek are the Euler numbers.

Differential Equation of the Ek(x)

Note that the following expansion holds:

A′(t)
A(t)

= − et

et + 1
= −1 +

1
et + 1

= −1 +
1
2

∞

∑
n=0

en
tn

n!
=

= −1
2
+

1
2

∞

∑
n=1

en
tn

n!
=

∞

∑
n=0

cn
tn

n!
,

(22)

where c0 = −1/2, and cn = en/2.

The shift operators for the Euler polynomials are given by

P̂ = Dx ,

M̂ = − eDx

eDx + 1
.

(23)

Therefore, by using the factorization method, we find

Theorem 3. The Euler polynomials {En(x)} satisfy the differential equation(
− eDx Dx

eDx + 1
+ x Dx

)
En(x) = n En(x) . (24)

that is (
∞

∑
k=0

ck
k!

Dk+1
x + x Dx

)
En(x) = n En(x) , (25)

or, in equivalent form: (
n−1

∑
k=0

ck
k!

Dk+1
x + x Dx

)
En(x) = n En(x) . (26)
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Proof. It is sufficient to expand in series the operator (24). Equation (26) follows because, for any

fixed n, the series expansion in Equation (25) reduces to a finite sum when applied to a polynomial of

degree n.

3.3. Genocchi Polynomials

The Genocchi polynomials are defined by the generating function

G(t, x) =
2 t

et + 1
ex t , (27)

so that

A(t) =
2 t

et + 1
=

∞

∑
k=0

gk
tk

k!
,

G(t, x) =
∞

∑
k=0

Gk(x)
tk

k!
=

∞

∑
k=0

[
k

∑
h=0

(
k
h

)
gk−h xh

]
tk

k!
,

Gk(x) =
k

∑
h=0

(
k
h

)
gk−h xh ,

(28)

where gk are the Genocchi numbers.

Differential Equation of the Gk(x)

Note that the following expansion holds:

t
A′(t)
A(t)

=
et − tet + 1

et + 1
= 1 − tet

et + 1
= 1 − 1

2
t +

1
2

∞

∑
n=2

en
tn+1

n!
=

=
∞

∑
n=0

dn
tn

n!
,

(29)

where d0 = 1, d1 = −1/2, and dk = ek/2, (k ≥ 2).

The shift operators for the Genocchi polynomials are given by

P̂ = Dx ,

M̂ =
eDx − DxeDx + 1

Dx (eDx + 1)
,

(30)

so that the Genocchi polynomials satisfy the differential equation(
eDx − DxeDx + 1

eDx + 1
+ x Dx

)
Gn(x) = n Gn(x) . (31)

Therefore, by using the factorization method, we find

Theorem 4. The Genocchi polynomials {Gn(x)} satisfy the differential equation(
eDx − DxeDx + 1

eDx + 1
+ x Dx

)
Gn(x) = n Gn(x) , (32)
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that is (
∞

∑
k=0

dk
k!

Dk
x + x Dx

)
Gn(x) = n Gn(x) , (33)

or, in equivalent form: (
n

∑
k=0

dk
k!

Dk
x + x Dx

)
Gn(x) = n Gn(x) . (34)

Proof. It is sufficient to expand in series the operator (32). Equation (34) follows because, for any

fixed n, the series expansion in Equation (33) reduces to a finite sum when applied to a polynomial of

degree n.

3.4. The Mittag–Leffler Polynomials

We recall that the Mittag–Leffler polynomials [21] are a special case of associated Sheffer

polynomials, defined by the generating function

A(t) = 1, H(t) = log
1 + t
1 − t

,

G(t, x) =
(

1 + t
1 − t

)x
= exp

(
x log

1 + t
1 − t

)
=

∞

∑
n=0

Mn(x)
tn

n!
.

(35)

Therefore, we have

A′(t)
A(t)

= 0 , H′(t) = 2
1 − t2 , H−1(t) = f (t) =

et − 1
et + 1

, (36)

so that, for the Mittag-Leffer polynomials, we find the shift operators:

P̂ =
eDx − 1
eDx + 1

= tanh
(

Dx

2

)
,

M̂ = x
(eDx + 1)2

2 eDx
= x [1 + cosh(Dx)] .

(37)

3.5. Differential Equation of the Mn(x)

In the present case, according to the identity:

[1 + cosh x] tanh (x/2) = sinh x ,

we can write

M̂ P̂ = x
e2 Dx − 1

2 eDx
= x sinh(Dx) , (38)

so that we have the theorem
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Theorem 5. The Mittag–Leffler polynomials {Mn(x)} satisfy the differential equation

x sinh(Dx)Mn(x) = nMn(x) , (39)

that is

x
∞

∑
k=0

D2k+1
x

(2k + 1)!
Mn(x) = nMn(x) , (40)

or

x
[ n−1

2 ]

∑
k=0

D2k+1
x

(2k + 1)!
Mn(x) = nMn(x) , (41)

where
[

n−1
2

]
denotes the integral part of (n − 1)/2.

Proof. It is sufficient to expand in series the operator (39). Equation (41) follows because, for any

fixed n, the series expansion in Equation (40) reduces to a finite sum when applied to a polynomial of

degree n.

4. Differential Equations of Non-Classical Polynomials

4.1. Euler-Type Polynomials

Here, we introduce a Sheffer polynomial set connected with the classical Euler polynomials.

Assuming:

A(t) =
1

cosh t
, H(t) = sinh t , (42)

we consider the Euler-type polynomials Ẽn(x), defined by the generating function

G(t, x) =
1

cosh t
exp [x sinh t] =

∞

∑
k=0

Ẽk(x)
tk

k!
. (43)

Note that the Euler numbers are recovered, since we have:

G(t, 0) =
2

et + e−t =
∞

∑
k=0

Ẽk(0)
tk

k!
, (44)

so that Ẽn(0) = En.

In what follows, we use the expansions

sinh t =
∞

∑
k=0

t2k+1

(2k + 1)!
=

∞

∑
k=0

(
1 + (−1)k+1

2

)
tk

k!
, (45)

cosh t =
∞

∑
k=0

t2k

(2k)!
=

∞

∑
k=0

(
1 + (−1)k

2

)
tk

k!
. (46)
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Note that, in our case, we are dealing with a Sheffer polynomial set, so that, since we have

ψ(t) = et, the operator σ defined by Equation (6) simply reduces to the derivative operator Dx.

Furthermore, we have:

A(t) =
1

cosh t
,

A′(t)
A(t)

= − tanh t ,

H(t) = sinh t =
∞

∑
k=0

t2k+1

(2k + 1)!
,

(
h̃k =

(
1 + (−1)k+1

2

)
1
k!

)
,

H′(t) = cosh t , f (t) = H−1(t) = log(t +
√

t2 + 1) ,

so that we have the theorem

Theorem 6. The Euler-type polynomial set {Ẽn(x)} is quasi-monomial under the action of the operators

P̂ = log(Dx +
√

D2
x + 1) , M̂ = − tanh(arcsinh Dx) + x arcsinh Dx (47)

(by arcsinh t = log(t +
√

t2 + 1), we denote the inverse of the function sinh t), i.e.,

P̂ =
∞

∑
k=0

(−1)k (2k)!
4k(k!)2(2k + 1)

D2k+1
x ,

M̂ = − Dx√
1 + D2

x
+ x

√
1 + D2

x = (xD2
x − Dx + x)(1 + D2

x)
−1/2 ,

M̂ = (xD2
x − Dx + x)

∞

∑
k=0

(−1/2
k

)
D2k

x .

(48)

There is no problem about the convergence of the above series, since they reduce to finite sums

when applied to polynomials.

4.2. Differential Equation of the Ẽn(x)

In the present case, we have

Theorem 7. The Euler-type polynomials {Ẽn(x)} satisfy the differential equation{[
(xD2

x − Dx + x)
∞

∑
k=0

(−1/2
k

)
D2k

x

]

∞

∑
k=0

(−1)k (2k)!
4k(k!)2(2k + 1)

D2k+1
x

}
Ẽn(x) = n Ẽn(x) ,

(49)
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i.e.,

(xD2
x − Dx + x)

[ n−1
2 ]

∑
k=0

k

∑
h=0

(−1)h
(−1/2

k − h

)
(2h)!

4h(h!)2(2h + 1)
D2k+1

x Ẽn(x)

= n Ẽn(x) .

(50)

Note that, for any fixed n, the Cauchy product of series expansions in Equation (49) reduces to a finite sum,

with upper limit
[

n−1
2

]
, when it is applied to a polynomial of degree n, because the successive addends vanish.

Remark 1. The first few Euler-type polynomials are as follows:

Ẽ0(x) = 1,

Ẽ1(x) = x,

Ẽ2(x) = x2 − 1,

Ẽ3(x) = x3 − 2x,

Ẽ4(x) = x4 − 2x2 + 5,

Ẽ5(x) = x5 + 16x,

Ẽ6(x) = x6 + 5x4 + 31x2 − 61,

Ẽ7(x) = x7 + 14x5 + 56x3 − 272x,

Ẽ8(x) = x8 + 28x6 + 126x4 − 692x2 + 1385,

Ẽ9(x) = x9 + 48x7 + 336x5 − 1280x3 + 7936x,

Ẽ10(x) = x10 + 75x8 + 882x6 − 1490x4 + 25, 261x2 − 50, 521.

5. Adjointness for Sheffer Polynomial Sequences

According to the above considerations, Sheffer polynomials are characterized both by the ordered

couples (A(t), H(t)), or by (g(t), f (t)).

Definition 1. Adjoint Sheffer polynomials are defined by interchanging the ordered couple (A(t), H(t)) with

(g(t), f (t)), when writing the generating function.

Here and in the following the tilde “∼” above the symbol of a polynomial set stands for the

adjective “adjoint” (see e.g., [4]).

5.1. Adjoint Hahn Polynomials

Assuming:

A(t) = sec t, H(t) = tan t , (51)

we consider the adjoint Hahn R̃n(x), defined by the generating function

G(t, x) = sec t exp(x tan t) =
∞

∑
n=0

R̃n(x)
tn

n!
. (52)

It is a Sheffer set.
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We have:

∂G
∂x

=
1

cos3 t
exp(x tan t) =

1
cos t

G(t, x) .

Note that, in this case, we have:

A(t) = sec t , H(t) = tan t ,

H′(t) = sec2 t , f (t) = H−1(t) = arctan t ,

A′(t)
A(t)

= tan t ,

so that we have the theorem

Theorem 8. The adjoint Hahn polynomial set {R̃n(x)} is quasi-monomial under the action of the operators

P̂ = arctan Dx ,

M̂ = tan(arctan Dx) + x sec2(arctan Dx) ,

(53)

i.e.,

P̂ = arctan Dx =
∞

∑
k=0

(−1)k

2k + 1
D2k+1

x ,

M̂ = Dx + x (1 + D2
x) = x D2

x + Dx + x.

(54)

5.2. Differential Equation of the R̃n(x)

In the present case, we have

Theorem 9. The Sheffer-type adjoint Hahn polynomials {R̃n(x)} satisfy the differential equation

(
x D2

x + Dx + x
) [ n−1

2 ]

∑
k=0

(−1)k

2k + 1
D2k+1

x R̃n(x) = n R̃n(x) . (55)

Note that, for any fixed n, in Equation (55), a finite sum appears, with upper limit
[

n−1
2

]
,

instead of a complete series expansion since, when this series is applied to a polynomial of degree n,

the subsequent addends vanish.
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Remark 2. The first few values of the adjoint Hahn polynomials are as follows:

R̃0(x) = 1,

R̃1(x) = x,

R̃2(x) = x2 + 1,

R̃3(x) = x3 + 5x,

R̃4(x) = x4 + 14x2 + 5,

R̃5(x) = x5 + 30x3 + 61x,

R̃6(x) = x6 + 55x4 + 331x2 + 61,

R̃7(x) = x7 + 91x5 + 1211x3 + 1385x,

R̃8(x) = x8 + 140x6 + 3486x4 + 12, 284x2 + 1385,

R̃9(x) = x9 + 204x7 + 8526x5 + 68, 060x3 + 50, 521x,

R̃10(x) = x10 + 285x8 + 18, 522x6 + 281, 210x4 + 663, 061x2 + 50, 521.

Remark 3. Table of adjoint Hahn numbers

R̃0(0) = 1 R̃1(0) = 0 R̃2(0) = 1,

R̃3(0) = 0 R̃4(0) = 5 R̃2k+1(0) = 0 , ∀k ≥ 2,

R̃6(0) = 61 R̃8(0) = 1385 R̃10(0) = 50, 521.

Note that the sequence {1, 1, 5, 61, 1385, 50, 521, . . . } appears in the Encyclopedia of Integer

Sequences [22] under #A000364—Euler (or secant numbers): a(n) = number of downup permutations

of [2n].

Example 1. a(2) = 5 counts 4231, 4132, 3241, 3142, 2143. - David Callan, Nov 21, 2011.

5.3. Adjoint Bernoulli Polynomials of the Second Kind

Assuming

A(t) =
t

et − 1
, H(t) = et − 1 , (56)

we consider the adjoint Bernoulli polynomials of the second kind {b̃k(x)}, defined by the generating

function

G(t, x) =
t

et − 1
exp

[
x(et − 1)

]
=

∞

∑
k=0

b̃k(x)
tk

k!
. (57)

Note that, in our case, we are dealing with a Sheffer polynomial set, so that, since we have

ψ(t) = et, the operator σ defined by Equation (6) simply reduces to the derivative operator Dx.

Furthermore, we have

A(t) =
t

et − 1
, H(t) = et − 1 =

∞

∑
k=1

tk

k!
,

(
h̃k = 1/(k + 1)!

)
,

H′(t) = et , f (t) = H−1(t) = log(t + 1) ,
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A′(t)
A(t)

=
et − tet − 1

t(et − 1)
=

1
t
− 1

et − 1
− 1 .

so that we have the theorem

Theorem 10. The adjoint Bernoulli polynomials of the second kind {b̃n(x)} are quasi-monomials under the

action of the operators

P̂ = log(Dx + 1) ,

M̂ =
1

log(Dx + 1)
− 1

Dx
− 1 + x (Dx + 1) ,

(58)

that is

P̂ = log(Dx + 1) =
∞

∑
k=1

(−1)k+1

k
Dk

x ,

M̂ =
1

log(Dx + 1)
+

(
x − 1

Dx

)
(Dx + 1) .

(59)

5.4. Differential Equation of the b̃n(x)

In the present case, we have

M̂P̂ = 1 +
(

x − 1
Dx

)
(Dx + 1) log(Dx + 1), (60)

so that we have the theorem

Theorem 11. The adjoint Bernoulli polynomials of the second kind {b̃n(x)} satisfy the differential equation[
1 +

(
x − 1

Dx

)
(Dx + 1) log(Dx + 1)

]
b̃n(x) = n b̃n(x) , (61)

that is [
1 + (xDx − 1) (Dx + 1)

n

∑
k=0

(−1)k

k + 1
Dk

x

]
b̃n(x) = n b̃n(x) , (62)

because, for any fixed n, the series expansion in Equation (61) reduces to a finite sum when it is applied to

a polynomial of degree n.

Note that, in this case, due to the presence of the operator D−1
x , it is necessary to consider derivatives up to

the order n + 1.
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Remark 4. The first few values of the adjoint Bernoulli polynomials of the second kind are as follows:

b̃0(x) = 1,

b̃1(x) = x − 1
2 ,

b̃2(x) = x2 + 1
6 ,

b̃3(x) = x3 + 3
2 x2,

b̃4(x) = x4 + 4x3 + 2x2 − 1
30 ,

b̃5(x) = x5 + 15
2 x4 + 35

3 x3 + 5
2 x2,

b̃6(x) = x6 + 12x5 + 75
2 x4 + 30x3 + 3x2 + 1

42 ,

b̃8(x) = x8 + 24x7 + 560
3 x6 + 560x5 + 602x4 + 168x3 + 4x2 − 1

30 ,

b̃10(x) = x10 + 40x9 + 1155
2 x8 + 3780x7 + 11, 585x6 + 15, 540x5 + 15,125

2 x4 + 850x3+

+ 5x2 + 5
66 ,

b̃12(x) = x12 + 60x11 + 1386x10 + 15, 840x9 + 191,961
2 x8 + 307, 692x7 + 493, 460x6+

+ 349, 800x5 + 85, 503x4 + 4092x3 + 6x2 − 691
2730 .

Note that for x = 0 the generating function becomes

G(t, 0) =
t

et − 1
=

∞

∑
n=0

b̃n(0)
tn

n!
, (63)

so that b̃n(0) = Bn, namely the nth classical Bernoulli number.

6. Conclusions

In this survey article, it has been shown that the common belonging of some polynomial sets to the

Sheffer class allows to construct, in a uniform way, the differential equations they verify. This follows

from the fact that it is possible to construct their shift operators, on the basis of general results due to

G. Dattoli and Y. Ben Cheikh.

The equations derived in such a way are, in general, of infinite order, but they reduce to finite-order

equations when they are applied to polynomials of the considered set. This means that the order of the

equation increases with the degree of the polynomial, in a similar way to what happens for the order

of the recurrence they verify.

Both classic and other polynomials—the so-called associated Sheffer polynomials—have been

examined. In fact, it has been shown that, for the polynomials of the Sheffer class, the differential

equation follows from the basic elements of their generating function, in a constructive way, using

a simple and general method linked to the monomiality principle.
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