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Preface to ”Communications in Microgrids”

The microgrid, as a small-scale power system, is expected to continue to grow with

smartness, providing increased reliability and facilitating effective integration of distributed

generators and energy storage devices. These new capabilities are made possible by integrating

advanced control methods (e.g., model predictive control, nonlinear control) and advanced

communication technologies (e.g., home area networks, field area networks and wide area networks).

The combination of advanced control methods and advanced communication technologies are

key enablers for various future microgrid applications, such as demand response, advanced

metering infrastructure (AMI), energy storage integration, electric vehicle (EV) charging and seamless

integration of renewable energy sources.

This book introduces the advanced control and communication methods for microgrids, which

includes 5 chapters. In chapter 1, a compound controller is designed for a buck converter based

on disturbance observer (DO) and nonsingular terminal sliding mode (TSM). In chapter 2, a model

predictive control is studied for a battery energy storage system based on a disturbance observer.

In chapter 3, a combined market operator and a distribution network operator structure have been

devised for multiple home-microgrids connected to an upstream grid. In chapter 4, optimization of

an integrated energy system aimed at improving the comprehensive utilization of energy through

cascade utilization and coordinated scheduling of various types of energy is studied. In chapter 5,

a distributed integrated energy transaction mechanism for power market based on the blockchain

technology is proposed.

Peter Xiaoping Liu, Wenchao Meng, Hui Chen, Chuanlin Zhang

Special Issue Editors
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Abstract: In order to improve the performance of the closed-loop Buck converter control system,
a compound control scheme based on nonlinear disturbance observer (DO) and nonsingular terminal
sliding mode (TSM) was developed to control the Buck converter. The control design includes two
steps. First of all, without considering the dynamic and steady-state performances, a baseline terminal
sliding mode controller was designed based on the average model of the Buck converter, such that
the desired value of output voltage could be tracked. Secondly, a nonlinear DO was designed,
which yields an estimated value as the feedforward term to compensate the lumped disturbance.
The compound controller was composed of the terminal sliding mode controller as the state feedback
and the estimated value as the feedforward term. Simulation analysis and experimental verifications
showed that compared with the traditional proportional integral derivative (PID) and terminal sliding
mode state feedback control, the proposed compound control method can provide faster convergence
performance and higher voltage output quality for the closed-loop system of the Buck converter.

Keywords: terminal sliding mode; DC-DC converter; disturbance observer

1. Introduction

Switching power supplies are power conversion devices that provide the required voltage
or current through different architectures. Although widely used in various fields, the control
performances are not satisfactory under some large disturbance signals [1–4]. This is because most of
them are based on proportional integral derivative (PID) control methods, while PID controllers may
not overcome the adverse effect of large disturbance signals [5,6]. To this end, many scholars have
devoted themselves to researching nonlinear controller designs for DC-DC converters, such as sliding
mode control [7–9], fuzzy control [10–12], neural network [13,14], and intelligent control [15–17].
Among them, sliding mode control has been found to be one of the most effective methods to
handle nonlinear uncertain systems, since sliding mode control is insensitive to system uncertainties,
external disturbances, and parameter perturbations [18]. Consequently, sliding mode control has
been applied to many practical systems, such as motors, power systems, robots, spacecraft, and servo
systems [19–21].

Recently, sliding mode has also been applied to the control of DC-DC converters. For example,
a method to implement a global switching function in a sliding mode controller was reported in
Reference [22] for the first time, where the Buck converter’s steady-state operation and output voltage
ripple was analyzed and the transient condition criteria of the global closed-loop sliding mode
control system was proposed. Compared with traditional sliding mode control, the sliding mode
method proposed in Reference [22] exhibits faster transient load characteristics and better robustness.
Also, the authors of Reference [23] proposed a method of design for a proportional-integral-like
sliding mode controller, which uses an adaptive controller to compensate the error caused by the

Energies 2018, 11, 2354; doi:10.3390/en11092354 www.mdpi.com/journal/energies1
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load fluctuation, thereby reducing the system's steady-state error. Meanwhile, the sliding mode
controller proposed in Reference [23] also improves the steady-state and dynamic performance of
the converter and facilitates the optimization of the controller parameters. Additionally, an adaptive
terminal sliding mode (TSM) control strategy was proposed in Reference [24], which ensures that the
output voltage error converges to the equilibrium point within a finite time. Furthermore, the adaptive
law in Reference [24] can be integrated into the terminal sliding mode control strategy to achieve
dynamic sliding during load fluctuation so as to improve the accuracy of system tracking. The authors
of Reference [25] proposed a novel nonsingular terminal sliding mode manifold incorporating
a disturbance estimation technique subject to matched/mismatched resistance load disturbances,
and the proposed controller was found to improve tracking performance and disturbance rejection
ability against resistance load variation.

Although there are many sliding mode control results for DC-DC converters, most of them are
pure state feedbacks [26,27]. This implies that when the lumped disturbances are large, the only
method to improve the tracking accuracy is to tune the sliding mode controllers’ gains. It is known
that the high-gain state feedback usually brings some shortcomings, such as a large overshoot,
exciting unmodeled dynamics, and even instability [28,29]. Meanwhile, the high gains also bring the
chattering problem [30]. This is because the chattering is usually proportional to the magnitude of the
discontinuous terms, while the high gains are always the parameters of these discontinuous terms.

To resolve the above problem, the idea of a compound controller was developed in this paper
to improve the performance of the DC-DC Buck converter’s control system. By a combination of
the nonsingular terminal sliding mode technique and the disturbance observer (DO) design method,
a compound control scheme was developed step by step. The terminal sliding mode controller
was designed to improve the disturbance rejection property, while the disturbance observer was
constructed to further improve the dynamic performance of the closed-loop system. By comparing
with the conventional terminal sliding mode and PID control schemes, the proposed compound
algorithm was confirmed to provide a better dynamic and steady-state performance.

2. Problem Description

The circuit diagram of a Buck converter is shown in Figure 1, consisting of a DC voltage source,
a switch tube SD, a diode D, an inductor L, a capacitor C, and a load resistor RL. iL is the inductive
current, uc is the output voltage, and Us is the source voltage.

sU
LRC

LSD Li

cuD
DC

Figure 1. Circuit diagram of the Buck converter.

Since the switch has two states of “on” and “off”, the Buck converter also has two working
modes. According to the two different conditions, the average state model of the Buck converter can
be established as: {

diL
dt = 1

L (κUs − uc)
duc
dt = 1

C (iL − uc
RL

)
(1)

where κ represents the switch state, which is 1 for the “on” state of the switch and 0 for the “off” state.

2
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Furthermore, considering the effect of disturbance on the system modeling [31–33], the above
expression can be written as: { .

iL = κ(Us+ΔUs)−uc
L+ΔL + de(t)

.
uc =

iL−uc/(RL+ΔRL)
C+ΔC

(2)

where the parameters ΔUs, ΔL, ΔRL, and ΔC are parameter perturbations, while de(t) represents the
corresponding system uncertainty and external disturbance. It is assumed that de(t) and

.
de(t) are both

bounded, and then Equation (2) can be transformed to the following form:{ .
iL = κUs−uc

L + ζ1(t)
.
uc =

iL−uc/RL
C + ζ2(t)

(3)

where ζ1(t) and ζ2(t) are expressed as:

ζ1(t) =
κΔUsL − κΔLUs + ΔLuc

(L + ΔL)L
+ de(t) (4)

ζ2(t) =
ucΔRL

RL(RL + ΔRL)(C + ΔC)
+

ucΔC − iLΔCRL

CRL(C + ΔC)
(5)

Since de(t), ΔUs, ΔL, ΔRL, and ΔC are all bounded, this implies that ζ1(t) and ζ2(t) are
also bounded.

The control objective of this paper is to design a compound control scheme based on nonsingular
TSM and nonlinear DO for the Buck converter, so that the desired value of the output voltage of the
system can be quickly tracked under disturbance.

3. Compound Controller Design

3.1. Nonsingular Terminal Sliding Mode Controller

We set the output voltage error to be e1 = uc − V0, where V0 is the DC reference output voltage.
Based on Equation (3), the system’s error dynamics can be expressed as:{ .

e1 = e2
.
e2 = κ Us

CL − V0
CL − e1

CL − e2
CRL

+ ζ(t)
(6)

where the system disturbance ζ(t) includes both ζ1(t) and ζ2(t), and can be expressed as:

ζ(t) =
ζ1(t)

C
− ζ2(t)

CRL
+

.
ζ2(t) (7)

Since de(t) and its derivative are both bounded, from Equations (4) and (5), it is known that there
exists constant Cλ and Cδ to make:

|ζ(t)| ≤ Cλ, |
.
ζ(t)| ≤ Cδ (8)

Let κ Us
CL = g(e) and f (e) = V0

CL + e1
CL + e2

CRL
.

Then, System (6) can be expressed as:{ .
e1 = e2
.
e2 = g(e)u − f (e) + ζ(t)

(9)

We designed the nonsingular terminal sliding mode surface as:

3
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s = e1 +
1
α

e2
m
n (10)

where m and n are odd integers, and α, m, and n satisfy: α > 0, m > n > 0, 1 < m
n < 2.

The nonsingular terminal sliding mode controller was designed as:

u = g−1(e)( f (e)− αn
m

e2
2− m

n − μ · sign(s)) (11)

where μ > Cλ + η, η > 0, η is any real number. It can be verified that under Controller (11), the sliding
variable will converge to the origin in a finite time.

The stability analysis of the finite-time convergence of closed-loop Systems (9) and (11) is given
as follows.

Combined with Equation (9), the derivative of the sliding surface s is:

.
s =

.
e1 +

m
αn

e2
m
n −1 .

e2 = e2 +
m
αn

e2
m
n −1(g(e)u − f (e) + ζ(t)) (12)

Substituting Controller (11) into Equation (12) yields:

.
s = − m

αn
e2

m
n −1

(−μ · sign(s) + ζ(t)) (13)

It is clear from Equation (13) that:

s
.
s = − m

αn
e2

m
n −1

(μ|s| − ζ(t)s) ≤ − m
αn

e2
m
n −1 |s|(μ − |ζ(t)|) (14)

With |ζ(t)| ≤ Cλ and μ > Cλ + η in mind, we obtained:

s
.
s ≤ −mη

αn
e2

m
n −1 |s| (15)

Next, we needed to prove that under Controller (11), the state of System (9) will converge to zero

within a finite time. On the one hand, it is easy to know that e2
m
n −1

> 0 when the system state e2 �= 0.
According to the finite-time Lyapunov theorem [34–37], the system state will converge to zero

within a finite time. On the other hand, when the system trajectories stay in the line e2 = 0, substituting
Controller (11) into System (9) produces the following:

.
e2 = −αn

m
e2

2− m
n − μ · sign(s) + ζ(t) (16)

which implies that when e2 = 0, there is:

.
e2 = −μ · sign(s) + ζ(t) (17)

It is clear from Equation (17) that s > 0 when
.
e2 < 0; conversely, s < 0 when

.
e2 > 0. This means

that the trajectory of the system will not stay on the axis e2 = 0.
In conclusion, under Controller (11), the state of System (9) will converge to zero within

a finite time.
Controller (11) is discontinuous and has severe chattering problems. In this paper, we employed

the boundary layer method to eliminate the chattering, and thus the nonsingular terminal sliding
mode Controller (11) can be rewritten as:

u = g−1(e)( f (e)− αn
m

e2
2− m

n − μ · sat(s)) (18)

4
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where the saturation function sat(s) can be defined as: sat(s) =

{
εsign(s),

s,
|s| > ε

|s| ≤ ε
, ∀ε > 0.

3.2. Nonlinear Disturbance Observer Design

Consider the following nonlinear system:{ .
x = F(x) + G1(x)u + G2(x)D
y = f (x)

(19)

where x, u, D, y are the system state, system input, disturbance, and system output respectively;
F(x), G1(x), G2(x), and f (x) are known functions.

According to the theory of disturbance observer [38], the nonlinear disturbance observer is
designed as: { .

P = −L′G2(x)P − L′[G2(x)L′s + F(x) + G1(x)u]
�
D = P + L′s

(20)

where P is an internal state of the nonlinear DO. By combining Equation (20) and Buck converter’s
sliding mode control system model, expressed by System (12), the following disturbance observer can
be designed:{ .

P = −L′ m
αn e2

m
n −1P − L′[ m

αn e2
m
n −1L′s + e2

m
αn e2

m
n −1 f (e) + m

αn e2
m
n −1g(e)u]

D̂ = P + L′s
(21)

The stability of the above disturbance observer is given as follows.
Letting D̃ = D − D̂, the derivative of the disturbance deviation is:

.
D̃ =

.
D −

.
D̂ =

.
D − (

.
P + L′ .

s) (22)

Substituting (18) and (21) into Equation (22), the following can be obtained:

.
D̃ =

.
D + L′ m

αn
e2

m
n −1P + L′2 m

αn
e2

m
n −1s − L′ m

αn
e2

m
n −1D(t) =

.
D − L′ m

αn
e2

m
n −1D̃ (23)

Select a Lyapunov function as:

V =
1
2

D̃2 (24)

Taking a derivative of V = 1
2 D̃2 along System (23) yields:

V = D̃
.

D̃ = D̃
.

D − L′ m
αn

e2
m
n −1D̃2 (25)

From Equation (8), it is clear that | .
D(t)| ≤ Cδ, which indicates that:

V = D̃
.

D̃ = −L′ m
αn

e2
m
n −1D̃2 + Cδ|D̃| (26)

It can be easily verified that the disturbance error will converge to a small area of the origin.
In conclusion, a compound controller obtained by combining the terminal sliding mode state

feedback (Equation (18)) and disturbance observer (Equation (21)) can be constructed as follows:

u = g−1(e)( f (e)− αn
m

e2
2− m

n − μsat(s)− D̂) (27)

5
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Remark 3.1: From a theoretical point of view, the boundary level should be as small as possible.
However, the small saturation level may cause chattering problems. Hence, the choice of the boundary
level is a trade-off. For the disturbance observer, it can be seen from Equation (23) that a larger L′

implies a smaller observation error. However, it is interesting that when we tune the parameter L′

to be large enough, the performance of the observation will be unchanged. This may be caused by
the hardware.

The block diagram of the compound controller for the Buck converter is shown in Figure 2,
where the output voltage and inductive current information can be obtained from sensors, and the
control output will generate a pulse width modulation (PWM) signal.

0V
u

1e

D̂

Figure 2. Block diagram of the compound controller for the Buck converter.

4. Simulation Analysis

To verify the feasibility and effectiveness of the proposed algorithm, MATLAB simulations were
performed under three kinds of disturbance: start-up, step-load, and step-input-voltage. The converter
parameters are given in Table 1.

Table 1. Parameters of the converter.

Parameter Value

Input voltage, Us 30 V
Inductance, L 330 μH

Capacitance, C 1000 pF
Load resistance, RL 25 Ω

Voltage reference, V0 15 V

In order to show the advantages of the proposed algorithm, the traditional PID control, terminal
sliding mode control (TSM) and compound control (TSM + disturbance observer (DOB)) methods were
compared. Firstly, the controller parameters were tuned so that the system under each controller could
obtain the best convergence performance. The criterion was to tune the parameters to achieve the fastest
convergence without considering the disturbance rejection property. Based on this, the PID parameters
were taken as Kp = 8, Ki = 5, and Kd = 0.2, while the parameters of Controllers (18) and (27) were
set as α = 3, m = 9, and n = 7. The boundary layer level was set as ε = 0.5 and the disturbance
observer parameter was chosen to be L′ = 40. For comparison, the simulated start-up waveforms of the
traditional PID control, terminal sliding mode (TSM) control, and the compound control (TSM + DOB)
methods are shown in Figure 3. The convergence times for the first two cases were both about 0.4 s,
while the compound control was found to converge to zero much more quickly—within 0.1 s.

6
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For the disturbance rejection property, the PID controller was always worse than the TSM and
compound controllers. This is because the steady-state error under TSM and the compound controllers
can be steered to the origin in a finite time, while there always exists a steady-state error under the PID
controller. This also implies that no matter what values of parameters are selected, the disturbance
rejection properties of the TSM and compound controllers in the simulation will always be better than
that of the PID controller.

 

0 0.4 0.8 1.2 1.6 2
0 

5 

10

15

20

25

Figure 3. Simulated start-up waveform of output voltage in the absence of disturbance.

As a matter of fact, from a theoretical point of view, the steady-state error under TSM could be
zero in a finite time, while the steady-state error under PID will always be restricted in the region of
origin. It is apparent that from the theoretical point of view that the TSM controller could provide
a better disturbance rejection property than the PID controller. Hence, we omitted the simulation
performed under PID. In Figure 4, the load resistance steps from 25 Ω to 500 Ω at t = 1 s, and back to
25 Ω at t = 1.5 s. The output voltage has a response similar to that of the load resistance. Under the
compound controller, it can be observed that the output voltage can return to the steady-state value
quickly, and its convergence speed is obviously faster than that of the terminal sliding mode (TSM)
controller. The response curves of the inductive current to the step-load are shown in Figure 5. It can
also be seen that the current under the compound control can return back to its steady-state value
quickly. Therefore, one can conclude that the compound controller with the disturbance observer can
provide the system with a faster response speed and better disturbance rejection performance.

 

0 0.5 1 1.5 2
0 

5 

10 

15 

20 

Figure 4. Simulated step-load waveform of the output voltage.
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0.5 1 1.5 2

0.1 

0.3 

0.5 

0.7 

0.9 

1.1 

Figure 5. Simulated step-load waveform of the inductive current.

The simulated waveform of the output voltage and inductive current with respect to the input
voltage stepping from 30 V to 40 V at t = 1 s and back to 30 V at t = 1.5 s are shown in Figures 6
and 7, respectively. Figure 6 shows that the value of the output voltage increases with the rise of the
input voltage. Compared with the traditional terminal sliding mode control, it can be observed that
the compound controller with the disturbance observer makes a smaller amplitude change and can
quickly converge to the desired value. From Figure 7, we can see that the inductive current under both
controllers exhibits a sudden change under TSM and TSM + DOB controllers when the input voltage
changes. Nevertheless, the inductive current under the compound controller will reach the steady
state rapidly, while the current under the traditional terminal sliding mode controller needs a period
of recovery time to reach its steady-state value. In summary, the compound controller has a better
control performance.

 

0 0.5 1 1.5 2
0 

5 

10 

15 

20 

1 1.3 1.5 1.7 1.9 2 

15 

Figure 6. Simulated step-input-voltage waveform of the output voltage.
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Figure 7. Simulated step-input-voltage waveform of the inductive current.
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5. Experimental Verification

The circuit used in this experiment, shown in Figure 8, was the main circuit of a Buck converter
with a 30-V DC voltage as the input. The control algorithms were implemented using digital signal
processing (DSP) TMS320F28335 (Texas Instruments Inc., Dallas, TX, USA) with a clock frequency of
150 MHz. The voltage detection adopted the method of parallel resistance, which connects the two
series resistors in parallel and adjusts their proportional relationship to meet the voltage sampling range
of 0–3.3 V for DSP. The inductive current was measured using the ACS712 current module (Allegro
MicroSystems LLC, Worcester, CM, USA). The analog signals of output voltage and inductive current
were converted to digital signals through two 12-b analog-to-digital (A/D) converters. The resolution
of digital pulse width modulation (DPWM) was 16 bits. The drive circuit adopted TLP250 (Toshiba
Inc., Minato-ku, Tokyo, Japan) produced by Toshiba, and the PWM output of DSP was taken as its
input signal. Meanwhile the IR2110 chip (International Rectifier Inc., Los Angeles, SC, USA) was
bootstrapped, so that the PWM output amplitude was enough to operate the switch. The schematic
diagram of the hardware is shown in Figure 8. The TLP250 provided both isolation and driving.
In order to stabilize its built-in high-gain amplifier, a small ceramic capacitor and two current-limiting
resistors must be placed between b1 and b3. The parameters of the components depend on the
operating current of the luminous diode in the chip.

sU
LR

Figure 8. The schematic diagram of the hardware.

The software of this experiment used DSP as the control chip of the control loop. DSP is
widely used in various fields of power electronics because of its fast execution speed, high efficiency,
multi-function, and real-time control. The block diagram of the experimental platform is shown in
Figure 9. The experimental setup is shown in Figure 10.

Figure 9. The block diagram of the experimental platform.
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Figure 10. Experimental setup.

The parameters of the electronic elements are: L = 330 μH, C = 1000 pF, RL = 50 Ω. The TSM
coefficients are: α = 3, m = 5, n = 3, while the PID control parameters are: Kp = 10, Ki = 5, Kd = 0.1.

When the input voltage is 30 V and the reference value of the input voltage is 15 V, experimental
DC coupled start-up waveforms of the output voltage and inductive current under three control
schemes (PID, TSM, TSM + DOB) are shown in Figures 11–13. The experimental start-up comparisons
of the output voltage are given in Figure 14.

Figure 11. Experimental start-up waveforms of the output voltage and inductive current under the
proportional integral derivative (PID) controller.

Figure 12. Experimental start-up waveforms of the output voltage and inductive current under the
terminal sliding mode (TSM) controller.
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Figure 13. Experimental start-up waveforms of the output voltage and inductive current under the
TSM + disturbance observer (DOB) controller.
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Figure 14. Experimental start-up comparisons of the output voltage under PID, TSM, and TSM +
DOB controllers.

Table 2 gives the comparisons of overshoot, rising time, and settling time under PID, TSM, and
TSM + DOB controllers at the start-up. It can be seen that the overshoot under the TSM + DOB
controller is smaller than that under the other two control modes. The rising time under the TSM
+ DOB controller is shorter than that under the other two control modes, with the related rates of
36.4% and 145.5% when comparing with the PID and TSM control modes, respectively. In addition,
the settling time under the TSM + DOB controller is also smaller than that under the PID and TSM
control modes, with the related rates of 154.5% and 54.5%, respectively.

Table 2. Comparisons under proportional integral derivative (PID), terminal sliding mode control
(TSM), and TSM + disturbance observer (DOB) at the start-up.

Controller Overshoot (V) Rising Time (ms) Settling Time (ms)

PID 1.8 41.7 388.9
TSM 0.4 75.0 236.1

TSM + DOB 0.3 30.6 152.8

Experimental DC coupled step-load waveforms of the output voltage and inductive current under
three control schemes (PID, TSM, TSM + DOB) when the load steps from 50 Ω to 100 Ω are shown in
Figures 15–17, and the experimental step-load comparisons of the output voltage are given in Figure 18.

11
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Figure 15. Experimental step-load waveforms of the output voltage and inductive current under the
PID controller.

Figure 16. Experimental step-load waveforms of the output voltage and inductive current under the
TSM controller.

Figure 17. Experimental step-load waveforms of the output voltage and inductive current under the
TSM + DOB controller.
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Figure 18. Experimental step-load comparisons of the output voltage under PID, TSM, and TSM +
DOB control modes.
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Table 3 gives the comparisons of overshoot and settling time under PID, TSM, and TSM + DOB
control modes when the step-load changes. It can be seen that the overshoot under the TSM + DOB
controller is smaller than that under the other two control modes. The settling time under the TSM +
DOB controller is also shorter than that under the other two control modes, with the related rates of
218.0% and 14.8% when comparing with the PID and TSM control mode, respectively.

Table 3. Comparisons under PID, TSM, and TSM + DOB when the step-load changes.

Controller Overshoot (V) Settling Time (ms)

PID 1.2 294.5
TSM 0.6 106.3

TSM + DOB 0.4 92.6

Experimental DC coupled step-input-voltage waveforms of the output voltage and inductive
current under three control schemes (PID, TSM, TSM + DOB) when the input voltage steps from 30 V
to 35 V are shown in Figures 19–21, and the experimental step-input-voltage comparisons of the output
voltage are given in Figure 22.

Output Voltage(5V/div)

Inductive Current(2A/div)

Figure 19. Experimental step-input-voltage waveforms of the output voltage and inductive current
under the PID controller.

Figure 20. Experimental step-input-voltage waveforms of the output voltage and inductive current
under the TSM controller.

13
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Figure 21. Experimental step-input-voltage waveforms of the output voltage and inductive current
under the TSM + DOB controller.
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Figure 22. Experimental step-input-voltage comparisons of the output voltage under PID, TSM, and
TSM + DOB control modes.

Table 4 gives the comparisons of overshoot and settling time under PID, TSM, and TSM + DOB
control modes when the step-input-voltage changes. It can be seen that the overshoot under the
TSM + DOB controller is smaller than that under the other two control modes. Moreover, the settling
time is also shorter than that under the other two control modes, with the related rates of 59.1% and
20.6% when comparing with the PID and TSM control modes, respectively.

Table 4. Comparisons under PID, TSM, and TSM + DOB when the step-input-voltage changes.

Controller Overshoot (V) Settling Time (ms)

PID 4.6 112.6
TSM 1.2 85.4

TSM + DOB 1.0 70.8

From the above experimental results, we can see that in the absence of external disturbances,
the terminal sliding mode controller combined with the disturbance observer can quickly reach the
desired value, with the overshoot and convergence time being significantly less than those achieved
under the other two control schemes. Furthermore, when some disturbances exist, such as the step-load
and input-voltage changes, the output voltage of the Buck converter under the compound controller
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provides the best robustness property. This was confirmed by comparing the overshoot and settling
time of the compound controller with those of the other two controllers. The compound controller was
found to improve the closed-loop system of Buck converters in two aspects. One is the convergent
speed, which implies that the output voltage will converge to the desired voltage rapidly at the
start-up. The other is the disturbance rejection property, which provides the control system with
strong robustness.

6. Conclusions

In this paper, a new compound control scheme based on terminal sliding mode and nonlinear
disturbance observer was proposed for a Buck converter. In comparison to the traditional PID and
terminal sliding mode state feedback control modes, this method can provide faster convergence
performance and higher voltage output quality for the closed-loop system of a Buck converter.
Simulation and experimentation results showed that under the compound control scheme, the system
performance of the Buck converter was improved effectively and its robustness was further improved.
It can be seen from the experimentations that there always exists a larger steady-state error for the
proposed three kinds of controllers. This may be because the power of the Buck converter is lower while
the external disturbance is comparatively large. To this end, our future work will focus on DC-DC Buck
converters with more power to further test the robustness performances of TSM + DOB algorithms,
considering frequency response, dynamic response, immunity to noise, and large-signal stability.
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Abstract: Although the traditional model predictive control (MPC) can theoretically provide AC
current and circulating current control for modular multilevel converters (MMCs) in battery energy
storage grid-connected systems, it suffers from stability problems due to the power quality of
the power grid and model parameter mismatches. A two discrete-time disturbance observers
(DOBs)-based MPC strategy is investigated in this paper to solve this problem. The first DOB is
used to improve the AC current quality and the second enhances the stability of the circulating
current control. The distortion and fluctuation of grid voltage and inductance parameter variation
are considered as lump disturbances in the discrete modeling of a MMC. Based on the proposed
method, the output prediction is compensated by disturbance estimation to correct the AC current and
circulating current errors, which eventually achieve the expected tracking performance. Moreover,
the DOBs have a quite low computational cost with minimum order and optimal performance
properties. Since the designed DOBs work in parallel with the MPC, the control effect is improved
greatly under harmonics, 3-phase unbalance, voltage sag, inductance parameter mismatches and
power reversal conditions. Simulation results confirm the validity of the proposed scheme.

Keywords: battery energy storage system; modular multilevel converter; model predictive control;
disturbance observer; AC current control; circulating current control

1. Introduction

The increasing popularity of clean energy has prompted new attention to the stability of the
power system because of its intermittent character. The microgrid based on battery energy storage
can restrain the negative influences of renewable power supplies on the power grid. Therefore, it is
significant to research the battery energy storage technology [1]. As the interface to the power grid,
the grid-connected converter for battery energy storage system determines the effect of bidirectional
power exchange, AC/DC current control and discharge/recharge [2–4]. However, there are various
non-determinacies and disturbances that widely exist in the system, including harmonics, 3-phase
unbalance, voltage sag from the power grid, and model parameter mismatches, etc. They usually have
negative effects on the stability and performance of control systems [5–8].

Different types of converter topologies, containing the traditional two-level converter,
multi-module converter, multilevel converter, and the newly recently advanced modular multilevel
converter (MMC), have been presented and studied for battery storage converter applications [9–13].
Amid all the topology structures, the MMC is a recommended topology due to its merits such as
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high quality of the output voltage, flexible scaling of sub-modules (SMs), bidirectional power flow,
and independent regulation of the active and reactive power [14,15]. These inherently salient features
make the MMC ideally suited for battery energy storage systems.

Actually, the MMC system has the characteristics of large range of operational points and highly
nonlinearity, which leads to the urgent need to design effective controllers and develop proper
modulation techniques. Hence, many researchers have focused on the control issues of MMCs in recent
years. In [16] a novel control method for a d-q frame based model of the MMC is proposed. Based
on the reference values of six independent dynamical state variables, the MMC switching functions
under steady state were obtained and a direct Lyapunov method was used to improve the dynamic
components of those functions. A multi-loop control strategy based on a six-order dynamic model
of the MMC was presented in [5] to ensure stable operation under both load and MMC parameters
variations. In [17], differential flatness theory was employed to control a flat outputs-based dynamic
model of the MMC innovatively, which greatly improves the MMC power sharing ability and enhances
robustness. In addition, a novel modulation function-based controller which achieves two separate
modulation functions to generate the switching signals of upper and lower SMs was proposed in [8,18].
This method not only maintains stable operation under varying parameter conditions, but also is
easily applied.

However, the existing methods which need to modulate the switching signals are not
straightforward and fast when compared with model predictive control (MPC) [19]. As a nonlinear
control method, MPC is of great interest for MMC applications because of its simple modulation
approach, flexible control goals and easy inclusion of nonlinearities. The best switch states are obtained
by cost functions in the MPC method. Despite the excellent prospects and beneficial results obtained
in the application of MPC to MMC, it is relatively slow due to its feedback regulation to asymptotically
suppress the uncertainties and disturbances [20]. Thus, the control performance of the MPC is severely
hindered in the presence of model uncertainties and external disturbances. Note that integral action is
employed in MPC to eliminate the influences of uncertainties and disturbances [21], but the integrator
would sacrifice original control effects because the integral term has coupled interactions with other
properties, such as dynamic responses and stability.

The disturbance observer (DOB), an effective approach to compensate the effects of model
uncertainties and external disturbances, is widely applied in electric power systems [22–25]. The main
characteristic of DOB is that the robustness is achieved without sacrificing any of the original control
performance [26]. In addition, this method does not need to establish an accurate mathematical
model for the disturbance signals, and its structure is relatively simple, thus, the complicated
calculations are avoided in the prediction of disturbance signals, which is beneficial to meet the
requirements of real time applicability. In view of this, the combination of MPC with DOB has been
extensively studied to improve the anti-disturbance capabilities of various systems, e.g., induction
machine drives [24], permanent magnet synchronous motors [27], neutral-point-clamped multilevel
converters [28], and three-phase inverters [6,7,29]. However, there are still many gaps in the MMC
applications in battery energy storage systems.

As a grid-connected converter of a battery energy storage system, the grid voltage directly affects
the control performance. The output current can be distorted by the power quality problems of the
grid voltage such as harmonics, 3-phase unbalance and voltage sag. Then, the distorted current that is
injected into the power grid would further damage the power quality. On the other hand, AC current
control and circulating current suppression for MMC can be influenced by the varying parameters
of resistances and inductances which are easily affected by temperature, frequency and electrical
life. Hence, the control system needs effective real-time compensation for these uncertainties and
disturbances [6,17].

In this paper, a MPC strategy with two linear discrete-time DOBs is proposed for an eleven-level
MMC-based battery energy storage grid-connected converter. The MPC strategy divides the cost
functions into three types, according to the three control objectives of AC current, circulating current
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and capacitor voltage-balancing [30]. Two DOBs are designed on the basis of the first two control
purposes. The first DOB increases the anti-disturbance capacity of AC current control against the
fluctuations of the grid voltage and inductance values. The second enhances the stability of circulating
current control under the varying inductance value condition. The capacitor voltage-balancing control
is the same as described in [30]. The main contributions of this paper include the following:

(1) A MPC method based on prediction accuracy improvement via two DOBs is designed for a
grid-connected MMCs of battery energy storage systems, which has a simple structure and quite
low cost of computation with the minimum order.

(2) The accurate estimation and feedforward compensation for disturbances are achieved without
sacrificing the original control performance.

(3) The disturbance items which act on the cost functions during each sampling period assure the
cost functions always maintain optimal performance.

The studies are implemented based on time-domain simulations in the MATLAB/Simulink
environment for five different operating conditions. Through the comparative results, it is validated
that the proposed method works reliably even under power grid uncertainty and model parameter
mismatch conditions.

2. MPC Strategy of the MMC

Figure 1 presents the circuit diagram of a 3-phase MMC, which is composed of two arms per
phase. Each arm comprises N/2 series-connected half-bridge SMs, where N is the amount of SM per
each phase, and a series inductor L. The SM consists of two IGBTs and one capacitor. The two switches
(T1 and T2) per SM are controlled with complementary gating signals, resulting in two switch states
which can input or bypass the capacitor. Thus, the voltage of the SM depends on the active switching
states. The output voltage is the same as the capacitor when the SM is ON. In contrast, when it is OFF,
the SM voltage turns to zero.
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Figure 1. Circuit diagram of three-phase MMC.
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Figure 2 shows the equivalent model which is a simplification of 3-phase MMC presented
in Figure 1. It describes one phase of the 3-phase MMC connected to the power grid across a filter
inductor. The SMs in each arm are replaced by an AC power source and the DC-bus is equivalent to
two DC power sources in series with the ground point.

Here, the upper-arm and lower-arm current are described by ipk and ink (k = a, b, c), respectively,
where idiffk is the inner unbalanced current; Vk is the grid voltage; and epk and enk are the upper-arm and
lower-arm voltage, respectively. The current that flows through the arms comprises the DC component
and AC component of fundamental frequency in the ideal case, but the capacitor voltages are
time-varying due to the AC current flow across the capacitors. As a result, there is a voltage difference
between the arm voltage and DC voltage, which causes a circulating current in the converter [31].

ipk

Vdc

2

Vdc

2

idc

epk

ipk

enk

R L
ikr l

Vk idiffk

Figure 2. Model of single-phase of the three-phase MMC.

The MPC method has three control objectives, thus, three cost functions are calculated according
to them. They include: AC current control; circulating current suppression; and SM capacitor voltage
balancing. In this paper, AC current control and circulating current suppression are considered and
redesigned based on the disturbances and uncertainties of grid voltage and inductances.

2.1. MPC Strategy for AC Current

From Figure 2, the voltage equation of MMC can be expressed as follows:

L′ dik
dt

= ek − Vk − R′ik (1)

where L′ = l + L/2; R′ = r + R/2; and ek is the converter output voltage, defined as:

ek =
enk − epk

2
(2)

where epk = Vdc/2 − ek; and enk = Vdc/2 + ek.
The AC current are deduced in Equation (3) using the Euler forward equation:

ik(t + Ts) =
Ts

L′ [ek(t + Ts)− Vk(t)] +
(

1 − TsR′

L′

)
ik(t) (3)
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where Ts is the sampling period, which is considered extremely short.
The cost function can be designed by:

jk = |i∗k (t + Ts)− ik(t + Ts)| (4)

where i∗k (t + Ts) is the AC current reference.

2.2. MPC Strategy for Circulating Current

The voltage and inner unbalanced current Equations are described as follows:

Vdc
2

− epk + enk

2
= Ridi f f k + L

didi f f k

dt
(5)

idi f f k =
ipk + ink

2
(6)

The inner unbalanced current is derived from the Euler forward equation:

idi f f k(t + Ts) =
Ts

2L

{
Vdc(t)−

[
epk(t + Ts) + enk(t + Ts)

]}
+ (1 − TsR

L
)idi f f k(t) (7)

Equation (2) shows that ek depends on the difference between upper-arm and lower-arm voltage.
Thus, the same voltage Vdi f f k added to epk and enk has no effect on the AC current. Hence, Equation (7)
is rewritten as follows:

idi f f k(t + Ts) =
Ts
2L

{
Vdc(t)−

[
(epk(t + Ts) + Vdi f f k) + (enk(t + Ts) + Vdi f f k)

]}
+ (1 − TsR

L )idi f f k(t) (8)

Two voltage levels are allocated to Vdi f f k as in Equation (9). It can be expanded according to the
characteristics of the circulating current:

Vdi f f k =

[
Vdc
N

]
[−1, 0, 1] (9)

Assuming there is no loss in MMC and the active power is controlled without ripples. The AC
active power and DC active power of MMC are expressed as Equation (10) and the DC current reference
is obtained as Equation (11) [32]. Thus, the cost function is designed as:

Pac = Pdc = Vdc ∗ idc (10)

i∗dc =
Pac

Vdc
(11)

jdi f f k =

∣∣∣∣ i∗dc(t + Ts)

3
− idi f f k(t + Ts)

∣∣∣∣ (12)

2.3. MPC Strategy for Capacitor Voltage Balancing

The SM capacitor voltage is calculated by:

SM Turn on : Vcki(t + Ts) = Vcki(t) + im(t)Ts/C (13)

SM Turn off : Vcki(t + Ts) = Vcki(t) (14)

where im(t) = ipk or ink, with I = 1, 2, 3, . . . , N.
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The cost function can be designed by:

jVck =
N

∑
i=1

∣∣∣∣Vdc
N

− Vcki(t + Ts)

∣∣∣∣ (15)

3. MPC Strategy of the MMC with Disturbance Observer

The MPC controller could be affected by the disturbances caused by grid voltage and inductances.
In this section, two DOB-based control structures are described to track the disturbances. The first
DOB is designed to improve the waveform quality of AC current and the second is applied to suppress
the circulating current. The DOBs to be designed are easy to assign the exponential stability of the
estimation error dynamics and the order is minimal [33].

3.1. MPC Strategy for AC Current with DOB 1

Considering Equation (3) by neglecting the influence of resistances, letting:

x(1)k,n+1 = ik(t + Ts) (16)

x(1)kn = ik(t) (17)

u(1)
kn = ek(t + Ts)− Vk(t) (18)

d(1)kn =
1

L′ + dL′
{ek(t + Ts)− [Vk(t) + dvk]} − 1

L′ [ek(t + Ts)− Vk(t)] (19)

where d(1)kn is a unknown value of disturbances in Equation (3) that needs to be observed; dL′ is the
disturbances of system inductances; and dvk is the disturbances of grid voltage.

Consequently, the model of Equation (3) can be expressed in a compact form as follows:⎧⎨⎩ x(1)k,n+1 = Φ1x(1)kn + Γ1u(1)
kn + G1d(1)kn , x(1)k0 = x(1)k (0)

y(1)kn = C1x(1)kn

(20)

where Φ1 = 1; Γ1 = Ts/L′; G1 = Ts; and C1 = 1.
Thus, the first discrete-time disturbance observer is applied to estimate the disturbances of system

(20), given by: ⎧⎨⎩ d̂(1)kn = K1x(1)kn − z(1)kn

z(1)k,n+1 = z(1)kn + K1

[
(Φ1 − 1)x(1)kn + Γ1u(1)

kn + G1d̂(1)kn

] (21)

where d̂(1)kn is the estimated value of d(1)kn ; z(1)kn is the state variable of DOB 1; and K1 is the coefficient of
the pole assignment of DOB 1 to be designed.

Then, generally, the state estimation error, en+1 � dn − d̂n, has the dynamics:

en+1 =
(
1 − KG)en + Δdn+1 (22)

where Δdn+1 = dn+1 − dn.
Letting λ = 1 − KG, the estimation error is confined within a bound such that:

|e∞| ≤ Tsμ

1 − |λ| (23)

where |λ| ≤ 1; and μ is a small positive value.
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Hence, the coefficient of the pole assignment of DOB 1, K1 can be given by:

K1 =
(1 − λ1)

G1
, |λ1| ≤ 1 (24)

3.2. MPC Strategy for Circulating Current with DOB 2

Considering Equation (8) by neglecting the influence of resistances, letting:

x(2)k,n+1 = idi f f k(t + Ts) (25)

x(2)kn = idi f f k(t) (26)

u(2)
kn = Vdc(t)−

[
(epk(t + Ts) + Vdi f f k) + (enk(t + Ts) + Vdi f f k)

]
(27)

d(2)kn = (
1

L + dL
− 1

L
)
{

Vdc(t)−
[
(epk(t + Ts) + Vdi f f k) + (enk(t + Ts) + Vdi f f k)

]}
(28)

where d(2)kn is a unknown value of disturbances in Equation (8) that needs to be observed; and dL is the
disturbances of arm inductances.

Similarly, the model (8) can be rewritten as follows:⎧⎨⎩ x(2)k,n+1 = Φ2x(2)kn + Γ2u(2)
kn + G2d(2)kn , x(2)k0 = x(2)k (0)

y(2)kn = C2x(2)kn

(29)

where Φ2 = 1; Γ2 = Ts/2L; G2 = Ts/2; and C2 = 1.
Consequently, the second discrete-time disturbance observer is applied to system (29), given by:⎧⎨⎩ d̂(2)kn = K2x(2)kn − z(2)kn

z(2)k,n+1 = z(2)kn + K2

[
(Φ2 − 1)x(2)kn + Γ2u(2)

kn + G2d̂(2)kn

] (30)

K2 =
(1 − λ2)

G2
, |λ2| ≤ 1 (31)

where d̂(2)kn is the estimated value of d(2)kn ; z(2)kn is the state variable of DOB 2; and K2 is the coefficient of
the pole assignment of DOB 2.

Finally, the AC current and inner unbalanced current with DOBs can be given by:

ik(t + Ts) =
Ts

L′ [ek(t + Ts)− Vk(t)] +
(

1 − TsR′

L′

)
ik(t) + d̂(1)kn (32)

idi f f k(t + Ts) =
Ts
2L

{
Vdc(t)−

[
(epk(t + Ts) + Vdi f f k) + (enk(t + Ts) + Vdi f f k)

]}
+ (1 − TsR

L )idi f f k(t) + d̂(2)kn (33)

In summary, d̂(1)kn and d̂(2)kn work as patches of MPC. They are decided by the actual system and
equal to zero in the absence of disturbance and uncertainties. Thus, the DOB-based MPC control
system would not be worse than the original MPC controller. On the other hand, they are calculated
with the cost function simultaneously, which guarantees the cost functions always maintain their
optimal performance no matter how the actual system chang.

4. Simulation Results

Simulations were carried out by using MATLAB/Simulink, and Figure 3 shows the structure
of simulated system and proposed control method with DOBs. The critical parameters of circuit are
reported in Table 1, and the Table 2 lists the control parameters of DOB 1 and DOB 2.
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Figure 3. System structure of simulation.

Table 1. Main circuit parameters.

Parameters Values Units

Rated Power 1.2 MW
AC System Voltage 9800 V

Line Frequency 50 Hz
AC System Inductance 2 mH

DC Bus Voltage 20 kV
Number of SMs per arm 10 -

SM Capacitance 0.002 F
SM Capacitor Voltage 2000 V

Arm Inductance 0.02 H
Sampling and control period 20 μs

Table 2. Control parameters of DOB 1 and DOB 2.

Parameters DOB 1 DOB 2

Φ 1 1
Γ 0.0017 0.0005
G 0.00002 0.00001
C 1 1
K 40,000 100,000
λ 0.2 1

The MPC Strategy with DOB has been analyzed for five different test conditions:

• Harmonic: 3-phase grid voltage with 30% of 5th and 7th harmonics.
• 3-phase voltage unbalance: a-phase line-to-ground fault.
• Voltage sag: 3-phase grid voltage with 80% of reduction in the period of 0.01 s–0.03 s.
• Parameter mismatches: actual inductance values change.
• Power reversal: the power flow reverses from 0.05 s to 0.1 s; the 3-phase grid voltage

contain harmonics and voltage sag; and the actual inductance values decline during the entire
simulation time.
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4.1. Simulations under Harmonic Condition

30% of 5th and 7th harmonics are overlaid onto the 3-phase grid voltage. The AC active current
reference is 100 A, and the reactive current reference is 0 A. Figure 4a shows the 3-phase grid voltage
with 5th and 7th harmonics. Figure 4b shows the 3-phase grid current without DOB. It is obvious from
this figure that the grid current has been significantly distorted. The grid current is compensated by
the proposed DOB as represented in Figure 4c. Compared with the Figure 4b, it can be seen that the
harmonic current is effectively suppressed.

Figure 5 shows the tracing results between the actual disturbances and estimated disturbances.
The controller enters the steady state after 1 ms. The estimated value has a certain lag with respect to
the actual value, because the estimated output value is filtered by LPF. The cut-off frequency design
needs consideration of delay and tracking curve smoothness. It is set to 2000 Hz in this paper. It is
clearly shown that two waveforms well coincide with each other, which proves the validity of the
proposed DOB.

The comparison of 5th and 7th harmonic current amplitude of a-phase between original controller
and proposed controller is given in Figure 6. The further comparisons of grid current harmonics and
THD are listed in Table 3. The 5th harmonic current amplitude of a-phase drops from 3.99 A to 0.95 A,
and the 7th harmonic current amplitude of a-phase drops from 4.04 A to 1.30 A. It is similar to the
other two phases. With the sharp reduction of harmonic current, the THD of 3-phase current also
drops from 6.97%, 6.75% and 6.68% to 2.86%, 2.76% and 2.97% respectively.

 

 

 
Figure 4. Simulations under harmonic grid voltage condition: (a) Harmonic distorted grid voltage;
(b) Grid current without DOB; (c) Grid current with DOB.
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Figure 5. Actual disturbance value d(1)kn and estimated disturbance value d̂(1)kn under harmonic condition:
(a) A-phase; (b) B-phase; (c) C-phase.

 

Figure 6. Comparison of 5th and 7th harmonic current amplitude of a-phase between grid current
without DOB and with DOB.

Table 3. Comparisons of grid current under harmonic grid voltage condition.

Phase
5th/7th Harmonic (A) THD (%)

Without DOB With DOB Without DOB With DOB

A 3.99/4.04 0.95/1.30 6.97 2.86
B 4.02/4.01 0.90/1.31 6.75 2.76
C 4.03/4.01 0.97/1.31 6.68 2.97

4.2. Simulations Under 3-Phase Voltage Unbalance Condition

A-phase line-to-ground fault is applied in this condition. The AC active current reference is 100 A,
and the reactive current reference is 0 A. Figure 7a shows the unbalanced voltage. The a-phase voltage
drops to 0 V. Figure 7b shows the gird current without DOB. The a-phase current not only increases
by approximately 10 A, but also brings current ripples to the 3-phase current. Figure 7c shows the
improved grid current using DOB. It is clearly shown that the a-phase current amplitude is restored to
the normal value and the harmonics of 3-phase current are all decreased.

Figure 8 shows the estimation performances of unbalanced voltage disturbances using the
proposed DOB. In this case, the tracking results to the actual disturbances are more efficient because
the disturbances are gentler than under the harmonic condition. Thus, the inhibiting effect is better.
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Table 4 represents the fundamental amplitude and THD of 3-phase current. The fundamental
amplitude of a-phase current is up to 109 A, and the other two phases rise 2 A approximately. All of
them decline to about 100 A when the proposed DOB is enabled. Similarly, the THD of 3-phase current
drops from 4.98%, 3.75% and 3.85% to 2.52%, 2.20% and 2.17%, respectively.

 

 

 

Figure 7. Simulations under unbalanced voltage condition: (a) Unbalanced grid voltage; (b) Grid
current without DOB; (c) Grid current with DOB.

 

 

Figure 8. Actual disturbance value d(1)kn and estimated disturbance value d̂(1)kn under unbalanced voltage
condition: (a) A-phase; (b) B-phase; (c) C-phase.
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Table 4. Comparisons of grid current under unbalanced grid voltage condition.

Phase
Fundamental Amplitude (A) THD (%)

Without DOB With DOB Without DOB With DOB

A 109 99.97 4.98 2.52
B 102.1 100.2 3.75 2.20
C 101.9 99.79 3.85 2.17

4.3. Simulations Under Voltage Sag Condition

3-phase grid voltage sag condition is simulated in this case. The AC active current reference is
100 A, and the reactive current reference is 0 A. The magnitude of grid voltage amplitude drops to 20%
at 0.01 s and returns to the normal value at 0.03 s, as shown in Figure 9a. Figure 9b represents the grid
current without DOB. It is obvious that the grid current increases and inrush current is generated in
the moment of 0.01 s and 0.03 s. Figure 9c illustrates the comparative simulation result for Figure 9b.
The grid current amplitude returns to the normal value by applying the proposed DOB compensation
scheme as in Figure 9c. But the inrush current still exists.

Figure 10 shows the tracking effect between actual disturbances and estimated disturbances.
The estimated disturbance value fluctuates around 0 slightly when the actual disturbances are not
yet injected. It proves that the proposed method doesn’t sacrifice the original control performances.
The fluctuation of a-phase actual disturbance value is smooth at 0.01 s and 0.03 s. But it is not similar
to b-phase and c-phase. With the rapid change of actual disturbance value, although the tracing is very
fast, the difference between actual and estimated disturbance value is very large in the moment of
0.01 s and 0.03 s. It is the reason for the inrush current.

 

 

 

Figure 9. Simulations under voltage sag condition: (a) Grid voltage; (b) Grid current without DOB;
(c) Grid current with DOB.
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Figure 10. Actual disturbance value d(1)kn and estimated disturbance value d̂(1)kn under voltage sag
condition: (a) A-phase; (b) B-phase; (c) C-phase.

4.4. Simulations under Parameter Mismatches Condition

The inductance values are not changeless in a real system, however, the controller parameters
are fixed, thus, the controller could be invalid under the inductance value varying condition. At first,
a simulation of actual inductance value reduction condition is given. It proves that the proposed MPC
controller with DOB can improve the control effect of grid current when the actual values of all the
inductances fall by a third. Second, considering the influence of actual inductance value varying on
the circulating current is much larger than that of the parameter mismatches, the compensation effect
of DOB on circulating current suppression is observed by raising the inductance values by 50 times.
The AC active current reference is 100 A, and the reactive current reference is 0 A.

4.4.1. Actual Inductance Value Reduction

The grid current is influenced by the actual inductance value reduction significantly as in
Figure 11a. The MPC controller without DOB is affected by the parameter mismatches and there are
great ripples in 3-phase current. Figure 11b represents the grid current using the MPC controller with
DOB. It is shown that the proposed controller improves the performance of the original under the
parameter mismatches condition.

As shown in Figure 12, the 3-phase estimated disturbance value can track the actual disturbance
value stably. Furthermore, Table 5 presents the fundamental amplitude and THD of 3-phase current.
It turns out that actual inductance value reduction not only brings current ripples, but also lowers
the fundamental amplitude. By adding the proposed DOB on the MPC controller, the grid current
amplitude returns to normal value and THD reduces significantly.
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Figure 11. Simulations under actual inductance value reduction condition: (a) Grid current without
DOB; (b) Grid current with DOB.

 

 

 

Figure 12. Actual disturbance value d(1)kn and estimated disturbance value d̂(1)kn under actual inductance
value reduction condition: (a) A-phase; (b) B-phase; (c) C-phase.

Table 5. Comparisons of grid current under actual inductance value reduction condition.

Phase
Fundamental Amplitude (A) THD (%)

Without DOB With DOB Without DOB With DOB

A 95.66 100 21.56 2.12
B 95.68 99.96 21.44 2.06
C 95.62 100 21.56 2.13

4.4.2. Actual Inductance Values Increase

In order to verify the compensation effect of DOB on circulating current suppression, the actual
inductance values are increased by 50 times. Figure 13a shows the tracking of the inner unbalanced
current to its reference without DOB. Under the influence of parameter mismatches, the original
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controller is unable to enter a steady state, and the 3-phase inner unbalanced current which its
reference is 20 A keeps fluctuating near 19 A. Shown in Figure 13b is a similar situation where the DC
current that fluctuates near 57.5 A can’t trace the steady state value of 60 A because of the circulating
current. Simulation results of inner unbalanced current and DC current with DOB are presented in
Figure 13b,c, respectively. It is shown that the inner unbalanced current and DC current can track their
references under control of the proposed method. Figure 14 shows the tracing results between actual
disturbance value and estimated disturbance value. It proves that the proposed DOB can observe the
change of actual system parameters and make the original MPC controller better by matching with the
real system.

 

 

 

 

Figure 13. Simulations under actual inductance value increase condition: (a) Tracking of the inner
unbalanced current to its reference without DOB; (b) Tracking of the DC current to its reference without
DOB; (c) Tracking of the inner unbalanced current to its reference with DOB; (d) Tracking of the DC
current to its reference with DOB.

 

Figure 14. Cont.
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Figure 14. Actual disturbance value d(2)kn and estimated disturbance value d̂(2)kn under actual inductance
value increase condition: (a) A-phase; (b) B-phase; (c) C-phase.

4.5. Power Reversal

The battery energy storage system not only delivers energy to the grid through discharge, but also
needs to get energy from the grid to recharge. Thus, the power reversal is simulated to verify the
dynamic characteristics of the proposed control scheme. In this case, the AC reactive current reference
is 0 A, the active current reference changes from 100 A to −100 A in the period of 0.05 s–0.1 s. The actual
inductance values reduce by one tenth, the grid voltage contains 30% of 5th and 7th harmonics and the
amplitude drops by 80%.

Figure 15a shows the DC current waveform. The batteries discharge before 0.075 s and the power
reverses from 0.05 s to 0.1 s, then the batteries recharge until 0.15 s. Figure 15b represents the grid
voltage with harmonics and sag. Aside from containing a lot of harmonics and ripples as seen in
Figure 15c, the grid current is higher than its reference before 0.05 s and lower than its reference after
0.1 s. Figure 15d shows the improved current with DOB. The current keeps up with the reference
stably. The tracing results of estimated disturbance value is presented in Figure 16. From these results,
it is confirmed that the proposed scheme operates stably during dynamic periods.

 

 

Figure 15. Cont.
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Figure 15. Simulations under power reversal condition: (a) DC current; (b) Grid voltage; (c) Grid
current without DOB; (d) Grid current with DOB.

 

 

Figure 16. Actual disturbance value d(1)kn and estimated disturbance value d̂(1)kn under power reversal
condition: (a) A-phase; (b) B-phase; (c) C-phase.

5. Conclusions

A DOB-based MPC control scheme to restrain the disturbances caused by power quality problems
and parameter mismatches is proposed. A MPC with less states and low calculation complexity
is adopted and two linear discrete-time DOBs are designed. In addition, the method of parameter
calculation is given. The proposed method redesigns the AC current control and circulating current
control by combining with DOBs. The purpose is to enhance the anti-disturbance ability of MPC.
The proposed DOB-based MPC control strategy has quite low cost of computation with the minimum
order and optimal performance property.

The performances of the designed controller are simulated under five different system operations,
including harmonics, 3-phase unbalance, voltage sag, parameter mismatches and power reversal.
By comparing the control effect of AC current and circulating current under the original MPC controller
and the MPC controller with DOB, respectively, the proposed method is validated as being effective.
The AC current can maintain a low harmonic content and normal amplitude when it is disturbed
by gird voltage, inductance and power. The inner unbalanced current and DC current can track the
set-value stably under the inductance value increase condition. Besides, it is proved that the DOB is
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fast and steady by estimating the disturbances and uncertainties. However, a rigorous analysis of SM
capacitor voltage balancing control is nontrivial, and further researches will be conducted to work on
this interesting issue.
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Abstract: The principal aim of this study is to devise a combined market operator and a distribution
network operator structure for multiple home-microgrids (MH-MGs) connected to an upstream
grid. Here, there are three distinct types of players with opposite intentions that can participate
as a consumer and/or prosumer (as a buyer or seller) in the market. All players that are price
makers can compete with each other to obtain much more possible profitability while consumers
aim to minimize the market-clearing price. For modeling the interactions among partakers and
implementing this comprehensive structure, a multi-objective function problem is solved by using
a static, non-cooperative game theory. The propounded structure is a hierarchical bi-level controller,
and its accomplishment in the optimal control of MH-MGs with distributed energy resources has
been evaluated. The outcome of this algorithm provides the best and most suitable power allocation
among different players in the market while satisfying each player′s goals. Furthermore, the amount
of profit gained by each player is ascertained. Simulation results demonstrate 169% increase in
the total payoff compared to the imperialist competition algorithm. This percentage proves the
effectiveness, extensibility and flexibility of the presented approach in encouraging participants to
join the market and boost their profits.

Keywords: demand side management; electricity market; game theory; home energy management
system; home microgrid; Nikaido-Isoda function

1. Introduction

A home microgrid (H-MG) consists of locally distributed energy resources (DERs) which comprise
non-dispatchable renewable energy resources, dispatchable resources, energy storage (ES) and
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responsive load demand (RLD). It can either supply its local loads independently or connected to the
upstream grid. For an optimal use of the DERs present in a H-MG, the mismatch of power between
the energy production and consumption must be reduced to the barest minimum [1]. Operating
a H-MG optimally would not only contribute to the electric utility profit [2], but also would improve
the reliability of the system besides the proper load distribution management [3]. Indeed, the optimum
exploitation of H-MGs has become an important topic necessitating further research to achieve better
operation of their hybrid energy resources and also their demand management. Hence, hierarchical
domination structures have been executed to guarantee a dependable performance of the power
flow among DC H-MG groups in a neighborhood system [4] and also connect to an AC bus to
adjust the system stability [5]. However, during implementing the economic dispatch in H-MGs,
decisions of an energy management system (EMS) could be affected by DER, ES and RLD bids [6].
In addition, achieving a dynamic exploitation and control plans for a hybrid H-MG can assist in
providing reactive power and set the voltage [7,8] in order to solve problems of power stability like
oscillations in a hybrid multi-system [9], asymmetrical faults [10] and ground fault [11]. Designing
an efficient EMS at the residential level depends heavily on the electricity price and necessitates the
consideration of households patterns [12]. Furthermore, the remarkable participation of householders
whose houses are equipped with renewable energy resources and ES in demand response programs,
while reducing carbon emissions would make an impact on the market as they are to reduce their
cost [13]. So, for expanding these participators in demand-side management programs, the EMS needs
an interactive and user-friendly interface with secure communication [14]. Moreover, H-MGs should be
armed with a decision support tool for adopting their initial strategies [15] based on local optimization
of DER operation and energy usage by a domestic energy management controller [16] that enable them
to engage in the market eagerly.

Consequently, one of the benefits of operating multiple home-microgrid (MH-MG) systems is the
concurrent operation and the optimum use of DERs existing in each H-MG. This implies strategies for
storing energy in a H-MG during excess generation in other H-MGs and/or supplying the required
demand of the H-MG that cannot meet its power demand. In other words, H-MGs can play the role
of both a generating player and a consuming player during the time period [17]. Hence, a H-MG
could either meet its demand from the energy produced by itself or seek aid from other H-MGs [18].
The H-MG with excess generation (generating player) must supply its power to H-MGs having a power
shortage (consuming player) and/or to the upstream grid.

To attain this goal, tools such as the active response of consumers to the demand [19],
the implementation of a powerful EMS [20], and the adequate power dispatch in smart grids are
required. One of the challenges in this regard is the coordination between energy management
functions, having concentrated control or hierarchical systems inside H-MGs [21]. Another challenge
is the selection of an adequate formula for the optimization problem considering the keen competition
between partakers with contradictory intentions. Although an economic dispatch of DERs in a MH-MG
system through applying the Carnot model has been presented in [18], a multi-objective function
for reaching the collective payoff within competition between diverse players under game theory
procedure has not been studied. Furthermore, reference [22] presented a statical optimization formula
but the distributed storage system was not considered in that study. However, dynamic energy storage
systems models for the overall energy management of H-MGs were proposed in [23].

In the same vein, a parallel exploitation of H-MGs was investigated in [24], just as the technical
frameworks and the economic aspects of this structure was presented in [25]. Results of the
investigations showed that in addition to creating a competitive market, the back-to-back connections
among H-MGs could provide much better separation and load distribution control relative to the
single H-MG structure.

H-MGs receiving power supply and other H-MGs must have the possibility of using an upstream
grid, the non-dispatchable units (NDUs) and their local energy storage systems. In addition,
H-MGs ought to have access to other neighboring H-MGs for swapping excess electricity while all
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types of players are satisfied with the best possible way they achieve their defined objective functions.
This is the duty of the EMS as it satisfies technical and economic constraints related to each generation
and consumption to establish the best choice for power equilibrium in the network [26]. In a system
of MH-MGs, the distribution networks (market operator (MO) and a distribution network operator
(DNO)), and H-MGs desire the optimum utilization of power generation and consumption resources.
To attain higher reliability, the EMSs must have this capability to store the maximum possible energy
in ESs of each H-MG. From this viewpoint, the optimum design of a system with MH-MG leads to the
coincident optimization of H-MGs and distribution network pay-offs. Such a design has a dynamic
programming nature.

In this paper, a retail market optimization structure for multi-ownership systems with MH-MG
including players with opposite goals is recommended. Using a non-cooperative game theory approach
based on the supply function model assists in analyzing the electricity buyers and sellers’ individual
behaviors in the market by enabling a competition in energy trading between H-MGs. Therefore,
an active distributed system through the presented method will be provided. The proposed structure
can handle the interconnection of MH-MGs with various DER resources capacities and the independent
and communal performance of each H-MG. Indeed, this structure is comprehensive in its capability of
accepting any DER technology and the participation of distribution companies (retailers) in the market
structure. The proposed structure is advantageous as it can improve the economic productivity of the
participating H-MGs.

The significant contributions of this study can be described as follows:

• Persuading further residential users to be equiped with DERs and ES in order to be involved in
energy trading and RLD management program;

• Proposing a retail competition market model to trade distributed energy by ensuring fairness
among non-cooperative players through a stochastic, and autonomous decision-making structure;

• Enhancing the economic operation and profitably of all members (about 169% boost in the
collective payoff compared with the imperialist competition algorithm (ICA) results [18]).

The remainder of the paper is organized as follows: The overview of the MH-MG concept is
provided in Section 2. The general outline of the network under study is presented in Section 3.
The proposed market structure is described in Section 4. The market optimization problem formulation
is explained in Section 5. The procedure of implementing the Nikaido-Isoda/relaxation algorithm
(NIRA) is stated in Section 6. Simulation results and discussion of the proposed case study is validated
in Section 7. The conclusion is given in Section 8.

2. MH-MG Concept

The MH-MG system in this paper, shown in Figure 1, refers to a network of H-MGs that swap
electricity with each other to supply their neighbors’ shortage whereas trying to maximize their
own payoffs. Indeed, each individual H-MG is like a green building that consists of local generation
resources, ES devices and loads. Similar to conventional MGs, green buildings are able to autonomously
support their demand to some extent [27]. These kinds of buildings possess the ability to act as
a generation, storage, and demand response unit, in a similar manner to a MG. Also, green buildings
can take part in a retail market to trade energy with other green buildings [18]. Since the main focus of
this study is on managing local energy networks of a residential district, the concept of MH-MG has
been used in this paper as in other research at the residential level [3,28–30].

In fact, similar to interoperability of multiple MGs in an integrated system, H-MGs with excess
generation are able to supply other H-MGs’ needs that a face power shortage. Thus, some H-MGs act
as generators for maximizing their profits resulting from selling energy to the market and others act
as consumers for reducing electricity price through demand-side management. On the other hand,
like multiple MG network, an EMS for monitoring players’ strategies and therefore adopting fair

39



Energies 2018, 11, 3144

decisions in energy trading is necessary. Therefore, a central energy management system (CEMS) is
an essential element in the MH-MG network.

For participating in electricity deals in the market, each H-MG in this paper is formed of two
players including a generator and a consumer. This characteristic is considered here in order to
contribute to implementing the market structure related to every ownership condition. For instance,
at a time when a H-MG’s tenants are not the possessor of the building, DERs or ES devices, the owner
of building is the generating player and the tenant is the consuming player. In this case, the formulation
of players’ tactics in a competitive situation is conveniently possible.

Figure 1. A multiple home-microgrid (MH-MG) system. Non-dispatchable unit (NDU), dispatchable
generation unit (DGU), energy storage (ES), responsive load demand (RLD).

3. General Outline of the Network under Study

A network structure with MH-MG, retailers, a MO and a DNO is proposed as shown in Figure 2.
The MH-MGs interact with each other and with retailers for the exchange of power and the optimal
utilization of power generation resources. The MO proposes the optimum price upon receiving price
suggestions from buyers and sellers and the execution of power dispatch by the DNO. Although the
DNO is the owner and exploiter of the equipment and distribution network cables, it is not involved
in the act of selling of electricity.

Each H-MG includes non-responsive loads (NRL) and DERs that comprise RLD, ES resources,
controllable generation resources and non-controllable generation resources. DERs are grouped into
generating players while the consumed resources (i.e., RLD) in each H-MG are grouped as consuming
players. Each group is to target an objective function. The power producing (generating) players are to
maximize their profit. In comparison, the consuming players are to minimize their cost.

According to the priority included based on the price suggestions of H-MGs, each MH-MG has the
duty at the beginning to supply local loads through generation resources. During each time interval,
H-MGs may encounter a power generation shortage and/or an excess power generation depending
on the amount of power produced by each MH-MG and/or the amount of their local load demand.
On the other hand, when each H-MG encounters an excess generation, it tends to sell its power at
a higher price to distribution companies or other H-MGs. In other words, if a H-MG encounters
a power shortage, it compensates for that by setting a price lower than other alternatives. Therefore,
each player must perform a comparison analysis between the proposed prices by other H-MGs and
distribution companies for the selection of the optimal price.

Each MH-MG participates with its suggested price in this proposed market which may fail in its
excess power transactions due to their higher bids. To encourage further participation of H-MGs in
this process, the distribution companies buy the amount of excess generation of each H-MG that has
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not succeeded in selling to other H-MGs. In addition, power equilibrium is also established in each
H-MG and the power network.

Figure 2. Interaction of distributed network operator (DNO), market operator (MO) and MH-MGs.
Central energy management system (CEMS), non-responsive load (NRL), market clearing price (MCP).

4. The Proposed Market Structure

The proposed retail electricity market structure presents a solution for providing distribution
generators with large portions of their capacities to participate in the market. It reduces the electricity
price thereby increasing profit alongside their effective and efficient interaction with consumers.

The framework considered in this work provides the exploiters of distribution system and domestic
customers with this possibility of properly selecting their energy supply source considering various
options such as choosing a comprehensive range of renewable energy resources based on the market
clearing price. The recommended market structure is presented in Figure 3. The following stages describe
the market operation.

Stage 1 In the first stage, the prediction data of NDU and the consumed load of MH-MG are entered
into the scenario generation phase.

Stage 2 Next, stage 2 is focused on generating uncertainty scenarios considering the prediction data
of stage 1 with the corresponding occurrence probability. Also in this stage, the participation
of generating units and consumers is planned proportionally to the generated scenarios in
each MH-MG. Moreover, the optimum programming is handled in this stage based on the
units’ participation price (price-based unit commitment) in order to determine the maximum
available capacities of players for engaging in the market.

Stage 3 The third stage is to calculate the expected value (EV) of random quantities related to
uncertainty scenarios of players for participating in game theory and determining the
Nash equilibrium (participation optimum capacity) in market clearing price with random
optimization approach based on calculating the value of Nikaido-Isoda function and
relaxation algorithm.

Stage 4 The final stage is for determining the optimum capacity of the players for participating in
the market and calculating the payoff function of each one of them.
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Figure 3. The process of implementing the proposed market structure. Expected value (EV),
Nikaido-Isoda/relaxation algorithm (NIRA).

5. The Market Optimization Problem Formulation

The major elements of the proposed market structure include distribution companies and H-MGs
of two players (prosumers and consumers). The mathematical model including the objective function
and constraints for each category will be explored in this section.

Objective Functions and Problem Constraints

The main elements of the proposed market structure include distribution companies and H-MGs
consisting of two players which includes generation and consumption. The objective functions for
each one of them can be defined as follows:

• Power Generation Unit

The power generation resources in the studied MH-MGs are dispatchable generation units (DGUs),
NDU and ES. The objective function is to maximize the profit obtained from a generator #i at time t as
defined by (Ji(t)) in Equation (1)

max J
i(t) = R

i(t)−C
i(t), t ∈ {1, 2, · · · , 24}, i ∈ {1, 2, · · · , q} (1)

R
i(t) = λH-MG,j(t)× [PDGU,j(t) + PNDU,j(t) + PES−,j(t)− PNRL,j(t)], j ∈ {1, 2, · · · , n} (2)

For comprehensibility, the retail electricity price for all players in an H-MG is presumed the same.
Therefore, following relations apply.

λH-MG,j(t) = (−θ × PNRL,j(t)) + β, θ > 0 (3)

C
i(t) = C

DGU,j(t) +C
NDU,j(t) +C

ES−,j(t) +C
ES+,j(t) +C

H-MG+,j(t) (4)

C
DGU,j(t) = aj · (PDGU,j(t))2 + bj · PDGU,j(t) + cj, aj > 0 (5)

C
ES−,j(t) = πES− × PES−,j(t), CES+,j(t) = πES+ × PES+,j(t) (6)

Should any H-MG face a shortage in satisfying the needs of RLD and NRL loads of its MH-MG,
it must compensate the power shortage by buying power from other H-MGs and/or the network by
selecting the least cost offer. Thus, CH-MG+,j(t) can be computed as follows:
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C
H-MG+,j(t) = C

H-MG+,jm(t)|m �=j +C
H-MG+,ji′′(t) (7)

CH-MG+,ji′′(t) = (1 − XH-MG+,j(t))× ((PH-MG+,j(t)−
n
∑

m=1
(1 − XH-MG,m(t))× PH-MG−,m(t))× λGR,i′′(t))

(8)

The above expressions are such that its shortage is compensated by comparing the prices and
power exchange capacity of other H-MGs. In case the power required by the H-MG #j is not satisfied
through the power exchange with other H-MGs (see (9)), the H-MG will compensate the power deficit
by buying power from distribution networks. The intention of H-MGs is to minimize the buying cost
while satisfying their load demand. Such a goal is made possible by comparing the offer of other
H-MGs to that of the distribution grid (i.e., λGR,i′′(t))

XH−MG,j(t) = [XH-MG,1(t), XH-MG,2(t), · · · , XH-MG,n(t)] (9)

The surplus and scarcity of power related to each H-MG is stored in a variable as follows:

PH-MG,j(t) = [PH-MG,1(t), PH-MG,2(t), · · · , PH-MG,n(t)] (10)

The offer by each H-MG can also be stored in the following variable:

λH-MG,j(t) = [λH-MG,1(t), λH-MG,2(t), · · · , λH-MG,n(t)] (11)

The information related to a tertiary block during each time interval in a matrix is stored as follows:

ΩH-MG,j(t) =

⎡⎢⎣λH-MG,1(t) λH-MG,2(t) · · · λH-MG,n(t)
PH-MG,1(t) PH-MG,2(t) · · · PH-MG,n(t)
XH-MG,1(t) XH-MG,2(t) · · · XH-MG,n(t)

⎤⎥⎦ (12)

The ΩH-MG,j(t) variable proportional to the offer of each H-MG arranged in ascending order,
is defined as follows:

Ω′H-MG,j(t) =

⎡⎢⎣λ′H-MG,1(t) λ′H-MG,2(t) · · · λ′H-MG,n(t)
P′H-MG,1(t) P′H-MG,2(t) · · · P′H-MG,n(t)
X′H-MG,1(t) X′H-MG,2(t) · · · X′H-MG,n(t)

⎤⎥⎦ (13)

where λ′H-MG,1(t) < λ′H-MG,2(t) < · · · < λ′H-MG,n(t). The amount of power shortage of H-MG #j can
be compensated by other H-MGs proportional to the order of their offer. So, this power shortage
must be compared with the excess power generated by other resources and compensated accordingly.
The possibility of supplying H-MG #j power shortage through the excess power generated by other
H-MGs causes the binary variable matrix condition change. This is indicated by X′′H-MG(t) in (14).
The component proportional to this matrix becomes one for a total or a partial supply.

X′′H-MG,j(t) = [X′′H-MG,1(t), X′′H-MG,2(t), · · · , X′′H-MG,n(t)]n �=j (14)

The least buying cost that H-MG #j bears if encountering a power shortage is computed by (15, 16).

C
H-MG+,jm(t) = X′′H-MG,j(t)× λH-MG,j(t)× ΔP (15)

ΔP = (PH-MG,j(t)− PH-MG,m(t))j �=m (16)

• Consumers
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Consumers are a sort of players with RLD loads in each MH-MG. The aim of this group is to
minimize the exploitation cost by managing their distributable loads as represented by the objective
function in (17).

min J
′i′(t) = λH-MG,j(t)× PRLD,j(t), i′ ∈ {1, 2, · · · , q′} (17)

• Upstream Grid

This collection includes the amount of participation of distribution networks in buying the surplus
power from H-MGs and also vending power to H-MGs in the case of a lack of power. J′′GR,i′′(t) is
defined as the earnings obtained from swapping the distribution network power at time t. The objective
is to maximize it as shown below:

max J
′′GR,i′′(t) = R

GR,i′′(t)−C
GR,i′′(t), i′′ ∈ {1, 2, · · · , q′′} (18)

R
GR,i′′ (t) = λGR,i′′ (t)×

n

∑
j=1

PH-MG+,ji′′ (t),CGR,i′′ (t) =
n

∑
j=1

λH-MG,j(t)× PH-MG−,ji′′ (t) (19)

• Operational Constraints

The operation of players and the system is subject to a variety of constraints. These constraints
include power balance constraint (20), the power generation limits on the DGU (Equation (21)) and
NDU (Equations (22) and (23)), the ES charging/discharging constraints (Equations (24)–(26)) [3,31],
RLD limits (Equation (27)) [3], and the power exchange between H-MGs constraint (Equations (28)–(30)).
It is important to emphasize that ξ in (Equation (27)) shows that the value of RLD is considered as a part
of NRL.

n
∑

j=1
PDGU,j(t) + PNDU,j(t) + PES−,j(t) + PH-MG+,ji′′(t)

=
n
∑

j=1
PNRL,j(t) + PES+,j(t) + PRLD,j(t) + PH-MG−,ji′′(t)

(20)

PDGU,j ≤ PDGU,j(t) ≤ PDGU,j, ∀t (21)

0 ≤ PNDU,j(t) ≤ EVNDU,j(t), ∀t (22)

EVNDU,j(t) =
Ns

∑
s=1

ρ
NDU,j
s (t)× PNDU,j

s (t) (23)

0 ≤ PES−,j(t)(PES+,j(t)) ≤ PES−,j
(PES+,j

), ∀t (24)

SOCES,j ≤ SOCES,j(t) ≤ SOCES,j (25)

SOCES,j(t + 1)− SOCES,j(t) =
(PES+,j(t)− PES−,j(t))× Δt

ESES,j
Tot

(26)

0 ≤ PRLD,j(t) ≤ ξ × PNRL,j(t) (27)

0 ≤
n

∑
j=1

PH-MG+,ji′′ (t)(
n

∑
j=1

PH-MG−,ji′′ (t)) ≤ EVH-MG+,ji′′ (t)(EVH-MG−,ji′′ (t)) (28)

EVH-MG+,ji′′(t) =
Ns

∑
s=1

ρ
H-MG+,ji′′
s (t)× PH-MG+,ji′′

s (t) (29)

EVH-MG−,ji′′(t) =
Ns

∑
s=1

ρ
H-MG−,ji′′
s (t)× PH-MG−,ji′′

s (t) (30)

6. Implementing the NIRA Algorithm

A random early retail energy market-based on the Nikaido-Isoda/relaxation (REM-NIRA)
algorithm is presented to provide a comprehensive and scalable solution where any number of
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players can take part in trading energy [32]. The Algorithm will be applied to find an electricity
market equilibrium in order to clear the retail electricity market price through analyzing the players’
behavior by using the concept of Nash equilibrium as a solution in the multi-agent interaction problems.
A flowchart explaining the algorithm is presented in Figure 4. The flowchart consists of primary and
secondary levels. A description of each level is provided in this section.
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Figure 4. Flowchart of the proposed algorithm for implementing the retail energy market based
on Nikaido-Isoda/relaxation algorithm (REM-NIRA). Taguchi’s orthogonal array testing (TOAT)
unit, modified conventional energy management system (MCEMS) unit, and price-based unit
commitment (PBUC).
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6.1. Primary Level of REM-NIRA Algorithm

The primary level of REM-NIRA algorithm is composed of three main units: the Taguchi’s
orthogonal array testing (TOAT) unit, the modified conventional energy management system (MCEMS)
unit, and the price-based unit commitment (PBUC) unit. The primary level is to achieve the
following tasks:

1. Determining the amount of power generated by all generation sources along with the
corresponding probabilities of each power generation scenario;

2. Determining the power consumed by all RLD and NRL along with their corresponding
probabilities of each demand scenario;

3. Estimating the amount of the deficiency and surplus of power related to each H-MG;
4. Defining the grid capacity in terms of power purchase and power sale.

TOAT is an approach which has been applied to choose minimum optimal representative scenarios.
Moreover, for local scheduling of initial powers of H-MGs in the proposed structure, the MCEMS
algorithm has been used. Since the operation of the TOAT unit and the MCEMS unit is explained in
detail in [3,32], only a description of the PBUC unit will be discussed here.

The purpose of the PBUC unit is to establish the grid power set-point with generation resources
and consumption of H-MGs. This unit encourages H-MGs to participate in a retail market while
satisfying their needs. Taking into consideration the offer price of each H-MG and the grid, the capacity
of the distribution network in terms of power purchase and sale uncertainty scenarios are to be
determined. The structure of this unit is implemented according to Figure 5. The initial values of
participation of grid variables for selling to and buying from H-MGs are determined based on players’
accessible capacities and their bids for the NIRA unit.

6.2. Secondary Level of REM-NIRA Algorithm

The second level of the REM-NIRA algorithm structure consists of a main unit called the NIRA
unit (the NIRA algorithm is explained in detail in [32]). The initial guess for the unit is chosen based on
the data acquired from the primary level scenarios. In this regard, it is assumed that the nature of the
discussed electricity market is proportionate to the game theory with n entrants in a non-cooperative
game. In the unit, each player maximizes their benefit through a centralized decision making procedure.
The objective of this level is to determine players’ Nash equilibrium by utilizing the game theory
specially designed means (NIRA algorithm). Having known the balanced response through continuous
iterative loops, the electricity market price can be cleared for a MH-MG having several customers.

Through the NIRA unit, two coupled sub-problems are solved including: (1) Maximizing the
Nikaido-Isoda function and (2) employing the relaxation algorithm and improving the optimal
response function [32]. Both objectives are followed interactively by the NIRA unit until the contrast
in the optimal response function between the two consecutive iterations becomes smaller than
a predefined threshold. After the initial value definition and forming a pay-off function for each player
based on such values, as well as forming a Nikaido-Isoda function at this level, the Nikaido-Isoda
function must be maximized first. Then, gradually, the obtained solution from this function in the first
sub-problem meets a new stable state showing the proper results.

After obtaining the intermediate solution in the first sub-problem, It is the second sub-problem’s
turn to run. In the second sub-problem, the relaxation algorithm is applied to improve the solution
space and update it. If values of the Nikaido-Isoda function reach zero, no players can unilaterally
improve their payoff function. Therefore, a balanced (approximate) response is found for the electricity
market clearing by following the general and local constraints (Equations (20)–(30). With the repeated
improvement of the optimal response function, the values of the payoff function of all the players
gradually converge to an equilibrium (approximate) point. The aim of implementing the secondary
level is to attain the following:
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Figure 5. PBUC unit.

1. Initial guess based on players’ EVs;
2. x� vector (the optimum capacity of players’ participation in the network) based on the Nash

equilibrium of players;
3. The optimum amount of profit for players.

7. Simulation Results and Discussion

In order to test the capability of the proposed method for running the market, a case study has
been developed in a MATLAB software simulation environment. The details of the entire system and
the principles of the control plan for each of the DERs are presented in Appendix A. The predicted
data of NRL, NDU (here, wind turbine and photo-voltaic panel) are taken from [18]. Figure 6 shows
the configuration of the system under study which consists of MH-MGs and the network.

Each H-MG is an energy district consisting of a set of generation resources, which include NDU,
DGU, ES, NRL, and RLD. The number of MH-MGs and the connected distribution networks are
expanded to n and q′′ values. For the system under study, three H-MGs and a distribution network
are considered. To investigate the performance of the proposed REM-NIRA algorithm, the following
scenarios are considered on the network case study:

Scenario #1: Normal operation.
Scenario #2: Sudden NDU generation increase (by 10%).
Scenario #3: Sudden NDU generation decrease (by 10%).

47



Energies 2018, 11, 3144

Figure 6. The network under study.

For all scenarios, the amount of produced power by NDUs of each H-MG, and also the amount
of consumed NRL (after applying the uncertainty) during a day is shown in Figure 7. The peak
power consumption of H-MGs is mainly in the early hours of the morning and night as seen in
Figure 7. Although, during these hours, the load demand in all H-MGs is far greater than the amount
of power that is generated by the NDUs, remaining demand can be met by other options such as the
generated power by DGUs, controlling demand by the RLD program, or purchasing power from the
upstream grid.

(a) Scenario #1 (b) Scenario #2

(c) Scenario #3

Figure 7. NDU and NRL power profiles of each H-MG.
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In Figure 8, the generated power by DGUs of each H-MG is illustrated. Despite the higher load in
H-MG #2 and #3 compared to H-MG #1, the amount of DGU’s generation by H-MG #1 is much higher
than other H-MGs during the early hours of the morning. As can be seen in Figure 7, in these hours,
the amount of generated power by NDUs of H-MG #1 is much less than other H-MGs. Therefore,
the shortage of H-MG #2 and H-MG #3 is supplied through DGU of H-MG #1. A comparison of
the results of DGUs in Scenarios #2 and #3 indicates that according to the increase in the generated
power from renewable resources in Scenario #2, the DGUs’ production capacity in this scenario
should be less than scenario #3. However, in a few time intervals, the algorithm has decided that the
amount of generated power by DGUs in Scenario #2 could be higher than its amount in Scenario #3.
This difference is very noticeable at 10 AM. In addition, owing to the fact that the amount of RLD
has increased by 71% in Scenario #2, ES of H-MG #1 in Scenario #2 has discharged twice as much as
Scenario #3. Indeed, the algorithm has striven to feed it. For the rest of the day, there is no noticeable
change in the amount of generated power by DGUs in all H-MGs.

Figure 8. DGU power profile of each H-MG.

The power of ES in charging/discharging mode during 24-h system operation is shown in
Figure 9. At some intervals, due to the sudden decline in the power generation from renewable
resources, the algorithm has preferred to use the ES in order to meet the demand of H-MGs. On the
other hand, if there is excess power in the system, this surplus power usually is used by the algorithm
to charge the ESs in the network in order to maintain the state of charge (SOC) of the batteries at their
maximum values. This approach will significantly boost the reliability of the system in response to
power shortages or encountered unwanted events at other times. Based on this strategy, all ESs in the
system will be set at their maximum value for their operation in the next day.
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Figure 9. ES power of each H-MG in charging/discharging mode.

One of the main advantages of the proposed algorithm is its ability to control the RLD. The amount
of RLD at different time intervals of a day is shown in Figure 10. As can be seen, at the early hours of
the morning, when the NRL is very high, the algorithm has almost used the produced power by DGUs
(Figure 8) and also the purchasing power from the upstream grid (as shown in Figure 11) to cover the
NRL. Hence, the algorithm has allocated a small amount of power to feed the RLD.

Figure 10. RLD power profile of each H-MG.
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Figure 11. Upstream grid’s power profile for selling.

Figure 12 shows values of the converged pay-off function for the consuming players, generating
players and distribution companies under the implemented scenarios. As observed from Figure 12a,
during the time interval of 7:00–8:00 am, all H-MGs experience power shortage and accept a cost
for compensating the value of power demand from the upstream grid. As a result, they cannot gain
revenue by selling power to their consumers and/or other H-MGs as observed in Figure 12b.

(a) Generating players

Figure 12. Cont.
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(b) Consuming players

(c) Upstream grid

Figure 12. Pay-off function vs. time.

However, the amount of revenue of the upstream grid has increased significantly during this
time interval as observed in Figure 12c. Also, during some time intervals, some of the H-MGs are
observed to gain revenue but other H-MGs are charged for supplying their load demand. During
these time intervals, H-MGs having excess power gain revenue by selling the required power to the
H-MG encountering a power shortage. Furthermore, the upstream grid also compensates for the
remaining power required by H-MGs having a power shortage. Thus, the revenue resulting from
selling electricity is obtained.

In Scenario #1 and #2, H-MG #1 gained profit by selling power during 87.5% of the time intervals
in a day. However, just during 25% of this time period, its revenue has been obtained from other
H-MGs. This is why during this scenario, H-MG #2 gained profit from 62.5% of the time period.
This value has reached about 54% for H-MG #3. With the reduction of power generated by renewable
resources (in Scenario #3), the amount of H-MG #1 revenue has decreased by about 10%. This reduction
in H-MGs #2 and #3 is about 7%. As it is observed from Figure 12b since the payoff function related to
the consuming players is based on the reduction of electricity cost (during time intervals which the
algorithm has increased the value of RLD demand for all H-MGs), the payoff function of the consumers
has also increased.

To evaluate the performance and capability of the proposed algorithm in improving H-MGs
pay-off in MH-MGs, its hourly value in the single H-MG system connected to the upstream grid and in
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the MH-MG network, shown in Figure 13, is evaluated. For this reason, values of the payoff function
of H-MG #1 investigated in two case studies (single H-MG and MH-MG network) are evaluated.
Although in the range of some intervals, the value of the pay-off in the single H-MG network is more
than or equal to its value in the MH-MG network; however, a 78% increase in its value is observed in
MH-MG during the 24 h period. It is imperative to state this point because the cost accepted by H-MG
#1 during the time intervals for buying power is much less than its value in the single H-MG network.

Figure 13. Pay-off function related to H-MG #1 in the single H-MG and MH-MG under Scenario #1.

In addition, to assess the effectiveness of the proposed algorithm, an independent simulation test
in comparison to the ICA [18] under the normal operation has been conducted. The total payoff of all
players under uncertainties in the network that consists of two H-MGs connected to the upstream grid
is reported in Table 1. As the numeric results demonstrate that the REM-NIRA has been successful
to achieve approximately a 169% boost in the total payoff related to the ICA. This outcome asserts
that the REM-NIRA is able to improve the performance of the market with different ownership and
contradictory objectives as well as power distribution in the network. Hence, more stakeholders
are persuaded to engage in energy trading and as a consequence, the competition would increase
significantly. Furthermore, this structure can assist in reducing electricity cost.

Table 1. Total payoff values of all players related to REM-NIRA and imperialist competition algorithm
(ICA) under Scenario #1.

Objective REM-NIRA ICA

Total payoff value 18.52 6.89

8. Conclusions

A centralized economic structure was proposed for MH-MG systems in this study. The proposed
structure connected to the upstream grid was evaluated considering different objective functions
including generating and consuming players separately. For each H-MG, the proposed structure
provided an optimum scheduling for exchanging power among H-MGs while satisfying the defined
objective functions and technical constraints. Presenting a fair non-cooperative structure like this,
encourages a wide range of players with different ownership to take part actively in a competition of
energy trading that could form the basis for creating an interactive and a powerful structure in the
future power networks.

The discussed problem was formulated as a general multi-objective optimization problem and
an algorithm based on the NIRA method was presented for solving the problem searching for a way to
understand the electricity buyers and sellers’ individual behaviors and discover the optimal strategies
which lead to maximizing the pay-off of all these players with contradicting goals in the competitive
market. Interestingly, the formulated problem has very simplified formulas with smaller problems and

53



Energies 2018, 11, 3144

less computational complexities relative to its dimensions. The proposed algorithm has the capability
to exchange the optimum power in the H-MG distribution system where power management and extra
load sharing functions were at no extra cost. The proposed algorithm increased the H-MGs’ interaction
with one another and with the upstream grid by increasing the profit, reducing power mismatch,
and reducing the electricity market clearing price. It was argued that the proposed structure can easily
be applied to other scenarios with alternative aims and constraints rather than cases discussed in
this paper.

The obtained numerical results showed that the presented structure will result in the minimum
cost and consequently the maximum profit for players during their performance as consuming
and generating players. Moreover, various flexibility resources and numerous players can be
accommodated conveniently in order to address the concept of maintaining equilibrium state of
a system between the local power supply and load demand, ergo, the proposed algorithm could
offer technical advantages for a real-time power management of H-MGs to assure safe exploitation,
distribution optimization and demand side management. Additionally, it could be used as an assured
and effective programming tool for managing risk and investment studies since it could estimate the
power dispatch profile of the generating resources which are either dependent or independent of loads,
stochastic power and renewable resources.

In future research, authors are going to make advances on the REM-NIRA performance by
providing cooperation opportunities between diverse partakers to join coalitions in the market through
a dynamic binding strategy. Furthermore, the optimal power flow restrictions like voltage at different
locations and also carbon emission constraints will be considered in the mathematical model.

Author Contributions: All authors jointly contributed to the research model and implementation, results analysis
and writing of the paper.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature

Acronyms

CEMS central energy management system
DER distributed energy resources
DGU dispatchable generation unit
DNO distribution network operator
EMS energy management system
ES energy storage
ES+, ES− ES during charging/discharging mode
EV expected value
GR upstream grid
H-MG home microgrid
H-MG+, H-MG− surplus/shortage power of H-MG
ICA imperialist competition algorithm
MCEMS modified conventional energy management system
MCP market clearing price
MH-MG multiple home microgrid
MO market operator
MT micro-turbine
NDU non-dispatchable unit
NRL non-responsive load
PBUC price-based unit commitment
PV Photo-voltaic
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SOC state of charge
REM retail energy market
REM-NIRA REM based on Nikaido-Isoda/relaxation algorithm
RLD responsive load demand
TOAT Taguchi’s orthogonal array testing
WT Wind turbine

Sets and Indices

θ, β load demand curve coefficients
aj, bj, cj coefficients of cost function of DGU in H-MG #j
q, q′, q′′ number of generating/consuming/distribution companies players
Ns the number of the uncertainty
s the scenario of A
n number of H-MGs
πES−, πES+ the supply bids by ES−/ES+ ($/kWh)
Δt time interval

Constants

PA,j, PA,j the maximum /minimum output power of A in H-MG #j (kW)
A ∈ {ES−, ES+, DGU, NDU, H-MG−, H-MG+, NRL, RLD}

SOCES,j, SOCES,j limit of SOC of ES in H-MG #j (%)
Parameters

λGR,i′′ (t) offer price of distribution grid #i′′ at time t ($/kWh)
PA,j

s (t) output power of resource A under scenario #s in the H-MG #j (kW)
ρ

A,j
s (t) probability of scenario #s of resource A in the H-MG #j

Functions

Ci(t), Ri(t), Ji(t) cost/revenue/profit functions of generating player #i at time t ($) (i∈ {1, 2, · · · , q})
CA,j(t) cost of producing/buying power in H-MG #j ($)
CGR,i′′ (t), RGR,i′′ (t), JGR,i′′ (t) cost/revenue/profit functions of distribution grid #i′′ ($) (i∈ {1, 2, · · · , q})
CH-MG+,jm(t)|m �=j,
CH-MG+,ji′′ (t)

cost of buying power by H-MG #j from H-MG #m/distribution grid #i′′ ($)

(i′′ ∈ {1, 2, · · · , q′′})
Ji′ (t) profit functions of consuming player #i′ at time t ($)
λH-MG,j(t) offer price of H-MG #j at time t ($/kWh)
EVA,j(t) expected value of A in H-MG #j at time t
ΔP amount of shortage power of H-MG #j is supplied partly or totally by the excess

power of H-MG #m
Decision Variables

PA,j(t) output power of A in H-MG #j during the time period t (kWh)
XH-MG+,j(t) decision making variable of H-MG #j (i.e., 0 if H-MG #j is not satisfied through power

exchange with other H-MGs and 1 if otherwise)
PH-MG+,ji′′ (t), PH-MG−,ji′′ (t) amount of power which distribution grid #i′′ sells /buys to/from H-MG #j at time t (kW)
x� Nash equilibrium
SOCES,j(t) ES SOC of H-MG #j at time t (%)

Appendix A

The details of the test system are presented in Table A1. Also, Table A2 provides the features of
the devices of every H-MG and the coefficients related to the load demand prices.

Table A1. The input data of the proposed game structure.

Input Data Value in the Test System

Number of H-MGs 3
Number of players 7
Type of game static
Players’ dimensions vector [4, 1, 4, 1, 4, 1, 2]
Upper bound level of players ∞
Lower bound level of players 0
Termination tolerance 1 ×10−5

Maximum number of iterations allowed by the relaxation algorithm 100
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Table A2. Rated profile of distributed energy resources (DERs).

Parameter Value Symbol

ES System

Maximum ES power during dis/charging modes (kW) PES+/PES− 0.816/3.816
Initial state of charge (SOC) at T (%) SOCI 50
Maximum/minimum SOC (%) SOC/SOC 80/20
Initial stored energy in ES (kWh) EES

I 1
Total capacity of ES (kWh) EES

Tot 2
Consumer bid by ES+ ($/kWh) πES+

t 0.145

Photo-Voltaic (PV)

Maximum/minimum instantaneous power for PV (kW) PPV/PPV 6/0

Wind Turbine (WT)

Maximum/minimum instantaneous power for WT (kW) PWT/PWT 8/0.45

Micro-Turbine (MT)

Maximum/minimum instantaneous power for MT (kW) PMT/PMT 12/3.6

Coefficients of cost function of DGU
a($/kW2h) [6 ×10−6,7 ×10−6, 8 ×10−6]
b($/kWh) [0.01, 0.015, 0.013]
c($/h) 0

Load Coefficients

Load demand curve coefficients θ 0.001
β 3.4

Maximum coefficient of RLD related to NRL ζ 15
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Abstract: The integrated energy system effectively improves the comprehensive utilization of energy
through cascade utilization and coordinated scheduling of various types of energy. Based on
the independent integrated energy system, the thermal network interaction between different
load characteristic regions is introduced, requiring a minimum thermal grid construction cost,
CCHP investment operation cost and carbon emission tax as the comprehensive optimization targets,
and making overall optimization to the configuration and operation of the multi-region integrated
energy systems. This paper focuses on the planning of equipment capacity of multi-region integrated
energy system based on a CCHP system and heat network. Combined with the above comprehensive
target and heat network model, a mixed integer linear programming model for a multi-region CCHP
system capacity collaborative optimization configuration is established. The integrated energy system,
just a numerical model solved with the LINGO software, is presented. Taking a typical urban area
in Shanghai as an example, the simulation results show that the integrated energy system with
multi-zone heat-suply network interaction compared to the single area CCHP model improved the
clean energy utilization of the system, rationally allocates equipment capacity, promotes the local
consumption of distributed energy, and provides better overall system benefits.

Keywords: integrated energy system; thermal network planning; carbon emission; clean energy;
energy storage device

1. Introduction

A regional integrated energy system (RIES) is a comprehensive regional energy supply network
formed by the coupling of single energy systems such as electricity, gas and thermal (cold). It is a
clean, economic, efficient and environmentally friendly energy supply system at the present stage [1,2].
The multi-energy complementarity, synergistic optimization and energy cascade utilization of the
integrated energy system have improved the comprehensive energy efficiency and reduced the
emissions of air pollutants. At the same time, the integrated energy link among multiple regions
balances the difference of energy use between regions, cuts peak loads and fills valleys, and improves
energy supply reliability [3,4]. However, the complex structure of comprehensive energy system,
the coupling of various energy sources, and the matching of installed capacity directly affect the
economy of the system operation and the adjustment strategy of unit operations, which is of great
theoretical significance and application value for the allocation of multiple energy resources and the
optimization of operation strategies in the comprehensive energy system [5–9].

Reference [10] comprehensively coordinated multi-energy forms on the supply side and demand
side, and carried out coordinated planning by adopting the grid method to achieve multi-energy
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complementarity and energy cascade utilization. Reference [11] fully considered the uncertainty
of renewable energy output and terminal loads in the integrated energy system, and studied
the scheduling optimization of integrated energy systems based on interval linear programming.
In [12,13], under different operating modes and different load structures, the optimal configuration
and comprehensive operation efficiency of the CCHP system combined with energy storage devices are
studied. References [14,15] consider the coordinated planning and operation of the multi-area CCHP
system of the heat-supply network model, which improves the gas turbine utilization rate, reduces
the gas boiler configuration capacity and the thermal energy transmission loss, and significantly
reduces the operating cost. In [16], the energy storage device concept is introduced into the distributed
coordination system to optimize the configuration of the mixed integer linear programming model to
realize the synchronization optimization of the system structure and operation, and the simultaneous
optimization of each device and the energy storage device. References [17–20] combine solar energy
with CCHP systems to optimize the number of units and gas turbine capacity of the optimal joint supply
system under different operational control strategies, and achieves the maximum comprehensive
benefit of the multi-target joint supply system. Reference [21] proposed a multi-objective optimization
model for urban integrated electrical power, thermal and gas grids, which is used for control
optimization of modified PRS integrated with thermal users, and thermally integrates the entire
system with the district heating network, the effectiveness of the model in terms of economic and
environmental performance is quantified by software. With the advancement of the carbon emission
trading mechanism, references [22–24] comprehensively consider the impact of carbon emissions on
the CCHP system, and establish a low-carbon scheduling multi-objective optimization model for
carbon trading costs, fuel costs and environmental costs. Reference [25] integrates renewable energy
(RE) into an autonomous CCHP system to simultaneously achieve zero environmental emissions and
higher power generation and energy efficiency advantages, using an evolutionary particle swarm
optimization algorithm to optimize the different configuration size of the autonomous RE-CCHP
system. Reference [26] uses the Analytic Hierarchy Process (AHP) to optimize the configuration of
hybrid CCHP systems considering three objective functions: annual operating cost ratio (AOCR),
primary energy saving ratio (PESR) and carbon emission reduction rate (CERR). Coupling of cold, heat
and electric power loads between multi-region CCHP systems, coordinated planning and optimized
operation of multi-zone systems, higher utilization of equipment than single CCHP systems, reduced
configuration capacity, and significantly reduced operating costs, enabling multiple systems “Multiple
horizontal complementarity, vertical source network charge and storage coordination”. However,
at present, there are few studies on multi-energy networks such as inter-area multi-energy flow access
to grids, heat networks, gas networks, etc., in terms of mixed power flow and optimal scheduling
among different energy networks [27–30].

The above references mostly optimize the operation scheduling of integrated energy systems
under the condition of known equipment capacity, and research on the collaborative planning of
equipment capacity between various energy sources and between multiple regions is lacking. In this
paper, a heat network is ingeniously introduced to regions of different load characteristics, In the
references, the heating network construction of a single area is generally carried out. Based on the
thermal energy-flow constraint, a simplified heat network model is established, which implements
thermal energy coupling between different regions. The CCHP system takes into account the
combination of devices with different characteristics, establishes an objective function which is
considered operating cost, unit investment cost and carbon emission tax. The thermal energy
interaction and pipeline flow changes of CCHP systems in various regions are analyzed with
examples. The collaborative configuration optimizes regions with different load characteristics.
The capacity allocation and network structure of various energy facilities are optimized separately
to minimize the total energy supply cost of the system. In the aspect of configuration planning
optimization, the redundancy of similar equipment between regions is reduced, and the centralized
energy supply characteristics of high-efficiency equipment are reflected. The cost of inter-regional
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collaborative optimization operation is lower than that of the original independent system operation,
the carbon emission tax is reduced, and the clean energy consumption is increased. To a certain extent,
the overcapacity or shortage of individual regions is eliminated, and the complementary characteristics
of supply and demand between regions are visually reflected.

2. Materials and Methods

2.1. Integrated Energy System Structure

In the integrated energy system, the three types of loads, including electricity, cold and thermal,
are mainly provided by electric power grids, gas turbines (GT), and gas boilers (GB). The photovoltaic
generator set and solar collector are added to the system plan to form a comprehensive solar energy
utilization and supply system (PVCU CCHP). Multi-energy can be supplied to the cold, thermal and
electrical load through different energy transfer mediums “Electrical, Thermal, and Cold Bus” [13].
The multi-energy flow structure of the integrated energy system is shown in Figure 1.

Figure 1. Integrated energy system multi-energy flow structure.

2.2. Heat-Supply Network Structure

The heat-supply network is used as the link to connect the thermal load between the CCHP
systems. The heat-supply network is laid along the road and arranged in a ring according to the
geographical location. When any pipe in annular network is damaged, a gate valve can separate it
from other pipelines for maintenance, so it has higher safety reliability. The thermal network in this
paper is a simple model, which is established by referring to the network node interactive power
model. Figure 2 shows the thermal flow distribution in the heat-supply network pipe. The thermal loss
existing in the thermal flow through the pipe is defined as ΔHij,t. Hi,t and Hj,t represent the thermal
energy at both ends ij of the pipe at time t.

2.3. Heat-Supply Network Model

This model is based on the basic principle of heat transfer and pipe networks, with the interacting
power (Hex,i,t) between each area and heat-supply network, the flow of heat Hij,t, the node flow qi,t as
the main factors. The optimization variables are based on the energy conservation law (flow balance)
constraint, and the following simplified linearized hot water network model is established. In the
short-distance region, assuming that the temperature field of the hot network is a steady-state field,
the interaction node has no heat loss, and the heat energy loss is only related to the flow distance of
the heat flow in the pipeline, and the feed water temperature TH and the return water temperature TL
are constant. The time horizon and operating cost model applied are based on 24 h a day use.
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Figure 2. Area division and heat-supply network structure.

2.3.1. Basic Theory of Heat-Supply Network

(1) Thermal energy—flow constraint:

qi,t =
Hex,i,t

c(TH − TL)
(1)

Hex,i,t + ∑
i �=j

Hij,t = 0 (2)

where c is the specific heat capacity, taking 4187 J/(kg·◦C). Equation (2) is the thermal energy balance
equation of pipeline node.

(2) Thermal energy loss equation:

ΔHij,t =
∣∣Hex,i,t − Hex,j,t

∣∣ = {
δLij|Hex,i,t|, |Hex,i,t| >

∣∣Hex,j,t
∣∣

δLij
∣∣Hex,j,t

∣∣, |Hex,i,t| <
∣∣Hex,j,t

∣∣ (3)

m

∑
i=1

Hex,i,t − ∑
i �= j
i < j

ΔHij,t = 0 (4)

where ΔHij,t is the heat loss of the pipeline, Hex,i,t and Hex,j,t indicate the mutual thermal energy at
two ends of the pipeline at time t. δ is the thermal energy loss rate of pipeline for unit length, taking
0.1. |Hex,i,t| >

∣∣Hex,j,t
∣∣ represents thermal flow from node i to node j, and |Hex,i,t| <

∣∣Hex,j,t
∣∣ represents

thermal flow from node j to node i. Equation (4) means that the sum of interactive power and pipeline
thermal loss is 0.

2.3.2. Operation Cost of Heat-Supply Network Investment

(1) Investment cost of the pipeline:

Ch,inv = Kp, f ix ∑
i �=j

Lij + Kp,var ∑
i �=j

Lij (5)
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where Kp, f ix is the cost of laying pipeline and Kp,var is model cost of pipeline. Lij is the length of pipe
from i to j in heat-supply network.

(2) Electric charge for pump operation:

Ch,ope =
m

∑
i=1

Nt

∑
t=1

ηehr|Hex,i,t|Ke,i,tΔt (6)

where m is the number of CCHP co-supply systems. Ke,i,t is the unit price of power purchase at time t
for the region i. ηehr is the ratio of electricity consumption to transferred thermal quantity, which means
the amount of electricity consumed in the transmission of unit of thermal, taking 0.0059. Δt is the time
interval, take Δt = 1 h. Nt is the number of running time periods.

2.4. CCHP Mathematical Model

The lowest total cost is just the solution of the objective function. The proposal doesn’t refer
to a multi-objective method. In the process of programming and solving, available energy, various
types of load and the cost of unit power are input variables. The total cost of output, various types of
interactive power, the rated capacity of each unit and the output power of the unit at each moment are
output variables.

2.4.1. Objective Function

(1) Unit investment cost:

Ccchp.inv =
m

∑
i=1

( ∑
r∈ΩGT

Kr
gtW

r
gt.ix

r
gt.i + ∑

r∈ΩGB

Kr
gbWr

gb.ix
r
gb.i + KecWec.ixec.i + KacWac.ixac.i

+KPpvWPpv,i xPpv.i + KHpvWHpv,i xHpv.i + KeeWee,i xee.i)

(7)

where K is the unit capacity price of equipment. ΩGT and ΩGB are GT and GB alternative model
sets, respectively. Wr

gt.i, Wr
gb.i, Wec.i, Wac.i, WPpv,i, WHpv,i, Wee,i are respectively gas turbine sets,

gas boilers, electric refrigerator, absorption refrigerator, photovoltaic generating sets, photovoltaic
collector, electrical storage device capacity. xr

gt.i, xr
gb.i, xec.i, xac.i, xPpv.i, xHpv.i, xee.i respectively represent

the corresponding model equipment state of each equipment, taking values of 0 and 1.
(2) Operating cost:

Ccchp,ope =
Ne

∑
i=1

Nt

∑
t=1

1
Hng

[
∑

r∈ΩGT

Pr
gt.i,t

ηr
gt,i

+ ∑
r∈ΩGB

Hr
gb.i,t

ηr
gb,i

]
ΔtK f +

Ne

∑
i=1

Nt

∑
t=1

(Ke,i,tPex,i,t

+Kee,i,t|Pee,i,t|)Δt

(8)

Com = σCcchp.inv (9)

where Ccchp,ope is the total operating cost of the CCHP system. Ke,i,t is the electricity purchase price of
the electric grid. σ is the ratio coefficient of operation and maintenance cost, taking 0.03. Com is the
annual maintenance cost of the system. Pex,i,t is the interactive electric power between the system and
the electric grid. Pr

gt.i,t is the output power of the gas turbine, and Hr
gb.i,t is the heat energy output of

the gas boiler. ηr
gt,i and ηr

gb,i are the conversion efficiency of gas turbine and gas boiler, respectively.

K f is the price of natural gas, taking 2.37 Y = /m3. Hng is the calorific value of natural gas, taking
9.78 (kw·h)/m3 Kee,i,t is the electrical storage device running loss cost, taking 0.02 Y = /(kw·h).
Pee,i,t is the charge and discharge power of the electrical storage device.
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(3) CO2 emission tax model:

Cpun =
Nt

∑
t=1

(Pex,i,tμe + ( ∑
r∈ΩGT

Pr
gt.i,t

ηr
gt,i

+ ∑
r∈ΩGB

Hr
gb.i,t

ηr
gb,i

)μ f )Cc (10)

where μe and μ f are electricity emission factor and use gas emission factor, respectively, taking
0.8 kg/(kw·h) and 0.19 kg/(kw·h). Cc is the CO2 emission tax, taking 0.2 RMB/kg.

This paper will combine the above optimization objectives, investment cost, operating cost and
environmental cost, as the total objective function, as shown in the following expression:

minC = Ccchp.inv + Ch,inv + Ch,ope + Ccchp,ope + Com + Cpun (11)

where C is the integrated cost, and the lowest objective function value is the highest benefit.
The model does not involve a separate optimization discussion of each sub-objective functions
in the comprehensive target, and does not discuss the weighting of the sub-functions in the total
objective function.

2.4.2. Constraints

(1) Power balance constraint.
The electric balance, thermal balance and cold balance constraints at each time slot of each load

area are:
PL,i,t = ∑

r∈ΩGT

Pr
gt,i,t + Pex.i.t − Pec,i,t + Pee,i,t + Ppv,i,t (12)

HL,i,t = ∑
r∈ΩGT

(
Pr

gt,i,t

1 − ηr
gt,i

ηr
gt,i

)
ηhr,iηhe,i + ∑

r∈ΩGB

Hr
gt,i,tηhe,i − ∑ Hac.i.tηhe,i + Hpv,i,t

+Hex,i,t

(13)

CL,i,t = ∑ Hac.i.tEac.i + ∑ Pec.i.tEec.i (14)

where PL,i,t, HL,i,t, CL,i,t are the user’s demand for electricity, thermal and cold loads in area i at
time t. Pec,i,t is the electric power consumed by electric refrigeration; Ppv,i,t is the output power of

photovoltaic generator set. Pr
gt,i,t

1−ηr
gt,i

ηr
gt,i

is the power of residual heat by gas turbine. ηhr,i is the recycling

efficiency of the thermal collector, taking 0.75. ηhe,i is the efficiency of thermal exchanger, taking 0.9.
Hac.i.t is the heat energy power consumed by absorption refrigeration; Hpv,i,t is the output power of
solar collector. Eac.i and Eec.i are respectively the refrigeration efficiency of electric refrigerator and
absorption refrigerator for corresponding models in area i.

(2) Interactive power constraint:

Pmin
ex,i ≤ |Pex,i,t| ≤ Pmax

ex,i (15)

Hmin
ex,i ≤ |Hex,i,t| ≤ Hmax

ex,i (16)

where Pmin
ex,i and Pmax

ex,i are respectively the lower limit and upper limit for the electric power of the
tie line. Hmin

ex,i and Hmax
ex,i are the lower and upper bound value of heat-supply network circulating

power, respectively.
(3) Upper and lower bound for unit output:⎧⎪⎪⎪⎨⎪⎪⎪⎩

Pmin
gt,i,r ≤ Pr

gt,i,t ≤ Pmax
gt,i,r

Hmin
gb,i,r ≤ Hr

gb,i,t ≤ Hmax
gb,i,r

Pmin
ec,i ≤ Pec.i.t ≤ Pmax

ec,i
Hmin

ac,i ≤ Hac.i.t ≤ Hmax
ac,i

(17)
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where Pmax
gt,i,r and Pmin

gt,i,r are the upper and lower bound of type r GT output, respectively. Hmax
gb,i,r and

Hmin
gb,i,r are upper and lower bound of type r GB output, respectively. Pmax

ec,i , Pmin
ec,i and Hmax

ac,i , Hmin
ac,i are

upper and lower bound of EC and AC output, respectively.
(4) Electrical storage device constraint:

Si,t+1 = Si,t + ΔtPee,i,t, t = 1, 2, . . . , 24 (18)⎧⎪⎨⎪⎩
0.15Sman

i ≤ Si,t ≤ 0.9Sman
i

−0.3Sman
i ≤ Pee,i,t ≤ 0.3Sman

i
Si,1 = Si,24

(19)

where Si,t is the storage state of the electrical storage device. Pee,i,t is the charging and discharging
electric power at the corresponding time. In order to guarantee the service life and efficiency of the
electrical storage device, the lower limit of the storage capacity of the electrical storage device is 0.15 of
the total capacity, and the upper limit is 0.9 of the total capacity. Charging and discharging electric
power shall not exceed 30% of the total capacity. At the same time, it is guaranteed that the storage
state of the initial and ending time is the same.

(5) Photovoltaic output constraint:⎧⎪⎪⎨⎪⎪⎩
Ppv,i,t
ηPpv

+
Hpv,i,t
ηHpv

≤ Epv,i,t

0 ≤ Ppv,i,t ≤ Pmax
pv,i

0 ≤ Hpv,i,t ≤ Hmax
pv,i

(20)

where Epv,i,t is the available solar energy for each load area and ηPpv is the efficiency of photovoltaic
power generation. ηHpv is the collector conversion efficiency. The upper limit of Ppv,i,t and Hpv,i,t
are the rated power of the equipment. In conclusion, all models are integer linear models, so Lingo
software is used for calculation optimization [16]. The parameters involved in this paper are shown in
the Appendix A.

3. Results

This paper takes the integrated energy planning of a typical urban area in Shanghai (Caoxi
area) as an example, and divides it into three load areas, including commercial area, office area and
residential area according to local industrial and load characteristics, as shown in Figure 2. And all
kinds of time-of-use electricity prices in Shanghai are shown in Appendix A Table A2. Caoxi region
is determined by grid division of the Shanghai urban electric power network. The region is an
independent electric power supply ring network unit. On this basis, thermal and cold energy supply
are divided into blocks and centralized scheduling, photovoltaic power generating set and photovoltaic
collector are arranged on the sunny surface of each region. Among them, the residential area has
relatively high heat-to-electric ratio, which is between 1.3 and 3. The heat-to-electric ratio in the office
area tends to 1 and the heat-to-electric ratio in the commercial area is around 0.5. The equipment
parameters are shown in Appendix A Table A1, Various load values are shown in Appendix A Table A4.

3.1. Equipment Capacity Planning

The CCHP system without thermal network interaction is set as mode 1, and the CCHP system
with thermal network interaction is set as mode 2. In the planning, considering the actual load and
operation characteristics, the equipment with high utilization rate or high economic efficiency and
meeting the load requirements is selected according to the optimization results, the multi-energy flow
structure of the integrated energy system is redesigned. The optimized configuration and one-time
investment cost contrast are shown in Table 1.
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It can be seen from Table 1, after considering the heat-supply network, the configuration capacity
of gas turbine of users (commercial) with low heat-to-electric ratio increases significantly, while users
(residents) with high heat-to-electric ratio do not allocate gas turbine and gas boiler. When considering
the heat-supply network, the users with relatively low heat-to-electric ratio can increase the output of
the gas turbine to meet their own demand and reduce the electric power purchase, while the surplus
thermal energy can be used to subsidize other users with relatively high heat-to-electric ratio through
the heat-supply network. Therefore, the gas turbine capacity configuration in the commercial area
under mode 2 increases. At the same time, for the residents with high heat-to-electric ratio in mode 1,
the insufficient thermal energy can only be reignited through the gas boiler. While combined with
the heat-supply network, the thermal energy can be supplied by offices and business districts, so as
to reduce the output of gas boilers and reduce the configuration of gas boilers. On the other hand,
the users with low heat-to-electric ratio are given priority to deploy gas turbines, and the users with
high heat-to-electric ratio are given priority to deploy gas boiler. With the increase of heating network,
the overall thermal power ratio of the original high thermal power ratio area will be reduced, and gas
turbines will be selected for economy. Photovoltaic output and load characteristics are highly coupled,
so the number of photovoltaic generating units has been greatly increased to promote the consumption
of clean energy. After connecting to the heating network, the non-gas boiler configuration in residential
areas increases the capacity of the photovoltaic collector to supplement the increase of daytime heat
load; the gas turbine output in office and commercial areas is increased and the thermal energy supply
is sufficient. Under the economic target, the two areas omit the photovoltaic collector configuration.

Table 1. Comparison of CCHP system optimization configuration and one-time investment cost.

Equipment
Residential Area Office Area Commercial Area

One-Time
Investment Cost

Mode1 Mode2 Mode1 Mode2 Mode1 Mode2 Mode1 Mode2

Gas turbine/kw 1210 × 2 0 1210 × 2 1210 × 2 3515 5740 5513.5 4782.6
Gas boiler/kw 1300 0 0 0 0 0 11.3 0

Electric refrigerator/kw 50 50 0 0 0 50 4.1 8.2
Absorption refrigerator/kw 0 200 30 30 400 400 53.3 78.1

Photovoltaic generating set/kw 260 400 200 300 200 400 660 1100
Electrical storage device/kw 300 400 400 400 450 400 172.5 180

Photovoltaic collector/kw 450 650 150 0 150 0 615 533.6
Total investment cost/10,000 RMB 2413.7 1000 2118.2 2087.5 2437.8 3527.5 6969.7 6615

When planning the pipeline layout, the heat-supply network fluid flow qi,j is obtained using
Equation (1). Then, the cross sectional area of the pipeline (to limit the fluid flow velocity in the
pipeline) can be calculated from qi,j < Vi,jSi,j. The temperature of feed water TH is taken as 100

◦
C,

the backwater TL is 70
◦
C, and the peak velocity is 0.6 m/s. The planning results are shown in Table 2.

By comparing the investment costs of the two modes, it can be seen that mode 2 saves capacity
allocation of gas turbine and gas boiler, and mainly increases the cost of setting photovoltaic generating
and laying heat-supply network pipelines. The total investment cost of mode 2 is 6859 million yuan,
which is lower than that of mode 1 about 6969.7 million yuan.

Table 2. Thermal network planning.

Pipeline
Residential—Office

(L12)
Residential—Commercial

(L13)
Office—Commercial

(L23)

Maximum flow qi,j(kg/s) 2.2 × 10−3 0.011 4.4 × 10−3

Pipe radius (cm) 5 9 6
Running cost of water pump (RMB) 369 109 511

Cost of pipe laying (10,000 RMB) 84.7 59.5 99.8
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3.2. Operation Optimization

Through the above optimized configuration, the capacity of each regional equipment in different
cases is determined. Based on the previous research, the operating output of each unit is analyzed
as follows.

(1) Thermal network interaction energy and flow direction

As shown in Figure 3, after adding the heat-supply network, the commercial area with low
heat-to-electric ratio generates a large amount of excess thermal energy to supply thermal to the
heat-supply network while ensuring enough power supply for local area. The resident users with
higher heat-to-electric ratio absorb thermal energy from the heat-supply network. The office area
is close to the gas turbine heat-to-electric ratio at 9:00–13:00, and the thermal energy surplus is less
and there is no thermal load during the 20:00–8:00 period. The gas turbine keeps running due to the
electrical load, and supplies thermal to the heat-supply network. At 14:00–17:00, the office area absorbs
thermal from the heat-supply network. The interaction between CCHP system and the heat supply
network accurately reflects the configuration and operation of the energy supply equipment.
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Figure 3. Interaction diagram between each CCHP system and thermal network thermal energy.

It is stipulated that the flow direction of commercial and office districts to residential areas should
be positive, and the flow direction of commercial districts to office areas should be positive. In the
heat-supply network planning, about 30% allowance of pipeline radius is left. It can be seen from
Figure 4a that the flow direction is positive in each time period, that is, the pipeline L13 flows from
commercial area to residential area in 24 h. The flow rate of the pipeline L12 is 0 during the period
13:00–18:00 with no thermal flow, and the other times are positive. The thermal energy is transported
to residential areas from the office area during this period. The pipeline L23 is only positive at time
period 13:00–18:00, and the thermal energy flows from commercial area to office area, and there is
no thermal interaction at other time. Combined with the energy flow interaction analysis at each
time period in Figure 3, the thermal transfer capacity of commercial and residential pipelines is much
higher than that of other pipelines. However, by planning the radius of thermal network pipelines,
the velocity of each pipeline is maintained at a reasonable value. This laying method reduces the inert
effects and thermal loss of thermal transfer, while improving the efficiency of pipeline utilization and
investment economy.

It can be seen from above that the utilization rate of commercial-office heat-supply network pipe
L23 is low, and the pipe laying is far away and the cost is high. Therefore, considering that only the
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commercial-residential-office pipe should be laid, the pipeline velocity is shown in Figure 4b. After
omitting the pipe L23, the radius of pipe L23 increases from 5 to 6, the radius of pipe L12 remains
unchanged, the pipe utilization rate increases, and the laying cost decreases.
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Figure 4. Flow chart of heat-supply network pipelines between regions. (a) Flow chart of heat-supply
network pipelines of office → residential, commercial → residential, commercial → office; (b) Flow
chart of heat-supply network pipelines of commercial → residential → office.

(2) Comparison of interaction with electric power grid

Figure 5 shows that when the residential area is in the time period 0:00–9:00 electrical load valley
section in mode 1, the gas turbine operation meets the regional electric power demand. In mode 2,
the electric energy is provided by the electric power grid and photovoltaic unit. During the period of
12:00–15:00, due to the increase in PV configuration capacity and the increase in photovoltaic power
generation, the purchase of electricity is slightly reduced.

While the office area with relatively low heat-to-electric ratio is supplied to the thermal energy of
the region, except for the period 14:00–17:00 office area gas turbine decline in output, it has increased
the purchase of electricity to the electric grid. During the period from 23:00–8:00, the residential area
has less electricity and high thermal load. While the commercial area has a certain electrical load
and the thermal load tends to zero. At this time, the gas turbine output increases and complements
the energy characteristics of the residential area. Therefore, the utilization rate of the gas turbine
is increased, and it is more economical to use the distributed power source preferentially, and the
difference in energy consumption is supplemented by the electric power grid.

(3) Electric power output distribution

In Figure 6a, residential area system power load is mainly supplied by the electric grid, and makes
full use of photovoltaic power generation during the period 8:00–16:00, while the electricity price
in the valley section 21:00–7:00, 12:00–17: 00 charges the electrical storage device. During the peak
period of 8:00–11:00 and 18:00–20:00, the absorption refrigeration unit replaces the electric refrigeration
unit, and the residential area absorbs more thermal from the heat-supply network. At the same time,
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the charged electrical storage device discharges during this period to reduce the purchase of electricity
from the electric power grid and effectively reduce the peak-filling effect.

In Figure 6b, the difference between day and night electrical load of the office system is obvious.
The output of the gas turbine is almost the same as that of the electric power grid. The waste thermal
is recovered and supplied to the thermal load or the thermal load is supplied to the residential area
through the heat-supply network. Only absorption refrigeration units and no electric refrigeration
units are installed in the planning, and the output of absorption refrigeration units is maintained at
a higher level during the operation. We fully utilize photovoltaic power generation from 7:00–17:00,
and charge the electrical storage device at 23:00–5:00 and 13:00–18:00. During the period 8:00–12:00
and 19:00–21:00, the electrical storage device is discharged during the peak period of electricity price.
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Figure 5. Electric interaction with electric power grid. (a) Electric interaction with electric power grid
of residential area; (b) Electric interaction with electric power grid of office area; (c) Electric interaction
with electric power grid of commercial area.
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Figure 6. CCHP power output structure diagram. (a) CCHP power output structure diagram of
residential area; (b) CCHP power output structure diagram of office area; (c) CCHP power output
structure diagram of commercial area.

Similarly, in the commercial area with high heat-to-electric ratio in Figure 6c, the system electric
power load is mainly satisfied by the purchase of electricity from the gas turbine and electric power
grid. The gas turbine assumes the main power supply task. The electrical storage device charge and
discharge and photovoltaic power generation operation conditions in this area are similar to the above
two regions. The refrigeration unit operates at 23:00–5:00 during the electricity price period of the
valley section, and the cooling load is independently satisfied by the absorption refrigeration unit
during other periods. The load characteristics of residential and commercial areas and the analysis
of the operating conditions of the equipment after planning show that the load characteristics of
the two areas have strong complementary correlation characteristics. Compared with the operation
of the original independent CCHP system, the joint regional planning for joining the heat-supply
network reduces the repeatability of the equipment in each area while enhancing the multi-energy
complementarity. The division of energy between the areas with load characteristics is clearer and
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reflects the operation characteristics, including the centralized energy supply, large-scale equipment
and high utilization.

(4) Sensitivity of natural gas price

Figure 7 shows that as the price of natural gas rising, the operating costs of various regions
also increases. The operating costs of commercial areas with increased gas turbine capacity after
adding heat-supply networks increased obviously. In the later period of rising natural gas prices,
the cost-saving curve is flat and the savings are decreasing which means the increase in natural gas
prices has weakened the advantages of the heat-supply network. Due to the lack of electric heat-supply
equipment in the system, even if the price of natural gas rises, the gas turbine must operate to maintain
the energy demand of the thermal load. Therefore, when the gas turbines of each system maintain
low-line operation, the utilization efficiency of the equipment is low, and the effect of increasing the
comprehensive benefit of the heat-supply network to the system is limited.

 

0

5

10

15

20

25

1.8 1.9 2 2.1 2.2 2.3 2.37 2.5 2.6 2.7 2.8 2.9 3

op
er

at
in

g 
co

st
 

¥

¥/ ^3residential office
commercial model 2

0

0.5

1

1.5

2

1.8 1.9 2 2.1 2.2 2.3 2.37 2.5 2.6 2.7 2.8 2.9 3

op
er

at
in

g 
co

st
 

¥

¥/ ^3

(a) (b) 

Figure 7. Operating costs of each CCHP system under different natural gas prices. (a) CCHP system
operation costs of different areas; (b) the operation cost-saving of CCHP systems between two modes.

(5) Operating expenses

It can be seen from Table 3, in the planned residential areas, gas turbines and gas boilers were
abandoned, the photovoltaic capacity allocation was increased, and the carbon emission tax was greatly
reduced. In the office area, the difference in equipment capacity is small under mode 1 and mode 2,
and the output of the equipment is similar. The carbon emission tax fluctuations in different modes are
extremely small. After adding the thermal network, the gas turbine capacity in the commercial area
increased, the output of the equipment increased greatly during operation, and reduced the electricity
purchase from the electric grid. Compared with the large increase in output, the carbon emission tax
increased slightly which indicates the cleanliness of the gas turbine operation. The capacity allocation
of photovoltaic generator sets and photovoltaic collectors have a certain impact on the comprehensive
benefits of the carbon emission tax. However, the two projects have a large investment cost and the
unit output has uncertainty. After the addition of the heat-supply network, the total operating costs
of the three regions were reduced by 8.2% compared with the independent operating costs and the
carbon emission tax was reduced by 3.32%.

Table 3. CCHP system operating costs and carbon tax.

Categories

Mode 1 (RMB) Mode 2 (RMB)
Reduction

Proportion (%)

Residential
Area

Office
Area

Commercial
Area

Residential
Area

Office Area
Commercial

Area
-

Carbon tax 8621 8483 19,183 7372 8464 19,245 3.32
Operating cost 51,672 50,999 107,974 - 193,368 (total) - 8.2

4. Discussion

According to the operating characteristics, it can be seen that the gas equipment in the independent
area maintains low-load operation, and the economic dispatching is limited. The joint planning of
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joining the heating network reduces the repeatability of equipment in each area, and the division
of energy between the areas with load characteristics is more clear. It embodies the operating
characteristics of centralized energy supply and high utilization of equipment.

The multi-region comprehensive energy system based on thermal network interaction not only
saves the one-time investment cost, but also improves the overall operation efficiency while promoting
photovoltaic absorption. Of course, the application of the heat network has its limitations. If the load
characteristics between the regions are similar, the effect of increasing the heat network is not obvious,
the heat storage device can be considered. And the distance between the regions should not be too
long to reduce the heat energy transmission loss. In cold places, it can be used as a supplement to the
distributed thermal energy system as a thermal power plant system, and the benefits brought by the
construction of the heat network in the different load characteristics areas are particularly obvious.

This paper does not discuss the impact of surplus electric power inputted to electric grid and
prospective annual load change on the comprehensive energy capacity allocation plan, and it is also
simple to model the thermal network. The evaluation of the operation state of the comprehensive
energy system, such as the primary energy utilization efficiency and environmental benefits, can be
taken as the research direction of the next stage.

5. Conclusions

In this paper, the integrated energy system of typical urban residential, office and commercial
mixed areas in the city is connected through the heat-supply network for joint planning, and compared
with the original independent regional integrated energy system planning and operation, the following
conclusions are drawn:

(1) When natural gas prices fluctuate greatly, it is not recommended to configure large-capacity gas
equipment, and the appropriate capacity can be configured to meet the minimum load requirements.
The load characteristics of residential and commercial areas and the analysis of the operating conditions
of the equipment after planning show that the two areas are highly complementary. For areas with
low heat-to-electric ratio, the combination of gas turbine and absorption chiller is prioritized to
meet the cold and hot load. For areas with high heat-to-electric ratio, the output of gas turbine and
gas boiler should be balanced to achieve optimal working coordination. Inter-regional heat energy
interacts through the heat network, enabling multi-energy flow to achieve cross-regional distribution,
coordinated planning of multi-regional systems, Although the cost of heat network pipe laying has
increased about 2.44 million yuan, The total investment cost of mode 2 is lower than that of mode 1
about 1.1 million yuan, reduce proportion is 1.6%, especially the investment cost of gas turbine has been
reduced about 7.3 million yuan, reduce proportion is 13.3%. Significantly reduced the configuration
and investment of gas turbine and gas boiler, resulting in lower equipment costs.

(2) The primary investment cost of the electrical storage device is expensive, and the lower
economic benefit brought by the electrical storage device in the area to adjust the output of the gas
turbine. Therefore, the electrical storage device is mainly used to interact with the power grid, and the
peak value is filled with the price response. The integration of energy storage and heat network into
multi-regional joint planning can achieve multi-energy scheduling in time and space between regions.
In the modeling process, a carbon emission model was added. The investment cost of photovoltaic
generating set has been added about 4.4 million yuan, increased by 66.7%, it means the power of PV
output increased and promotes renewable energy consumption. After the addition of the heat-supply
network, the total operating costs of the three regions were reduced by 8.2% compared with the
independent operating costs and the carbon emission tax was reduced by 3.32%. The simulation
showed that the input of the heating network reduced the overall energy consumption of the system,
promoted the use of clean energy, and improved the local consumption capacity of distributed energy.
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Appendix

Table A1. Equipment parameters.

Type
Unit Investment Cost

(RMB /kW)
Single Rated Power Conversion Efficiency

Pthemalovoltaic generator set 10,000 - 0.175
Pthemalovoltaic collector 8210 - 0.56
Electrical storage device 1500 - 90

Absorption chiller 1240 - 1.26
Electric refrigerator 820 - 4.13

1#gas turbine 7216.3 1210 0.243
2# gas turbine 5749.9 3515 0.279
3# gas turbine 5429.45 4600 0.293
4# gas turbine 5289.7 5740 0.32
1# gas boiler 86.84 1300 0.85
2# gas boiler 75.14 1950 0.86
3# gas boiler 73.26 4560 0.9
4# gas boiler 71.83 5200 0.9

Table A2. Electricity purchase price.

Area Type

Purchase Price/RMB

Peak Period Flat Period Valley Period

8:00–11:00
18:00–20:00

6:00–7:00
12:00–17:00
21:00–22:00

23:00–5:00

Residential 0.677 0.377 0.377
Office, commercial 1.159 0.708 0.351

Table A3. Other parameters of integrated energy system.

Other Parameters Resident Commercial Office

Installable area (m2) 32,000 23,000 15,000
Average sunshine intensity (kw/(M2·d)) 0.669 0.669 0.669

Average annual sunshine hours (h) 1970 1970 1970
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Abstract: With the rapid development of distributed renewable energy (DRE), demand response (DR)
programs, and the proposal of the energy internet, the current centralized trading of the electricity
market model is unable to meet the trading needs of distributed energy. As a decentralized and
distributed accounting mode, blockchain technology fits the requirements of distributed energy to
participate in the energy market. Corresponding to the transaction principle, a blockchain-based
integrated energy transaction mechanism is proposed, which divides the trading process into two
stages: the call auction stage and the continues auction stage. The transactions among the electricity
and heat market participants were used as examples to explain the details of the trading process.
Finally, the smart contracts of the transactions were designed and deployed on the Ethereum private
blockchain site to demonstrate the validity of the proposed transaction scheme.

Keywords: blockchain; decentralized market; integrated energy transaction; transaction
scheme design

1. Introduction

With the promotion of technologies for distributed renewable energy (DRE) generators and
demand response (DR) programs, the boundaries between generators and consumers are becoming
blurred. Jeremy Rifkin presented the concept of energy interconnection, the cores of which are
renewable distributed energy and energy internet that would enable access to distributed energy and
fair trade [1]. This concept would also enable more forms of demand-side energy resources, such
as heat and gas, to participate in the market. Traditional electricity transactions will develop into
integrated energy resource (IER) transactions, which makes the transactions more complicated and
the management more difficult [2]. The direction of energy delivery is vital to enhance efficiency and
decrease energy consumption, such how to handle the first mile and last mile delivery logistics [3].
Therefore, designing an efficient trading scheme is vital to facilitate the development of the energy
internet. The management of transactions can be divided into two primary categories: centralized and
decentralized [4]. The centralized transactions may have such issues as high operating costs, excessive
time consumption, and security problems. To arrange scheduling instructions, the trading center
has to collect all information regarding the distributed energy, which will lead to personal privacy
concerns [5]. In addition, when the number of transaction users increase, the data information will
increase geometrically, which will increase the difficulty of scheduling resources in real time. Therefore,
several scholars have presented the idea of decentralizing the distributed energy transactions [6].

The preconditions for the distributed energy trading were analyzed [7], which included the
real-time information exchange, the self-optimizing strategy selection, the automatic transaction
settlement, and the trading platform decentralization for the local energy internet. In [8], a fully
decentralized microgrid platform, “Overgrid”, is presented in order to carry out peer-to-peer (P2P)
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transactions. An automated DR program is presented in [9], which is not fully decentralized, since
the transactions are considered at the level of energy aggregators, together with being not for each
individual part. In both [10,11], the multiagent system is adopted to realize grid decentralization. Each
of the energy consumption devices is controlled by the agent that may respond to the signals from the
network. Also, in [12], the action policy put forward by each agent (termed as “scheduler” in this paper)
becomes more complex, meanwhile considering more traffic issues. The distributed optimization
algorithms are also employed for the purpose of decentralizing the power grid dispatching, for
instance [13]. A decentralized price-based DR system is presented in [14], wherein, the price signal
is adjusted by the difference in the supply and demand, and the users can adjust their demands in
accordance with the signal.

Thereafter, blockchain has been considered as one of the emerging technologies, which can be
employed for developing a platform for the decentralized energy transactions [15]. Considering the
blockchain technology’s characteristics of being open, decentralized, transparent, and tamper-resistant,
it has the potential to effectively improve the efficiency of transactions, in addition to ensuring
transaction security [7]. Study [16] concentrates on security issues for energy interactions and
information in electric vehicles cloud and edge computing, and [17] proposes a framework based
on hierarchy and distributed trust to maintain security and privacy. Solutions, methodologies and
technical considerations for addressing issues of data protection, security and privacy are described
in [18]. Meanwhile, blockchain is conducive to effectively improve the efficiency of transactions.
In comparison with other methods, the main benefits associated with the blockchain adoption for the
decentralized energy trading are that a third-party intermediary (for instance, a distribution system
operator) is not required for the management and security of the energy transactions; and different
kinds of energies (electricity, heat, etc.) can be freely traded [5], catering to the requirements of
IER trading. Currently, blockchain technology has been thoroughly studied for its basic principles,
characteristics, and applications in finance, energy and other fields [19–21]. Some research works have
been carried out addressing the technical details of blockchain in order to scale up both the volume and
speed of transaction by adopting the research results of cloud storage [22,23]. The research dealing with
the applications of blockchain technology in energy transactions can be divided into three categories.
The first category is the feasibility analysis, concentrating on the application possibilities and its
capability with the trading mechanisms, for instance, renewable energy transactions, ancillary services,
and large consumer’s direct power trading [24–26]. The second category involves the research on the
transaction process design and the smart contract design, for instance, automatic demand response,
EV charging, and DRE’s P2P transactions in the distribution network [27–31]. The third category deals
with analysing the effect on the retail electricity market if the blockchain is widely utilized in the
distributed power transactions [32]. However, the current trading mode lacks consideration for the
multiple energy types as well as multilateral trading parties in local IER transactions.

This study applied blockchain to the transactions among local IER resources. The idea of
blockchain-based decentralized trading was put forward for the realization of the coordinated
allocation of local IER resources. Corresponding to the transaction principles, a blockchain-based
integrated energy transaction mechanism is proposed, dividing the trading process into two stages:
the call auction stage and the continues auction stage. We designed the smart contracts of the users’
energy demands, the trading matchmaking, and the trading settlement, which were deployed on a
private chain on the Ethernet for the simulation of the transaction process. The results can promote
the development of a blockchain-based IER trading protocol as well as the engineering application of
IER transactions.

The organization of this paper is as follows. Section 2 provides introduction to the blockchain
technology and its applicability to the distributed energy transactions. Section 3 puts forward the
decentralized IER transaction mechanism. Section 4 presents both the functions and elements of the
smart contracts built and deployed on the Ethernet. Section 5 presents a simple case study, aimed at
validating the transaction mechanism proposed.
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2. Blockchain and Decentralized Energy Transactions

2.1. Blockchain and Smart Contracts

Blockchain is a chain structure in which all transaction data are packed into blocks, and
the blocks are connected in chronological order [30]. Using the technology of the asymmetric
encryption, the Merkel tree, and the proof of work consensus mechanism, the transaction data can be
transparent, non-destructive, and traceable. The essence of a blockchain is a decentralized distributed
database. Compared with the traditional database, blockchain has the advantage that the data are
tamper-resistant; therefore, information is safe. However, if blockchain is only applied to data storage,
its function is limited. Therefore, it is proposed to combine blockchain with smart contracts to achieve
more complex functions.

A smart contract is a set of digital programs that prescribes the rights and obligations to the
consumer that is automatically executed by the computer system [15]. When an agent executes a
contract locally, the other agents will update the contract’s content to reach a new consensus. Thus,
a credible partnership can be established in a distributed system without central supervision. The
blockchain is the supporting technology of smart contracts and the Ethernet is the most widely used
open source blockchain platform [33]. However, for the mass adoption of this technology, volume
and speed of transaction processing need to be scaled up. There is presently an unresolved tension
between scalability, security, and decentralization concerns, as only two of them at a time can (so far)
be addressed satisfactorily. To address the trilemma, several solutions have been proposed, such as
off-chain interaction technology.

2.2. Off-Chain Interaction Technologies

Each action on the main-chain is packed and recorded into a block, which is time-consuming
and limits the transaction speed. To improve the speed of the transaction processing on blockchain,
off-chain technologies that build onto the main-chain are proposed. Base-level protocols do not need
to change. Instead, they exist as smart contracts on the Ethereum site that interact with off-chain
software. The function of a public blockchain can be expanded such that the security and irreversibility
are ensured.

The typical “off-chain” technologies include state channels, Plasma, and Truebit [34]. State
channels and Plasma allow interactions outside the blockchain such that the platform will have
an increased transaction throughput. Truebit completes the complex calculations in the smart
contracts that are off-chain. This reduces the cost of executing smart contracts, i.e., gas in Ethereum,
while completing those operations with costly computation expenses or those that cannot be
completed on-chain.

Off-chain technologies allow transactions to achieve a balance among speed, irreversibility, and
costs by sacrificing a little decentralization. Therefore, blockchain may be applied to more extensive
and complex trading modes.

2.3. Decentralized Transactions of Integrated Energy

Distributed exchange models were first applied to the financial field. With an increase in the types
of tokens, the circulation among them became more difficult. Centralized exchanges are confronted
with multiple risks, such as network security and protection. To solve these problems, the open source
community has completed a series of attempts to build distributed exchanges, such as EtherDelta,
0x protocol, Loopring and Kyber Network. The core of the distributed exchanges is a decentralized
trading protocol, which is based on blockchain [35]. This study uses Loopring as an example to explain
the exchanges’ working mechanisms. In Loopring, a user authorizes the matchmaking contract to
transfer the tokens to a smart contract. The exchange searches for a set of orders that can be matched
and transfers the matching results to the smart contract’s address after the user signs in, then the
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order can be matched off-chain and the asset is secured [36]. By using the off-chain technologies, the
distributed exchanges can complete complex deals.

The distributed exchanges on blockchain can meet the demand which integrated energy requires
in market transactions. First, the characteristics of blockchain, such as equality and decentralization,
can support the numerous peer-to-peer transactions among the distributed energy resources. Second,
the managers of the energy subsystems are different, but blockchain provides multiple users with a
decentralized and trustless power market to reduce transaction costs. Third, smart contracts provide a
platform for the implementation of advanced transactions [37]. As the decision-making mode of the
energy system gradually transforms to the distributed mode, the users’ decisions and transactions can
be written into contracts to ensure efficient decision-making and fair transaction.

3. Transaction Framework of Distributed Integrated Energy Trading

In the distributed energy trading framework designed in this paper, we assumed that each
user had a blockchain account with a pair of keys, i.e., a public key and a private key [4], and
that smart meters were available to upload power data to the network. An energy usage plan
should be determined before the trading session. The participants in the distributed energy trading
must authorize the exchange to transfer a set number of tokens from their blockchain accounts to
multi-signature wallets. Inspired by the mechanism of the stock market exchange, the transaction
process proposed in this paper is divided into two stages: the call auction stage and the continuous
double auction stage. The schematic process is presented in Figure 1. The energy buyer authorizes
the exchange so that the software could transfer a set number of tokens from the blockchain account
to multi-signature wallets (signed by both the buyer and the exchange). The order contracts which
contain the buyers’ order information and the sellers’ information can be sent to the exchange with
the digital signatures by using their private key. The exchange classifies the orders provided by the
buyers and the sellers, followed by combining them into order books. The form of the order books
requires conforming to two principles: the same kind of energy and the same delivery time, so that the
two principles could enter the settlement within the same trading period T. Thereafter, the transaction
processing contract or the matchmaking trading contract will facilitate the transactions. Moreover, the
settlement contract will be created and deployed to the main chain for the purpose of ensuring the
assets’ safety for the traders. After reaching the transaction agreement, the smart meters’ data will be
uploaded to the settlement smart contract automatically and the tokens will be transferred as well.
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Figure 1. Process diagram of the transactions.
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The parameters used in this section are given in abbreviations Table 1.

Table 1. Abbreviations.

Items Meaning

PCHP(t) The electricity production of CCHP at time t
FCHP The natural gas consumed by CCHP

ηCHP,E The electricity generation efficiency of CCHP
QCHP The recovered heat energy of CCHP

ηCHP,H The heat recovery efficiency of CCHP
PGi The energy amount provided by energy seller i
pmin

Gi The price floor of energy seller i
PDj The energy demand of the buyer j
σ The difference between energy demand and supply
λ0 The initial quoted price broadcasted to buyers
λk The energy price in kth iteration
ρ The step length set in the iterative process

αi,ωi The coefficients of the electricity user i’s utility function
UDi(PDi) The benefit of the electricity user i if PDi is purchased

πDi The profits of electricity user i
Eth,i The ith energy seller’s profit
P′

Gi The actual energy amount provided by the ith energy seller
pT The energy’s price
τ The penalty parameter if the actual energy is too much or too little

τb(t) The buyer’s appraisal price in the tth iteration of trading
τs(t) The seller’s appraisal price in the tth iteration of trading
pcall The energy price got form call auction

pObid(t) The optimal purchase price in the tth iteration of trading
pOask(t) The optimal selling price in the tth iteration of trading

ηb, ηs ∈ (0, 1] the increment rates of the buyer’s and seller’s quotation

3.1. Call Auction Stage

During the call auction stage, the seller and buyer will make disposable matchmaking transactions
providing guiding prices for various types of energy at each period in a day. The matchmaking
transaction may be used as a reference for the quoted price during the double auction stage. It should
be noted that while there are many ways to hold a call auction, this paper uses only one of them.

Besides the proceeding transaction process, the process in call stage has its own features:
(1) In call stage, a demand order contract address is required for each buyer’s order; and the

seller i writes its supply pT
Gi and price floor pT,min

Gi during the trading period T into its bid order. For
presentation purpose, the superscript letter T of parameters are omitted in the following.

(2) All the information is sent to the exchange, which is responsible for classifying the orders into
groups based on the energy types and trading time. The orders in the same order-book will be sent to
one transaction processing smart contract, and the contract calculates the maximum value of the price
floors submitted by all sellers, followed by delivering the price signal to the demand order contract.
Demand (obtained from the demand order contract) and supply are followed by adjusting the price
signal in accordance with the Formulas (1)–(3).

(3) In each interaction, the demand order contract modifies the amount of demand in accordance
with its utility function. In the meantime, the supply is calculated at the quoted price signal. The
interactions end until Formula (4) is satisfied.

σ =
NG

∑
i=1

PGi −
NL

∑
j=1

PDj (1)

λ0 = max(pmin
Gi ) (2)
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λk+1 = λk + ρ · (σ/
NG

∑
i=1

PGi) (3)

σ ≤ ε (4)

We use the power buyers as an example. The electricity users’ utility function [38] and profit
function are shown as Formulas (5) and (6). Meanwhile, there are constraints on the users’ purchase
quantity, per Formula (7).

UDi(PDi) =

{
−αiP2

Di + ωiPDi PDi ≤ ωi/2αi
ω2

j /4αi PDi > ωi/2αi
(5)

πDi = UDi(PDi)− λPDi (6)

Pmin
Di ≤ PDi ≤ Pmax

Di (7)

Based on the principle of profit maximization, the demand can be calculated according to
Formula (8):

PDi =

{
(ωi − λ)/2αi Pmin

Di ≤ ωi/2αi
Pmin

Di Pmin
Di > ωi/2αi

(8)

Therefore, according to price λk+1
i , corresponding PDi is provided by electricity users. This process

can be written as a contract, which is deployed on the side-chain managed by the exchange, and
executed off the main chain.

(4) When Formula (4) is satisfied, pre-transaction orders are generated. The exchange adjusts the
orders as per the amounts of another type of energy provided by the multi-energy sellers.

For instance, the sellers, capable of supplying two or more types of energy, require special
handling. The pre-transaction orders should be adjusted in accordance with their operation
mode. For instance, combined cooling, heating and power (CCHP) follows the supply formula
presented hereunder:

PCHP(t) = FCHP(t)ηCHP,E (9)

QCHP(t) = FCHP(t)(1 − ηCHP,E)ηCHP,H (10)

The operation mode should be determined through the determination of either the power by
heat or the heat by power. In case of determination of power by heat, the pending transaction will be
based on the power. The heat energy supply is subsequently calculated in accordance with the power
transaction volume. The exchange will replace the heat seller having the same amount, but at a higher
price in the same period, and vice versa.

(5) The transaction processing smart contract creates objects for the settlement contracts based
on the consensus of the transaction. Following the settlement, the transaction amount is calculated in
accordance with the Formula (11), which is based on the seller’s smart meter’s data. The money Eth,i
in the multi-signature wallet is subsequently transferred to the seller by the means of state channels:

Eth,i = P′
Gi · pT · τ (11)

3.2. Continuous Double Auction Stage

After the call auction, traders who do not have a deal and new traders can hold continuous double
auctions. During the trading cycle, buyers and sellers can submit their quotations at any time. The
buyers’ prices are ranked from high to low and the highest quotation is the optimal purchase price.
The sellers’ prices are ranked from low to high and the lowest quotation is the optimal selling price.
The buyer who has the highest quotation can match the seller who has the lowest quotation. When
the optimal purchase price is higher than or equal to the optimal selling price (the price margin is less
than or equal to zero), a deal can be made, as Figure 2 shows. Actual price is the average price of the
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two quotations. If the prices are identical, the transactions are completed according to the quotations’
submission time. During the matchmaking process, the matchmaking smart contracts need to update
the status of each quotation (withdrawal or addition) in real time.

Figure 2. Matching process of continuous double auction.

During the auction, market participants can adjust their quotations based on market information
for the next cycle of trading until the total amount of electricity is sold out or the trading time is cut off.
After completing the matching transactions, the two sides create the settlement smart contract and
transfer the tokens.

Unlike the centralized approach, in the continuous double auction stage, the individuals
participating in energy trading are interested in maximizing its utility (energy to be requested) without
concern for the interests of others. Every participant can submit bidding to the matching contract at
each trading interval. In this paper, we assume all participants adopted the AA strategy [39], which
adjusts the price according to the marketing environment.

Before entering the market, each buyer and seller calculate an appraisal price according to the
expected purchasing price, production cost, deal price from the centralized competitive bidding stage
and trading willingness [39]. Thus, the buyer’s quoted price pb(t) and the seller’s quoted price ps(t)
are calculated according to Formulas (12) and (13), respectively:

pb(t) =

{
pcall , t = 1
pObid(t) + ηb(τb(t)− pObid(t)), t ≥ 2

(12)

ps(t) =

{
pcall , t = 1
pOask(t)− ηs(pOask(t)− τs(t)), t ≥ 2

(13)

In the first iteration of trading, the results of the call auction are used as the optimal purchase
price and the optimal selling price. In the following transactions, if the sellers and the buyers have not
completed a deal, the buyer and the seller can adjust the quotation according to the base price and the
current optimal selling price.

4. Formulation of Smart Contracts

Off-chain interaction technology is still in the initial stage of development; even the most mature
application, Lightning Network, which promises to ease network congestion by moving transactions
off the main blockchain, while it has not been suitable for high value payment system in light of
security, only realizes the micropayment function in the network. Therefore, we will only discuss the
contract related to the transaction mechanism in this paper. This section will discuss the construction
of smart contracts by using the transaction between the distributed generators and electricity users as
an example.
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The transaction process involves five smart contracts in chronological order, including the
transaction processing in the call auction stage, the determination of each user’s demand, the
adjustment of scheduled orders, the matchmaking in the continuous double auction stage and the
transaction settlement.

4.1. The Transaction Processing Contract

The input of this contract is the supply amount during a certain period and the corresponding
price floor submitted by the sellers. The smart contract will record all orders and calculate the total
power supply at the power price obtained by the iterative double auction. The smart contract will
subsequently adjust the price and send the new price to the address of the customer’s demand order
contract. The outputs include new electricity price (being sent back to the user’s wallet when the
iterative termination criteria are not satisfied) and the trading volume of each seller (output when the
iterative termination criteria are satisfied).

When electricity supply equals the demand, the contract will check whether the heat orders have
been processed. If so, the contract will do two jobs. One is to calculate the heat supply according to the
quantity of electricity provided by the CCHP and then transmit the data to the adjustment contract of
the scheduled heat sellers. The other is to adjust the scheduled sellers according to the power data from
the adjustment contract of the scheduled heat sellers and replace the same amount of electricity bought
from the generators with the highest price floor. The basic elements of the contract are provided in
Table 2.

Table 2. Basic elements of a transaction processing contract.

The Parameters’ Name Type Meaning

Seller address Address Account address of sellers
Electricity supply Uint Determined by sellers

Heat supply Uint Determined by DG type and the DG’s electricity supply
Price floor Uint Determined by sellers

The delivery time Int256 Determined by sellers
Demand order contract’s address Address The demand order contract’s address of the Order Set

Price Uint Initial value is determined by the average value of price
floor. Final value is determined by iterative double auction.

4.2. Demand Order Contract of Electricity Buyers

The buyers should transfer a deposit to the multi-signature wallet’s address according to the local
electricity retail price. This part of the work is done before the buyer joins the market (building a status
channel or joining the side-chain managed by the exchange). The input of this contract is the energy
type, energy amount, and delivery time of sellers and buyers. The output includes the buyer’s address,
the seller’s address, the energy amount and the energy price.

The function of this contract is to calculate user demand according to the price provided by the
transaction processing contract. The basic elements of the contract are shown in Table 3.

Table 3. Basic elements of a demand order contract.

The Items of Contract Type Meaning

Buyer address Address Account address of the buyer
Total amount Int256 Determined by the buyer’s strategy

The delivery time Int256 Determined by the buyer

4.3. The Matchmaking Trading Contract

The matchmaking trading contract checks the delivery time and the energy type of the sellers
and the buyers and classifies buyers and sellers of the same delivery time according to bid price. The
contract then matches the sellers and buyers by the transaction mechanism presented in Section 3.2.
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The basic elements of the contract are shown in Table 4.

Table 4. Basic elements of a matchmaking trading contract.

The Parameters’ Name Type Meaning

Seller address Address Account address of sellers
Seller’s energy type Uint Determined by sellers, use 0 for electricity, 1 for heat.

Seller’s energy quantity Uint Determined by sellers
Seller’s energy price Uint Determined by sellers

Sellers’s delivery time Uint Determined by sellers
Buyer’s energy type Uint Determined by buyers, use 0 for electricity, 1 for heat.

Buyer’s energy quantity Uint Determined by buyers
Buyer’s energy price Uint Determined by buyers
Buyer’s delivery time Uint Determined by buyers

4.4. The Settlement Contract

By means of the settlement contract, the funds can be automatically transferred according to the
pre-agreed terms and deal terms after the delivery time of the transaction. The basic elements of the
contract are shown in Table 5.

Table 5. Basic elements of a settlement contract.

The Parameters’ Name Type Meaning

Seller address Address Account address of sellers
Buyer address Address Account address of buyers

Target energy amount Uint Determined by the transaction result
Price Uint Determined by double auction

Actual energy amount Uint Determined by the seller’s electricity supply
Penalty parameter Uint Determined by pre-agreed terms
The delivery time Int256 Determined by sellers

The energy amount supplied by the sellers is submitted by smart meters. The settlement rules
should be clarified in the market access agreements signed before the smart contract is created. After
the delivery period, the electric data will be transferred to the settlement contract. The contract will
be executed and the tokens will be transferred from the multi-signature wallet to the multi-signature
wallet of the seller and the exchange account.

5. Case Study

To verify the effectiveness of the transaction mechanism proposed in this paper, the smart contracts
for the distributed transaction were released on the test network of the Ethernet for simulation. There
were five electricity buyers, in addition to four generators, merely providing electricity and two CCHP
in this test. One of the two CCHP works to determine power by heat operation mode (this CCHP joins
in the heat transaction processing contact) and other works in the determination of the heat by power
operation mode (this CCHP joins the electricity transaction processing contract). We employ the Remix
platform to test the smart contracts.

5.1. Deploying the Demand Order Contract of Electricity Buyers

The demand order contract consists of a constructor, a power calculation function, a data transfer
function, and auxiliary functions. Constructor function has the same name as the contract. With the aid
of this function, the contract can be deployed preliminarily and the initial variable can be initialized.
The inputs of constructor are the parameters of the electricity buyers’ demand strategies, which are
shown in Table 6. These buyers create the demand orders and send them to the exchange address. This
paper places all user data into one contract for demonstration purposes.
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Table 6. Parameters of users’ demand function.

No. 2αi ωi Pmax
Gi (×100 kW) Pmin

Gi (×100 kW)

1 0.34 42.5 2.46 0.4
2 0.33 30.6 1.85 0.5
3 0.23 33.1 2.4 0.8
4 0.32 36.7 1.8 0.7
5 0.20 40.3 2.7 1.0

We use Solidity programming language, which is a contract-oriented, high-level language
designed to target the Ethereum Virtual Machine (EVM), to build the contracts. Considering that the
Solidity does not support decimal numeric storage, in order to ensure the accuracy of the calculation
results, the initial data are magnified. The values of the buyers’ parameters are magnified 100 times as
the constructor input. The operating results of the contract are shown in Figure 3, which indicate the
state of execution of the contract, the address of the contract, the address of the executor, the gas value
of the execution of the contract, the contract’s hash value, the log, and other information.

Each step of the statement will consume a certain 
amount of gas. If gas runs out while some statements are 

still not executed, all operations return to initial state.

The state of contract’s 
implementation

The inputs are values of the 
users’ parameters which are 

magnified 100 times.

Total gas value

The hash value

successfully executed

The address of demand 
order contract

 

Figure 3. Input of the buyers’ characteristic parameters.

The demand order contract calculates the output based on the quoted price according to
Formulas (9) and (10). As shown in Figure 4, the outputs of four users from the initial quotation
(11 Finney/MW, where Finney is the unit of virtual currency in Ethereum) are 920, 590, 960, 800 and
1460 kW.
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Initial quotation 

Four users’ outputs 

 
Figure 4. Buyers’ demand value at the initial quoted price.

The call function can transmit the output of each electricity buyer to the transaction processing
contracts. In case of being successful, call function will return a Boolean parameter “true”. The process
is presented in Figure 5. An array of five integer variables, presenting the buyers’ electricity demand,
was transmitted from the address of the demand order contract to the transaction processing contract.

The address of the transaction processing  contract

Returning true indicates that power value 
is transmitted from the address of the 

demand order contract to the transaction 
processing contract successfully.

The address of the demand order contract

The address of the demand transaction 
processing contract

The amount of the demand

 
Figure 5. Transferring of buyers’ demand using the initial quoted price.

5.2. Deploying the Transaction Processing Contract

The transaction processing contract can be deployed on the exchange’s wallet, to which the energy
buyers transfer a margin prior to trading. This contract consists of a constructor, an input interface
function, call functions, a price adjustment function, a supply amount calculation function, the other
kind of energy’s amount calculation function, a seller readjustment function, and auxiliary functions.
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The assumed seller’s parameters are presented in Table 7. It requires observation that only the
sellers, having the same delivery time, will be sent to the same contract.

Table 7. Sellers’ parameters.

No.
Generator Type

(1 for CCHP, 0 for
Normal DG)

Delivery
Time

PG
(×100 kW)

The Corresponding
Price (Finney/MW)

Pmin
G

(×100 kW)

The Number of
Bidding’s
Piecewise

1 1 8:00–9:00 150,100,150 11,13,15 50 3
2 0 8:00–9:00 100,50,50 9,12,14 30 3
3 0 8:00–9:00 20,15,15 5,8,11 0 3
4 0 8:00–9:00 100 6 0 1

The result of input interface is presented in Figure 6. Furthermore, the initial quotation
(11 Finney/MW) is transmitted to the buyers’ demand order contract, and the process is recorded in
an event. By the call function, the integer data 1100 is transferred from the address of the transaction
processing contract to the demand order contract, as presented in Figure 7.

The type of energy. 
1 denotes CCHP

The amount of energy 

Sellers’ floor price

 Minimum supply

The number of bidding’s piecewise

 

Figure 6. Input of sellers’ parameters.

Returning true indicates that initial 
quotation  is transferred from the address of 

the  transaction processing contract to the 
demand order contract successfully.

The address of the demand order contract

The address of the demand transaction processing contract

The address of the demand order contract

Initial quotation

 
Figure 7. Record of transferred quoted price.
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The output returned by the demand order contract is [92,59,96,80,146]. Thereafter the transaction
processing contract adjusts the prices in accordance with the values for Formulas (1)–(3) and the
updated price is 12.21 Finney/MW. The supply calculation function calculates the electricity provided
during the iterations, which is 4500 kW. Also, if the supply is not equal to demand, then proceed to the
next iteration.

Following three iterations, the buyers’ demands are 890, 550, 900, 760 and 1400 kW
correspondingly, while the price is 12.24 Finney/MW. Subsequently, setting the balance indicator
inside the contract to be “true” and checking the balance indicator of heat transaction processing
contract. If the indicator is “true”, then this contract will get the electricity generated by the CCHP that
is scheduled by the heat transaction processing contract and send the heat generated by the CCHP
which is scheduled by this contract. The way to transfer data between contracts is same to the call
function mentioned above.

The sellers’ scheduled energy amount is presented in Table 8. Assuming the electricity
amount received from the heat transaction processing contract is 400 kW, which is provided
by the CCHP “0xdd870fa1b7c4700f2bd7f44238821c26f7392148”. The adjustment is recorded
as an event, which is presented in Figure 8. This figure suggests that the seller
“0x14723a09acff6d2a60dcdf7aa4aff308fddc160c” reduces 400 kW.

Table 8. Sellers’ scheduled energy amount before adjustment.

Seller Address The Scheduled Amount before Adjustment

1 0xca35b7d915458ef540ade6068dfe2f44e8fa733c 150
2 0x14723a09acff6d2a60dcdf7aa4aff308fddc160c 150
3 0x4b0897b0513fdc7c541b6d9d7e929c4e5364d2db 50
4 0x583031d1113ad414f02576bd6afabfb302140225 100

5.3. Deploying the Matchmaking Trading Contract

This contract realizes the matchmaking of the sellers and the buyers in accordance with the
method in the continuous double auction stage. This contract consists of a constructor, two input
interface functions, a matchmaking function, a withdraw function and auxiliary functions.

The two input interface functions are used to receive the data from both the sellers and buyers,
together with distributing them into order sets of different times and energy types. The interface
function for the buyers is “payable” function, requiring the buyer to send its’ advance deposit. The
bidding of buyers and sellers is presented in Table 9. With regard to the demonstration purposes, they
are assumed to bid for the same energy type and delivery time.

Table 9. The bidding of buyers and sellers.

Seller
Energy Type (0 for

Electricity, 1 for Heat)
Energy

Amount
Delivery Time (1 h

as an Interval)
Bidding Price

(×0.01 Finney)
Appraisal Price
(×0.01 Finney)

seller0 0 20 8 930 600
seller1 0 80 8 1071 900
seller2 0 50 8 1158 1100
Seller3 0 50 8 1211 1200
buyer0 0 40 8 1112 1112
buyer1 0 30 8 1215 1215
buyer2 0 70 8 1075 1075
buyer3 0 50 8 1180 1180
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The address of seller 1

The scheduled energy amount after 
adjustment 

Before adjustment, 
seller 2 has 

1500kW. After 
adjustment, seller 2 
has 1100kW. Thus, 

seller 2 reduces 
400kW.

The address of seller 2

The scheduled energy amount after 
adjustment 

The address of CCHP

Before adjustment, 
CCHP has 0kW.  

After adjustment, 
CCHP has 400kW. 
Thus, CCHP gains 

400kW.
The scheduled energy amount after 

adjustment 

 

Figure 8. Record of the sellers’ scheduled amount after adjustment.
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The matchmaking function finds the highest buyers’ bidding price and the lowest sellers’ bidding
price, followed by comparing them and calculating the transaction price and amount. If the bidding
is executed in all, the contract will set the state indicator of the buyer or the seller as “true” in order
to exclude them from the order set. The transaction in the first round is recorded in the event, called
“Transaction log”, as presented in Figure 9. The Seller0 sells Buyer1 200 kW at 10.72 Finney/MW, and
the state indicator of Seller0 is set to be “true”, implying that the Seller0’s energy has been sold out.

 
Figure 9. The transaction log in the first matchmaking round.

Other functions are common in the functional design of smart contracts. The heat bidding can be
processed in the same manner.

Over the trading cycle, there are 5 transactions concluded in 2 rounds of trading, as presented in
Table 10.

Table 10. The transactions’ information over the trading cycle.

Trading
Cycle

Transaction
Sequence

The Transaction
Parties

Energy Amount
Transaction Price
(×0.01 Finney)

Round 1 1 Seller0→Buyer1 20 1072
Round 1 2 Seller1→Buyer1 10 1143
Round 1 3 Seller1→Buyer3 50 1125
Round 1 4 Seller1→Buyer0 20 1091
Round 2 5 Seller2→Buyer0 20 1112

5.4. Deploying the Transaction Settlement Contract

The transaction settlement contract primarily comprises the constructor, the funds transferring
function, and auxiliary functions. This contract should be deployed on the main chain of Ethereum
and the transfer of funds should be confirmed by the multiple signatures (the exchange and the buyer).

This paper takes the Seller0 and the Buyer1 in Table 8 as an example for the illustration of the
process of the transaction settlement when the energy has been delivered.
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The input parameters of the contractor function include “0xb868ab9cf247345f586fa0f0750
ce110c2202db3” (the address of the user), 200 kW (the target output), 10.72 Finney/MW (the
transaction price).

Assuming that the actual output of the seller is 150 kW, which is insufficient, the seller faces a
punishment that the contract is settled at 90% of the transaction price. The amount that the buyer
requires paying to the seller is presented in Figure 10. It records the transfer of tokens between the two
addresses in the form of an event.

The address of seller0

The amount of transaction The address of 
buyer1

The address of 
seller0

Contract address

Figure 10. The record of the amount transferred in Metamask.

These contracts were deployed on Metamask, an application allowing the users to run Ethereum
dApps in a browser. The event that records the transaction’s process is presented in Figure 10. This
figure reveals that 1.4472 Finney has been transferred from the address of the generator to the user.

5.5. Transaction Mechanism Comparision

The social welfare and market efficiency [40] are chosen as the evaluation indicators in order
to compare the mechanism put forward in this paper, the single call auction mechanism and the
single continuous action mechanism. The social welfare of the proposed mechanism, the single call
auction mechanism and the single continuous action mechanism is 130.88 Finney, 130.49 Finney
and 121.72 Finney, correspondingly. Market efficiency is the ratio between actual social welfare and
maximum social welfare 134.18 Finney (all transactions are dealt with at a time, which is unrealistic
because of the renewable energy’s forecast errors and uncertainty of consumers’ behaviors), which are
97.25%, 97.54% and 90.71%, correspondingly.

In accordance with the principle of economics, when the market transaction price is equal to the
equilibrium price, social welfare is the largest, which is the situation with maximum social welfare.
In the single call auction mechanism situation, the market is cleared once in each trading cycle
(for instance, once in an hour); if the seller’s or buyer’s delivery time is close to the bidding time,
it would not have a second bidding chance. The transaction model put forward in this paper is a
compromise of market efficiency and uncertainty characteristics of market participants (for instance,
renewable energies and energy consumption behaviour), which achieve the best performance among
the three practical mechanisms. The mechanism put forward in this paper is superior to the single call
auction mechanism since the transactions made in call stage reach the beneficial maximum. In short,
the transaction model has the potential to balance the market efficiency and the trading convenience.

6. Conclusions

The decentralized characteristic of blockchain technology is its high compatibility with the trading
demand of integrated energy resources. This paper discussed the application of blockchain technology
in the integrated energy trading and put forward a decentralized transaction scheme, including the
interaction process of the smart contracts.

The transaction process put forward in this paper is divided into two stages: the call auction stage
and the continuous double auction stage. Accordingly, the trading parties adjusted their bidding by
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monitoring the information broadcasted in the blockchain so that more freedom could be provided for
them to participate in the market. The authors designed and deployed the trading smart contracts
on the Ethereum website, in addition to verifying the trading process. In the study case, distributed
generations and users can achieve transaction conclusion and transaction settlement without the
participation of centralized institutions; besides, the characteristics of blockchain can guarantee the
interests of the market participants. In comparison with the single type transaction model, the proposed
mechanism finds a compromise between the market efficiency and the participants’ convenience. The
proposed mechanism can meet the demand of the distributed, small-scale and low-cost transaction of
the integrated energy resources in micro-grid, and can be extended to the transactions for the other
production forms, such as energy efficiency in supply chain and transportation solutions.

Further studies will focus on two major parts: firstly, setting up a platform to put the distributed
transaction mechanism into practice, and evaluating its effectiveness and practicability. Secondly,
designing the blockchain-based transaction mechanism among the virtual power plants and the
distributed resources.
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