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1. Introduction

For the last few decades, the millimeter wave (mmWave) frequency band (30–300 GHz) has
been seen as a serious candidate to host very high data rate communications. First used for high
capacity radio links, then for broadband indoor wireless networks, the interest in this frequency
band has boosted, as it is proposed to accommodate future 5G mobile communication systems.
The large bandwidth available in this frequency band will enable a number of new use cases for 5G.
In addition, due to the large propagation attenuation, this frequency band may present some additional
advantages regarding frequency reuse and communication security. On the other hand, however,
a number of issues have to be addressed to make 5G mmWave communications viable: radio channel
measurement, modeling, and estimation; antenna design and antenna measurement; beamforming
and energy efficiency; commercial hardware design and development; multiple-input multiple-output
(MIMO) and massive MIMO (m-MIMO) techniques; multi-cell cooperation; network planning and
interference; system performance assessment and optimization; and finally, the study of new case uses
and applications.

2. Contributions in This Special Issue

Each of the twelve papers collected in this Special Issue contributes to a solution to one or more
of the challenges described in the introduction. Regarding radio wave propagation, Rubio et al. [1]
provide an experimental characterization of the path loss and time-dispersion of an in office radio
channel at 26 GHz, while in a study by Riobó and colleagues [2], wideband results at 40 GHz and
60 GHz frequency bands are also provided for indoor environments.

Two other papers [3,4] deal with the design and assessment of different kinds of antennas
manufactured using three-dimensional (3D) printing. In one case, a 60 GHz segmented parabolic
reflective curved antenna, with a gain of 20 dBi at 64 GHz, is presented by Cai, Sun, and Lei [3],
while Massaccesi, Dassano, and Pirinoli [4] design a perforated dielectric transmitarray and analyze its
beam scanning capabilities. Also related to beam steering antennas, Salem Hesari and Bornemann [5]
describe the design, fabrication, and assessment of a substrate integrated waveguide variable phase
shifter that may steer the radiation pattern of the antenna by ±25º.

Another challenge for mmWave communication system is the design of amplifiers. Two different
kinds of mmWave amplifiers are presented in two contributions. The design of a high-efficiency
K-band MMIC linear amplifier using diode compensation is presented by Zhu and co-workers [6]
together with its measured performance, while in a study by Doo and colleagues [7] a broadband
mmWave waveguide package, which covers the entire W-band (75–110 GHz), is presented and applied
to build a low noise amplifier module. This module measures gains greater than 14.9 dB from 75 GHz
to 105 GHz (12.9 dB at the entire W-band) and noise figures less than 4.4 dB from 93.5 GHz to 94.5 GHz.

For a proper design of the electronic systems at mmWave frequencies a good empirical
characterization of the dielectric properties of the substrate material is of capital importance. In a
study by Yang et al. [8] a description of the dielectric measurement of undoped silicon in the E-band
(60–90 GHz) using a free-space quasi-optical system is provided.

Electronics 2020, 9, 251; doi:10.3390/electronics9020251 www.mdpi.com/journal/electronics1
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Precoding is other key technology that will enable 5G mmWave communications. Castanheira and
co-workers [9] present a sub-connected hybrid analog/digital multi-user linear equalizer combined
with an analog precoder to efficiently remove the multi-user interference.

As propagation environment imposes several restrictions to radio wave propagation at mmWave
frequencies and strong link blockage may occur, any technique to facilitate link recovery constitutes a
significant contribution. A multibeam technique to speed up link recovery is presented by Aldalbahi [10].
Hriba and Valenti [11] discuss another way to mitigate link blocking by using macrodiversity techniques,
however the performance of macrodiversity can be reduced if correlated blocking occurs in links to
different base stations.

Finally, Duarte and colleagues [12] present a complete end-to-end 5G mmWave testbed fully
reconfigurable based on a FPGA architecture.

3. Future Trends

The development of millimeter-wave communication systems has just started. Despite the recent
developments to cope with the multiple challenges that researchers should solve, there is still a lot of
work to be done. During the next years, we hope to assist in the exponential growth of contributions to
this field: mm-Wave communications will lead us to full development of 5G case studies and beyond.
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Abstract: In this paper, path loss and time-dispersion results of the propagation channel in a typical
office environment are reported. The results were derived from a channel measurement campaign
carried out at 26 GHz in line-of-sight (LOS) and obstructed-LOS (OLOS) conditions. The parameters
of both the floating-intercept (FI) and close-in (CI) free space reference distance path loss models were
derived using the minimum-mean-squared-error (MMSE). The time-dispersion characteristics of
the propagation channel were analyzed through the root-mean-squared (rms) delay-spread and the
coherence bandwidth. The results reported here provide better knowledge of the propagation channel
features and can be also used to design and evaluate the performance of the next fifth-generation
(5G) networks in indoor office environments at the potential 26 GHz frequency band.

Keywords: 5G; mmWave; path loss; time-dispersion; delay-spread; coherence bandwidth; channel
measurements

1. Introduction

Some of the main objectives proposed in the deployment of the future fifth-generation (5G)
systems are the increase in the data rate and capacity, greater than 100 Mbps, with peak data rates
up to 10 Gbps, ultra-reliable and low-latency communications, and communications in high user
density scenarios [1,2]. The first 5G deployments, at least at the European level, will be carried out
in the harmonized frequency bands below 1 GHz, in particular the 700 MHz band, corresponding to
the second digital dividend, together with the 3.4–3.8 GHz frequency band [3]. However, the high
transmission rates expected in 5G can only be achieved using the spectrum at frequencies above
24 GHz, where it is possible to use bandwidths of the order of hundreds of megahertz [2]. At the
last World Radiocommunication Conference (WRC) of the International Telecommunication Union
(ITU), held in 2015 (WRC-15), the potential bands to locate future 5G systems, on a primary basis,
above 24 GHz are: 24.25–27.5 GHz, 31.8–33.4 GHz, and 37–40.5 GHz, [4]. Although the final decision
will be conditioned in part by the industry, the potential for global harmonization, and research works,
there is some consensus to deploy the 5G systems in the 26 GHz frequency band. In fact, the Radio
Spectrum Policy Group (RSPG) has recommended the 24.25–27.5 GHz band for the 5G deployments
in Europe.

Electronics 2019, 8, 1261; doi:10.3390/electronics8111261 www.mdpi.com/journal/electronics4
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Many measurement campaigns in both indoor and outdoor environments have been conducted
at some typical millimeter wave (mmWave) bands (although the mmWave band strictly corresponds
to frequencies between 30 and 300 GHz, it is common in the literature to also consider frequencies
above 10 GHz), in particular at 11, 15, 28, 38, 60, and 73 GHz [5–9]. Nevertheless, little attention has
been devoted to the 26 GHz band. Although the propagation characteristics measured at 28 GHz
could be extrapolated to the 26 GHz frequency band, specific channel measurements are necessary
for better knowledge of the propagation channel. In this sense, a contribution to the path loss
and time-dispersion characterization, in terms of the delay-spread and the coherence bandwidth, is
performed in this paper. The study is based on a channel measurement campaign at 26 GHz carried
out in an indoor office environment. The measurements were collected under line-of-sight (LOS) and
obstructed-LOS (OLOS) conditions with a channel sounder implemented in the frequency domain
using a vector network analyzer (VNA) and a broadband radio over fiber (RoF) link to increase the
dynamic range in the measurement and allowing us to use omnidirectional antennas at the transmitter
(Tx) and the receiver (Rx).

The remainder of the paper is organized as follows. Section 2 describes the propagation
environment, measurement setup, and procedure. In Section 3, path loss and time-dispersion results
are presented and discussed. Finally, conclusions are drawn in Section 4.

2. Channel Measurements

2.1. Propagation Environment

The channel measurements were carried out in an office environment, characterized by the
presence of desks, with PC monitors, chairs, and some steel storage cabinets, among other typical
objects in these environments. The office was in a modern building construction with large exterior
glass windows, where the ceiling and the floor were built of reinforced concrete over steel plates with
wood and plasterboard paneled walls. Figure 1 shows a panoramic view of the office. The propagation
environment consisted of a 9.68 m by 6.93 m room with a height of 2.63 m.

Figure 1. Panoramic view of the propagation environment.

2.2. Measurement Setup and Procedure

A channel sounder was implemented in the frequency domain to measure the complex channel
transfer function (CTF), denoted as H( f ). The channel sounder was based on the Keysight N5227A
VNA. The QOM-SL-0.8-40-K-SG-L ultra-wideband antennas, developed by Steatite Ltd company, were
used at the Tx and Rx sides. These antennas operate from 800 MHz to 40 GHz, have an omnidirectional
radiation pattern in the azimuth plane (horizontal plane), and linear polarization. Figure 2 shows the
three-dimensional (3D) radiation pattern of the antennas measured in our anechoic chamber. The 3 dB
beamwidth of the antennas in the elevation plane, known as half power beamwidth (HPBW), was in
the order of 35◦ at 26 GHz.

5
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Figure 2. 3D radiation pattern of the antenna at 26 GHz.

The Tx antenna was connected to the VNA through an amplified broadband RoF link, the Optica
OTS-2 model developed by Emcore (from 1 to 40 GHz, with 35 dB of gain). This RoF link avoided the
high losses of cables at mmWave frequencies, thus increasing the dynamic range in the measurement
and allowing us to use omnidirectional antennas due to the fact that significant features of the
propagation channel, such as time-dispersion, could be affected by the use of directional antennas [10].

The Rx antenna was located in a XY positioning system, implementing a 12 × 12 uniform
rectangular array (URA). The inter-element separation of the URA was 3.04 mm. This separation was
about λ/4 at 26 GHz, covering the Rx antenna with a local area around (11/4)2λ2 in order to take into
account small-scale fading effects. Both the VNA and the XY positioning system were controlled by
a personal computer. The S21( f ) scattering parameter, equivalent to H( f ) [11], was measured from
25 to 27 GHz, i.e., a channel bandwidth (SPAN in the VNA) of 2 GHz was employed with 26 GHz
as a central frequency. Notice that a VNA measures the scattering parameters of a device under test
(DUT). In this case, the DUT was the wireless channel, where the S21( f ) scattering parameter was
the CTF at the frequency that was used to excite the channel. By having the excitation signal sweep
through the frequency band of interest, i.e., the SPAN, a sampled version of the CTF was measured.
The radiofrequency signal level at the VNA was −17 dBm to not saturate the amplifier at the input
of the electro-optical converter in the RoF link. Before the measurements, the channel sounder was
calibrated carefully. A response calibration process was performed, moving the time reference points
from the VNA port to the calibration points. Thus, the measured CTF took into account the joint
response of the propagation channel and the Tx and Rx antennas, also known in the literature as the
radio channel [12]. A schematic diagram of the channel sounder is shown in Figure 3.

A total of Nf = 1091 frequency points was measured over the 2 GHz bandwidth. Thus,
the frequency resolution was about Δ f ≈ 1.83 MHz (2 GHz/Nf ), which corresponded to a maximum
unambiguous excess delay estimated as 1/Δ f of 546 ns. This maximum unambiguous excess delay
was equivalent to a maximum observable distance calculated as c0/Δ f , with c0 the speed of light,
of about 164 m. Notice that the maximum observable distance was larger than the office dimensions,
ensuring that all multipath contributions were captured. The bandwidth of the intermediate frequency
(IF) filter at the VNA, denoted by BIF, was set to 100 Hz. This value of BIF was a trade-off between
acquisition time and dynamic range in the measurement. Thus, low values of BIF reduced the noise
floor, increasing the dynamic range in the measurement. Nevertheless, low values of BIF increased the
acquisition time. As a reference, in [7], the authors used 500 Hz in indoor office channel measurements
at mmWave frequencies. Table 1 summarizes the measurement system parameters.

6
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Table 1. Measurement system parameters.

Parameter Value

VNA output power −17 dBm
VNA center frequency 26 GHz

VNA SPAN(Bandwidth) 2 GHz
VNA IF Bandwidth (BIF) 100 Hz

Frequency points per trace 1091
Tx/Rx antenna gain 5.2 dB
Tx antenna height 0.90 m
Rx antenna height 1.62 m

Figure 3. Schematic diagram of the channel sounder.

During the measurements, the Tx antenna was located manually in different locations of the
office, imitating the position of user equipment (UE). The Rx subsystem remained fixed in the same
position, close to the wall, imitating an access point (AP) that served the users inside the office. The Rx
antenna height was 1.62 m with respect to the floor. With the VNA configuration parameters, i.e.,
Nf and BIF, the acquisition time to capture the CTF in the 144 (12 × 12) positions of the Rx antenna
in the URA was about 2 h. To guarantee stationary channel conditions (due to the frequency sweep
time to measure the S21( f ) scattering parameter, the acquisition of the channel measurements required
stationary channel conditions), the measurements were collected at night, thus avoiding the presence
of people, not only in the measurement room, but also in adjoining areas. Figure 4 shows the top view
of the propagation environment, together with the Rx-URA position and the Tx antenna locations.
The channel measurements were performed in LOS and OLOS conditions, defining two scenarios:

• Scenario LOS: The Tx antenna was located at a height of 0.90 m above the floor level, imitating
the position of a UE (e.g., a laptop, tablet, or mobile phone) that was on the desk. A total of 10 Tx
locations (Tx1–Tx10) was considered in the measurements. Figure 5 (left) shows a view of the
Rx-URA and the Tx antenna for the Tx1 position.

• Scenario OLOS: The Tx antenna was also located at a height of 0.90 m above the floor and close to
the desk, but in OLOS propagation conditions due to the blockage of the direct component by the
computer monitors on the desks. The measurements were taken in 4 Tx locations (Tx11-Tx14).
Figure 5 (right) shows a view of the Rx-URA and the Tx antenna for the Tx14 position.

7
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Figure 4. Top view of the propagation environment. The Rx-URA and the Tx antenna locations
are indicated.

Figure 5. View of the Rx antenna and the Tx antenna in positions Tx1 in LOS (left) and Tx14 in
OLOS (right).

3. Measurement Results

3.1. Path Loss Results

For each position of the URA, the path loss between the Tx and Rx antennas can be derived
by averaging the CTF in frequency and taking into account the gain of both antennas in the direct
path [13]. Thus, the path loss in logarithmic units, PL, can be derived as (see Appendix A):

PL(d) = −10 log10

⎛
⎝ 1

Nf

Nf

∑
n=1

|H( fn, d)|2
gTx( fn)gRx( fn)M( fn)

⎞
⎠ , (1)

where d refers to the separation distance between the Tx antenna and the center of the URA for each Tx
location, indicated as Tx-Rx distance; fn is the nth frequency sample; and gTx( fn) and gRx( fn) are the
gain of the Tx and Rx antennas, respectively, in the direction defined by the direct path contribution.
The term M( fn) takes into account the mismatch of the antennas, and it is calculated by:

M( fn) = (1 − |STx
11 ( fn)|2)(1 − |SRx

11 ( fn)|2), (2)
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STx
11 ( fn) and SRx

11 ( fn) being the S11( f ) scattering parameter of the Tx and Rx antennas, respectively.
The measured path loss (cross marker) for each Rx antenna position in the URA in terms of the

Tx-Rx distance is shown in Figure 6. Both LOS and OLOS propagation conditions were considered. It
is worth noting that the spread values of the path loss along the URA due to the short-term fading was
less than 2.5 dB, being less in LOS than in OLOS conditions. It can be observed that the spread values
of the path loss did not exhibit any correlation with the Tx-Rx distance. The mean value of the path
loss (square marker) for each Tx location is also depicted in Figure 6.

2 3 4 5 6 7 8 9
Tx-Rx distance (m)

60

65

70

75

80

P
at

h 
lo

ss
(d

B
)

Measured LOS
Measured OLOS
Mean LOS
Mean OLOS
FI LOS model
CI LOS model
FI OLOS model
CI OLOS model

Figure 6. Path loss in terms of the Tx-Rx distance. Measured data, measured mean values, and
estimated values from the CI and FI models, in both LOS and OLOS conditions.

The floating-intercept (FI) path loss model has been widely used to describe the behavior of the
path loss in terms of the Tx-Rx distance in the microwave frequency band, particularly at the sub-6 GHz
band and more recently in mmWave frequencies [5,14], being one of the propagation models adopted
in channel standardizations, e.g., the WINNERII Project and 3GPP channel models [15,16]. From the
FI model, the path loss is given by:

PLFI(d) = β + 10α log10(d) + χFI
σ , (3)

β being the floating-intercept parameter (an offset term); α the path loss exponent, related to both
the environment and propagation conditions; and χFI

σ a zero mean Gaussian random variable,
in logarithmic units, with standard deviation σ, which describes the large-scale signal fluctuations
about the mean path loss over distance, also known in the literature as the shadow factor (SF).
The FI model has a mathematical curve fitting approach over the measured path loss set without any
physical anchor.

On the other hand, the close-in (CI) free space reference distance path loss model is also adopted
in many studies related to mmWave propagation [5,8]. In the CI model, the path loss is given by:

PLCI(d) = FSPL( f , 1 m) + 10n log10(d) + χCI
σ , (4)

where FSPL( f , 1 m) = 10 log10(4π f /c0)
2 is the free space path loss for a Tx-Rx distance equal to 1 m,

with c0 the speed of light; n is the path loss exponent; and χCI
σ is the SF term. Note that the CI model

has certain physical support in the sense that there is an intrinsic frequency dependence of the path
loss included in the 1 m FSPL term. Taking into account that FSPL( f , 1 m) is equal to 60.74 dB at
26 GHz, (4) can be rewritten as:

PLCI(d) = 60.74 + 10n log10(d) + χCI
σ . (5)

9
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The path loss fitting results for the FI and CI models are also depicted in Figure 6. Both models
exhibit a good fit and predict similar path loss values for the Tx-Rx distance considered, particularly in
OLOS conditions. It is worth noting that the maximum path loss difference between LOS and OLOS
conditions was about 5 dB, increasing with the Tx-Rx distance. Tables 2 and 3 summarize the mean
value and their 95% confidence interval of the FI and CI model parameters. These parameters were
derived from the measured path loss using the minimum-mean-squared-error (MMSE) approach.

Table 2. FI path loss model parameters.

β (β95%) α (α95%) σ (dB)

LOS 59.29 (58.80–59.79) 1.46 (1.39–1.53) 1.73
OLOS 60.01 (59.46–60.16) 1.88 (1.80–1.95) 0.92

Table 3. CI path loss model parameters.

FSPL (1 m) n (n95%) σ (dB)

LOS 60.74 dB 1.27 (1.26–1.28) 1.75
OLOS 60.74 dB 1.79 (1.78–1.80) 0.93

For the FI model, α had a mean value equal to 1.46, with 1.39–1.53 the 95% confidence interval,
in LOS conditions. In OLOS conditions, α had a mean value equal to 1.88, with 1.80–1.95 the 95%
confidence interval. For the CI model, α had a mean value equal to 1.27 and 1.79 for LOS and OLOS
conditions, respectively. The 95% confidence intervals were narrower for the CI model. In both models,
the SF had a similar value, being lower in OLOS conditions.

The values of the path loss exponent derived in this study were lower than the values reported
in [8], where path loss exponents in the order or 2.0 and 2.2 were measured at 28 GHz in LOS and
non-LOS (NLOS) conditions, respectively, for the FI model. Nevertheless, higher values have been
reported for the CI model, where the path loss exponents equal to 1.45 and 2.18 have been measured
in LOS and NLOS conditions, respectively. These differences can be explained because the frequencies
are slightly different and, of course, due to both the particular characteristics of the environments and
propagation conditions. It is worth noting that in our OLOS measurements, only a few MPCs were
blocked by the PC monitors, whereas in NLOS conditions, the Tx and Rx were usually separated by
different obstructions, and in many cases, the Tx and Rx were not located in the same room. Despite
this, our results were more in line with those published by Rappaport et al. in [5,17] for indoor
environments at 28 GHz in LOS conditions, where exponents equal to 1.2 and 1.1 were derived for
the FI and CI models, respectively, considering omnidirectional path loss modeling (Rappaport et al.
used a sliding correlation channel sounder, synthesizing an omnidirectional path loss model from
directional measurements). Furthermore, the SF derived was 1.8 dB in both the FI and CI model,
a value very close to that obtained by us for the CI model (1.75 dB).

3.2. Time-Dispersion Results

In wideband systems, the multipath propagation causes the arriving signal at the Rx to have a
longer duration than the transmitted signal. This effect is the well-known time-dispersion of a wireless
channel [11]. In the frequency domain, the time-dispersion can be interpreted as frequency selectivity,
i.e., the CTF varies over the bandwidth of interest. The knowledge of the time-dispersion of a wireless
channel is vital in the design of wireless systems, for example adopting efficient equalizer structures
or defining the optimal multicarrier separation in digital modulations and diversity schemes. In this
section, the time-dispersion of the propagation environment is analyzed in both the delay (time) and
frequency domains.
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3.2.1. Root-Mean-Squared Delay-Spread

The root-mean-squared (rms) delay-spread, denoted by τrms, is the most relevant parameter
to describe the time-dispersion of a wireless channel in the delay domain. τrms corresponds to the
second-order central moment of the power delay profile (PDP), and it is derived as [18]:

τrms(d) =

√√√√∑
Nf
n=1(τn − τ̄(d))2PDP(τn, d)

∑
Nf
n=1 PDP(τn, d)

, (6)

where τn refers to the nth delay bin in the PDP. Assuming ergodicity [11], the PDP can be estimated
averaging the channel impulse response (CIR), denoted by h(τ, d), over all positions of the Rx antenna
in the URA:

PDP(τ, d) = Em{|h(τ, d)|2}. (7)

The CIR is obtained as the inverse Fourier transform of H( f , d). As an example, Figure 7 shows
the PDP measured in the Tx1 (LOS condition) and Tx14 (OLOS condition) positions. The differences
between LOS and OLOS conditions for low delays can be observed, where the PC monitors blocked
the first MPCs, in this case with excess delays around 50 ns.

τ̄(d) =
∑

Nf
n=1 τnPDP(τn, d)

∑
Nf
n=1 PDP(τn, d)

. (8)

The cumulative distribution function (CDF) of τrms for the LOS and OLOS scenarios is shown in
Figure 8. A threshold of 30 dB and a Hamming windowing method were considered in the derivation
of τrms. Both curves exhibited a similar trend, with a separation of the order of 3 ns around the
mean values. The results showed that the time-dispersion was slightly higher in the OLOS scenario.
The minimum, mean, maximum, and standard deviation (STD) values of τrms are summarized in
Table 4. For the LOS scenario, τrms ranged from 11.21 to 21.74 ns, with a mean value equal to 15.88 ns;
whereas in the OLOS scenario, the values were higher, with τrms ranging from 15.13 to 27.87 ns, with a
mean value equal to 18.87 ns, 3 ns more than in the LOS scenario. Nevertheless, the STD of τrms was
very similar in both scenarios, in the order of 2 ns. It is worth noting that the values of τrms derived
here were higher than those published in [7] for an office environment, where values of 8 and 10 ns
were reported at 28 and 38 GHz, respectively, in LOS conditions.
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Figure 7. PDP measured in Tx1 and Tx14 positions with LOS and OLOS propagation
conditions, respectively.
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Figure 8. CDF of τrms for the LOS and OLOS scenarios.

Table 4. Minimum, mean, maximum, and STD values of τrms (in ns) and BC,90% (in MHz).

Minimum Mean Maximum STD

LOS τrms 11.21 15.88 21.74 2.01
BC,90% 3.30 4.88 8.19 0.69

OLOS τrms 15.13 18.87 23.87 2.04
BC,90% 3.02 4.11 5.34 0.51

3.2.2. Coherence Bandwidth

The frequency selectivity of a wideband wireless channel can be described through the frequency
correlation function, denoted by R(Ω), calculated as the Fourier transform of the PDP [18]:

R(Ω) =

∞∫
0

PDP(τ) exp(−j2πΩτ)dτ. (9)

From (9), the coherence bandwidth can be defined as the smallest value of Ω for which R(Ω)

equals a certain correlation coefficient, typically 0.9 (or 90%). Figure 9 shows the CDF of the 90%
coherence bandwidth, denoted as BC,90%. The minimum, mean, maximum, and standard deviation
(STD) values of BC,90% are summarized in Table 4. The values of the coherence bandwidth had a higher
dispersion in LOS conditions, where BC,90% ranged from 3.30 to 8.19 MHz, with a mean value equal to
4.88 MHz. In OLOS conditions, the maximum value of BC,90% was in the order of 5 MHz. Nevertheless,
the difference between the mean value in LOS and OLOS conditions was not significantly high, about
0.8 MHz.

In order to investigate the relationship between the time-dispersion in the delay and frequency
domains, Figures 10 and 11 show the scatter plot of the 90% coherence bandwidth versus τrms.
The black line in both figures establishes a relationship between BC,90% and τrms in the form:

BC,90%(MHz) =
α0

τrms(ns)γ . (10)

Equation (10) is an empirical expression, first proposed in [19], to try to model the relationship
between the coherence bandwidth and τrms. The relationship between the PDP and the autocorrelation
function through the Fourier transform makes the consistent assumption that the relationship between
BC,90% and τrms must be inverse. In fact, prior to the model given by (10), simpler expressions have
been proposed, defined by a single parameter, α0, considering γ = 1 in (10) [20]. The variability of the
PDP in different locations, even in the same propagation environment, makes it advisable to adopt a

12



Electronics 2019, 8, 1261

two-parameter model as proposed in [19]. Table 5 summarizes the values of α0 and γ that appear in
(10) using the MMSE approach. The 95% confidence intervals are also included in the table. Notice
that the mean value of γ was the same in both scenarios; only differences appear in the values that
define the 95% confidence interval.
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Figure 9. CDF of BC,90% for the LOS and OLOS scenarios.

Figure 10. Scatter plot of the 90% coherence bandwidth versus τrms in LOS conditions.

Figure 11. Scatter plot of the 90% coherence bandwidth versus τrms in OLOS conditions.
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Table 5. Values of α0 and γ (in ns).

α0(α0,95%) γ(γ95%)

LOS 124.5 (120.8–128.2) 1.178 (1.167–1.189)
OLOS 129.2 (122.2–136.2) 1.178 (1.160–1.197)

4. Conclusions

In this paper, the path loss and time-dispersion characteristics of the propagation channel in a
typical office environment were analyzed from a channel measurement campaign carried out at 26 GHz.
The channel measurements were collected under LOS and OLOS conditions. The parameters of the FI
and CI path loss models and their 95% confidence interval were derived from the measurements using
the MMSE approach. Mean path loss exponents equal to 1.46 and 1.88 were derived for the FI model
in LOS and OLOS, respectively. For the CI model, the mean path loss exponent was equal to 1.27 and
1.79 in LOS and OLOS, respectively. The results showed a maximum path loss difference between LOS
and OLOS in the order of 5 dB.

The time-dispersion due to the multipath propagation was analyzed through the delay-spread
and the coherence bandwidth. Mean values of τrms equal to 15.88 and 18.87 ns were derived in LOS
and OLOS, respectively; and mean values of the 90% coherence bandwidth equal to 4.88 and 4.11
were derived in LOS and OLOS, respectively. Furthermore, the correlation between the coherence
bandwidth and the delay-spread was investigated, observing an inverse relationship between them.

The results reported in this contribution enable better knowledge of the propagation characteristics
in office environments at 26 GHz and can be used to improve the design and evaluate the performance
of the future 5G networks in these scenarios.
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Abbreviations

The following abbreviations are used in this manuscript:

3D Three-dimensional
5G Fifth-generation
AP Access point
CDF Cumulative distribution function
CI Close-in free space reference distance path loss model
CIR Channel impulse response
CTF Channel transfer function
DUT Device under test
FI Floating-intercept path loss model
HPBW Half power beamwidth
ITU International Telecommunication Union
LOS Line-of-sight
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mmWave Millimeter wave
MPC Multipath contribution
OLOS Obstructed-LOS
PDP Power delay profile
RoF Radio over fiber
RSPG Radio Spectrum Policy Group
Rx Receiver
STD Standard deviation
Tx Transmitter
UE User equipment
URA Uniform rectangular array
VNA Vector network analyzer
WRC World Radiocommunication Conference

Appendix A. Path Loss Derivation

From the Friis transmission formula for a narrowband system, the relationship between the
received power, denoted by Pr( f ), and the transmit power, denoted by to Pt( f ), is expressed as:

Pr( f )
Pt( f )

=
gTx( f )gRx( f )

LFS( f , d)
, (A1)

d being the Tx-Rx distance; LFS( f , d) = (4πd f /c0)
2 the free space path loss, with c0 the speed of light;

gTx( f ) and gRx( f ) the gain of the Tx and Rx antennas in the direct path, respectively. In multipath
propagation, (A1) can be completed by a term AMPC( f , d):

Pr( f )
Pt( f )

=
gTx( f )gRx( f )

LFS( f , d)
AMPC( f , d). (A2)

Notice that the term AMPC( f , d) in (A2) takes into account the interference effect of the MPCs at
the receiver.

Let us define the propagation gain, denoted by G( f , d), as:

G( f , d) = L−1
FS ( f , d)AMPC( f , d). (A3)

Then, (A2) can be written as:

Pr( f )
Pt( f )

= gTx( f )gRx( f )G( f , d). (A4)

Now, taking into account that there may be a mismatch in the Tx and Rx antennas, this effect can
be modeled by a term M( f ) calculated by:

M( f ) = (1 − |STx
11 ( f )|2)(1 − |SRx

11 ( f )|2), (A5)

STx
11 ( f ) and SRx

11 ( f ) being the S11( f ) scattering parameter of the Tx and Rx antennas, respectively. Thus,
the relationship between Pr( f ) and Pt( f ) can be written in a general form as:

Pr( f )
Pt( f )

= gTx( f )gRx( f )G( f , d)M( f ). (A6)

From (A6), the propagation gain can be expressed as:

G( f , d) =
Pr( f )
Pt( f )

1
gTx( f )gRx( f )M( f )

. (A7)
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Taking into account that the received and transmit power are related to the S21( f , d) scattering
parameter measured by the VNA,

|S21( f , d)|2 =
Pr( f )
Pt( f )

, (A8)

and that S21( f , d) is equivalent to the CTF, i.e., H( f , d) ≡ S21( f , d), from (A7), the propagation gain
can be expressed as:

G( f , d) =
|H( f , d)|2

gTx( f )gRx( f )M( f )
. (A9)

For a wideband system, the transmission gain or path gain, denoted by PG(d), is defined as:

PG(d) = Ef {G( f , d)}, (A10)

where Ef {·} denotes expectation over the frequency bandwidth. Thus, from channel measurements,
the path gain can be estimated as follows:

PG(d) =
1

Nf

Nf

∑
n=1

|H( fn, d)|2
gTx( fn)gRx( fn)M( fn)

, (A11)

where fn is the nth frequency sample and Nf is the number of frequency points over the measured
bandwidth. Finally, the path loss is defined as the inverse of the path gain. Then, from (A11), the path
loss in logarithmic units, denoted by PL(d), can be derived as:

PL(d) = −10 log10

⎛
⎝ 1

Nf

Nf

∑
n=1

|H( fn, d)|2
gTx( fn)gRx( fn)M( fn)

⎞
⎠ , (A12)
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Abstract: When 5G networks are to be deployed, the usability of millimeter-wave frequency allocations
seems to be left out of the debate. However, there is an open question regarding the advantages
and disadvantages of the main candidates for this allocation: The use of the licensed spectrum near
40 GHz or the unlicensed band at 60 GHz. Both bands may be adequate for high performance radio
communication systems, and this paper provides insight into such alternatives. A large measurement
campaign supplied enough data to analyze and to evaluate the network performance for both
frequency bands in different types of indoor environments: Both large rooms and narrow corridors,
and both line of sight and obstructed line of sight conditions. As a result of such a campaign and
after a deep analysis in terms of wideband parameters, the radio channel usability is analyzed with
numerical data regarding its performance.

Keywords: 5G; radio channel; measurements; wideband; indoor

1. Introduction

A society without wireless communication is unthinkable nowadays. In the latest decades,
people and enterprises have used wireless communication every day and the evolution in wireless
technologies has redefined how people work and communicate. Beside consumers, enterprises have
also embraced this revolution to work faster and more efficiently.

In 1982, the first generation of mobile communications (1G) was released: Analog-based and
very limited, as voice service was its only capability. Ten years later, the digital version appeared
(2G), offering the possibility of sending data through the network in the form of what was called
short message system (SMS). The following generation, 3G, along with the then recently introduced
smartphones, offered the possibility of sharing multimedia data, faster web browsing and even video
calling. The fourth generation, 4G, increased the performance of the previous generation in terms
of data rate. The next revolution in wireless communication is right around the corner: The fifth
generation (5G). This technology promises higher speeds and lower latencies. To accommodate this
new generation, frequency bands both below and over current 4G ones will be used [1]. Nowadays,
with the emergence of streaming platforms allowing via a mobile connection to watch movies and
series or even to play games, the consumer is demanding even more data rate in order to be able
to keep up with the increasing quality of the content. 5G will try to provide a solution to all these
demands and even more, like the low latency required in vehicle to vehicle or vehicle to infrastructure
communications for autonomous cars.

Electronics 2019, 8, 1234; doi:10.3390/electronics8111234 www.mdpi.com/journal/electronics18
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When designing 5G, some doubts arose on the usage of millimeter wave frequency bands.
Rappaport et al. supported that 5G would get consistent coverage at 38 GHz by installing base stations
with a 200-meter cell-radius in dense urban environments [2]. Once any worry related to the usability
of such frequencies was removed, a normalization process was started by consortia (like 3GPP) and
institutions (like ITU). Today some public administrations (like FCC) have announced auctions of
spectrum parts at millimeter wave frequencies for 5G [3]. Alternatively, there is an unlicensed band
around 60 GHz that is also well positioned to succeed as a candidate for providing high performance
services based on radio communication systems [4]. Both frequency bands allow high rate traffic and
the final decision depends on a deep analysis of their advantages and disadvantages.

Facing the 5G expectation, a precise channel characterization is necessary, as network planners are
concerned on achieving the required quality of service. However, indoor scenarios still need deeper
analysis to assure that propagation within such environments fits within the expected performance
of those frequency bands. Thus, this paper proposes an experimental analysis from the results of a
measurement campaign at two frequency channels in the millimeter wave range: 40 GHz and 60 GHz.
The measurements are performed in a corridor in both a line of sight (LOS) and obstructed line of sight
(OLOS) scenarios, and in an ordinary auditorium used for teaching activities.

As a result, this paper provides wideband propagation parameters at both frequency bands and in
different environments, giving an insight into their characteristics and also helping network planners
in selecting the most adequate frequency channels. We detected that the effect of multipath would
be less important in the 60 GHz band, as attenuations by propagation mechanisms will reduce the
influence of contributions with larger delays. In general, the root mean square (RMS) delay spread is
larger at 40 GHz than at 60 GHz, which could limit the usability for wideband systems. The worst case
also occurs in OLOS conditions, which cannot be neglected in a real world indoor radio link.

After this introduction, the setup of the measurements is discussed in Section 2, devoted to
materials and methods. This section also contains the description of the environments, the post
processing techniques and the ray-tracing analysis used to check the origin of the observed effects.
Section 3 contains the wideband results at both the corridor and the auditorium environments.
This section relates the power delay profile (PDP) to the shape of the environment, with the help of the
ray-tracing analysis, and it also shows the main wideband parameters as time spread and coherence
bandwidth. The discussion of these results is handled in Section 4. Finally, Section 5 summarizes
the conclusions.

2. Materials and Methods

This section describes the measurement, analysis and interpretation of the collected data: It starts
with the measurement setup and procedure, it continues with the measurement environments and the
post processing applied to the raw data. It finishes with the ray-tracing analysis used to explain the
different observed effects within the indoor environments.

2.1. Measurement Setup and Procedure

Measurements followed the frequency swept method [5]. A Rhode & Schwarz ZVA67 vector
network analyzer (VNA) (Rohde & Schwarz, Munich, Germany) executed the measurements of the
frequency response of the radio channel. This equipment transmits a frequency-swept signal in the
band of interest and gathers the corresponding received signal at the other ends. It also computes
the S-parameters of the measured channel as a function of the frequency. To measure at 40 GHz,
the transmitter was connected to an amplifier through a 4 m coaxial cable and then to the antenna
through a 1 m coaxial cable, making this way a total length of 5 m. At 60 GHz only the 4 m cable
was necessary, as the amplifier was a wave guide one and was connected directly to the transmitting
antenna. Furthermore, the receiver end consisted of three omnidirectional antennas connected to
three VNA receiving ports through three 2 m coaxial cables. Despite future mobile terminals working
at millimeter wave frequencies will probably use directive antennas that will filter some multipath
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components; by using omnidirectional ones in our measurement system we will be able to get a better
idea about all the multipath components present in the environments.

The measured frequency bands extend 3 GHz around 41.5 GHz and 60.5 GHz. Each complex
frequency response comprises 1001 equally separated frequency samples resulting in a frequency
resolution of 3 MHz. A thru calibration of the measurement setup was performed before the field
measurements were taken.

The transmitting antenna is attached to the ceiling, whereas the three receiving antennas are
mounted close to each other on a stand placed over a straight-line automatized rail, as depicted in
Figure 1. Those antennas are mounted in an equilateral triangle with sides of 4 cm for the 40 GHz case
and 2.5 cm for the 60 GHz one, following the scheme of Figure 2. These distances are equivalent to
5.3 wavelengths at 40 GHz and 5 wavelengths at 60.5 GHz. The measured mutual coupling shows
values below −35 dB and −25 dB at 40 GHz and 60.5 GHz, respectively. The antennas were placed
77 cm above the floor. The antenna labeled as “3” was the closest to the transmitter; the other two
are labeled as “2” and “4”. Note that the number of the antenna corresponds with the S parameter
measured on the VNA, considering label “1” of the transmitter antenna. For example, S31 corresponds
to the channel response of receiver antenna number “3”.

 

Figure 1. Measurement setup of the receiver.

 
(a) (b) 

Figure 2. Triangular placement of three receiving antennas at 60 GHz band (a) scheme; (b)
final realization.
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The receiver antennas move over a certain distance on the rail, controlled by an indexer and a
laptop. The movement of the stand occurs along 220 cm, in steps of 1.875 mm for the 40 GHz channel
and 1.25 mm for the 60 GHz channel. These step lengths are a quarter of the wavelength of their
corresponding center frequency. Measurements are repeated with the rail placed at different positions
along the corridor, enlarging the entire measurements longer than the length of the rail itself.

A tailor-made Matlab program was developed to capture and process the data. This program
runs on a laptop connected to the indexer controlling via a serial RS232 connection the step-by-step
motor of the rail and to the VNA using TCP/IP over a UTP cable.

2.2. Measurement Environments

Measurements took place in two different scenarios: An ordinary auditorium used for teaching
activities and a corridor, both at the School of Telecommunication Engineering at the University of
Vigo. During measurements the presence of people moving within the environments was not allowed,
only the antennas changed their position. This results in a static environment.

The auditorium is a flat classroom furnished with chairs and tables divided into four big blocks.
It has a brick wall covered by plaster on one of the sides, while the opposite wall has plenty of large
windows. At the back of the auditorium there is another wall with a couple of glass doors and windows.
The last wall has a blackboard and some more windows. The transmitting antenna was located at the
ceiling, near the front of the room, and the three receiver antennas were on the moving stand of the rail.
Figure 3 depicts this first environment, including the location of transmitting antenna and the paths for
the receiving antenna during measurements.

 
(a) 

Figure 3. Cont.
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(b) 

Figure 3. Description of the auditorium environment: (a) Picture; (b) floor plan with dimensions in m.

The second scenario is a narrow corridor, with brick walls covered by plaster. The floor plans are
depicted in Figure 4. This scenario hosted two different environments: LOS and OLOS, depending on
the location of the transmitting antenna and its visibility from the receiving ones. The receiving antenna
paths were at the exact center of the 2.20-m width corridor, whereas the transmitting antenna location
varied depending on the configured environment: For LOS the antenna was at the ceiling, also in the
middle of the corridor; for the OLOS, a wall corner obstructed the line of sight between the antenna
(again at the ceiling) and the receiving path. Figure 5 shows a picture taken during the measurements.
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(a) 

(b) 

 
(c) 

Figure 4. Floor plans of the corridor, all dimensions in meters; (a) 40 GHz LOS, (b) 60 GHz LOS,
(c) OLOS.
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Figure 5. Picture of the corridor during the measurement campaign.

2.3. Data Processing

An inverse Fourier transform is applied to the measured complex frequency responses of the
radio channel in order to obtain the channel impulse responses h(t,τ). Due to the limited frequency
range of the measurements the frequency response is windowed and the impulse response may contain
certain peaks originating from the side lobes of the window response in the time domain. To remove
these peaks which do not correspond to actual propagation paths, as well as part of the noise, we set a
threshold according to [6] and remove any sample below that threshold. Then we use those impulse
responses to compute the power delay profile (PDP) as is shown in Equation (1) and represent the
power received at a certain location as a function of the delay, τ [7,8].

PDP(τ) =
1
N

N∑
n=1

∣∣∣h(τ, n·Δl)
∣∣∣2 (1)

where Δl is the step distance the receiver antennas are moved between successive measurements.
As seen in Equation (1), there is an averaging process of N impulse responses to obtain the PDP.

We used a sliding average with N = 11 to obtain the results of this paper [7]. Based on the PDP vectors
some relevant time dispersion parameters were computed: The mean delay and the RMS delay spread.
The mean delay is the first moment of the power delay profile, and it is defined as in Equation (2).

τmean =

∑∞
k=0 PDP(τk)τk∑∞

k=0 PDP(τk)
(2)

The RMS delay spread is even more interesting than the mean delay, as it is related to the
inter-symbol interference (ISI) phenomenon giving cause to the irreducible bit error rate (BER) of
the radio communication system. The RMS delay spread is the standard deviation of the delay of
multipath components, weighted proportional to the energy transported by each of them. This RMS
delay spread is also the square root of the second central moment of the PDP. The formula for the RMS
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delay spread is shown in Equation (3) [8,9]. The symbol interval used in the system has to be much
larger than the RMS delay spread of the radio channel to avoid ISI [10].

τrms =

√∑∞
k=0(τk − τmean)

2PDP(τk)∑∞
k=0 PDP(τk)

(3)

Both time dispersion and frequency selectivity are important factors when dealing with multipath
channels. The most commonly used parameter to express frequency selectivity is the coherence
bandwidth (Bc). This bandwidth is a statistical parameter, and can be defined as that part of the
bandwidth where the channel response is considered flat. In other words, it represents the range of
frequencies that experience correlated fading [11,12].

Computing the frequency correlation function (FCF or Rτ) is the first step to calculate the coherence
bandwidth, Bc. The frequency correlation function is the Fourier transform of the PDP, as indicated in
Equation (4). Typical values of the correlation level (α) used to estimate Bc are 0.5, 0.7 and 0.9. The Bc
is then that part of the frequency range where the FCF is above one of these levels [8,11,12].

Rτ(Δ f ) =
∫ ∞

−∞
PDP(τ)e− j2πΔ fτdτ (4)

Figure 6 depicts the estimation of coherence bandwidth at those correlation levels on the computed
frequency correlation function for the auditorium at 40 GHz and received by antenna “3”. The coherence
bandwidths at which the frequency correlation function is above 0.9, 0.7 and 0.5, are, respectively 24
MHz, 138 MHz and 222 MHz.

Figure 6. Frequency correlation function and estimation of coherence bandwidth at 40 GHz in
the auditorium.

2.4. Ray-Tracing Analysis

The time difference in the various echoes relative to the first arriving component (the one
corresponding to the direct path in an LOS situation) can give some information about where they have
been produced. Multipath components in the PDP are associated with a certain delay and thus with a
certain travelled distance. Using these delays and the dimensions and geometry of the environment,
each multipath component can be mapped to a certain scattering element in the environment, wherefore a
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very simple ray-tracing tool has been developed only calculating the origin of the different multipath
components and not the amplitude of them. Using image theory [13], first order reflections on the most
significant elements were computed.

Figure 7 shows, as an example, the fit between the PDP obtained from measurements and the
delay of different propagation paths computed by the above-described ray-tracing tool. Up to four
different paths considered by the ray-tracing tool superimpose to the measured PDP, whereas the LOS
component and the floor reflection fit perfectly the empirical results, the reflection caused by the back
door seems just a bit ahead of the measured one. This may be due to small measurement errors, a more
complex multipath propagation than that used in the simulations, or even some additional delaying
elements not considered in this analysis.

Figure 7. Mapping the measured power delay profile (PDP) and ray-tracing estimations for the corridor
channel received by antenna “3” in line of sight (LOS) conditions at the 60 GHz band.

3. Results

In this section, results obtained in the auditorium and the corridor, are presented. Every measurement
results in three different S-parameters, measured at the same time, which allows observing the
difference between multipath components arriving at the three antennas. All wideband results are
shown, relative to the delay of the main LOS component.

3.1. Auditorium

Figure 8a–c show the PDP for the three S-parameters at 41.5 GHz. Taking a closer look at the
area of the component arriving first, it is easy to see that antenna “2” (closest to the transmitter) gets
the most energy of the three. This can be explained by the fact that also reflections from the floor,
tables and chairs are taken together, where those are at the same time partially blocked to the other
antennas. Another explanation can be the coupling of the different receiving antennas, resulting in
(smaller) modifications of the radiation pattern and hence reducing efficiency and performance.

The direct component can be easily identified as the one with the smallest delay. As the receivers
move away from the transmitter, that relative delay increases. The same trend can be seen in other
contributions produced by scatterers placed between the transmitter and the receivers.

However, at the central part of the graphs, there is a contribution that can be seen in Figure 8a
(and less clearly in Figure 8c) starting at 20 ns delay and lowering its delay as the receivers move away
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from the transmitter. This indicates that the contribution is arriving from a direction opposite to that of
the direct component. It was probably produced by the laptop, which was the closest to antenna “2”.

As our simple ray-tracing tool does not take into account the amplitude of the components,
it could predict some components that do not appear in the actual measured results due to their large
attenuation and low power in the real world. This is the case for the sidewall reflection in Figure 8.

Finally, the contributions coming from the chairs at the back area of the auditorium can also
be identified by their initially longer delays, getting shorter when the receiver moves closer to
these scatterers.

(a) 

(b) 

Figure 8. Cont.
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(c) 

Figure 8. PDP at auditorium, at 41.5 GHz, moving the receiver along the central corridor of the
auditorium: (a) Received by antenna “2”; (b) by antenna “3”; (c) by antenna “4”.

Figure 9 shows the measured PDP at the 60 GHz band together with the ray-tracing predictions.
Aside from the difference between the three receivers, it is also interesting to recall the differences on
the PDP between 40 GHz and 60 GHz. While for 40 GHz there are several multipath components,
in 60 GHz only the line of sight and the reflection on the floor are present. The other contributions
from the side and back wall suffer stronger attenuations and fall below the receiver’s sensitivity
(Figure 9a–c). In fact, the ray-tracing simulations predict the time delays that would correspond to
those contributions, as can be seen in Figure 10, but no signal over the noise threshold was detected in
the measurements.

(a) 

Figure 9. Cont.
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(b) 

(c) 

Figure 9. PDP at auditorium, at 60.5 GHz: (a) Received by antenna “2”; (b) by antenna “3”; (c) by
antenna “4”.
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Figure 10. PDP at auditorium, at 60.5 GHz, received by antenna “2”.

As stated before, time dispersion affects the maximum symbol rate that can be used without
suffering ISI. In Figure 11, the RMS delay spread for all three S-parameters at both frequencies is
plotted as a function of the receiver’s position. The results are consistent with what was shown before
(Figures 8 and 9). At 40 GHz the amount of multipath is more significant than at 60 GHz; therefore,
the RMS delay spread is also larger.

(a) 

Figure 11. Cont.
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(b) 

(c) 

Figure 11. RMS delay at the auditorium, at both considered bands, moving the receiver along the
central corridor: (a) Received by antenna 2; (b) by antenna 3; (c) by antenna 4.

Another interesting way to analyze the RMS delay spread values is by means of their cumulative
distribution functions (CDFs). Computing the CDFs of the RMS delay spread can help to establish a
reference value for the delay spread in that environment, by setting a level below which it stays for
99 percent of the time.
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Taking a closer look at Table 1, it shows that the most restrictive antenna (the one with the larger
value of RMS delay) is antenna “3”, which is the one at the front. Hence the system must be designed
to take that value into account. Again, the lower delay spread at 60 GHz, when compared to 40 GHz,
is obvious in Table 1.

Table 1. RMS delay spread stays below this value (ns) 99% of the time, in the auditorium.

Band Received by Antenna “2” Received by Antenna “3” Received by Antenna “4”

40 GHz 7.46 8.64 5.43
60 GHz 1.51 2.73 1.83

The second computed parameter is the coherence bandwidth. At 40 GHz, the results are very
similar for all three antennas, as can be seen in Figure 12. For the signal received by antenna “2”
and “4” similar behavior is observed: A level of about 800 MHz for α = 0.5 until the antennas are
moved 100 cm on the rail. The reason for this large coherence bandwidth is that at short distances the
main contribution is the direct one, while the ground reflection is attenuated by the antenna pattern
(as seen in Figure 9). As the distance increases, the ground reflected component is received through
the center of the main lobe of the antenna pattern, and the coherence bandwidth decreases drastically.
Comparing those results with the ones obtained by antenna “3”, the level of the coherence bandwidth
in the latter is smaller and the decay is produced at a closer distance to the transmitter.

(a) 

Figure 12. Cont.
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(b) 

(c) 

Figure 12. Coherence bandwidth as a function of the receiver position on the rail at 40 GHz received by
(a) antenna 2; (b) by antenna 3; (c) by antenna 4.

When looking at the results for 60 GHz in Figure 13, one can observe the increase in the mean level
of the coherence bandwidth for all correlation levels. This can be explained by the reduced number of
echoes, compared to the 40 GHz frequency campaign.

33



Electronics 2019, 8, 1234

As with the RMS delay, the percentage of the time the coherence bandwidth is above a desired
threshold and is a useful metric for the design of communication systems. Here, the results for the
99th percentile can be seen in Table 2.

(a) 

(b) 

Figure 13. Cont.
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(c) 

Figure 13. Coherence bandwidth as a function of the receiver position on the rail at 60 GHz received by
(a) antenna 2; (b) by antenna 3; (c) by antenna 4.

Table 2. The 99th percentile of coherence bandwidth (MHz), in the auditorium.

Band Correlation Level Received by Antenna “2” Received by Antenna “3” Received by Antenna “4”

40 GHz
0.5 204 199 217
0.7 132 132 144
0.9 30 24 36

60 GHz
0.5 222 186 192
0.7 168 138 144
0.9 96 78 78

We can observe that for a coherence level of 0.9, 60 GHz clearly outperforms 40 GHz. For lower
correlation levels, that behavior is not that clear. In addition, for both frequency bands, the worst
scenarios are given when receiving through antenna “3”.

Comparing the coherence bandwidth and the RMS delay spread values, it is clear that there is an
inverse relation. The more replicas of the signal received, the larger the RMS delay spread and the
lower the coherence bandwidth become. The mathematical relation is given by Fleury’s limit [14,15] in
Equation (5).

Bc ≥ cos−1 α
2πτrms

(5)

where Bc is the coherence bandwidth for a correlation level α and τrms is the RMS delay spread.
Figure 14 illustrates both theoretical lower limits for the coherence bandwidth with different

correlations and the results obtained by analyzing the available data and plotting them as a function of
RMS delay at 60 GHz.
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Figure 14. Theoretical Fleury limit and measured results, for different correlation levels α = 0.5, 0.7,
or 0.9, at the auditorium in the 60 GHz band, received by antenna “3”.

3.2. Corridor

Wideband results obtained in the corridor, in both LOS and OLOS, were processed in a similar
way. Tables 3 and 4 provide RMS delay spread values and Tables 5 and 6 coherence bandwidth values,
for LOS and OLOS conditions.

Table 3. RMS delay stays below this value (ns) 99% of the time, in the corridor, LOS.

Band Channel 21 Channel 31 Channel 41

40 GHz 7.4 8.4 5.4
60 GHz 0.1 0.1 0.1

Table 4. RMS delay stays below this value (ns) 99% of the time, in the corridor, OLOS.

Band Channel 21 Channel 31 Channel 41

40 GHz 6.9 8.4 8.7
60 GHz 4.1 5.1 3.7

Observing Tables 3 and 4, one can notice a clear difference between 40 GHz and 60 GHz. Both in
LOS and OLOS, the 60 GHz signals demonstrate a lower delay spread. Indeed, the lower the frequency
the more multipath is observed in the measurement campaign. Obviously, the multipath scheme is the
same in both environments. However, the attenuation at 60 GHz is stronger than at 40 GHz as many
multipath components at 60 GHz arrive at the receiver with a level below its sensitivity, and hence do
not contribute to the received signal. Less multipath components result in a lower RMS delay spread.

The difference in RMS delay spread between LOS and OLOS is clear at 60 GHz, with lower values
in LOS and with a stronger dominant direct path than in OLOS. The difference is not so clear at 40 GHz.

In general, the coherence bandwidth in these corridor scenarios is higher in the first part of the
rail. After a certain distance, it drops to nearly half its value. The drop appears around 130 cm for
60 GHz and 150 cm for 40 GHz. There are two explanations for this behavior. The first one is that
the antenna quits the main lobe, resulting in a weaker value in the PDP. The second one is that the
multipath components are reduced, due to the environment geometry.
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In the LOS scenario, the coherence bandwidth is higher at 40 GHz than at 60 GHz, as can be seen
in Table 5. As previously stated, this is expected due to the higher amount of multipath. In OLOS
(Table 6) the 60 GHz seems to be higher, but this is due to the absence of received signal at some places
along the path.

Table 5. The 99th percentile of coherence bandwidth (MHz), in the corridor, LOS.

Band
Correlation

Level
Received by
Antenna “2”

Received by
Antenna “3”

Received by
Antenna “4”

40 GHz
0.5 282 264 306
0.7 144 156 191
0.9 12 12 12

60 GHz
0.5 209 179 227
0.7 48 18 12
0.9 12 6 6

Table 6. The 99th percentile of coherence bandwidth (MHz), in the corridor, OLOS.

Band
Correlation

Level
Received by
Antenna “2”

Received by
Antenna “3”

Received by
Antenna “4”

40 GHz
0.5 96 84 78
0.7 72 66 60
0.9 4 4 4

60 GHz
0.5 126 108 120
0.7 96 84 90
0.9 54 48 54

Regarding the theoretical limits for the coherence bandwidth, Figure 15 shows the Fleury’s limit
for the case of the measurements in the 40 GHz band at the corridor.

(a) 

Figure 15. Cont.
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(b) 

Figure 15. Theoretical Fleury’s limit and measured results, for different correlation levels α = 0.5, 0.7,
or 0.9 at the corridor in the 40 GHz band: (a) LOS conditions, (b) OLOS conditions.

4. Discussion

Throughout the paper, several results provide insight into the behavior of the indoor radio channel
at different environments in two clearly different millimeter-wave frequency bands: The licensed
one near 40 GHz and the unlicensed around 60 GHz. Their characteristics allow the definition of
advantages and disadvantages of both for deploying high rate wireless networks, which is the aim of
this work.

From the measurement data and the processing of this gathered information, the main observed
differences are:

1. The amount of multipath contributions is clearly reduced in 60 GHz compared to 40 GHz. This is
due to the larger propagation attenuation and lower reflection coefficients at 60 GHz. At 60 GHz
the energy will be scattered in a more diffuse way as the wavelength is smaller compared to the
surface irregularities.

2. This leads to smaller delay spreads at 60 GHz than at 40 GHz (i.e., 2.73 ns versus 8.64 ns at the
auditorium).

3. The radio channel is more frequency selective at 40 GHz, with coherence bandwidths for a 0.9
correlation level of 24 MHz at 40 GHz in the auditorium, while a value of 78 MHz was measured
in the same environment at 60 GHz.

4. Regarding the different scenarios in LOS conditions, smaller environment dimensions yield to a
smaller RMS delay spread at 60 GHz. A value of 0.1 ns is obtained in the corridor while 2.73 ns is
obtained in the auditorium. At 40 GHz the difference is not so clear (8.4 ns versus 8.64 ns).

5. On the other hand, smaller scenarios correspond to larger coherence bandwidth values, particularly
at 60 GHz, with coherence bandwidth values for a 0.9 correlation level increasing from 6 MHz in
the corridor to 78 MHz in the auditorium.

6. OLOS conditions result in larger delay spreads (5.1 ns) compared to LOS conditions (0.1 ns) at
60 GHz. The difference at 40 GHz is no so clear (8.7 ns versus 8.4 ns).
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7. The inverse relation between the delay spread and coherence bandwidth has been confirmed by
plotting both parameters against Fleury’s limit.

8. Due to the reduced multipath propagation conditions at 60 GHz, channel parameters seem to
be more sensitive to changes in the size of the environment and on the visibility conditions
(LOS/OLOS) than at 40 GHz.

9. Regarding ray-tracing simulations, a simple ray-tracing model with just single reflections would
be enough to represent all relevant multipath contributions at 60 GHz. Higher order reflections
should be considered for modelling all contributions at 40 GHz.

At 38 GHz, results for the corridor agree with those in the literature [16] where measurements
were performed in a wagon with similar dimensions and geometry. The delay spread values reported
are 7.63 ns and 9.77 ns, very similar to the 8.4 ns we measured in LOS condition.

At 60 GHz, similar delay spread values can be found in [17] where a mean delay spread value of 6
ns with 2 ns standard deviation are reported for a conference room and in [18] where delay spreads
below 7 ns are measured for 99% of the positions, also at a similar conference room. Finally, in [19] a
value of 3.13 ns is found, but for a smaller environment.

5. Conclusions

A wideband measurement campaign at two millimeter-wave frequency bands, 40 GHz and 60 GHz,
has been conducted in two indoor scenarios: An auditorium and a narrow corridor. Measurements
included both LOS and OLOS situations.

The results have been processed and two wideband channel parameters have been obtained:
The RMS delay spread and the coherence bandwidth. Based on these two parameters, the performance
of both frequency bands is compared.

We conclude that there are more multipath contributions at 40 GHz than at 60 GHz, resulting in a
larger delay spread and larger frequency selectivity at 40 GHz than at 60 GHz. The radio channel at
60 GHz seems to be more sensitive to any change in the size of the environment or in the visibility
conditions (LOS/OLOS).

We have also concluded that multipath contributions at 60 GHz can be explained by single
reflections on the environment scatterers, while higher order reflections should be considered to model
all multipath contributions at 40 GHz.

The results in this paper should be taken into account if a decision has to be made on the frequency
band to be used in an indoor link for a wireless communication system. Results also provide a deep
insight into the physical propagation mechanisms that take place and help to understand how these
mechanisms determine the differences in the wideband parameters of the radio channel. Finally,
results will be valuable also for those developing ray-tracing models for the indoor radio channel at
millimeter-wave frequencies.
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Abstract: This paper proposes a segmented parabolic curved antenna, which can be used in the base
station of a 60 GHz millimeter wave communication system, with an oblique Yagi antenna as a feed.
By analyzing the reflection and multi-path interference cancellation phenomenon when the main lobe
of the Yagi antenna is reflected, the problem of main lobe splitting is solved. 3D printing technology
relying on PLA (polylactic acid) granule raw materials was used to make the coaxial connector
bracket and segmented parabolic surface. The reflective surface was vacuum coated (via aluminum
evaporation) with low-loss aluminum. The manufacturing method is environmentally friendly and
the structure was printed with 0.1 mm accuracy based on large-scale commercial applications at a low
cost. The experimental results show that the reflector antenna proposed in this paper achieves a high
gain of nearly 20 dBi in 57–64 GHz frequency band and ensures that the main lobe does not split.

Keywords: Yagi antenna; parabolic; 3-D printing; millimeter wave

1. Introduction

With the rapid development of broadband technology, there is a large potential market demand
for wireless communication with 1 Gbit capacity per second. This has led to 60 GHz millimeter wave
communication becoming a research hotspot. High gain, a wide bandwidth, no main-lobe splitting,
easy integration and low loss are key indicators for 60 GHz millimeter wave base station antennas.
On the other hand, the silicon-based system-on-chip system concentrates the on-chip antenna and the
on-chip active modules in the same chip, which is advantageous for mass production. However, due
to the loss of the silicon substrate, the conventional on-chip antenna cannot meet the requirements to
be a base station antenna. The substrate integrated antenna [1–4] and the microstrip antenna [5] can
meet the above requirements but to achieve high gain, the above two antennas need to adopt an array
combination and the feed network is very complicated. This also increases the profile of the antenna,
which means more corrosive liquid in manufacturing, causing consequent environmental pollution
problems. Therefore, the use of an on-chip reflective antenna is alternative choice. In the literature [6],
multiple planar dipole antennas are used as feeds and concentric circles of different radii are formed by
hollowing out the layers of the multilayer substrate. The cross section is approximately parabolic and
has a directional beam scanning function but its bandwidth is only 4 GHz, which is unable to meet the
requirements of millimeter wave broadband communication. In contrast, PLA plastics used in plastic
powder additive manufacturing technology (i.e., 3D printing technology) are naturally degradable
and environmentally friendly, while substrates made by 3D printing can be formed by vacuum plating
to form reflective surfaces for antennas. The 3D printing accuracy of existing commercial applications
can reach a range of 0.1 mm; with low cost, which is very suitable for the millimeter wave frequency
band. Compared with the traditional metal reflective surface, the plastic printing plus technology
vacuum plating can reduce the weight by 80% and its structure is light. While studies reflected in the
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literature [7–9] made a useful attempt, the feed antenna used for a waveguide interface and cannot
be seamlessly integrated with active modules. In view of the above problems, this paper adopts 3D
printing technology to realize the antenna reflection surface and utilize the planar Yagi antenna as
the feed source, hence achieving seamless integration of the on-chip antenna and the active module.
Moreover, in order to meet the key indicators of the above 60 GHz millimeter wave base station
antenna, this paper adopts the oblique reflection surface structure, which eliminates the shadowing
effect of the feed and eliminates the main lobe splitting caused by multipath interference cancellation.
The performance of the antenna is improved effectively. Through optimization, the antenna proposed
in this paper satisfies the above indicators during actual measurement and is expected to become a
new generation of on-chip integrated antennas for base stations.

2. Antenna Design

2.1. Parabolic Feed Antenna Design

The Yagi-Uda antenna [10] itself is composed of end-fire arrays with high gain, wide bandwidth
and low cross-polarization. The planar Yagi-Uda antenna is extremely suitable for microwave and
millimeter wave applications due to its high gain, low loss, high radiation efficiency and ease
of fabrication [10]. Therefore, it was chosen as the feed for the reflector antenna in this paper.
The planar Yagi-Uda antenna includes the extended ground wire on the PCB as a reflector and a
planar printed dipole as the driver, both are printed on both sides of the PCB. All the four directors
of Yagi antenna were printed paralleled with the dipole on the upper surface of PCB. The initial
design was based on empirical data from free space and then scaled down to the equivalent dielectric
constant. The microstrip, the dipole and the directors were connected by planar printing balun to
ensure sufficient bandwidth. However, this design also created a high level of cross-polarization.
Therefore, the electro-magnetic field numerical analysis method (HFSS) was used for analysis and
adjustment. The method was used to increase the shape of the saw ruler to eliminate surface waves
and reduce cross-polarization. As shown in reference [10], the designed Yagi antenna has four directors.
The substrate is Rogers 5880 (dielectric constant of 2.2) and the substrate thickness 0.254 mm. Figure 1
shows the connector and connector bracket of the antenna.

Figure 1. Connector Bracket and connector.

The Yagi antenna has a −10 dB bandwidth of 56–67 GHz which is shown in Figure 2. It can
demonstrate a low sidelobe radiation pattern with a maximum gain of 9.3 dBi [10]. It was used
as a parabolic antenna feed, supplemented by a 3D printed support frame with an accuracy of
0.1 mm, hence achieving a seamless connection of the transfer interface. In the 60 GHz millimeter
wave environment, the tilt of the electrical scale by 1 mm to 2 mm will bring a large error.
Therefore, the support bracket was designed to avoid the tilt of the connector due to gravity and the
system accuracy was improved.
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Figure 2. S parameter of Yagi-Uda antenna.

2.2. Parabolic Antenna Structure

The parabolic antenna shown in Figure 3a affects the antenna performance by obscuring
the reflected parallel electro-magnetic waves due to the size of the feed at the parabolic focus.
The cylindrical paraboloid shown in Figure 3b was used to allow the antenna feed to be incident
obliquely and the reflected parallel electromagnetic waves do not create a shadowing effect. In order
to obtain the parabolic profile of the reflecting cylinder, the paraboloid profile is satisfied as follows:

ρ =
2p

1 + cosφ
= p · sec2

(
φ

2

)
(1)

where ρ represents the distance from the center of the parabola to the curve in polar coordinates, p is
double the focal distance F as shown in Figure 3 and φ is the angle in polar coordinates.

 

 

(a) (b) 

Figure 3. Parabolic reflector. (a) Parabolic curve (b) 3D structure.

In order to make the antenna sidelobe smaller, the angle α between the reflected wave and the
incident wave was 120◦ as shown in Figure 4a after optimization. The focal length F of the parabolic
was 7 mm and p was 14 mm as shown in Figure 3a. The parabolic profile has a profile radius R
of 20 mm. In the optimization process, we choose the angle α between the reflected wave and the
incident wave to be 100◦, 120◦ and 140◦, respectively. The radiation patterns in Figure 5 are obtained
by HFSS simulation.

The parabolic cross section is shown in Figure 3a and the cylindrical parabolic antenna is shown
in Figure 6a. The Yagi antenna is placed horizontally and perpendicular to the support column
and the angle between the paraboloid and the support column is 60◦ according to α equal to 120◦.
The paraboloid was cut with a spherical shape to make the contour more regular.
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(a) (b) 

Figure 4. Cylindrical parabolic antenna (a) Angle α (b) Profile radius R.

Figure 5. Radiation patterns with different angle α measurements at 59 GHz.

  

(a) (b) 

Figure 6. Optical paths in the parabolic reflector (a) 3D diagram (b) 2D diagram.

The main lobe of the Yagi antenna has a certain narrow −3 dB width. The optical path of the
longitudinal section is shown in Figure 6. As illustrated in Figure 6b, the optical path difference
between optical paths 1 and optical path 2 is much shorter than that of optical path 3 and optical path
4. Therefore, there is always one direction and the optical path difference of the two optical paths is
half the wavelength, which causes the main lobe to be split due to interference. Both the simulation
and measurement result of the main lobe splitting are shown in Figure 7. The measurement splitting is
more obvious and while the simulation splitting has a 2 dB recess.
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Figure 7. Simulation and test data for the cylindrical reflector antenna at 59 GHz.

2.3. Parabolic Curved Antenna

In order to solve the afore-mentioned main lobe splitting problem, the reference [11] used the
reflective surface of the longitudinal parabola profile. As shown in Figure 8a, at this time, the reflected
rays are almost parallel and the interference phenomenon can be effectively avoided. The paraboloid
was also modified from the original cylinder, as shown in Figure 6a, to an orthogonal parabolic surface,
as shown in Figure 8b. The distance between the four vertices of the paraboloid and the center of
the cutting sphere is R and R is contour radius. Moreover, the distance between the top and bottom
vertices on the same side is 1.8 R.

 

(a) (b) 

Figure 8. Rays on the longitudinal parabola (a) 2D diagram (b) 3D diagram.

By calculating the formula based on the parabolic antenna gain:

G = ηA4πS/λ2 (2)

Here ηA is the aperture efficiency of the parabolic antenna and it includes spillover efficiency ηs

and aperture taper efficiency ηt. S is the physical area of the antenna aperture and λ is the wavelength.
As the flare angle increases with contour radius R, ηs increases correspondingly. Since here the gain
value decreases with R as shown in Figure 9 (when R = 20, 30, 40, the gain pattern can be referred to
in Figure 10), it indicates that the irradiation becomes non-uniform due to decrease of the aperture
taper efficiency ηt. When the contour radius is too small, the side lobe level become higher due to the
diffraction effect of the edge or small spillover efficiency ηs. The highest side-lobe according to Figure 9
is 7 dBi, corresponding to a maximum main lobe gain of 20 dBi. Regarding optimization, the optimum
profile radius was 32 mm (3.7 dBi for the side lobes and 20 dBi for the main lobes). Considering that the
feed will deviate from the vertical direction of support column due to alignment error, the minimum
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distance between the contour edge and the projection point of the feed center on the paraboloid was
guaranteed to be 32mm and the contour radius was set at 40mm. Simultaneously, the maximum gain
is 19.3 dBi at 61 GHz frequency.

Figure 9. Gain values of the main and sidelobes at different contour radii. at 59 GHz.

Figure 10. Gain pattern with different parabolic surface radii. at 59 GHz.

2.4. Segmented Parabolic Surface Antenna

The parabola converted the ideal point source at the focus into parallel rays. However, for a given
−3 dB beam width feed like the Yagi antenna, it was viewed as a collection of multipoint sources at
different locations. Therefore, the parabola needs to be corrected in order to integrate the point sources
at different locations to obtain the optimal parallel light generation effect. The parabolic equation is:

ρ =
2p

1 + cosφ
(3)

A segmentation combination of the parabolic equation was made using different parameter
measures for p, which is similar to what was done in reference [12]. Optimized using the HFSS
simulation, the combined parabolic equation is:⎧⎪⎪⎨

⎪⎪⎩
ρ =

2p1
1+cosφ ; φ ∈ [−π

6 , π
6 ]

ρ =
2p2

1+cosφ ; φ ∈ [− 7π
36 ,−π

6 ] ∪ [π
6 , 7π

36 ]

ρ =
2p3

1+cosφ ; φ ∈ [−π
4 ,− 7π

36 ] ∪ [ 7π
36 , π

4 ]

(4)

The value of p1, p2, p3 are 12, 14 and 16 mm respectively. At 61 GHz, the gain of the segmented
combined parabolic surface was 1 dB higher than the gain of the parabolic surface, with a gain of
20.5 dBi. As can be seen from Figure 11, the gain value of each frequency point at 57–64 GHz increased
stably by 1 dB.

46



Electronics 2019, 8, 203

Figure 11. Comparison between Segment parabolic and Parabolic curved antenna.

3. Simulation and Experimental Results

The three-dimensional structure of the segmented parabolic surface is shown in the Figure 12
above which Figure 12c shows the antenna in the microwave anechoic chamber, and its
one-dimensional graph is shown in Figure 13. In Figure 14, two curves represent the simulation
result and the measured result respectively. At 61 GHz, the measured gain was 20 dBi and the first side
lobes reached 6 dBi, which is 14 dB lower than the main lobe. At 64 GHz, the first side lobes reached
7 dBi, which is 13 dB lower than the main lobe.

 

 

(a) (b) (c) 

Figure 12. (a) Three-dimensional structure of the segmented parabolic surface (b) Rays on segmented
parabolic surface (c) The segmented parabolic surface in the microwave anechoic chamber.

Figure 13. Segment parabolic curve antenna.
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(a) (b) 

Figure 14. Simulation and test gain patterns at frequencies of (a) 61 and (b) 64 GHz.

4. Conclusions

An antenna system using a 3D printed vacuum-plated parabolic surface and a planar Yagi
antenna as a feed can be seamlessly integrated as planar antenna with on-chip millimeter active
module. The improved reflective surface design as shown in Figure 8, by using a parabolic surface,
gain was not only improved by 5 dB but the gain value reached 19 dBi. Also, it improved the main-lobe
splitting as shown in Figure 7. Moreover, the segmented combined parabolic surface as shown in
Figure 12 was further improved and the gain value reached 20 dBi in the 57–64 GHz band. Compared
with the traditional metal reflective surface, the plastic printing plus vacuum plating parabolic can
reduce the weight by 80% and it is easy fabricated, low cost and environment friendly.
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Abstract: In this paper, the design of a beam scanning, 3D-printed dielectric Transmitarray (TA)
working in Ka-band is discussed. Thanks to the use of an innovative three-layer dielectric unit-cell
that exploits tapered sections to enhance the bandwidth, a 50 × 50 elements transmitarray with
improved scanning capabilities and wideband behavior has been designed and experimentally
validated. The measured radiation performances over a scanning coverage of ±27◦ shown a variation
of the gain lower than 2.9 dB and a 1-dB bandwidth in any case higher than 23%. The promising results
suggest that the proposed TA technology is a valid alternative to realize a passive multibeam antenna,
with the additional advantage that it can be easily manufactured using 3D-printing techniques.

Keywords: transmitarray antenna; beam scanning; planar lens; discrete lens; tapered matching;
3D-printed antenna; 3D-printing; additive manufactuing

1. Introduction

The next generation of high performing radar and satellite communication systems is requiring
the development of enhanced technologies for the design and realization of its components. For what
concerns antennas, the main constraints are related to the frequency bands, moving from microwave
to millimeter or sub-THz frequencies, the high gain and the multibeam or beam scanning capabilities.
To generate wide scanning antennas with good performances in all the pointing directions, the use of
active arrays is the most straightforward solution, even if they are characterized by high complexity,
that increase dramatically with the number of array elements; moreover, at the higher frequencies,
the poor performances of the feeding network represent a limitation to this type of antenna.
An alternative is that of using a mechanical beam-steering mechanism, easily implementable in
reflector-type antennas. To reduce the antenna volume, recently, solutions where Reflectarray (RA)
or Transmitarray (TA) antennas substitute the reflector are taken into account, since they represent a
convenient and efficient alternative for obtaining high gain and low cost antennas [1,2]. A transmitarray
is typically composed of a feed source that illuminates a single or multilayer quasi-periodic array,
whose unit-cells are characterized by one or more variable geometrical parameters, through which
it is possible to control the transmission coefficient phase of each cell and to obtain the desired
radiation pattern [2]. The TA unit-cell can consist in metallic elements printed on different dielectric
layers [3–5], in completely metallic slot-based layers separated by air gaps [6,7] or even in a dielectric
structure perforated by one or several holes, as implemented in [8–13]. In comparison with reflectarrays,
TAs present the advantage to not suffer for blockage, which require the use of off-set feeds in RA,
and this increases the difficulty to implement efficiently the beam scanning.

In view of their features, transmitarrays have been widely considered for the realization of
multibeam [14,15] or beam scanning antennas [16–27]. The most straightforward way to obtain the
beam steering is that of integrating active elements in the unit-cell, such as p-i-n diodes [16–20] or
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varactor diodes [21–27]: the resulting radiation features are good, but the same considerations already
done for active arrays apply. An alternative solution can be the use of a passive TA illuminated by
a moving feed or by a feed array, generating beams that impinge on the TA surface with different
incident angles and are therefore focused by the TA itself in different directions [14–18]. The main
limitation of this solution is its reduced scanning capabilities: in [16], a small size configuration shows a
reduction of the gain of approximately 4 dB on a scanning range from −30◦ to 30◦. Some improvements
can be obtained using a larger TA, so that just one part of it is illuminated by each incident field [15,17],
or designing the TA so that it acts as a bifocal lens [18], even if in this case a degradation of the beam in
the broadside direction occurs.

In this paper, the design of the 3D-printable dielectric transmitarray with beam-scanning
capabilities is discussed. It adopts the wideband dielectric unit-cell already introduced in [12] are
investigated which consists of three perforated layers: the central presents a square hole, which is
used to control the phase of the transmission coefficient, while the external layers are equal and have
a truncated pyramid hole, which allow for improving the bandwidth and the efficiency. This cell
element was firstly introduced in [10–13], which consists of three perforated layers: the central presents
a square hole, which is used to control the phase of the transmission coefficient, while the external
layers are equal and have a truncated pyramid hole, which allow for improving the bandwidth and
the efficiency. This cell element was firstly introduced in [10], where its wideband behavior was
tested only with numerical simulations of a medium size TA, designed using a conventional dielectric
material and without considering the possible limitations introduced by the manufacturing process.
In [11], the enhanced performances of the same unit-cell were compared with those of a conventional
unit-cell having just a single layer with a square hole; in this case, a material usable for the realization
of the TA with an Additive Manufacturing (AM) technique was considered, since this seemed to be
the only adoptable method for the TA fabrication, but also in that work the designed antenna was
only numerically analyzed, neglecting the constraints imposed by the AM process. The results in [11]
proved that the TA with the tapered unit-cells provided a 1-dB bandwidth doubled (27.6%) with
respect to that of the TA using the single layer cells (13.4%). The unit-cell was instead experimentally
validated in [12]: firstly, several numerical tests were conducted to find the optimum geometric
parameters and transmitarray configuration at Ka-band; then, the unit-cell was modified to make
it 3D-printable in view of the limitations introduced by AM techniques; finally, a 15.6λ0 × 15.6λ0

antenna was designed, manufactured with 3D-printing techniques and experimentally characterized
in the anechoic chamber. All of the configurations considered in [10–12], were designed neglecting
the effect of the direction of arrival of the incident field on the unit-cell and they are only center-fed
transmitarrays that generate a main beam in the broadside direction. In [13], some very preliminary
considerations on the possibility to realize a mechanically steerable transmitarray are summarized:
two different unit-cells are considered, one of which is the dielectric one; small size TAs working at
5.6 GHz were designed without taking into account any manufacturing limitations and considering
the possibility to design a bifocal configuration or to use a global optimizer, and then characterized
numerically. In this paper, a systematic analysis of the scanning beam capabilities of the unit-cell is
first performed and the obtained results are presented in Section 2; the unit-cell has then been used
for the design of a medium size TA, considering the steering of the incident field varying between
−30◦ and +30◦: the adopted design procedure is described in detail in Section 3. A prototype has been
therefore manufactured and measured: the results collected in Section 4 prove that the TA provides
excellent radiation performances for different scanning angles, still maintaining for each of them a
large bandwidth behavior; the 1-dB bandwidth remains almost the same for the different pointing
angles, which are very stable over the entire bandwidth. Finally, in Section 4, some concluding remarks
and possible future actions devoted to further improve the transmitarray features are discussed.
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2. Unit-Cell Analysis

The basic structure of the unit-cell (UC) used for the design of the beam scanning TA was
described in detail in [12], where it was proposed as an alternative solution to improve the bandwidth
in transmitarray antennas; however, for the sake of clearness, its main features are summarized in
the following.

As illustrated in Figure 1, the UC consists of three overlapping layers, made of the same dielectric
material. The central layer has a square hole, whose size d is varied to control the phase of the
transmission coefficient (S21). The two external elements are characterized by a truncated pyramid
hole that connects the hole in the central layer to the external aperture on the unit-cell external top
(bottom) side, whose size W is the same for all of the unit-cells. The three layer configuration can
be described with the equivalent transmission line model shown in Figure 2. The comparison with
the lateral view of the unit-cell in Figure 1b highlights that the mid layer behaves as a uniform
transmission line with characteristic impedance Zsqh, while the external identical layers are equivalent
to tapered transmission lines whose characteristic impedance Z∗

tap(z) varies linearly along the z-axis,
and therefore they act as wideband impedance inverters that match Zsqh to the free-space impedance
(Z0). Both Zsqh and Zsqh are related to the effective permittivity of the corresponding layer that in its
turn depends on the relative dielectric constant of the material and the size of the hole. The dimension
of the tapered section changes linearly with z, and, as a consequence, the characteristic impedance
Z∗

tap(z) follows the same linear law. As discussed in [10], a good matching can be realized choosing
the lengths l1 and l3 of the tapered lines at least equal to λg/2, where λg is the effective wavelength in
the tapered section.

Figure 1. Sketch of a dielectric transmitarray and blow out of the unit-cell structure. (a) dielectric TA;
(b) UC perspective view; (c) UC side view; (d) UC top view.

The unit-cell was designed to work in Ka-band, at a frequency f0 = 30 GHz. To make possible
its manufacturing with a 3D printer, it was designed using the commercial dielectric VeroWhite Plus
(RGD835 provided by Stratasys�). This material was electromagnetically characterized using the
waveguide method through which it was estimated that the average value of the dielectric constant
in the considered frequency range is εr = 2.77 and the loss tangent is tanδ = 0.021. Considering the
requirements introduced by the manufacturing process discussed in [12], and the parametric analysis
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performed to determine the optimal sizes of the unit-cell, its side is fixed to W = 0.3λ0 = 3 mm,
while the heights of each layer are l1 = l2 = l3 = 11 mm, corresponding to a total cell thickness
T = l1 + l2 + l3 = 3.3λ0 = 33 mm. Moreover, the resolution of the adopted 3D printer forces the
maximum and minimum size of the holes to be equal to 2.65 and 0.5 mm, respectively; this choice does
not allow for obtaining a perfect matching between the mid layer equivalent characteristic impedance
and Z0, with a consequent decrease of the amplitude of S21, while a range of 360◦ is still achieved for
its phase.

Figure 2. Equivalent transmission line model of the perforated dielectric unit-cell.

As also pointed out in [16], the scanning capabilities of a transmitarray depend, in the first
instance, on the feature of the unit-cell, whose behavior must be as less as possible subject to the
direction of arrival of the unit-cell, i.e., both the phase and the amplitude of S21 have to stay almost the
same when the angle of incidence varies. In fact, this feature guarantees that, changing the angle of
incidence, no higher modes resonate, as occurs for other unit-cell (see for instance [13]), degrading
the antenna radiation performances and also that, when the direction of arrival changes, due to a
variation of the position of the feed, the behavior of the unit-cell is not completely different from the
presumed one. To study what happens in the unit-cell considered here, it has been analyzed using the
Floquet excitations in CST MW Studio, used to compute the transmission coefficient as a function of
d, for several angles of incidence θi (see inset in Figure 3a for its definition). The curves representing
the variation of the amplitude and the phase of S21 are shown in Figure 3a,b, respectively. They have
been calculated at f0 and for θi = 10◦, 20◦, 30◦, 40◦. Since the analyses for TE (φi = 0◦) and TM
(φi = 90◦) modes provided the same results, only a single curve is plotted for each incidence angle.
As it can be observed in Figure 3a, the amplitude of S21 is slightly affected by direction of arrival of
the incident wave, with a reduction not greater than 0.5 dB when θi = 40◦. For what concerns the
phase, from Figure 3b, it emerges that both its linearity and full range of variation are not affected by
θi: in fact, the different curves are almost a translated copy of the other, with small changes in the slope.
This means that the dielectric unit-cell behavior is not particularly sensitive to the angle of incidence,
and this makes it a potential good candidate for the realization of a beam scanning TA, more suitable
than other unit-cells, as some of those using metallic printed elements, where the oblique incident
wave excites superior modes, at their turns responsible for a strong reduction in the amplitude of the
transmission coefficient and discontinuities in the phase variation.
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(a) (b)
Figure 3. Comparison of the unit-cell transmission coefficient S21 computed at f0 as a function of d for
several angles of incidence θi: (a) amplitude; (b) phase.

3. Beam Scanning Transmitarray Design

Adopting the unit-cell described in the previous section, a medium-size transmitarray has been
designed: it is composed by a matrix of 50 × 50 elements, corresponding to a size D = 150 mm = 15λ0

at f0. The first step in the design procedure concerns the evaluation of the required phase distribution.
The transmission phase of each element is designed to compensate the spatial phase delay from the
feed source to it [2]. Considering the coordinate system illustrated in Figure 4, the required phase
distribution to obtain a focused beam in a direction normal to the surface is given by:

ψreq(m, n) = k0(�r −�rmn · ûo) + ψo, (1)

where k0 is the propagation constant in free-space,�r represents the distance from the feed to the
(m, n)-th element, whose position is located by�rmn, and ûo is the unit vector describing the main
beam direction. The vector �r f determines the feed position, which is considered to be aligned to the
center of the TA surface. The quantity ψo is a constant phase value, indicating that a relative phase
rather than the absolute transmission phase is required for the transmitarray design. Using the array
theory, the far-field radiation pattern for a rectangular aperture transmitarray of M × N elements can
be predicted using the following approximated expression:

E(θ, φ) =
M

∑
m=1

N

∑
n=1

cosqe(θ)
cosq f (θ f (m, n))

|�rmn −�r f | · e−jk(|�rmn−�r f |−�rmn ·û) · |S21(m, n)|ej∠S21(m,n), (2)

where qe is the element power factor, q f is the feed pattern power factor, θ f (m, n) is the spherical angle
in the feed coordinate system in correspondence of each element of the TA and for which the field
radiated by the feed is computed. |S21(m, n)| and ∠S21(m, n) are the magnitude and phase of the
transmission coefficient of each element, respectively. Once the required transmission phase ψreq(m, n)
is determined for each element of the TA aperture, the corresponding element dimension is obtained
using the curve that relates it to the phase ∠S21(m, n). This curve is generally obtained from the
full-wave analysis of the unit-cell, as performed in Section 2. Typically, the evaluation ∠S21(m, n) is
made under the assumption that all cells are illuminated by a field with a normal incidence. Actually,
most of the elements are illuminated by oblique incidence angles, and therefore this approximation
produces a phase error that depends on the degradation of the unit-cell performances with the angle
θ f . The incidence angle on each element of the aperture is given by

θ f (m, n) = acos

(
|r|
|r f |

)
. (3)
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The value of the incidence angles θ f (m, n) in correspondence with the TA elements in the case
considered here is shown in Figure 5a. It has been computed considering a focal length F = 150 mm
(F/D = 1). The angle is maximum at the extremes of the aperture, achieving a peak value of about 34◦.
The phase error introduced when the normal incidence is assumed for all the unit cells instead of the
real direction of arrival of the incidence field is given by

ψerror(m, n) = ∠S21(m, n)−∠S21(θ f (m, n)), (4)

where ∠S21(m, n) is the transmission phase computed with a normal incidence (θ f = 0◦),
while ∠S21(θ f (m, n)) takes into account the different behavior of the UC with varying θ f and it
has been evaluated from the curves obtained in Figure 3b. In Figure 5b, the resulting phase error
distribution ψerror(m, n) for the 50 × 50 TA is plotted: as it can be observed, at the center, the phase
error is lower than 5◦ and it can be considered negligible, while beyond the phase jump, the error
increases arriving up to about 30◦. It is higher when the position of the feed changes, as occurs during
the mechanical beam scanning considered here. For instance, if we consider a scanning angle of
−30◦, the distribution of the incident angles becomes that in Figure 5c, in which the maximum angle
achieved on the right corners is 51◦. In Figure 5d, it can be observed that the phase error related to
this case has increased, reaching a maximum of about 45◦. Moreover, another important aspect has
to be taken into account when the feed is rotating. If the Transmitarray is designed as a center-fed
configuration, it is necessary to consider an additional phase error due to the difference between
the required phase distribution needed when considering a different feed angle position and the
required phase distribution for the center-fed case. Thus, the total phase error for scanning angles is
the following:

ψerror(m, n)|scan = [ψreq(m, n)|scan − ψreq(m, n)] + ψerror(m, n), (5)

where ψreq(m, n) is the required phase distribution for the center-fed case expressed by Equation (1),
ψreq(m, n)scan is the required phase shift needed for scanning angle case and ψerror(m, n) is the phase
error related to the incidence angles by Equation (4). The second term of Equation (5) can be removed
by choosing properly the values of the transmission phase ∠S21(θ f (m, n)). This method has been
applied to find the optimal phase distribution that allows for reducing the phase error for all the
considered scanning angles.

(a) (b)
Figure 4. Sketch of the TA configuration with the adopted coordinate system: (a) side view;
(b) perspective view of the illuminated surface.

The feed is a circular horn working in Ka-band: it has a gain of 17 dB at 30 GHz and its pattern
can be modelled as cosq f (θ) with q f = 12.5. The focal distance between the horn and the dielectric
structure is F = 150 mm (F/D = 1). Since here the main interest is in investigating the scanning
capabilities of the TA, the beam steering that is obtained with a relative rotation between the two
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parts of the antenna, i.e., the transmitting surface and the feed, and this is equivalent to moving the
horn along a circular arc having the center coincident with that of the TA itself, has been sketched in
Figure 6a. In this way, the offset angle θ f of the field impinging the TA changes, and consequently the
direction of the main beam, is denoted with θb. A range of variation for θ f of 60◦ in the E-plane has
been considered for the transmitarray proposed here.

(a) (b)

(c) (d)

Figure 5. Matrix of the incidences angles θ f (m, n) and related phase error: (a) incident angles for a
center-fed TA; (b) phase error distribution considering a normal incidence; (c) incident angles when
the scanning angle is −30◦; (d) phase error distribution considering a normal incidence.

(a) (b)
Figure 6. Pictorial view of the beam scanning mechanism (a) and of its actual implementation (b).

56



Electronics 2019, 8, 379

4. Prototype Manufacturing and Experimental Characterization

The performances of the TA have first been numerically analyzed using CST MW Studio;
then, a prototype has been manufactured and experimentally characterized in an anechoic chamber.
The prototype has been fabricated using the 3D-printer Object30 by Stratasys� that exploits PolyJet
technology and allows for achieving a nominal resolution of 100 μm. In addition, the support
connecting the feed to the TA and allowing its movement in the E-plane has been manufactured
through a 3D-printing technique and, in particular, an FDM (Fused Deposition Modelling)-based
3D-printer has been exploited to realize it. A photo of the entire antenna and its measurement setup in
the anechoic chamber is shown in Figure 7.

(a) (b)
Figure 7. Beam scanning TA mounted in the anechoic chamber: (a) manufactured prototype and its
support structure; (b) measurement setup including the open-ended waveguide probe.

Note that, to simplify the antenna assembly, the beam steering mechanism illustrated in Figure 6a
is implemented in a slightly different way, as appears from Figure 7a more clearly from the sketch
in Figure 6b: it is the TA that rotates around an axis in the horizontal plane, namely the x-axis in
the reference coordinate system adopted in Figure 6, passing through the junctions that connect it
to the supports; if this rotation is such that the angle between the y- and the y′-axis in the sketches
of Figure 6b is equal to θ f , the field radiated by the field impinges on the TA surface with an angle
that is actually θ f ; in other words, it is sufficient to make a rotation of the coordinate system to
overlap the drawing in Figure 6a to that in Figure 6b and this proves that they are equivalent. In the
anechoic chamber, the measurement of the radiation pattern is done performing a 3D scanning in (θ, φ),
where θ and φ are the angles used in the spherical coordinate system; when the measurement in the
E-plane (i.e., the yz-plane in Figure 6) is performed, the radiation pattern as a function of θ is obtained.
Therefore, θb is immediately found in the correspondence of the direction of maximum radiation and
operating a translation proportional to the rotation applied to the Transmitarray, i.e., the angle θ f .

The measured value of the main parameters characterizing the antenna radiation performances
for the different θ f are summarized in Table 1. In the first column, the value of these quantities for
broadside radiation, where the gain is maximum, are listed. In the considered range for θ f , the gain
decreases less than 3 dB, from a maximum of 29.97 dB at 0◦ to 27.07 dB for θ f = ±30◦. This corresponds
to an enlargement of the main beam, that is, however, never larger than 1◦ in both planes (see 4th and
5th rows of the table). The decrease of the gain also affects the aperture efficiency, which reduces to 18%
at the extremes of the scanning coverage. For what concerns the Side Lobe Levels (SLLs), their increase
is more noticeable in the E-plane, where the beam is squinted, as also appears from the measured and
simulated co-polarized radiation patterns at the frequency f0 plotted in Figure 8, for several values of
the angle θ f . These patterns confirm the good scanning capabilities of the designed antenna, since they
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stay almost unchanged for scanning angles between -20◦ and 20◦, but also, when θ f = 30◦, they do
not degrade significantly. Note that the maximum of the different plotted patterns occurs for angles
θb that are slightly different from the corresponding angles θ f . In fact, even if theoretically θb = θ f ,
in practice, this condition is not verified especially when these angles increase and what happens is
that θ f is typically less than θb [28]. The ratio between the main scanning beam direction and the feed
offset angle can be defined as the Beam Deviation Factor (BDF), i.e., BDF = θb/θ f . For a very large
scanning angle range, this parameter has to be optimized to obtain the desired performances. In the
case of the designed TA, the values of the BDF are reported in the 7th row of Table 1: since it is equal to
0.9, it means that the achieved range of variation for θb is of 54◦.

Table 1. Transmitarray performances for different scanning angles.

θ f 0◦ ±10◦ ±20◦ ±30◦

Gain 29.97 dBi 29.30 dBi 27.96 dBi 27.07 dBi
Ap. Eff. (30 GHz) 35.1% 30.1% 22.2% 18.1%
HPBWE (30 GHz) 3.8◦ 3.9◦ 4.1◦ 4.3◦
HPBWH (30 GHz) 3.9◦ 3.9◦ 4.1◦ 4.8◦

SLLE (30 GHz) −22.6 dB −20.4 dB −16.0 dB −11.1 dB
SLLH (30 GHz) −22.6 dB −22.4 dB −20.1 dB −15.5 dB

BDF 1 0.9 0.9 0.9
X-pol (30 GHz) −40.4 dB −39.6 dB −38.5 dB −36.3 dB

1-dB BW 23.5% 24.5% 23.3% 24%

Figure 8. Simulated and measured co-polar radiation pattern in the E-plane at 30 GHz for different
scanning angles.
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Figure 9. Measured co-polar radiation pattern in the H-plane at 30 GHz for different scanning angles.

Figure 9 shows the measured radiation patterns in H-plane, with a blow-up of the region close
to the maximum in the inset. Apart from the reduction of the maximum gain, the radiation patterns
are almost unchanged for −20◦ ≤ θ f ≤ 20◦, and also for θ f = ±30◦ the most significant effect is
just a contained increase of the side lobes. In both Figures 8 and 9, only the co-polar component of
the radiated field is shown, to not make the plot incomprehensible, but the values of the cross-pol
measured at 30 GHz for each considered pointing angle are reported in Table 1: in all cases, it stays
very low, reaching a maximum value of about −36 dB.

In Figure 10, the frequency variation of the gain for the different scanning angles is plotted,
while the values of the 1-dB bandwidth are reported in the last row of Table 1. For the different
values of θ f , the 1-dB bandwidth remains larger than 23% and this represents an advantageous feature
with respect to other transmitarray configurations implemented with metallic-dielectric elements,
which have in most cases a narrow band and it decreases furthermore when the direction of maximum
radiation changes. In Figure 11, the behavior of the measured and simulated gain at the design
frequency as a function of the scanning angle is finally shown: the flatness of the curves is a further
proof of the excellent scanning capabilities of the designed antenna; moreover, it is worth noticing the
good agreement between the simulated and measured results.
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Figure 10. Measured frequency behaviour of the gain for different scanning angles.

Figure 11. Comparison between the simulated and measured variation of the gain as a function of θ f .
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5. Conclusions

In this paper, the beam scanning capabilities of a 3D-printed dielectric transmitarray antenna
have been analyzed and experimentally validated. The radiation patterns measured for different
scanning angles in the range ±27◦ showed a small variation of the gain, a controlled increase of
the SLL and a wideband behavior, confirming the expected antenna properties. While these results
prove the suitability of the considered unit-cell for the design of multibeam or beam scanning passive
transmitarrays, some further optimization of the antenna would be necessary if similar performances
would be obtained on larger scanning coverage. It will be the object of future investigations.
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Abstract: This paper proposes a new beam steering antenna system consisting of two variable
reflection-type phase shifters, a 3 dB coupler, and a 90◦ phase transition. The entire structure is
designed and fabricated on a single layer of substrate integrated waveguide (SIW), which makes
it a low loss and low-profile antenna system. Surface mount tuning varactor diodes are chosen as
electrical phase control elements. By changing the biasing voltage of the varactor diodes in the phase
shifter circuits, the far-field radiation pattern of the antenna steers from −25◦ to 25◦. The system has
a reflection coefficient better than −10 dB for a 2 GHz bandwidth centered at 17 GHz, a directive
radiation pattern with a maximum of 10.7 dB gain at the mid-band frequency, and cross polarization
better than 20 dB. A prototype is fabricated and measured for design verification. The measured
far-field radiation patterns, co and cross polarization, and the reflection coefficient of the antenna
system agree with simulated results.

Keywords: beam steering antenna system; SIW technology; variable phase shifter; varactor diodes

1. Introduction

Beam steering antenna systems have become progressively popular in modern communications.
Transferring and receiving high rate data, scanning a large scale of the atmosphere, having compact
structures with minimum losses—all are attributed to and achieved through electrical beam steering
antenna systems.

The main components in designing a beam steering antenna system are the phase shifters.
Phase shifting in an antenna array can be achieved by using different methods. Included are variable
phase shifters equipped with varactor diodes [1], PIN diode phase shifters (which have three types:
switched line, loaded line, and reflection) [2], a Nolen matrix [3] or a Butler matrix [4] for constant
phase shifts, complementary split ring resonators (CSRRs) [5], a tunable band-pass filter as phase
shifter [6], a liquid crystal miniaturized phase shifter [7], some innovative vector-sum phase shifters by
using CMOS technology [8,9], and a continuously steered beam in a range of ±45◦ through an array of
vector controllers [10], to name only a few.

Substrate integrated waveguide (SIW) has recently attracted a lot of attention because of its
compactness, low loss, and its promising performance in mm-wave and microwave applications.
Therefore, researchers started to not only use this technology for passive components, but also in
active component areas like variable phase shifters. Reference [1] introduces two SIW phase shifters.
First, an inline phase shifter using a varactor diode with a phase shift of 25◦. Secondly, a 180◦ SIW
reflection-type phase shifter including a biasing circuit, four varactor diodes, and two open stubs.
By changing the loading of a waveguide, a controllable phase shifter is achieved in [11]. The phase
shift is controlled by four PIN diodes inserted in the substrate, and a maximum phase shift of 45◦ is
obtained. An EM-wave coupling technique is proposed for achieving a wider bandwidth in a two layer
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SIW phase shifter design [12], and a phase shift of up to 180◦ is obtained by using eight PIN diodes.
The combination of a 90◦ hybrid consisting of two waveguide layers and four varactor diodes, two on
top and two on the bottom, results in a four layer structure. This phase shifter has nearly 360◦ phase
variation [13]. The authors of [14] propose an SIW K-band phase shifter with minimum 105◦ phase
tuning range and 4 dB insertion loss by using varactor diodes as tuning elements. Note that since
varactor diodes and their connecting transitions add losses to the circuit and also affect the radiation
pattern of the antenna due to radiations from the connecting microstrip lines, the use of fewer varactor
diodes is desirable.

A 2.8 GHz to 4.8 GHz beam steering microstrip antenna for radar applications is introduced
in [15]. Beam steering is achieved with a pair of PIN diodes connecting the stubs to the ground and
changing the state between On and Off. A single narrow bandwidth patch antenna is proposed in [5]
which steers the beam by using complementary split ring resonators (CSRRs) as part of the ground
plane. The antenna with double CSRR loading is able to steer the beam from −51◦ to 48◦. A scan range
up to 16◦ is obtained with an integrated 95 mm diameter lens antenna [16] in E-band. The beam is
directed to different angles by switching between the feed elements of the array. Reference [2] presents
a reconfigurable beam steering system comprising four patch antennas, three power dividers, and four
phase shifters. A switched line PIN diode phase shifter is used for directing the beam between −30◦ to
30◦. Reference [17] introduces a new approach to generate beam steering antenna systems without
using phase shifters. A 4 × 4 planar circularly polarized spiral antenna array is designed and verified in
a spherical coordinate system. Asφ changes from 0 to 2π, the phase of the CP antenna’s co-pol radiation
will change by 2π, while r and θ remain constant. A single layer SIW version of a 4 × 4 Butler matrix
system is presented in [18], achieving scanning angles of ±25◦. A broadband beam steering antenna
for 5G applications is introduced in [4]. This design includes a 4 × 4 Butler matrix which applies
progressive phase shift between microstrip antenna elements. Since a Butler matrix has some constant
phase differences at the output, a signal can be directed only to some specific angles. Reference [6]
demonstrates a new method of using band-pass filters as phase shifters or tunable filters by using
coupled microstrip resonators loaded with a varactor diode in the filter structure. A 1 × 4 steerable
dielectric resonator antenna array at C / X band is presented in [19]. Inkjet-printed barium strontium
titanate (BST) thick-film is applied as phase shifters. Integrated metal-insulator-metal varactors are
used for tuning the phase. This antenna system achieves a ±30◦ beam steering range.

Firstly, this paper proposes an SIW Ku-band variable phase shifter. This phase shifter is a
combination of a 3 dB coupler with an isolation better than 30 dB at the mid-band frequency of 17 GHz
and 22 dB in the entire operating bandwidth, with two varactor diodes as electrical phase control
elements. Then, an antenna array consisting of two Vivaldi antennas is introduced for designing a
beam steering antenna system. The proposed beam steering system is designed on a single SIW layer
which makes it a low-profile structure with minimum losses. The system has a 2 GHz bandwidth with
a reflection coefficient better than −10 dB between 16 GHz and 18 GHz and 50◦ controllable beam
steering capability. Therefore, the design criteria consisting of reflection coefficient better than 10 dB,
10 dB gain, 50◦ scanning angle with cross polarization better than 20 dB, which are normally required
for tracking systems and other possible scanning applications, are achieved successfully.

2. SIW Variable Phase Shifter

SIW phase shifters have the advantages of being compact, low loss, and planar which make them
suitable for integration with other components on a single layer. Phase shifters are critical components
in the mm-wave and microwave area for applications like phased array systems in radio astronomy,
and beam steering systems for tracking applications in wireless and satellite communications. Phase
shifters divide into two main groups: Fixed phase shifters and variable phase shifters. This paper’s
focus is on the design of a variable SIW phase shifter.
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2.1. SIW 3-dB Coupler

A hybrid coupler with high isolation and 3 dB coupling is designed on RT/duroid 6002 substrate
with relative permittivity of 2.94, thickness of h = 0.508 mm, and loss tangent of 0.0012 [20].
The component is designed and simulated in CST Microwave Studio 2018. Figure 1 presents the SIW
3 dB coupler structure. The required coupling and isolation are achieved by optimizing the length of
the gap in the middle, the location of the vias on both sides, and also the middle vias. As shown in
Figure 2a, this design has a reflection coefficient better than −22 dB in the entire frequency range. It has
an isolation between the adjacent ports of higher than 30 dB at mid-band frequency and 3 dB power
division between 16 GHz and 18 GHz. Figure 2b demonstrates that the transmission coefficient, when
including dielectric and metallic losses in the analysis, amounts to an insertion loss of less than 0.5 dB.

Figure 1. Substrate integrated waveguide 3 dB coupler.

 
(a) 

(b) 

Figure 2. Scattering parameters of the 3 dB coupler, (a) ideal, (b) S21 = S31 with dielectric and metal
losses included compared to lossless analysis.

2.2. SIW Variable Phase Shifter

A reflection-type variable phase shifter is designed in this section, which consists of an SIW 3-dB
coupler and the biasing circuit for the varactor diodes. Figure 3 shows the structure and parameters
of the phase shifter. The phase shifter parameters including the coupler are designed based on the
theoretical analysis introduced in [21]. The reader is referred to [21] for details. The waveguide width
is designed based on the cutoff frequency [14], and the SIW width is defined by using the proposed
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formula in [22]. The d/p ratio is chosen as 0.65 to have minimum wave leakage in the SIW circuit.
Table 1 presents the phase shifter’s dimensions.

 
Figure 3. SIW variable phase shifter structure and parameters.

Table 1. Dimensions of the SIW variable phase shifter.

Parameter Dimension (mm) Parameter Dimension (mm)

p 1 W1 6
d 0.65 W2 3

L1 1.5 W3 18.6
L2 29.46 W4 6.508
h 0.508 aSIW 7

Before applying the varactor diodes to the coupler introduced in Section 2.1, two capacitors are
applied to ports 3 and 4 (Figure 1) to analyze the phase variation that can be obtained by this circuit.
As revealed in Figure 4, by changing the capacitor value from 0.1 pF to 5 pF, a phase variation of about
125◦ is obtained. After 5 pF, the value of the capacitor is so high that it resembles a short circuit (about
2 Ω impedance), thus the phase variation saturates.

Figure 4. Phase variation of the 3-dB coupler by applying different capacitance values at ports 3 and 4.

For this design, the silicon hyper abrupt junction varactor diode SMV2201-040LF [23] is chosen,
which is specifically designed for wideband applications. For examining the performance of this
diode, its equivalent circuit is modeled and analyzed in CST, which is demonstrated in Figure 5.
A microstrip-to-SIW transition comprising a 50-Ω microstrip line and a tapered microstrip section as
well as two parasitic compensation stubs with width W1 and length L1 (Figure 3) are applied to ports
3 and 4 of the coupler for achieving the required capacitance for a 125◦ phase shift. An inductor is
inserted between the DC voltage and the varactor diode to provide a quasi-open circuit for the RF
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signal. Table 2 presents the relationship between the output phase of the phase shifter circuit and
biasing voltage of the varactor diodes for a single-phase shifter. By increasing the biasing voltage from
0 to 20 V, a nonlinear variation of phase difference between 0◦ and 126◦ is achieved.

 
Figure 5. Schematic part of the SIW variable phase shifter and equivalent circuits of the varactor diodes.

Table 2. Phase shifter angle and capacitance as a function of biasing voltage.

Voltage (V) Capacitor (pF) Phase Shifter Angle (degree)

0 2.10 0
5 0.67 45.51
10 0.33 75.92
15 0.26 106.34
20 0.23 126.02

Figures 6–8 demonstrate the performance of the variable phase shifter by applying 0 to 20 V
biasing voltage to the circuit. While applying five different voltages, Figure 6 shows the reflection
coefficient of the variable phase shifter which is better than −15 dB in all cases between 16 GHz and
18 GHz. The phase variation achieved by the equivalent circuit of the varactor diode is demonstrated
in Figure 7 and verifies the 120◦ phase differences. Figure 8 presents the insertion loss of the proposed
phase shifter, which improves from 11 dB to 3 dB by increasing the biasing voltage from 0 to 20 V.

Figure 6. Reflection coefficient of the SIW variable phase shifter for five different biasing voltages.
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Figure 7. Phase variation of the SIW variable phase shifter for five different biasing voltages.

 
Figure 8. Insertion loss of the SIW variable phase shifter for five different biasing voltages.

3. SIW Beam Steering Antenna System

By using electrically variable phase shifters, we are able to change the phase of the signal in any
individual antenna element in an array, which consequently steers the far-field radiation pattern of the
array in space without the need for any mechanical rotation.

3.1. Vivaldi Antenna

An antipodal Vivaldi antenna is employed as the radiating element for this antenna system. It is
designed based on the parametric study in [24], and then fine optimized [25] for performance in the
required frequency band of 16 GHz to 18 GHz. The Vivaldi antenna is horizontally polarized, and
vertical polarization is blocked by the comb-like corrugations on two arms of the antenna. Therefore,
the corrugations improve cross polarization. The proposed antenna has a wide bandwidth with a
reflection coefficient better than –15 dB in the entire operating bandwidth, as presented in Figure 9a.
Its end-fire radiation pattern with high directivity is displayed in Figure 9b. This single antenna
provides about 9.6 dB gain at mid-band frequency. The proposed Vivaldi antenna has a very directive
radiation pattern with 50◦ HPBW, which consequently limits the scan range of the beam steering
system to about 50◦.
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(a) 

 
(b) 

Figure 9. SIW Vivaldi antenna, (a) reflection coefficient, (b) far-field radiation pattern at 17 GHz.

3.2. Beam Steering Antenna System

Beam steering is accomplished by applying a progressive phase shift between neighboring
elements in an array. The proposed beam steering antenna system includes two variable phase shifters,
an antenna array consisting of two Vivaldi antennas, and a 90◦ phase transition. A microstrip-to-SIW
transition is designed for feeding the antenna system by K-connectors at ports 1 and 2. First, a 50-Ω
microstrip line is designed based on principles explained in [26]. Then, it is tapered out for a better
match. Figure 10 demonstrates the entire beam steering antenna system.

 
Figure 10. Beam steering antenna system.
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A SIW 90◦ phase transition is applied between the 3-dB coupler and phase shifters. This transition
causes 0◦ and 180◦ phase differences between the input ports of the right and left phase shifter when
exciting port 1 and port 2, respectively [27]. Therefore, a 0◦ (sum) and 180◦ (difference) steering range is
obtained by using this transition. Figure 11 displays the electric field distribution in the entire antenna
system when port 1 is excited. As exhibited, minimum loss and no wave-leakage through the SIW
transitions are accomplished.

Figure 11. Electric field distribution in SIW beam steering antenna system at 17 GHz when port 1
is excited.

In order to calculate the beam steering range of the system by considering a phase shifter with a
maximum of 125◦ phase variation, the following formula is used [28]:

ψ =
−360 f

c

(
[dx + Δx] sinθ cosφ+ dy sinθ sinφ

)
(1)

where ψ is the phase shift between the elements, f is the frequency, c is the speed of light, dx and dy are
x- and y-element spacing, Δx is the row offset for a non-rectangular lattice, and θ and φ are the beam
steering angles.

As revealed in [23], by applying 0 to 20 V bias to the varactor diode, its capacitance changes
between 0.23 pF and 2.1 pF. The gain pattern of the beam steering antenna system is presented in
Figure 12 at mid-band frequency of 17 GHz, while port 1 is excited and port 2 is terminated. As expected
by applying the same biasing voltage to both right and left phase shifters, a signal with a 180◦ phase
difference feeds the Vivaldi antennas which consequently causes a deep null in the broad-sight direction
of the antenna.

Figure 12. Simulated gain patterns of the beam steering antenna system at 17 GHz for 5 different
loadings while port 1 is excited.
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Figure 13 presents the gain pattern of the antenna system for five different loadings when port 2 is
excited and port 1 is terminated. Due to the 90◦ transition by exciting port 2, signals go through the
SIW phase shifters with 180◦ phase differences. Therefore, by applying the same voltage to the right
and left phase shifters, another 180◦ phase difference is added to the signal which causes a directive
radiation pattern in the broad-sight direction of the system.

Figure 13. Simulated gain pattern of the beam steering antenna system at 17 GHz for 5 different
loadings while port 2 is excited.

By considering the progressive phase shift between the individual antennas by exciting port 1
and port 2, a beam steering range from −25◦ to +25◦ is obtained, which verifies the calculated value by
using Equation (1).

4. Experimental Results

The proposed SIW antenna system is fabricated on a single layer of RT/duroid 6002. The top
and bottom views of the fabricated prototype and details of the phase shifter circuit are displayed in
Figure 14. Two end launch K-connectors are used for exciting the ports. Four varactor diodes are
soldered to the board between the microstrip and compensation stubs. Two inductors are placed in
series with the varactor diodes and DC voltage supply which can be replaced by chip inductors.

  
(a) (b) 

Figure 14. Cont.
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(c) 

Figure 14. Beam steering antenna system prototype, (a) top view, (b) bottom view, (c) details of the
phase shifter circuit.

For performance verification, the antenna system is measured in a far-field anechoic chamber
using an Anritsu 37397C vector network analyzer. Figure 15 presents both simulated and measured
reflection coefficients of the beam steering antenna system for ports 1 and 2. The reflection coefficient
is better than −10 dB in the entire frequency range, and measurements show a fairly good agreement
with simulation results.

Figure 15. Measured and simulated reflection coefficients of the beam steering antenna system.

The far-field radiation pattern of this antenna system is measured for three different loadings
for performance confirmation. V1 and V2 are the biasing voltages applied to the left and right phase
shifters, respectively. First, V1 = 0 V and V2 = 20 V are applied, which steers the null to −8◦, then V1

= 20 V and V2 = 10 V are applied, which steers the null to 5◦, and finally V1 = V2 = 20 V is applied,
which has the null at 0◦ and the main lobes at ± 25◦ which are shown in Figure 16.

 
(a) (b) 

Figure 16. Cont.
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(c) 

Figure 16. Measured and simulated far-field radiation pattern of the antenna system while exciting
port 1 with (a) V1 = 0 V and V2 = 20 V, (b) V1 = 20 V and V2 = 10 V, (c) V1 = V2 = 20 V.

The co and cross polarization of this antenna system are measured by exciting port 2, terminating
port 1, and applying the 20 V biasing voltage to both phase shifters. Figure 17 demonstrates the
comparison between the measured and simulated results. The measurements are in good agreement
with simulations. This antenna system provides a cross polarization better than 20 dB in the entire
beam steering range.

Finally, Figure 18 demonstrates the scanning range of the antenna system. By increasing the
biasing voltage of the varactor diodes from 0 to 20 V, a progressive phase shift is provided and applied
to the antennas to steer the beam, resulting in 50◦ scanning ranges from −25◦ to 25◦. Tables 3 and 4
present a comparison between seven recent antenna systems and our proposed design in terms of gain,
phase shifter type, polarization, bandwidth, scan range, and number of antenna elements. As is shown,
the proposed system in this paper provides a fairly wide scan range and good gain despite the fact that
only two antenna elements are used when compared to other systems, which use four antennas.

The antenna efficiency represents the ratio between the total co-polarized radiated power to the
input power accepted by the system. This calculation provides an antenna efficiency of 78.89% at the
mid-band frequency of 17 GHz which demonstrates a very good performance of the proposed beam
steering system.

Figure 17. Co-pol and cross pol of the beam steering antenna system when exciting port 2 and applying
V1 = V2 = 20 V at mid-band frequency of 17 GHz.
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Figure 18. 50◦ scan range provided by changing the biasing voltage of the varactor diodes from 0 V
to 20 V.

Table 3. Comparison of seven recent beam steering antenna systems with our design in terms of phase
shifter type, bandwidth, and number of elements.

Antenna System Number of Antenna Elements Phase Shifter/Mode Bandwidth (GHz)

[2] Four PIN diode/variable 9.88–10.2
[3] Four Nolan matric/fixed 12.25–12.75
[4] Four Butler matrix/fixed 27–29
[5] One CSRR/fixed 1.98–2.05
[12] One PIN diode/fixed 2.8–4.8
[15] Four 4 × 4 Butler matrix/fixed 23–27
[16] Four Metal-insulator-metal Varactor/variable 7–8.4
Our work Two Varactor diode/variable 16–18

Table 4. Comparison of seven recent beam steering antenna systems with our design in terms of gain,
scan range, and polarization.

Antenna System Gain [dBi] Scan Angle (degree) Polarization

[2] 15 −30 to +30 Linear

[3] Not measured

Port 1/−5.3 to −15.3
Port 2/28.7 to 38.3
Port 3/6.9 to 16.2
Port 4/−27.7 to −40.7

Linear

[4] 11 −35 to +35 Linear
[5] Not measured −51 to +48 Linear
[12] 5.47 Various in different frequencies. Linear
[15] 8.7–11.7 −25 to +25 Linear
[16] 13 −30 to +30 Linear
Our work 10.7 −25 to +25 Linear

5. Conclusions

A substrate integrated waveguide beam steering antenna system is presented for Ku-band
applications. The system uses two reflection-type variable phase shifters, a 3-dB coupler with additional
phase transition for creating sum or difference patterns, and two Vivaldi antennas. The entire structure
is designed on a single substrate layer which makes it compact, low loss, and low profile. Four varactor
diodes are used as electrical steering control elements. Experimental results are in good agreement
with simulations, thus verifying the design approach.
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Abstract: This paper describes the design and measured performance of a high-efficiency and
linearity-enhanced K-band MMIC amplifier fabricated with a 0.15 μm GaAs pHEMT processing
technology. The linearization enhancement method utilizing a parallel nonlinear capacitance
compensation diode was analyzed and verified. The three-stage MMIC operating at 20–22 GHz
obtained an improved third-order intermodulation ratio (IM3) of 20 dBc at a 27 dBm per carrier
output power while demonstrating higher than a 27 dB small signal gain and 1-dB compression
point output power of 30 dBm with 33% power added efficiency (PAE). The chip dimension was
2.00 mm × 1.40 mm.

Keywords: high-efficiency; K-band; linearity enhancement; power amplifier; GaAs pHEMT;
diode compensation

1. Introduction

GaAs MMIC is regarded as the premier power device for the microwave communication
system [1] and phase array radar system [2] witnessed in recent decades. However, when facing high
peak-to-average ratio (PAR) modulation schemes such as QPSK and OFDM, the nonlinearity of the
power amplifier causes spectral reproduction and intermodulation distortion. When multi-signals are
amplified within a single channel, the beat between carriers generates amplitude modulation [3].

To meet the linearity requirements in the point-to-point radio or satellite communications which
usually operate with a high PAR and inconstant enveloped input signal, conventional designs have to
work at a back-off output point compared to their saturated power level. Thus, several techniques have
been employed to improve the efficiency in the low power region, such as the linear Doherty design,
feed-forward technique, and envelop feedback. Some linear Doherty amplifier [4] and feed-forward
designs [5] show a high linearity at an acceptable efficiency; however the complexity and cost of
chips are not low. Class-J [6] was also reported to achieve a high linearity in the back-off region.
Those technologies usually generate a high circuit complexity. Some literature has also reported on the
possibility of inner chip nonlinear compensation methods based on diodes [7]. However, no concrete
MMIC design has been proposed.

This paper presents a high-efficiency K-band MMIC linear power amplifier fabricated with
a 0.15 μm GaAs pHEMT processing technology. A kind of linearizer circuit of diode nonlinear
compensation was accomplished. The Y-parameter matrix method was used to analyze and deduce
the dynamic characteristic of the parallel diode and FET network. Both simulation and measurement
results show the linearity improvement of the circuit. As a result, the proposed linear amplifier achieved
an excellent performance with more than a 1 W output power and 33% power-added efficiency at the
1-dB compression point while maintaining an IM3 better than 20 dBc at an output power of 27 dBm
per carrier over a 20–22 GHz band.

Electronics 2019, 8, 487; doi:10.3390/electronics8050487 www.mdpi.com/journal/electronics77
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2. Nonlinear Analysis and Diode Compensation

Table 1 shows the main parameter of the 0.15 μm GaAs pHEMT process. The equivalent circuit
models of pHEMT and a diode are shown in Figure 1.

Table 1. The parameters of the 0.15 μm GaAs pHEMT process.

Parameter Value Parameter Value

VTH (V) −1.2 f t (GHz) 85
VBDG (V) 10 Gm_Peak (mS/mm) 495

Idmax (mA/mm) 650 Pdensity (W/mm) 0.8
Idss (mA/mm) 500 CMIM (pF/mm2) 400
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Figure 1. (a) The equivalent circuit model of pHEMT; (b) the equivalent circuit model of a diode.

Using a diode depletion capacitance model [8], the values of Cgs and Cgd can be derived as

Cgs(vgs) =
Cgsb√
1− vgs

vbi

(1)

Cgd(vgd) =
Cgdb√
1− vgd

vbi

(2)

The functional model of a single-stage pHEMT amplifier can be represented by Figure 2.
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Figure 2. Single-stage pHEMT amplifier model.

In this model, VS(ω) and ZS(ω) constitute the Thevenin equivalent of the excitation source and the
input matching network, and ZL(ω) is the load impedance of the pHEMT. Assuming that the pHEMT
is excited by a voltage, vgs(A, t):

vgs(A, t) =
n∑
0

Vgsk(A,ω) · cos(kω0t) (3)
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where Vgsk represents the Fourier components of vgs and A is the amplitude. By setting the dynamic
charge between the gate and source determined by vgs as Qgs, igs can be derived as

igs(t) =
∂Qgs[vgs]

∂t
= Cgs[vgs] ·

∂vgs

∂t
(4)

Then, we get the frequency domain representation of igs as

Igs = [
1
2

n∑
−n

Cgsk(Vgs,ω)] · [12
n∑
−n

jkω0Vgsk] (5)

where Cgsk is the Fourier components of Cgs:

Cgsk =
ω
2π

∫ π/ω

−π/ω
Cgs[vgs] · e− jkω0tdt (6)

Substituting (R4) into (R3), the fundamental component of igs would be

Igs1 = jω0Cgs0Vgs1 +
1
2

j2ω0Cgs1
∗ ·Vgs2 − 1

2
jω0Cgs2 ·Vgs1

∗ + . . . (7)

As a result, the fundamental vgs(t) voltage Vgs1 (A) can be derived as

Vgs1 = VS(ω) − jωZs(ω){Cgs0 ·Vgs1 + Cgs1
∗ ·Vgs2 − 1

2
Cgs2 ·Vgs1

∗ + . . .} (8)

and solving (8) leads to

Vgs1 =
Vs(ω)

1 + jωZs(ω) ·Cgs0
(9)

The term involving Cgs2 and Vgs2 is neglected as it is significantly smaller than the others.
Incorporating the feedback capacitor Cgd into (9), we get

Vgs1 =
Vs(ω)

1 + jωZs(ω) · [Cgs0 + Cgd(1−Av)]
(10)

(10) reveals that Cgs and Cgd influence the phase of fundamental vgs(t), which leads to AM/PM
distortion. Using a similar method, we can derive the fundamental vds(t) voltage Vds1 (A) as

Vds1(A) ≈ ZL(ω) · Id1(A)

1 + jωZL(ω) · [Cds0(A) + Cgd(
Av−1

Av
)]

(11)

The term involving Cds2 is neglected as it is significantly smaller than the others. Since the
denominator of (11) is approximately equal to unity [9], as a result, there is no significant impact on
AM/PM brought about by Cds. From (10) and (11), it can be derived that the main contributors to
the AM/PM distortion are the variations of Cgs and Cgd. According to the barrier capacitance effect,
the value of Cgs is usually much bigger than that of Cgd. Therefore, the nonlinear characteristic of
pHEMT is mainly contributed by Cgs, which approximately equals Cin. As shown in Figure 3, a Schottky
diode is parallel in the gate and the drain of the output stage FET to compensate for the nonlinearity
of Cgs.
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RFpowerin

ZS ZL

VdVg

Figure 3. Paralleled Shottky diode linearizer.

The voltage between the reverse diode is

vdiode = vds − vgs (12)

The two-port Y-parameter matrix can be utilized to analyse the parallel network composed of the
FET and diode. The matrix form of FET is as follows:[

ig

id

]
=

[
y11 y12

y21 y22

][
vgs

vds

]
(13)

where

y11 =
jωCgs

1 + jωCgsrgs
+ jωCgd (14)

y12 = − jωCgd (15)

y21 =
gm

1 + jωCgsRgs
− jωCgd (16)

y22 =
1

rds
+ jω(Cds + Cgs) (17)

Incorporating the diode barrier capacitance into the matrix,

y11
′ =

jωCgs

1 + jωCgsrgs
+ jω(Cgd + Cdiode) (18)

Cin
′ = − 1

ωIm
(

1
y11
′
) (19)

Cin
′ represents the input capacitance of the network. According to the previous analysis, the state

of input capacitance mainly determines the nonlinear characteristics of the network. Thus, it is
possible to perform distortion compensation utilizing the high-frequency C-V characteristic of the
diode. As vdiode < 0, Cdiode is dominated by depletion layer capacitance Cj, where

Cj =
Cj0√

1− vdiode
ΦB

(20)

where ΦB is the junction built-in potential, so

Cin
′ =

[
ωCgsRgs(Cgd + Cj)

]2
+ (Cgs + Cgd + Cj)

2

(ωCgsRgs)
2(Cgd + Cj) − (Cgs + Cgd + Cj)

(21)
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As the input RF power increases, the electric field within the FET channel is enhanced, which makes
the swing of both vgs and vds become higher. However, the negative swing of vds is limited by the knee
voltage (Vknee) and the positive swing of vgs is limited by the diffusion barrier voltage (Vdiff). As a result,
vds grows higher while vgs grows lower. Consequently, vdiode (3) becomes higher while vgs becomes
lower. The voltage waveform versus input RF power is shown in Figure 4.

 

(a) (b) 

v d
s

v g
s

Figure 4. (a) Voltage waveform of vds; (b) voltage waveform of vgs.

Therefore, substituting (1), (2), and (20) into (21) and combining the voltage analysis above,
the characteristics of input capacitance can be shown as the curve in Figure 5.

 

(a) (b) 

Figure 5. (a) C-V characteristics of the two-finger diode; (b) input capacitance of the network versus
RF power.

The principles for the choice of diode periphery are as follows.

1. The size of the diode should be large enough to compensate for the input capacitance of the
pHEMT as the input power increases;

2. The barrier capacitance of the diode should not be too large to over change the input characteristics
of the HMET and generate excessive feedback between drain and gate.

Figure 6 shows that as the size of diode increases, the additional feedback becomes stronger. As a
result, the MaxGain of the network decreases, which leads to lower linear gain. Therefore, combined
with the C-V characteristics of the diode shown in Figure 5a, we gradually adjusted the diode size
so that it could effectively compensate for the input capacitance of pHEMT while reducing the effect
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on the gain. The C-V characteristics of the selected 2 × 20 μm diode and the input capacitance of the
network versus RF power are shown in Figure 7.

Figure 6. The influence of the diode size on the MaxGain of the network.

 

(a) (b) 

Figure 7. (a) C-V characteristics of the 2 × 20 μm diode; (b) input capacitance of the network versus RF
power (Behavior of 2 × 20 μm diode and 8 × 100 μm FET).

The parasitic parameter value of the selected pHEMT and diode is shown in Tables 2 and 3,
respectively.

Table 2. The parasitic parameter value of the 8 × 100 μm pHEMT

Parameter Value Parameter Value

rg (Ω) 1.5 Ld (pH) 8.5
rd (Ω) 1.2 Ls (pH) 0.7
rs (Ω) 0.2 Cpg (fF) 9.5

Lg (pH) 9.5 Cpd (fF) 17.5

Table 3. The parasitic parameter value of the 2 × 20 μm diode

Parameter Value

rgs (Ω) 41.5
Cpg (fF) 89.0
Cps (fF) 33.5
Lgs (pH) 55.0
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Converting (7) to the S-parameter matrix:[
b1

b2

]
=

[
S11 S12

S21 S22

][
a1

a2

]
(22)

where

S11 =
(1−Z0y11)(1 + Z0y22) + y12y21Z0

2

Ψ
(23)

S12 =
−2Y12Z0

Ψ
(24)

S21 =
−2Y21Z0

Ψ
(25)

S22 =
(1 + Z0y11)(1−Z0y22) + y12y21Z0

2

Ψ
(26)

Ψ = (1 + Z0y11)(1 + Z0y22) − y12y21Z0
2 (27)

Using the S-parameter to derive the stability factor of the network:

k =
1− |S11|2 − |S22|2 + |Δ|2

2|S12||S21| (28)

Δ = S11S22 − S12S21 (29)

The factor k > 1 is a necessary and sufficient condition for network stability. Since the diode
compensation method generates additional feedback between the gate and drain, the stability of the
network is enhanced compared with single FET. The conclusion can be verified by calculation or
simulation. The simulation result of the stability factor is shown in Figure 8.

Figure 8. The influence of the diode size on the stability factor of the network.

Consequently, because of the nonlinear effect of the diodes, the input capacitance of the network is
compensated for as the input power increases, thus avoiding the degradation of linearity. As the diode
is operated in an inverted connection, there is nearly no additional current or power loss in the circuit.

3. Circuit Design

The K-band MMIC linear amplifier is composed of three-stage FETs fabricated with a 0.15 μm
gate length AlGaAs/GaAs pHEMT technology. The process exhibits a gate-drain breakdown voltage
of 16.5 V and a cutoff frequency (fT) of 90 GHz. The FETs for the power stage are 8 × 100 μm.
Source-pull and load-pull simulations using a large signal model at a center frequency were taken to
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determine the optimal input and output impedances that lead to a higher output power and efficiency.
The output matching network combining two FETs matches the fundamental load impedance based
on the load-pull simulation. The interstage and input matching networks are designed to match the
conjugated impedance and were optimized for low loss. The circuit of the amplifier configuration is
shown in Figure 9. The simulation result of the amplifier is shown in Figures 10 and 11.

Figure 9. Schematic of the MMIC linear amplifier.

  

(a) (b) 

 

(c) (d) 

Figure 10. (a) Simulated output power and PAE versus frequency at a 3 dBm input power; (b) simulated
S-parameter versus frequency; (c) simulated output power, gain, and PAE versus input power at a
21 GHz frequency; (d) simulated IMD3 and PAE versus output power.

Figures 10 and 11 show the improvement of the amplifier linearity performance generated by the
parallel diode circuit design.
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(a) (b) 

Figure 11. (a) Simulated AM-to-AM versus input power at 21 GHz; (b) simulated AM-to-PM versus
input power at 21 GHz.

4. Measurement Results

The fabricated three-stage K-band linear amplifier MMIC is shown in Figure 12. The MMIC size
is as small as 2.00 × 1.40 mm2 with a GaAs substrate thickness of 50 μm. Linear S-parameter and large
signal measurements were performed at a drain voltage of 5 V and gate voltage of −0.8V on a wafer.
Figure 13 shows the measured S-parameter of the MMIC from 19.5 GHz to 22.5 GHz. The design has
achieved higher than a 26 dB small signal gain and better than a 10 dB input return loss. Figure 14
illustrates the measured output power and PAE for the amplifier at fixed input drive levels of +3.5 dBm
under a continuous wave (CW). At the nominal supply of VD = 5 V and VG = −0.8 V, the amplifier
demonstrates higher than 30 dBm P1dB with 33–35% PAE over a 20–22 GHz frequency. Very flat power
and gain characteristics were achieved for this design. Further PAE improvement should be possible
with a more precise power match by the result of a load-pull test.

Two-tone measurement of the amplifier has been performed with 10 MHz tone spacing under the
drain voltage of 5 V and gate voltage of −0.8 V. The intermodulation distortion was measured on a
wafer with 10 MHz two-tone spacing. The two carrier sources were connected to the chip through a
power combiner with an isolator in order to reduce the intermodulation contributions of the setup.
As shown in Figure 15, IMD3 better than 20 dBc and PAE higher than 33% were measured at an
output power of 27 dBm per carrier over a 20–22 GHz band. Compared to the design without an inner
paralleled diode configuration, there is more than a 5dB improvement of IMD3. Table 4 summarizes
the performance comparison of this work with other published linear amplifiers working in close
frequency ranges. The characteristics of the amplifier, including power, gain, efficiency, and IMD3, are
better than the previously reported ones.

 

Figure 12. Photograph of the fabricated K-band linear amplifier.
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Figure 13. Measured small-signal performance of the amplifier under the bias of VD = 5 V and
VG = −0.8 V at 25 Celsius.

 

Figure 14. Measured output power and PAE at 1 dB compression.

 

Figure 15. Measured IMD3 and PAE versus output power under a two-tone test with different frequencies.
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Table 4. Performance comparison of linear amplifiers.

Reference Process Frequency (GHz) P−1dB (dBm) PAE (%) Gain (dB) IMD3 (dBc) Size (mm2)

[10] 0.15 μm GaAs 20–23 31 24 9.5 - -
[11] 0.25 μm GaAs 22.8–23.5 28 15.3 25 - 2.52
[12] 0.25 μm GaAs 18–27 31.4 27 14 18 3.91
[13] 0.15 μm GaAs 17–20 28 30 21 14 2.96
[14] 0.15 μm GaAs 24–28 28 21 21 15 4.50

This work 0.15 μm GaAs 20–22 30 34 27 20 2.80

5. Conclusions

In this paper, a three-stage K-band 20–22 GHz high-efficiency linear MMIC power amplifier using
0.15 μm GaAs pHEMT technology is reported. The design utilizes an optimum paralleled diode circuit
for inner chip linear compensation. The MMIC generates an output power of 30 dBm and PAE of 33%
at −1 dB gain compression under CW operation and delivers a lower than −20 dBc IMD3 performance
with 10 MHz tone spacing. The MMIC has a smaller size and more than a 5dB improvement of IMD3
was observed.
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Abstract: In this paper, the broadband millimeter-wave waveguide package, which can cover the
entire W-band (75–110 GHz) is presented and applied to build a low noise amplifier module. For this
purpose, a broadband waveguide-to-microstrip transition was designed using an extended E-plane
probe in a low-loss and thin dielectric substrate. The end of the probe substrate was firmly fixed on to
the waveguide wall in order to minimize the performance degradation caused by the probable bending
of the substrate. In addition, we predicted and analyzed in-band resonances by the simulations
that are caused by the empty spaces in the waveguide package to accommodate integrated circuits
(ICs) and external bias circuits. These resonances are removed by designing an asymmetrical bias
space structure with a radiation boundary at an external bias connection plane. The bond-wires,
which are used to connect the ICs with the transition, can generate impedance mismatches and
limit the bandwidth performance of the waveguide package. Their effect is carefully compensated
for by designing the broadband two-section matching circuits in the transition substrate. Finally,
the broadband waveguide package is designed using a commercial three-dimensional electromagnetic
structure simulator and applied to build a W-band low noise amplifier module. The measurement of
the back-to-back connected waveguide-to-microstrip transition including the empty spaces for the
ICs and bias circuits showed the insertion loss less than 3.5 dB and return loss higher than 13.3 dB
across the entire W-band without any in-band resonances. The measured insertion loss includes the
losses of 8.7 mm-long microstrip line and 41.8 mm-long waveguide section. The designed waveguide
package was utilized to build the low noise amplifier module that had a measured gain greater than
14.9 dB from 75 GHz to 105 GHz (>12.9 dB at the entire W-band) and noise figure less than 4.4 dB
from 93.5 GHz to 94.5 GHz.

Keywords: low noise amplifier; millimeter-wave; package; transition; waveguide

1. Introduction

Millimeter-wave frequencies including W-band (75–110 GHz) have short wavelengths and
broad allocated bandwidth, which are beneficial for high resolution radars and high speed wireless
communications [1–5]. In the millimeter-wave frequency range, a rectangular waveguide is generally
adopted as a main transmission line instead of a coaxial cable due to the lower loss and easier
manufacturability [6]. Therefore, millimeter-wave circuits including integrated circuits (ICs) should
be packaged in the rectangular waveguide. This waveguide package needs to be designed to have
broadband and low-loss performance. However, there are several design issues to be solved for high
performance millimeter-wave waveguide packages [6,7].

The rectangular waveguide has a dominant electromagnetic (EM) field mode of a transverse
electric (TE10), so that broadband waveguide-to-microstrip transition is an essential component in order
to package the ICs in a microstrip [8–19]. In addition, the empty spaces inside the metallic waveguide

Electronics 2019, 8, 523; doi:10.3390/electronics8050523 www.mdpi.com/journal/electronics89
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are required to accommodate ICs and their bias circuits, and they form metallic cavities that can generate
in-band resonances, seriously degrading the performance of the waveguide packages [11,12]. Finally,
bond-wires, which are generally used to electrically connect the ICs to the transition, can produce
impedance mismatches and limit the bandwidth performance, especially at millimeter-wave frequencies.
Therefore, their effect should be accurately modeled and corrected not to degrade the performance
when the IC is packaged in the waveguide [20].

In this work, we present the broadband waveguide package at W-band, by designing a broadband
low-loss waveguide-to-microstrip transition using an extended E-plane probe, analyzing and removing
the in-band resonances caused by the cavities in the waveguide package, and designing broadband
bond-wire compensation circuits. These in-band resonance problems and the bond-wire compensation
circuits have not been deeply treated in the previous publications on W-band waveguide modules [21,22].
The waveguide package is designed and applied to build the broadband low noise amplifier (LNA)
module. A three-dimensional (3-D) EM simulator is used in the analysis and design of the W-band
waveguide package. The designed transition and LNA module are both fabricated to show the
resonance-free broadband performance covering the entire W-band.

2. Design of Broadband W-band Waveguide Package

2.1. Waveguide-to-Microstrip Transition Using Extended E-Plane Probe

There has been extensive research in developing millimeter-wave waveguide transitions using
E-plane probes [8,9], dipole antenna [10–12], antipodal finlines [13,14], and substrate integrated
waveguides [15]. In this work, the E-plane probe transition was adopted because of its small size and
low-loss performance, as shown in Figure 1. The transition substrate is placed in the central E-plane
of waveguide and supported on the channel. The square metallic patch on the substrate captures
and transforms EM fields in the TE10 mode of the waveguide to the quasi-transverse electromagnetic
(TEM) mode of the microstrip line. The high impedance line is used to match the impedances of the
probe to that of the microstrip line. In order to minimize the reflection from air-filled waveguide,
very thin substrate with low dielectric constant (127 μm-thick TLY-5 with εr = 2.2 by Taconic) is
used as a transition substrate, considering a small internal size of the standard W-band waveguide
(WR-10: 2.54 mm × 1.27 mm). This very thin and soft substrate, however, can be easily bent by a small
force during the packaging process, which can lead to serious performance degradation and poor
repeatability. In order to alleviate these problems, the substrate in the probe section was extended to
the other side of the waveguide and fixed into the slit [16].

 
(a) (b) 

Figure 1. Extended E-plane probe transition: (a) 3-D view and (b) cross-sectional view.

The dimensions of the transition were determined by the commercial 3-D structure simulator
(HFSS by Ansys in Canonsburg, PA, USA) and listed in Table 1. At first, the transition was designed
without the slit region. Then, the slit was inserted in the simulation and the dimensions were slightly
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modified. The slit exhibits the marginal effect on the transition performance. Figure 2 shows the
simulated performance of the designed transition. The insertion loss (–10log|S21|

2) was less than 0.6 dB
and return loss (–10log|S11|

2) was higher than 21.6 dB across the whole W-band.

Table 1. Dimensions of the designed transition (in mm).

Wp Lp Wm Lm Wc Hc Ws Hs Ds Lbs W50

0.3 0.6 0.15 0.15 0.8 0.6 0.8 0.2 0.7 0.9 0.32
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Figure 2. Simulated S-parameters of the designed E-plane probe transition.

2.2. Resonances-Free Waveguide Package

The waveguide package with the transitions necessarily requires several empty spaces to
accommodate the circuits, including ICs and direct current (DC) bias circuits. Figure 3 shows
the waveguide package with the transitions to package the W-band LNA IC (size = 2 mm × 3 mm).
The LNA IC will sit in the place of the microstrip line in the middle. There are several empty spaces for
the circuits to supply DC bias to the LNA IC from external power supplies. Unfortunately, these empty
spaces can form metallic cavities and generate parasitic resonances that can be observed in the EM
simulations. Note that this waveguide package is all closed by the metal except for the waveguide input
and output ports. The plane A can be either open or closed for the external bias supply connection.

  
(a) (b) 

Figure 3. Waveguide package for the low noise amplifier integrated circuit (LNA IC): (a) 3-D view and
(b) cross-sectional view.

Figure 4a shows the simulated performance of the waveguide package of Figure 3 (back-to-back
transition with several empty spaces) with the plane A closed. There are many resonances at in-band
frequencies at which insertion and return losses are seriously degraded. Figure 4c shows the electric
field distribution at one of resonance frequencies (86.1 GHz). It can be stated from this figure that this
resonance was generated in the empty spaces for the IC and bias circuits, which work as metallic cavities.
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Figure 4. Simulation of the waveguide package shown in Figure 3. (a) S-parameters with a metal
boundary at plane A. (b) S-parameters with a radiation boundary at plane A. (c) Electric field distribution
at 86.1 GHz (with a metal boundary at plane A). (d) Electric field distribution at 76.0 GHz (with a
radiation boundary at plane A).

These resonances can be partly suppressed by applying a radiation boundary to the plane A
instead of the metal boundary, as shown in Figure 4b. However, there still exists a few in-band
resonances. At 76.0 GHz, the electric field distribution is drawn in Figure 4d, showing that the strong
electric field was invoked in the IC space and leaked into the bias spaces. Both Figure 4c,d demonstrated
that the resonances could be produced in the LNA space. Note that this space was enclosed by the
metallic walls and the open boundaries as shown in Figure 4d, forming the rectangular cavity-like
structure. The fields in this structure were excited by the microstrip line.

In order to get rid of all the in-band resonances, the LNA space was designed to have an
asymmetrical structure as shown in Figure 5a, deforming the rectangular cavity-like structure. It can
hinder an electric field from being concentrated in the IC space and thus suppress the resonances.
Figure 5b shows the simulated S-parameters of the waveguide package with an asymmetrical structure
(with the radiation boundary at the plane A), showing insertion loss less than 1.3 dB and return loss
higher than 18.7 dB across the full W-band without any in-band resonances. Note that the insertion
loss is that of the back-to-back transitions including the 8.7 mm-long microstrip line.
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Figure 5. Waveguide package with asymmetrical structure. (a) Cross-sectional view. (b) Simulated
S-parameters.

2.3. Compensation of Bond-Wire Effect

In general, bond-wires are used to electrically connect the IC with the microstrip line in the
transition substrate. Their effect can be modeled using series inductances and shunt capacitances that
can produce serious impedance mismatches, especially at millimeter-wave frequencies [20]. Figure 6a
shows the bond-wire connection between 127 μm-thick substrate and 100 μm-thick GaAs substrate
(εr = 12.9) with a 200 μm distance. A gold wire with a diameter of 25 μm was placed 40 μm above the
copper microstrip line in the TLY-5 substrate. Figure 6c shows the simulated S-parameters at W-band
showing the increased insertion loss and poor return loss by the bond-wire.

(a) 

(b) (c) 
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Figure 6. Bond-wire simulation. (a) Basic structure of bond-wire connection. (b) Bond-wire
compensation circuit. (c) Simulated S-parameters with compensation circuit (solid) and without
compensation circuit (dotted).

In order to reduce impedance mismatches by the bond-wire, a broadband compensation circuit
was designed using two-section matching network as shown in Figure 6b. The simulation shows that
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the bond-wire can dramatically increase the impedance at W-band due to its parasitic inductance.
This impedance could be lowered and matched to 50 Ω by using the circuit section consisting of an
open stub and a high impedance line. A two-section matching network was employed to accomplish
the broadband matching performance. Figure 6c demonstrated that the designed compensation circuit
could recover the performance providing broadband impedance match and lower loss at the W-band.
The mismatch increased at higher frequencies due to the increased impedance of the bond-wire.
The simulated return loss was higher than 9.1 dB across the full W-band.

3. Experimental Results

3.1. W-Band Waveguide Transition

The designed W-band waveguide package was fabricated in an aluminum split-block configuration.
Figure 7a shows the magnified view of the back-to-back transition including the empty spaces for the
LNA IC and bias circuits. The transition substrate was mounted on the channel and its two ends were
also fixed in the slit region using epoxy. Figure 7b presents the measurement results using a vector
network analyzer (VNA; 8510C by Agilent in Santa Clara, CA, USA) with a W-band frequency extender.
The simulation results were also plotted for the comparison. The simulation seemed to underestimate
the losses by the microstrip line and waveguide sections. The measured return and insertion losses
were better than 13.3 dB and 3.5 dB without any in-band resononaces, respectively, over the entire
W-band. The insertion loss was lower than 2.6 dB from 75 GHz to 94 GHz. Note that the insertion loss
included the loss of the 8.7 mm-long microstrip line and 41.8 mm-long waveguide section.
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Figure 7. Fabricated W-band transition including the empty spaces for the IC and bias circuits.
(a) Photograph. (b) Measured (solid) and simulated (dotted) S-parameters.

3.2. Bond-Wire Compensation Circuit

In order to verify the effectiveness of the designed bond-wire compensation circuit, the back-to-back
transition shown in Figure 7a was slightly modified to have a bond-wire and its compensation circuit
as shown in Figure 8a. The microstrip line in the middle would be replaced with the LNA IC
later. The Duroid subtrate with the same dielectric constant and thickness to TLY-5 was used in this
experiment. The measurement results are presented in Figure 8b, showing a wideband performance
with an insertion loss less than 3.9 dB and return loss higher than 10.0 dB from 83.8 GHz to 95.7 GHz.

94



Electronics 2019, 8, 523

(a) (b) 

-20

-15

-10

-5

0

-40

-30

-20

-10

0

75 80 85 90 95 100 105 110

S 2
1

(d
B)

S 1
1

(d
B)

Frequency (GHz)

S11

S21

Figure 8. Fabricated W-band transition with bond-wire and its compensation circuit. (a) Photograph.
(b) Measurement results.

3.3. W-Band LNA Module

The fabricated waveguide package was used to build the W-band LNA module as shown in
Figure 9. The overall package size was 50 mm × 30 mm × 50 mm. The commercially-available W-band
LNA IC (by OMMIC in Paris, France) was mounted and bond-wired to the transition together with the
designed bond-wire compensation circuits. Several capacitors were connected in shunt with gate and
drain bias lines to suppress low frequency oscillations.

 
 

(a) (b) 

Figure 9. Fabricated W-band LNA module: (a) External view and (b) magnified view around the
LNA IC.

Figure 10a shows the S-parameters of the W-band LNA module measured by the VNA. It achieved
the gain (10log|S21|

2) higher than 14.9 dB from 75–105 GHz. It reduced to 12.9 dB at the band edge
(110 GHz), which was caused by the LNA and bond-wire compensation circuit. Noise figure was
also measured as shown in Figure 10b using a noise figure analyzer (N8975A by Agilent), W-band
noise source (NC5110 by Noisecom in Parsippany-Troy Hills, NJ, USA), down-conversion mixer, and
spectrum analyzer. The measurement bandwidth was limited to 1.0 GHz from 93.5 GHz to 94.5 GHz
by the instruments, where the measured noise figure was less than 4.4 dB. This result appeared to be
reasonable, considering the simulated noise figure of the LNA IC (2.8 dB given by the vendor) and the
losses of the transitions and bond-wires. Note that the gain measured by the noise figure analyzer was
very close to the one by VNA.

95



Electronics 2019, 8, 523

 
(a) (b) 

-30

-20

-10

0

10

20

30

75 80 85 90 95 100 105 110

S-
pa

ra
m

et
er

 (d
B)

Frequency (GHz)

S11

S21

S22
1

2

3

4

5

10

15

20

25

93.0 93.5 94.0 94.5 95.0

N
oi

se
 fi

gu
re

 (d
B)

G
ai

n 
(d

B)

Frequency (GHz)

Gain (Noise figure analyzer)
Gain (VNA)
Noise figure

Gain Noise figure

Figure 10. Measured performance of the W-band LNA module. (a) S-parameters. (b) Noise figure.

4. Conclusions

The broadband waveguide package covering the whole W-band was designed and implemented
in this work. The broadband waveguide-to-microstrip transition was presented using an extended
E-plane probe transition. The in-band resonances invoked by the cavities, which are formed by the
empty spaces for IC and bias circuits, were predicted and removed by designing the asymmetrical
structure with open boundary. The bond-wire effect was also simulated and its compensation circuit
was designed to recover broadband performance. The fabricated W-band waveguide package exhibited
the resonance-free broadband insertion and return losses. The LNA module using the developed
waveguide package achieved broadband high gain with a low noise figure at W-band. These results
verify that the designed waveguide package can be successfully utilized in the implementation of high
performance W-band electronic modules and systems.
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Abstract: With the rapid development of millimeter wave technology, it is a fundamental requirement
to understand the permittivity of materials in this frequency range. This paper describes the dielectric
measurement of undoped silicon in the E-band (60–90 GHz) using a free-space quasi-optical system.
This system is capable of creating local plane wave, which is desirable for dielectric measurement in
the millimeter wave range. Details of the design and performance of the quasi-optical system are
presented. The principle of dielectric measurement and retrieval process are described incorporating
the theories of wave propagation and scattering parameters. Measured results of a sheet of undoped
silicon are in agreement with the published results in the literature, within a discrepancy of 1%. It is
also observed that silicon has a small temperature coefficient for permittivity. This work is helpful
for understanding the dielectric property of silicon in the millimeter wave range. The method is
applicable to other electronic materials as well as liquid samples.

Keywords: millimeter wave; quasi-optics; free space method; undoped silicon; permittivity;
temperature

1. Introduction

Dielectric permittivity plays a fundamental role in describing the interaction of electromagnetic
waves with matter. The boundary conditions, wave propagation in matter, and wave reflection/
transmission on interfaces all involve this parameter. In practical applications, the processes of
link budget (wave attenuation), channel characterization (wave dispersion), and multi-path effect
(reflection/transmission) are representative examples of wave interaction with media [1]. Understanding
these phenomena is a fundamental requirement in communication system design.

With the rising of millimeter wave technology, for example, 5G communication [2], millimeter
wave radar and sensing [3], accurate characterization of electronic materials for these applications is of
fundamental significance. Although the dielectric properties have been widely investigated in the
microwave range or below, the work in the millimeter wave range is much less thorough. The reason
is that it has been a long period that the operation frequency of communication systems has been
limited to the low frequency range [4]. However, problems such as frequency shift and increased
insertion loss are often observed in the millimeter wave circuit design due to inaccurate permittivity [5].
In view of these facts, it is necessary to investigate the dielectric property of materials in the millimeter
wave range. Particularly, we restricted our study in the E-band (60–90 GHz), mainly due to the fact
that many applications fall in the range, such as the planned unlicensed 64–71 GHz band for 5G
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communication in the USA [6] and 77 GHz vehicle radar [7]. In addition, we selected silicon as the
representative materials for measurement since it is one of the most important semiconductor materials
in electronic systems.

There are many publications focused on the complex permittivity of silicon [8–17]. Reference [8]
used a capacitive method, which was suitable for measurement in low frequency range. Reference [9]
investigated the n-type silicon at 107.3 GHz using a non-focusing free-space system. Afsar and
his colleagues [10,11] measured several semiconductor samples using dispersive Fourier transform
spectroscopy (DFTS) and presented data over 100–450 GHz [10,11]. It was found that the permittivity
slightly increased with frequency from 100 to 180 GHz and then decreased with frequency. In contrast,
the loss tangent decreased with the frequency monotonically. However, for silicon of resistivity
11,000 Ω·cm, the loss tangent increases with frequency (see Figure 3 in Reference [11]). The Fabry–Perot
resonator was also utilized for silicon characterization over the frequency range of 30–300 GHz [12].
Additionally, it was found that the permittivity had a slight tendency of linear decreasing over the
frequency range. An extensive investigation was conducted by Krupka and his colleagues [12–16].
These measurements used resonator techniques at various frequency ranges below 50 GHz. It was
demonstrated that the loss tangent decreased with increasing frequency, and in most cases on the order
of 10−4. Temperature effects were also systematically investigated over the range of 10–370 K. The real
part showed very stable properties over the investigated frequency and temperature ranges, in the
worst case in the range of 11.46–11.71. These findings provide valuable reference to the permittivity
of silicon.

In these studies the E-band is covered in [12], where it was stated that the refractive index decreased
linearly with frequency. Although it is in a small magnitude, such a statement is slightly different
from other publications. Considering that many applications have been developed in the E-band, it is
best to conduct the measurement in this band. In consideration of these facts, this paper introduces
a broadband method for dielectric measurement on semiconductor materials, with measurement
conducted on undoped silicon. A detailed description on the condition of creating quasi-plane wave
is given. Plane wave is very desirable in free space measurement. The retrieval of the permittivity
incorporates the theories of wave propagation and scattering parameters. Temperature dependent
characteristics are examined at 20, 25, and 30 ◦C.

The remaining parts are organized as follows: Section 2 is devoted to a general description on the
permittivity and measurement techniques; Section 3 describes the method generating a quasi-plane
wave; Section 4 is the retrieval method and Section 5 is the measurement results; the last part Section 6
concludes this work.

2. Permittivity and Measurement Techniques

Dielectric permittivity is a macroscopic description of many microscopic processes, such as
dipole relaxation, lattice vibration, and electronic polarization. These processes take effect at different
characteristic frequency ranges, as illustrated in Figure 1.
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Figure 1. An illustration of frequency dependent dielectric effect.

The permittivity is actually a complex quantity. The imaginary part is due to dielectric loss.
One representative mechanism of loss is the dipole relaxation [1]. When a dipole tries to follow the
alternating electric field, friction between dipoles would cause loss of energy. Other mechanisms
include conductive loss and lattice loss. These mechanisms can be incorporated into a single parameter
the complex permittivity

εr = ε
′
r − jε′′ r, (1)

where the real part is the relative permittivity and the imaginary part is referred to as the loss factor.
Since these mechanisms fall in different frequency ranges, the permittivity exhibits a dependency
on frequency

εr(ω) = ε
′
r(ω) − jε′′ r(ω). (2)

Referring back to Figure 1, it has to be noted that the ticks on the axes are not to exact scale, only
for illustrative purposes.

Methods of dielectric measurement shall vary with frequency due to the frequency dependent and
electrical size effects. Several methods can be used for dielectric measurement in the millimeter wave
range, such as resonator method, transmission line method, and free space method [18]. The resonator
technique is an efficient way for low-loss single frequency measurement. The transmission line method
imposes considerable challenge on sample preparation with the increase of frequency. Therefore, the
free space system is more preferred for measurement spanning over a whole frequency band.

Free space measurement requires ideally a plane wave system. However, plane wave is merely an
ideal model that can be approximated using the far field of an antenna, but the far field would require a
space too large to use. Alternatively, we used a quasi-optical (QO) system to create a quasi-plane wave
for dielectric measurement. The QO technique is particularly suitable for millimeter wave system due
to its low-loss and wideband nature. It is also possible for multi-polarization measurement. In addition,
the size of a QO system is controllable.

3. Generating Quasi-Plan Wave

The QO technique was originally developed for radio astronomy for low-loss and wideband
receivers [19]. Transferring the QO technique to dielectric measurement is a good attempt. The QO
theory is based on Gaussian beam description of an electromagnetic wave. The propagation and
refocusing of a Gaussian beam are illustrated in Figure 2. A Gaussian beam can be described using [20]

E(r, z) =
w
w0

exp
(−r2

w2 − jkz− jπr2

λR
+ jφ0

)
, (3)

where w0 is the beam waist located at z = 0, w is the beam radius, R is the radius of curvature and φ0 is
the phase shift. These parameters can be written as
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R = z +
1
z

⎛⎜⎜⎜⎜⎝πw2
0

λ

⎞⎟⎟⎟⎟⎠, (4)

w = w0

⎡⎢⎢⎢⎢⎢⎣1 +
⎛⎜⎜⎜⎜⎝ λz
πw2

0

⎞⎟⎟⎟⎟⎠2⎤⎥⎥⎥⎥⎥⎦
0.5

, (5)

tanφ0 =
λz
πw2

0

. (6)

It is seen from Equation (4) that the radius of curvature of the wave front is infinite at the beam
waist. This is a property of plane wave. However, as the beam propagates, the size of the beam
increases with the propagation distance due to the diffraction effect of the electromagnetic wave,
gradually forming a spherical wave front. Therefore, a focusing unit has to be used to refocus the beam
to a beam waist. The beam transformation by a focusing unit can be analyzed using the ABCD matrix.

π

λ
= + λ

π
= +

π
φ

λ

−
= − − +

Figure 2. The propagation of a Gaussian beam through free space and the refocusing effect by
focusing units.

In a general case, the transform by a focusing unit of focal length f can be calculated by⎧⎪⎪⎪⎨⎪⎪⎪⎩
dout

f = 1 + din/ f−1
(din/ f−1)2+z2

c / f 2

w0 out =
w0 in

[(din/ f−1)2+z2
c / f 2]

0.5
, (7)

where din, dout, w0 in, and w0 out are the input distance, output distance, input beam waist, and output
beam waist, respectively. Additionally, zc is the confocal distance

zc =
πw2

0 in

λ
. (8)

It is seen that given din = f , the output distance dout is always f, independent of the working
frequency. Such a feature enables broadband operation.

For a special case, if two identical focusing units are used and placed 2f apart, i.e., f1 = f2 = f
and d1 + d2 = 2 f (see Figure 2), the output beam waist will be the same as the input beam waist
w0 out = w0 in. Therefore, the transmitting and receiving horns can be fabricated to be the same. Such a
special case gives one a symmetrical structure and is referred to as Gaussian telescope. The system in
this paper is in the form of Gaussian telescope.
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For a free space system, low cross polarization, low transmission loss, low reflection, and good
bandwidth are preferred. To meet these requirements, metallic reflectors can be used as focusing units.
Although a dielectric lens can also be used for focusing, the inherent reflection loss and dielectric loss as
well as its narrower bandwidth make it less preferred. To obtain low cross polarization, a high-quality
horn antenna is always plausible. Corrugated horns are good candidates to the transmitting/receiving
units since good bandwidth and polarization purity can be achieved [21]. In addition, the system has
to be capable of creating a local plane wave with acceptable transverse size. Additionally, the field
should be close enough to a plane wave over a longitudinal distance to ensure that thick samples can
also be measured. Such requirements may demand the reflector to be a paraboloidal surface. However,
the ellipsoidal surface is more common in a QO system [20].

Considering these requirements, the following parameters were used for the system design (see
Table 1). Parameters R1, R2, and θ are illustrated in Figure 3a, and f is the equivalent focal length of M1
and M2

f =
R1R2

R1 + R2
. (9)

Table 1. Key parameters for the Quasi-Optical System, Frequency 90 GHz.

Parameters w R1 R2 θ f

Tx-Horn 8.25 - - - -
M1 33.19 500 500 45 250

Sample 32.15 - - - -
M2 33.19 500 500 45 250

Rx-Horn 8.25 - - - -

=

=

==

= = =

=

=

Figure 3. The photograph of the quasi-optical system for dielectric measurement. (a) The photograph,
(b) the beam waist as beam propagation.

The parameter w is the beam radius along propagation, as indicated in Figure 3b.
The fabricated system is shown in Figure 3a, and the beam radius (solid curves) and wave front

(dashed curves) are plotted in Figure 3b. The beam radius at the location of M1/M2 is 33.19 mm, which
requires the reflector to be 132.76 mm (4w criterion) in length. To accommodate lower frequency of the
E-band, the size of the reflector is fabricated to be 200 mm. At the location of the sample, the beam
radius is 32.15 mm, which requires the reflector to be 128.60 mm in length. Again, the length of the
sample would be suggested to be 200 mm for low frequency consideration.

The dashed lines in Figure 3b are calculated wave fronts using a computer program based on
Equation (5). Noticeably, the wave front between M1 and M2 is very close to a plane wave. This is a
very good property for dielectric measurement since phase error will be minimized. It is calculated
that the phase difference between the edge of the reflector to that of the on-axis phase is only within
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10◦. The extenders are VDI VNAX standard, working at waveguide band WR-12, corresponding to
60–90 GHz. The horns are corrugated ones launching Gaussian beams. The Gaussianities of the horns
are obtained by calculating the power coupling between an ideal Gaussian beam and the measured
results, giving 98.5%.

4. Retrieval Model

Since we created a quasi-plane wave, the analysis can be conducted using the plane wave
method. Such assumption would introduce limited measurement error while significantly reducing the
complexity of mathematic manipulation. Reflection on an air-medium interface is an important part
in electromagnetism. The reflection model, however, is based on an ideal case where the medium is
infinitely long. To apply the ideal model to dielectric measurement, a more precise model has to be built
based on the ideal model. This can be simply done by introducing a second interface. The structure
can be described by an air-interface-medium-interface-air model, as illustrated in Figure 4.

γ−γ−

γ−
γ−

γ−

γ−

ε μ

( )γ

γ

−

−

−
=

−

( ) γ

γ

−

−

−
=
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Figure 4. Multi-reflection model.

The interaction of the electromagnetic wave with matter on interfaces 1 and 2 is actually the same
as the ideal model. Differently, the reflected wave inside the medium will bounce forward and back.
Additionally, these multi-reflection/transmission effects have to be included in calculating the total
reflection and transmission coefficients. Using the same mathematical manipulation of [22], the total
reflection and transmission coefficients were found to be⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

R =
(1−e−2γL)R12

1−R2
12e−2γL

T =
(1−R2

12)e−γL

1−R2
12e−2γL

, (10)

where the reflection of a plane wave on interface 1 is

R12 =
1− √εr

1 +
√
εr

, (11)

and the wave propagation coefficient is

γ = j2π
√
εr/λ. (12)

Such a structure is identical to a two-port microwave network, where the elements of S11, S21 are
the reflection and transmission coefficients of port 1, and S22, S12 are the reflection and transmission
coefficients of port 1, respectively. Interface 1 and interface 2 are similar to port 1 and port 2 of a
two-port microwave network, so that the scattering parameters S11 and S21 measured using a vector
network analyzer (VNA) can be correlated to the reflection and transmission coefficients, respectively.
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To correlate the transmission coefficient to S21, a measurement on open air has to be conducted prior
to sample measurement. In comparison, to correlate the reflection coefficient to S11, a reference
measurement of planar metallic plate has to be used. To this end, a link between the wave propagation
in a sample and the scattering parameters measured by a vector network analyzer was established.

In Figure 5, we present the first few terms in comparison to the total reflection/transmission
coefficients to examine the wave interference at different frequencies. It is seen that the first two or three
terms make up most of the reflection/transmission. It is also found that at 160 GHz, the first reflection
R1 has a phase of −180◦, while the second term R2 and the third term R3 are 0◦ in phase. Therefore, a
destructive interference is formed. At 80 GHz, a constructive interference is formed. Although the
third term is out of phase with the first term, the amplitude of R3 is 13 dB smaller than R1, therefore,
it would not contribute too much to the interference. The constructive point of the reflection is the
destructive point of transmission and vice versa.

Figure 5. Reflection/transmission of a medium having εr = 10 − j0.01. (a) Reflection; (b) transmission.

Retrieve of dielectric permittivity can be fulfilled using Equation (10). For non-magnetic materials,
a simple mathematic manipulation can be employed as shown in Reference [23]. The error function
can be defined as

E(εr) = S21 − T. (13)

Or using a weighted error function

E(εr) = S21 − T + w(S11 −R). (14)

These numerical techniques are available in the literature [22]. In this work, Equation (13) was
used as the error function. A flow chart of the Newton–Raphson method for numerical solving is
shown in Figure 6.
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Figure 6. The flow chart of Newton–Raphson method solving for the permittivity.

5. Experiment and Results

The undoped silicon wafer was used for representative measurement. Silicon is a very common
material in semiconductor circuits. The provided value of resistivity is 70 kΩ·cm. The diameter of the
wafer is 300 mm and the thickness is 660 ± 10 μm. Such a size is sufficiently large for measurement.
Both sides of the silicon wafer were polished. Measurement was conducted at 25 ◦C. The measurement
was first conducted on open air. Such a measurement was to remove the background effects, including
atmospherical absorption. However, since the atmospherical absorption in the E-band is less than
16 dB/km according to the ITU standard (ITURP.676-11-201609), the total attenuation due to air is less
than 0.03 dB given that the path length of this system is smaller than 2 m. In addition, the reference
measurement will introduce a phase difference of 2πLc/ f , which should be subtracted from the
resulting phase. The corrected raw data of S21 are plotted in Figure 7. It is seen that the transmission
response is close to a sinusoidal function. To eliminate the noise, the third and fifth order polynomial
fittings were used. Using the Tailor expansion, it is found{

T3( f ) ≈ a0 + a1 f + a2 f 2 + a3 f 3

T5( f ) ≈ a0 + a1 f + a2 f 2 + a3 f 3 + a4 f 4 + a5 f 5 . (15)

If the fifth order polynomial fitting was used, the difference to the third order is only 0.14 dB in
the worst case, and the phase difference is only 1◦, as shown in Figure 7. The seventh order can also be
used, but no significant difference was observed. This is a piece of evidence that the fifth order fitting
provides adequate accuracy.

The fitting data were used for permittivity retrieve. In addition, the permittivity versus the
frequency is plotted in Figure 8. The real part is plotted in solid line, the imaginary part is plotted in
dotted line, and the loss tangent is plotted in dash-dot line. The imaginary part is scaled by 100 and
the loss tangent is scaled by 1000.

It is seen that the real part of the permittivity is 11.801 at 60 GHz and gradually decreases to
11.702 at 90 GHz for the third order fitting. For the fifth order fitting, it is 11.755 at 60 GHz and slightly
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changes to 11.717. The difference of the third order and fifth order fitting is about 0.5%. Such results are
in line with the published data of 11.74 [12], and is slightly smaller than the provided value of 11.9 at
1 MHz. The loss tangent of the intrinsic silicon is on the order of 10−3, showing not too much difference
between the third and fifth order fitting. However, it has to be mentioned that being constrained
by the accuracy of the free space method on the loss factor, it is one order larger than the results in
References [14–16]. It is probably due to this reason that the tendency of loss factor with frequency
was not exhibited.

Figure 7. Raw data and fitting results of S21. (a) Amplitude; (b) phase.

Figure 8. The permittivity in the E-band at 25 ◦C.

To examine the uncertainty due to the magnitude and phase, we followed the error model in
Reference [22], (see Equations (27)–(37) in Section III). The magnitude stability of the VDI modules is
0.10 dB, and the phase stability would be 5◦. In addition, the fitting model may introduce an extra
0.10 dB magnitude error and 1◦ phase error. Feeding these values into the error model would give a
maximal uncertainty of 5%, and an average error of 3% can be expected.

To investigate the temperature dependent nature of undoped silicon, the temperature was set to
20, 25, and 30 ◦C. The test bench was placed in a temperature controllable room. The temperature
around the sample was measured using a Fiber Optical Sensor (OMEGA FOB-102), with the sensitivity
of ±0.1 ◦C. Using the same procedure and taking the fifth order fitting, the retrieved data are plotted in
Figure 9. There is a tendency for the real part to decrease with frequency, though not noticeably. It is
also found that with the increase in temperature, the real part tends to increase with the increase of
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temperature. This is in line with the results of References [13,15], where a more broadband temperature
range was considered. However, it has to be mentioned that the variation of the permittivity with
frequency and temperature is very small, and the overall variation is within 11.75 ± 0.06. It implies
that the undoped silicon has a very good temperature property, or very small temperature coefficient.
This is a very preferential property for electronic systems.

Figure 9. The temperature dependent permittivity in the E-band using the fifth fitting.

A comparison of this work and the published work is shown in Table 2. The extracted data at
25 ◦C are plotted in comparison in Figure 10. It is noted that as the silicon samples used are from
different vendors, differences in resistivity may exist. However, it is seen that the measured results
from different groups are in the range of 11.63–11.76, showing a discrepancy of ±0.6%. The measured
results in this work are in agreement with the results in the literature [10–14], within a discrepancy of
1.0%. It is also seen that the variation of the permittivity of silicon is very small below 450 GHz. In
view of this fact, the dispersion of silicon is very weak, if there is any.

Table 2. A comparison of the measured permittivity of undoped silicon.

Ref. Freq. (GHz) Method Temp. ε
′
r tanδ Remarks

[8] 0.03 Capacitive method 77 K 11.7 ± 0.2 - High-purity
silicon

[9] 107.3 Free space non-focusing
horn system 23 ◦C 11–12 < 0.4 n-type

silicon

[10] 120–400 Dispersive Fourier
transform spectroscopy 27 ◦C 11.68 < 2× 10−3 Gen. Diode

Silicon

[11] 140 Dispersive Fourier
transform spectroscopy 25 ◦C 11.65–11.71 < 2× 10−3 -

[12] 30–300 Fabry–Perot resonator 30–300 K 11.74–11.66 < 2× 10−4 High-purity
silicon

[13] 6–18 Cylindrical dielectric
resonator 10–370 K 11.46–11.715 ≈ 2× 10−3 High-purity

silicon

[14] 1–15 Split post dielectric
resonator - 11.65 1.4× 10−4 High-purity

silicon

[15] 1–4 Whispering gallery mode
resonator 10–350 K 11.46–11.71 < 10−4 High-purity

silicon

[16] 20–50 Whispering gallery mode
resonator

Room
temperature 11.627–11.653 < 10−4 Relative

error: ±3%

[17] 9–12 Waveguide measurement - 11.4–12.0 < 10−3 -

This
work 60–90 Quasi-optical system 20–30 ◦C 11.717–11.755 ≈ 2.1× 10−3 Relative

error: ±5%
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Figure 10. A comparison of the measured permittivity of silicon at different frequency ranges.

6. Conclusions

The permittivity of undoped silicon was measured using a quasi-optical system. The system was
designed to create a quasi-plane wave that was preferable for the dielectric measurement millimeter
wave range. A multi-layer model was employed for parameter retrieval. The process takes into
account multi-path propagation and equals the reflection and transmission coefficients to the scattering
parameters in a two-port network. Undoped silicon was measured at the E-band (60–90 GHz). It was
found that the undoped silicon exhibited stable permittivity over the whole band and in the temperature
range of 20–30 ◦C. It was found that the measurement was in agreement with the provided value and
results in the literature. In addition, it was demonstrated that silicon has very weak dispersion below
450 GHz.
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Abstract: Millimeter waves and massive multiple-input multiple output (MIMO) are two promising
key technologies to achieve the high demands of data rate for the future mobile communication
generation. Due to hardware limitations, these systems employ hybrid analog–digital architectures.
Nonetheless, most of the works developed for hybrid architectures focus on narrowband channels,
and it is expected that millimeter waves be wideband. Moreover, it is more feasible to have a
sub-connected architecture than a fully connected one, due to the hardware constraints. Therefore,
the aim of this paper is to design a sub-connected hybrid analog–digital multi-user linear equalizer
combined with an analog precoder to efficiently remove the multi-user interference. We consider
low complexity user terminals employing pure analog precoders, computed with the knowledge
of a quantized version of the average angles of departure of each cluster. At the base station,
the hybrid multi-user linear equalizer is optimized by using the bit-error-rate (BER) as a metric over
all the subcarriers. The analog domain hardware constraints, together with the assumption of a flat
analog equalizer over the subcarriers, considerably increase the complexity of the corresponding
optimization problem. To simplify the problem at hand, the merit function is first upper bounded,
and by leveraging the specific properties of the resulting problem, we show that the analog equalizer
may be computed iteratively over the radio frequency (RF) chains by assigning the users in an
interleaved fashion to the RF chains. The proposed hybrid sub-connected scheme is compared with a
fully connected counterpart.

Keywords: massive MIMO; millimeter wave communications; analog precoder; hybrid analog–digital
multi-user equalizer; sub-connected architectures

1. Introduction

Mobile data traffic has increased over the years and the next generation (5G) is a response to this
demand for higher data rates [1,2]. It is expected that 5G will achieve a minimum data rate of 1 Gb/s,
5 Gb/s for high mobility users, and 50 Gb/s for pedestrian users [3,4]. The frequency spectrum used by
the mobile communications is currently saturated, so it is necessary to find another spectrum band
for mobile applications. In this context the millimeter wave (mmW) band, with its huge available
bandwidth [5], with wavelengths from 1 to 10 millimeters [6], can be an interesting solution. Other
key technology for future generation communications is massive multiple-input-multiple-output
(mMIMO), allowing achievement of higher data rates and better energy efficiency (EE) when compared
to the previous generation, 4G-Long Term Evolution (LTE) [7].

The combination of mmW with mMIMO systems enables the use of a large antenna array at
the base station (BS) and user terminals (UT) [8]. Massive MIMO, also known as large-scale antenna
systems (LSAS), beyond improving EE, can also improve the spectrum efficiency (SE) of the mobile
communications systems [9]. SE is independent of the number of antennas employed at the BS and
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grows with the increase of the number of radio frequency (RF) chains, as discussed in [10]. It is well
known that when we have a large number of antennas, it is not feasible to have one dedicated RF chain
per antenna, and consequently, a full digital beamforming (BF) architecture is not realistic due to the
higher costs and power consumption [9,11]. On the other hand, a system that works only in the analog
domain, by employing full analog BF, is not feasible due to the availability of only quantized phase
shifters and the constraints on the amplitudes of these analog phase shifters. As a result, the fully
analog architecture is normally limited to a single-stream transmission [12]. One possible solution to
overcome these limitations is to consider hybrid digital and analog BF where the signal is processed at
both analog and digital levels. When this hybrid architecture is compared with the fully digital one,
the performance of the hybrid solution is limited by the number of RF chains, but it is possible to design
efficient signal processing schemes to achieve a performance close to the fully digital counterpart [13].

1.1. Previous Work on Fully Connected Architectures

Some fully connected hybrid beamforming architectures for narrowband single-user systems
were discussed in [14–16]. The work presented in [14] considered a transmit precoding and a
receiver combining scheme for mmW mMIMO. In this work the spatial structure of the mmW
channels was exploited to design the precoding/combining schemes as a sparse reconstruction
problem. In [15] an iterative turbo-like algorithm was proposed that found the near-optimal pair
of analog precoder/combiner. A matrix decomposition method that could convert any existing
precoder/combining design for the full digital scheme into an analog–digital precoder/combining for
the hybrid architecture was addressed in [16]. Approaches for narrowband multi-user systems were
also considered in [17–22]. A limited feedback hybrid analog–digital precoding/combining scheme
for multi-user systems was addressed in [17]. A heuristic hybrid BF was addressed in [18], where the
proposed design could achieve a performance close to the fully digital BF with low-resolution phase
shifters. A hybrid analog–digital precoding/combining multi-user system based on the mean-squared
error (MSE) was proposed in [19]. The authors of [20] designed an iterative hybrid analog–digital
equalizer that efficiently removed the multi-user interferences. In [21], an iterative precoder and
combiner design was proposed by exploiting the duality of the uplink and downlink multi-user
MIMO channels. In [22], a hybrid beamforming system based on a dual polarized array antenna was
proposed for single user systems. The hybrid architecture for either single or multi-user the mmW
mMIMO wideband systems was considered in [23–25]. Precoding solutions with codebook design for
limited feedback spatial multiplexing in single user wideband mmW were developed in [23]. For the
multi-user case, statistical MIMO orthogonal frequency division multiplexing (OFDM) beamformers
without instantaneous channel information were designed in [24], where the beams were formed using
the dominant eigenvectors to select the main directions. In [25], a downlink MIMO–OFDM hybrid
multi-user precoder based on the vector quantization concept was proposed, where the total transmit
power was minimized.

1.2. Previous Work on Sub-Connected Architectures

The previous works mainly focused on fully connected architectures. However, sub-connected
architectures, where each RF chain is only connected to a subset of the available antennas, is more
suited for practical applications due to its lower complexity. Narrowband fixed sub-connected hybrid
architectures for single user systems were addressed in [26,27]. The authors of [26] proposed a two-layer
optimization method jointly exploiting the interference alignment and fractional programming
principles. First, the analog precoder and combiner were optimized via the alternating-direction
optimization method and then the precoder and combiner were optimized based on an effective MIMO
channel coefficient. In [27] two analog precoder schemes for high and low signal-to-noise ratio (SNR)
condition were developed. For multi-user sub-connected narrowband architecture, some approaches
were also proposed in [28–32]. In [28], the total achievable rate optimization problem with nonconvex
constraints was decomposed into a series of sub-rate optimization problems for each sub-antenna
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array, and then a successive interference cancelation (SIC) based hybrid precoder was proposed.
A low-complexity hybrid precoding and combining design was discussed in [29], where a virtual path
was performed to maximize the channel gain and then, based on the effective channel, a zero-forcing
precoding was applied to manage the interference. The scheme proposed in [30] efficiently controlled
the multi-user interference by sequentially computing the analog part of the equalizer over the RF
chains, using a dictionary obtained from the array response vectors. In [31], the Gram–Schmidt (GS)
based antenna selection (AS) algorithm was used to obtain an appropriate antenna subset for the
overlapped, interlaced, and dynamic architectures. Solutions for wideband sub-connected hybrid
architectures were also considered in [32,33]. In [32], solutions for fully connected, fixed, and dynamic
subconnected OFDM single user hybrid precoding were designed to maximize the sum rate. Precoding
techniques for multi-user downlink massive mmWave MIMO–OFDM systems were proposed in [33].
A unified heuristic design for both fully connected and sub-connected hybrid structures was developed
by maximizing the overall spectral efficiency.

1.3. Main Contributions

The previous works considered mainly a sub-connected hybrid architecture for single and
multi-user narrowband systems. The works for wideband sub-connected hybrid architectures are
very scarce in the literature and they mainly focus on solutions for the downlink considering OFDM
modulations. To the best of our knowledge, sub-connected hybrid approaches for uplink of multi-user
wideband mmWave massive MIMO systems have yet to be addressed in the literature. Therefore,
in this paper we aim to fill this gap and design an efficient hybrid multi-user equalizer combined with a
pure analog precoder for sub-connected uplink mmW massive MIMO single-carrier frequency division
multiple access (SC–FDMA) systems. We consider single RF UTs employing a low complexity, yet
efficient, analog precoder approach based on the knowledge of partial channel state information (CSI),
i.e., only a quantized version of the average angle of departure (AoD) of each cluster is considered.
The hybrid multi-user linear equalizer employed at the BS is optimized by using the bit-error-rate
(BER) as a metric over all the subcarriers. We assume that the digital part of the equalizer is computed
on a per subcarrier basis while the analog part is constant over the subcarriers. The analog domain
hardware constraints considerably increase the complexity of the corresponding optimization problem.
To simplify it, the merit function is first upper bounded, and by leveraging the specific properties of the
resulting problem, we show that the analog equalizer may be computed iteratively over the RF chains
by assigning the users in an interleaved fashion to the RF chains, using a dictionary built from the
array response vectors. The results show that the performance penalty of the sub-connected multi-user
equalizer approach to the fully connected counterpart decreases as the number of RF chains increases.

1.4. Organization and Notation

This paper is organized as follows: Section 2 describes the transmitter, channel, and receiver
system model. In Section 3 the analog precoder employed at each UT is described, while in Section 4
the sub-connected hybrid analog–digital multi-user equalizer is derived. In Section 5, the main
performance results are presented. Finally, the conclusions are discussed in Section 6.

The following notation is used in this paper: boldface uppercase letters, boldface lowercase letters,
and italic letters denote matrices, vectors and scalars, respectively. The operations (.)T, (.)H, (.)∗, and
tr(.) represent the transpose, the Hermitian, the conjugate, and the trace of a matrix, respectively.
The operator diag(A) corresponds to the diagonal entries of the matrix A. The identity matrix of size
N ×N is denoted IN. E[.] and {αl}Ll=1 represent the expectation operator and an L length sequence,
respectively. |a| denotes the absolute value of a. [A]n,l represents the entry of the nth row and lth
column of the matrix A. The indices, t, k, and u represent the time domain, subcarrier in the frequency
domain, and user terminal, respectively.
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2. System Model

In this section, we describe the transmitter, the channel model, and the receiver for the considered
uplink massive MIMO mmW SC–FDMA system.

2.1. Transmitter Description

We assume U UTs sharing the same radio resources, each equipped with Ntx transmit antennas
and with a single RF chain. Figure 1 presents the general schematic of the uth user terminal. Firstly,
the time domain Nc-length sequence

{
su,t

}Nc−1
t=0 , with E[

∣∣∣su,t
∣∣∣2] = 1 , is divided into R data blocks of size

Ns = Nc/R, where
{
su,t

}rNs−1
t=(r−1)Ns

represents the rth data block. Then, this time domain sequence is

moved to the frequency domain and the resulting sequence denominated by
{
cu,k

}rNs−1

k=(r−1)Ns
, where{

cu,k
}rNs−1

k=(r−1)Ns
is the discrete Fourier transform (DFT) of the time domain sequence su,t. After that,

the frequency domain data is interleaved and mapped to the OFDM symbol. To simplify the formulation,
we assume that Ns = Nc, which means that only a single Nc-length block is considered and assume

the identity mapping. Therefore, the frequency domain sequence
{
cu,k

}Nc−1

k=0
is the DFT of the full-time

sequence
{
su,t

}Nc−1
t=0 . After the cyclic prefix (CP), an analog precoder fa,u ∈ CNtx is employed. Due to the

hardware constraints, we only consider analog phase shifters that force all coefficients of the precoder

to have equal magnitude, i.e.,
∣∣∣fa,u

∣∣∣2 = 1/Ntx, and furthermore, it is assumed that they are constant
over the subcarriers. Therefore, the discrete transmit complex baseband signal xu,k ∈ CNtx of the uth
user at subcarrier k can be represented as

xu,k = fa,ucu,k , (1)

where cu,k ∈ C. The design of the analog precoder coefficients will be presented in the next Section. We
assume that the number of users is lower than the number of RF chains (NRF) at the receiver, U ≤ NRF.
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Figure 1. Schematic of the uth user terminal transmitter. CP is cycle prefix, RF is radio frequency, FFT
and IFFT are the fast Fourier transform and inverse fast Fourier transform.

2.2. Channel Model Description

We assume a channel given by the sum of the contribution of Ncl clusters; each one contributes
with Nray propagation paths. The considered delay-d MIMO channel matrix of the uth user can be
written as

Hu,d =

√
NtxNrx

ρPL

Ncl∑
q

Nray∑
l

(
αu

j,lprc

(
dTS − τu

q − τu
q,l

)
atx,u

(
θu

q − ϑu
q,l

)
aH

rx,u

(
φu

q −ϕu
q,l

))
, (2)
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and the corresponding frequency domain channel matrix Hu,k ∈ CNrx×Ntx of the uth user at the kth
subcarrier is given by

Hu,k =
D−1∑
d=0

Hu,de− j 2πk
Nc d, (3)

where Nrx represents the number of receive antennas, ρPL represents the path-loss between the
transmitter and the receiver, αu

q,l is the complex path gain of the lth ray in the qth scattering cluster,

and a raised-cosine filter is adopted for the pulse shaping function prc(.) for TS-spaced signaling,
as in [22]. The qth cluster has a time delay τu

q , angles of departure θu
q , and arrival φu

q . Each ray l from
qth cluster has a relative time delay τu

q,l, relative angles of departure ϑu
q,l, and arrival ϕu

q,l. The paths

delay is uniformly distributed in [0, DTs] where D denotes the length of the CP, and the angles follow
the random distribution mentioned in [22], such that E[‖Hu,d‖2F] = NrxNtx. Finally, the vectors arx,u

and atx,u represent the normalized receive and transmit array response vectors, respectively. For an
N-element uniform linear array (ULA), the array response vector can be given by

aULA(θ) =
1√
N

[
1, ejkp sin(θ), . . . , ej(N−1)kp sin(θ)

]T
, (4)

where k = 2π/λ, λ is the wavelength, and p is the inter-element spacing. The channel matrix of the uth
user can also be expressed as

Hu,k = Arx,uΔu,kAH
tx,u, (5)

where Δu,k is a diagonal matrix, with entry (q, l) that corresponds to the path gain of the lth ray in
the qth scattering cluster. Atx,u = [atx,u(θu

1 − ϑu
1,1), . . . , atx,u(θu

Ncl
− ϑu

Ncl,Nray
))] and Arx,u = [arx,u(φu

1 −
ϕu

1,1), . . . , arx,u(φu
Ncl
−ϕu

Ncl,Nray
))] hold the transmit and receive array response vectors of the uth user,

respectively.

2.3. Receiver Description

At the receiver we consider a hybrid analog–digital sub-connected architecture, where each RF
chain is connected into a group of R = Nrx/NRF antennas, where NRF is the number of RF chains,
as represented in Figure 2. We assume that the number of RF chains is lower than the number of
receive antennas, NRF ≤ Nrx.
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Figure 2. Schematic of the receiver.

The frequency domain received signal at the kth subcarrier yk ∈ CNrx can be written as

yk =
U∑

u=1

Hu,kxu,k + nk =
U∑

u=1

Hu,kfu,kcu,k + nk, (6)
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where nk ∈ CNrx is the zero mean Gaussian noise with variance σ2
n, and xu,k and fu,k represent the discrete

transmit complex baseband signal and analog precoder of the uth user at subcarrier k, respectively.
We consider a sub-connected hybrid analog–digital multi-user equalizer to efficiently separate the
users, as shown in Figure 2. Initially, the signal is processed through the phase shifters modeled by the
vector wa,r ∈ CR, where all elements of wa,r have equal magnitudes (

∣∣∣wa,r(n)
∣∣∣2 = 1/Nrx) . The overall

analog matrix Wa ∈ CNrx×NRF that represents the connection between each subset of Nrx/NRF antennas
and the corresponding NRF chain, has a block diagonal structure

Wa = diag
[
wa,1, . . . , wa,r, . . . , wa,NRF

]
, r = 1, . . . , NRF. (7)

As in the analog precoder, we also assume that the analog part of the equalizer is constant for
all subcarriers.

After that, the CP is removed on each RF chain and the signal is moved to the frequency domain
by applying the DFT operator. Then, the samples of each subcarrier pass through the digital part of the
equalizer modeled by matrix Wd,k ∈ CNRF×U. Therefore, the resulting signal at the end of the analog
and digital processing equalizer can be written as

~
ck = WH

d,kWH
a Heq,kck + WH

d,kWH
a nk, (8)

where Heq,k =
[

H1,kf1,k · · · HU,kfU,k
]
∈ CNrx×U represents the overall equivalent channel between

the U users and the receiver, and ck ∈ CU denotes the frequency domain transmitted signal of all users
at the kth subcarrier.

Finally, the equalized signals are demapped and moved to the time domain by using the inverse
DFT, obtaining the estimates

{̃
su,t

}Nc−1
t=0 of the uth user transmitted Nc-length data block

{
su,t

}Nc−1
t=0 .

3. Analog Precoder Design

In this section, we design a low complexity analog precoder to be employed at the transmitters.
These precoders are computed based on the knowledge of partial CSI, i.e., only a quantized version of
the average AoD θu

q , q = 1, . . .Ncl of each cluster is used. These angles estimated at the receiver are
quantized as

θ̃u
q = fQ

(
θu

q

)
, q = 1, . . .Ncl , u = 1, . . . , U, (9)

and then sent to the transmitters. In this paper, for the sake of simplicity, we consider uniform
quantizers, i.e., the uniform function fQ has 2n (n is the number of quantization bits) levels equally
spaced between clipping levels −Am and Am.

With the knowledge of these quantized angles, user u should start by computing the correlation

matrix Ru = Ãtx,uÃ
H
tx,u, where the overall matrix Ãtx,u ∈ CNtx×Ncl is given as

Ãtx,u = [atx,u(θ̃
u
1), . . . , atx,u(θ̃

u
q ), . . . , atx,u(θ̃

u
Ncl

)] , (10)

with atx,u(θ̃u
q ) computed from

atx,u(θ̃
u
q ) =

1√
Ntx

[
1, e jkd sin(θ̃u

q ), . . . , e j(Ntx−1)kd sin(θ̃u
q )
]
. (11)

To compute the analog precoders, we first need to apply the eigenvalue decomposition to the
correlation matrix Ru, i.e., Ru = Utx,uΛtx,uUH

tx,u, where Λtx,u is a diagonal matrix whose elements are
the matrix Ru eigenvalues and Utx,u a square matrix where the ith column is the ith eigenvector of Ru.
Finally, entry ntx of the proposed analog precoders of the uth user is set as

fa,u(ntx) =
1√
Ntx

e jarg(Utx,u(ntx,1)) , ntx = 1, . . . , Ntx, (12)
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where arg(a) denotes the argument of complex number a and Utx,u(ntx, 1) , ntx = 1, . . . , Ntx represents
entry ntx of the eigenvector corresponding to the largest eigenvalue of the correlation matrix Ru. Hence,
the beam follows the best channel direction, improving the transmit/receive link reliability.

4. Multi-User Equalizer Design

In this section, we design a hybrid analog–digital sub-connected equalizer for multi-user mmW
mMIMO to be employed at the receiver side. A decoupled transmitter–receiver optimization problem
is assumed in this paper, since a joint optimization problem is a very complex task. The overall analog

matrix Wa defined in (7) and the digital matrices
{
Wd,k

}Nc−1

k=0
are optimized by minimizing the BER,

which is equivalent to minimize the MSE.

4.1. Problem Formulation

It can be shown that the digital part of the equalizer that minimizes the BER is given by

Wd,k =
(
WH

a Heq,kHH
eq,kWa + σ

2
nWH

a Wa

)−1
WH

a Heq,k (13)

since it maximizes the overall signal-to-interference-plus-noise-ratio (SINR) of the uth user at time t,
SINRu,t, i.e., the SINR relatively to data symbol su,t [23].

Let us now describe the method to compute the analog part of the considered sub-connected
architecture. By using the matrix inversion lemma [34], the overall analog–digital equalizer matrix
simplifies to

WaWd,k = Wa
(
WH

a Wa
)−1

WH
a Heq,k

(
HH

eq,kWa
(
WH

a Wa
)−1

WH
a Heq,k + σ

2
nI
)−1

. (14)

Assuming quadrature phase shift keying (QPSK) constellations for simplicity and without loss of
generality, the average BER can be written as

BER =
1

NcU

Nc−1∑
t=0

U∑
u=1

Q
(√

2SINRu,t
)

(15)

where Q represents the well-known Q-function and with the SINRu,t given by

SINRu,t[Wa] =

⎛⎜⎜⎜⎜⎜⎝ σ2
n

Nc

Nc−1∑
k=0

[(
HH

eq,kWa
(
WH

a Wa
)−1

WH
a Heq,k + σ

2
nI
)−1

]
u,u

⎞⎟⎟⎟⎟⎟⎠
−1

− 1, (16)

where [A]u,u represents the entry of the uth row and column of the matrix A. From (16) we see that
SINRu,t is independent of the time index. So, we can simplify (15) as

BER =
1
U

U∑
u=1

Q
(√

2SINRu[Wa]
)
, (17)

with SINRu= SINRu,1 = SINRu,2 = . . . = SINRu,Nc .
The optimization problem to compute the analog part of the equalizer may be mathematically

formulated as
(Wa)opt = arg min

Wa
BER[Wa], s.t. Wa ∈ Wa, (18)

whereWa =
{
Wa : Wa = diag[wa,1, . . . , wa,r, . . . , wa,NRF

],
∣∣∣∣wa,r(n)

∣∣∣∣2 = 1/Nrx

}
denotes the feasible set

for the analog equalizer.
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4.2. Proposed Method Derivation

Due to the non-convex nature of the merit function and the constraint imposed in problem
(18), it is difficult or even impossible to obtain an analytical solution to the optimization problem
at hand. Moreover, as we are considering a multi-user scenario, the resulting average BER is a
weighted function of the average BER for each user, making it even harder to obtain a solution to the
aforementioned problem. Hence, instead of an exact solution to problem (18) we will derive, in the
following, an algorithm to obtain an approximate solution to the previous optimization problem.

Using the exponential upper bound of the Q-function (Q(x) ≤ (1/2)e−x2/2), we obtain Q(x) ≤
(1/2)(1 + x2/2)−1, and as a consequence we have

BER ≤ 1
2U

U∑
u=1

1
1 + SINRu

. (19)

Replacing Equation (16) in Equation (19), and after some mathematical manipulations, we obtain,

BER ≤ σ2
n

2UNc

U∑
u=1

Nc−1∑
k=0

[
HH

eq,kWa
(
WH

a Wa
)−1

WH
a Heq,k + σ

2
nI
]−1

u.u
, (20)

and then an approximate solution to the optimization problem (18) may be obtained from the following
simplified optimization problem

Wa = arg min
Wa

U∑
u=1

Nc−1∑
k=0

(
hH

eq,u,kWa
(
WH

a Wa
)−1

WH
a heq,u,k + σ

2
n

)−1
, s.t. Wa ∈ Wa , (21)

where heq,u,k ∈ CNrx represents the equivalent channel of user u. To solve it, we propose to iteratively
compute matrix Wa column by column, which in practice corresponds to iteratively adding RF chains
to the receiver. Let matrix W

(i)
a and vector w

(i)
a denote the first i columns and column i of matrix Wa,

respectively; then we can define W
(i)
a = [W

(i−1)
a , w

(i)
a ]. The aim is to compute w

(i)
a iteratively instead to

compute the overall matrix Wa at once, and thus the optimization problem can be modified as

(
w

(i)
a

)
opt

= arg min
w

(i)
a

U∑
u=1

Nc−1∑
k=0

⎛⎜⎜⎜⎜⎝hH
eq,u,kW

(i)
a

((
W

(i)
a

)H
W

(i)
a

)−1(
W

(i)
a

)H
heq,u,k + σ

2
n

⎞⎟⎟⎟⎟⎠−1

, s.t. Wa ∈ Wa . (22)

From the definition of W
(i)
a and the Gram–Schmidt orthogonalization follows

W
(i)
a (W

(i)H

a W
(i)
a )
−1/2

= [Ui−1, P(i−1)w
(i)
a ] [35], where P(i−1) = I − U(i−1)U(i−1)H

, and U(i−1) =

W
(i−1)
a (W

(i−1)H

a W
(i−1)
a )

−1/2
. Note that W

(i)
a is a block diagonal matrix and therefore P(i) and U(i) are

also block diagonal. Therefore, the term in the denominator of the merit function of the optimization
problem (22) can be simplified to

S(i)u,k = hH
eq,u,kU(i−1)U(i−1)H

heq,u,k + hH
eq,u,kP(i−1)w

(i)
a w

(i)H

a P(i−1)H
heq,u,k + σ

2
n. (23)

Notice that the first term in Equation (23) is constant at iteration i, since it does not depend on

vector w
(i)
a , and is equal to zero for the first iteration. Furthermore, as W

(i)
a (W

(i)H

a W
(i)
a )
−1

W
(i)H

a is a
projection matrix it follows that

S(i)u,k ≤ hH
eq,u,kheq,u,k + σ

2
n (24)
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with equality if W
(i)
a (W

(i)H

a W
(i)
a )
−1

W
(i)H

a = I. Therefore, if one of the terms of Equation (23) is large,
the other one must be small and the following approximation follows,

S(i)u,k ≈ max

⎧⎪⎪⎪⎨⎪⎪⎪⎩ hH
eq,u,kU(i−1)U(i−1)H

heq,u,k,

hH
eq,u,kP(i−1)w

(i)
a w

(i)H

a P(i−1)H
heq,u,k

⎫⎪⎪⎪⎬⎪⎪⎪⎭+ σ2
n. (25)

Nonetheless, due to the independence of the U user channels, if w
(i)
a leads to a large value for the

term hH
eq,u,kP(i−1)w

(i)
a w

(i)H

a P(i−1)H
heq,u,k for user ui = u, then with high probability for the other users

u � ui, the value of this term will be small. For this reason, S(i)u,k may be approximated as follows

S(i)u,k ≈
⎧⎪⎪⎪⎨⎪⎪⎪⎩ hH

eq,u,kU(i−1)U(i−1)H
heq,u,k, u � ui

hH
eq,u,kP(i−1)w

(i)
a w

(i)H

a P(i−1)H
heq,u,k + σ

2
n, u = ui

. (26)

Therefore, the optimization problem (22) can be approximated by

w
(i)
a = arg min

w
(i)
a

⎛⎜⎜⎜⎜⎜⎝α(i) + Nc−1∑
k=0

(
hH

eq,ui,k
P(i−1)w

(i)
a w

(i)H

a P(i−1)H
heq,ui,k

+ σ2
n

)−1
⎞⎟⎟⎟⎟⎟⎠, s.t. w

(i)
a ∈ Wa,ui , (27)

where α(i) =
∑Nc−1

k=0

∑
u�ui

(hH
eq,u,kU(i−1)U(i−1)H

heq,u,k + σ
2
n)
−1

is a constant and thus it only depends on

the channels heq,u,k and matrix U(i−1) computed in the previous iteration. Wa,ui represents the column
i of the elements of setWa.

Therefore, the optimization problem (22) may be simplified to

w
(i)
a = arg min

Nc−1∑
k=0

(
hH

eq,ui,k
P(i−1)w

(i)
a w

(i)H

a P(i−1)H

heq,ui,k
+ σ2

n

)−1
, s.t. w

(i)
a ∈ Wa,ui . (28)

In spite of the previous simplifications, the optimization problem is still non-convex and hard to
solve due to the constraint w

(i)
a ∈ Wa,ui . Therefore, to further simplify it, we replace the setWa,ui by

the codebook Fa,ui = Dui Arx,ui , where Dui is a block diagonal matrix where all blocks are zero except
ui, which is equal to the identity matrix, i.e., the elements of the codebook are the normalized receiver
array response vectors, which leads to the simpler optimization problem

w
(i)
a = arg min

Nc−1∑
k=0

(
w

(i)H

a P(i−1)H
heq,ui,k

hH
eq,ui,k

P(i−1)w
(i)
a + σ2

n

)−1
, s.t. w

(i)
a ∈ Fa,ui . (29)

Notice that we need to follow some criterion to associate a given user to iteration i. We propose
to do this association using the following mapping between users and iterations ui = imodU, i.e.,
the U users are interleaved along the iterations. For example, for NRF = 4 and U = 2, we have
[u1, u2, u3, u4] = [1, 2, 1, 2].

The procedure to obtain the analog part of the equalizer matrix is presented in Algorithm 1. It can
be summarized as follows: Firstly we start with user 1, U(0) = 0 (line 1) and compute the projection
matrix P(1) (line 4). After that, we compute the merit function of the optimization problem (29) for
each element of the codebook Fa,u1 (lines 5–9). Vector w

(1)
a is set to be equal to the element of codebook

Fa,u1 with the lowest value (lines 10–11). Then, the column vector P(0)w
(1)
a is added to matrix U(0) to

form U(1) (line 12). With U(1), the same procedure may be repeated for the other users according to the
mapping between users and iterations defined by ui = imod U.
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To compute the optimization problem of (29), we need to compute the correlation matrix

w
(i)H

a P(i−1)H
heq,ui,k

hH
eq,ui,k

P(i−1)w
(i)
a for all the elements of the selected codebook Fa,u1 , which may be

accomplished with the following expression:

ri,k= diag
(
AH

rx,ui
DuiP

(i−1)H
heq,ui,k

hH
eq,ui,k

P(i−1)DuiArx,ui

)
. (30)

Notice that P(i)P(i) = P(i) since P(i) is an idempotent matrix. Nonetheless, as the Gram–Schmidt
procedure may lead to a loss of orthogonality among vectors [35], we use a Gram–Schmidt algorithm

with reorthogonalization that amounts to applying two times the projection matrix P(i) or using (P(i))
2

instead of P(i).

Algorithm 1: The proposed analog–digital multi-user linear equalizer algorithm for sub-connected architecture

Inputs: Nrx, NRF, Nc, Heq

Analog Part of the equalizer

1: U(0) = 0
2: for i = 1 to NRF do

3: ui = imodU

4: P(i−1) =
(
I−U(i−1)U(i−1)H

)2
5: f(i) = 0
6: for k = 1 to Nc do

7: ri,k= diag
(
AH

rx,ui
Dui P

(i−1)H
heq,ui,k

hH
eq,ui,k

P(i−1)Dui Arx,ui

)
8: f(i) = f(i) + (ri,k + σ

2
n)
−1

9: end for

10: (q, l) = arg min f(i)

11: w
(i)
a = P(i−1)Dui arx,ui (φ

ui
q −ϕui

q,l)

12: U(i) =
[
U(i−1), P(i−1)w

(i)
a /‖w(i)

a ‖
]

13: W
(i)
a = [W

(i−1)
a , w

(i)
a ]

14: end for

Digital part of the equalizer

Wd,k =
(
WH

a Heq,kHH
eq,kWa + σ2

nWH
a Wa

)−1
WH

a Heq,k.

return: Wd,k, Wa

4.3. Complexity Analysis

The steps presented in Algorithm 1 describe the procedure to obtain the analog and digital parts
of the proposed equalizer. In the following, the computational complexity of Algorithm 1 is analyzed.
Matrix P(i) at line 4 may be computed withO(R2) complexity, with R = Nrx/NRF, since matrix U(i−1) is
block diagonal and each column has only R non-zero elements. To obtain vector ri,k at line 7, the vector

AH
rx,ui

DuiP
(i−1)H

heq,ui,k
must be calculated. As both Dui and P(i) are block diagonal with NRF blocks

of size R = Nrx/NRF and Dui is a block diagonal matrix where all blocks are zero except ui, which

is equal to the identity matrix, then the product DuiP
(i−1)H

heq,ui,k
requires O(R2) complexity. As the

resulting vector has only R non-zero elements and Arx,ui
is a matrix with dimension Nrx ×NclNray,

AH
rx,ui

DuiP
(i−1)H

heq,ui,k
may be computed with O(R2 + NclNrayR) complexity. As the computation done

in line 7 is repeated for all Nc subcarriers and all RF chains, the overall complexity of lines 6–9 is
O(Nc(R2 +NclNray)). Line 10 requires the computation of the minimum of vector f(i) ∈ RNclNray , whose

complexity is O(NclNray). In line 11 we compute vector w
(i)
a with complexity O(R2). The complexity

of line 12 is identical to line 11. As the previous must be repeated for all RF chains, the overall
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complexity is NRF times the individual complexities previously described. The computation of the
digital equalizer must be performed for all subcarriers and requires the inversion of a matrix with
size NRF ×NRF, resulting in a complexity O(NcN3

RF). Therefore, the computational complexity of the
proposed algorithm is linear in the number of subcarriers, quadratic with the number of antennas
per RF chain, and cubic with the number RF chains. The full connected architecture would require a
complexity scaling quadratically with the number of antennas and for the full-digital architecture the
complexity is a cubic function of the number of antennas.

5. Performance Results

In this section, we evaluate the performance of the proposed multi-user linear equalizer and
precoder scheme designed for hybrid sub-connected wideband mmW systems.

The carrier frequency was set to 72 GHz and for each user, the clustered wideband channel model
was considered, as discussed in Section 2, with five clusters Ncl = 5, all with the same average power,
such that E

[∣∣∣∣∣∣Hu,d
∣∣∣|2F ] = NrxNtx, and each one contributed with Nray = 3 propagation path. The path

delays were uniformly distributed in the CP interval. We considered a ULA with antenna element
spacing set to half-wavelength, but it should be emphasized that the schemes proposed in this paper
can be applied to any antenna arrays. The azimuth angles of departure and arrival had a Laplacian
distribution as in [20] and were considered to have an angle spread of 10◦ for both the transmitter and
receiver. It was assumed a QPSK modulation, perfect synchronization, and that the CSI is known
at the receiver side. At the transmitter, only a quantized version of the average angle of departure
of each cluster was known. We assumed Nc = 64 subcarriers, and the CP was set to be a quarter
of the number of subcarriers, such that D = Nc/4 = 16. We considered a Monte-Carlo simulation
with a length of 100,000 SC–FDMA blocks. The average BER was considered the performance metric,
presented as a function of Eb/N0, where Eb is the average bit energy and N0 is the one-sided noise
power spectral density. We considered that the average Eb/N0 was identical for all the users u and is
given by Eb/N0 = 1/(2σ2

n).
We considered that each transmitter had a single RF chain and was equipped with Ntx = 8

antennas. At the receiver side, it was assumed that a sub-connected architecture existed, where each
RF chain was connected to a group of R = Nrx/NRF antennas, with Nrx = 16 antennas. The results
were compared with the fully connected counterpart that could be obtained from the proposed one by
relaxing the optimization constraints, since each RF chain was connected to all antennas. The main
simulation parameters are presented in Table 1.

Table 1. Main simulation parameters.

Parameter Values

Number of user (U) 2, 4, and 8
Number of Receive antennas (Nrx) 16
Number of Transmit antennas (Ntx) 8

Number of RF chains (R) 2,8, and 16
Number of subcarriers (Nc) 64

Cyclic prefix 16
Number of quantization bits (n) 2, 4, and 6

Carrier frequency 72 GHz
Number of clusters (Ncl) 5

Number of rays per cluster (Nray) 3

Figure 3 depicts the results for the proposed hybrid sub-connected multi-user equalizer with the
analog precoder for two, four, and eight users. In this figure, it was assumed perfect knowledge of the
average AoD of each cluster. It was also assumed eight RF chains existed, which meant that each one
was connected to two antennas. As it can be seen in Figure 3, the performance of both sub- and fully
connected improved as the number of users decreased, as expected, since the multi-user equalizer
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had to deal with less interference and the available degrees of freedom could be used to provide more
diversity. We could also observe a performance penalty of the sub-connected approach against the
fully connected one of approximately 2 dB, independently of the number of users, at a target BER
of 10−3. This was because the number of connections of the fully-connected architecture was larger
than the number of connections for the sub-connected architecture and, as expected, the result for
the fully-connected one was better than for the sub-connected architecture. The worst performance,
for both fully and sub-connected approaches, was obtained for the full load case, i.e., when the number
of users was equal to the number of RF chains NRF = U.

Figure 3. Performance of the proposed hybrid sub-connected scheme for U ∈ {2, 4, 8}. BER
is bit-error-rate.

In Figure 4 we present results for different numbers of RF chains and two users. If the number
of antennas (R) connected to each RF chain was reduced, we verified that the penalty for fully
digital approach decreased. We could observe a penalty of approximately 3 dB, 2 dB, and 0 dB for
(R = 8, NRF = 2), (R = 2, NRF = 8), and (R = 1, NRF = 16), respectively (BER of 10−3). This happened
because more RF chains and consequently less antennas per chain increase the number of available
degrees of freedom of the sub-connected architecture. For the extreme case of R = 1 (one RF chain per
antenna) the curve obtained for the sub-connected approximately overlapped the one obtained for the
fully connected.

As seen in Figures 5 and 6, we evaluated the impact of imperfect knowledge of the average
AoD at the transmitter side. To compute the analog precoders we assumed the knowledge of only a
quantized version of the average AoD of each cluster, as discussed in Section 3. We presented results
for n = [2, 4, 6] quantization bits. Figures 5 and 6 depict the results for two and eight users, respectively.
As expected, increasing the number of quantization bits improved the performance of the proposed
sub-connected scheme and tended to the one achieved for perfect knowledge of the average AoD
(n = ∞) for both cases U = 2, 8. When the number of bits in the quantizer was lower, the performance
was worse compared to the perfect curve. In Figure 5 we can observe a performance penalty, for BER
of 10−3, of approximately 5 dB, 1.5 dB, and 0 dB, for n = 2, 4, and 6, respectively. This means that a very
limited number of bits for the quantization of the average AoD of each cluster was enough to get a
performance close to the perfect case. Since the mmW channels were usually sparse, the amount of
information needed to be fed back from the BS to the UTs was small.
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Figure 4. Performance of the proposed hybrid sub-connected schemes for NRF ∈ {2, 8, 16} and U = 2.

Figure 5. Performance of the proposed hybrid sub-connected scheme for different numbers of
quantization bits of the average AoD, U = 2.
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Figure 6. Performance of the proposed hybrid sub-connected scheme for different numbers of
quantization bits of the average AoD, U = 8.

6. Conclusions

In this paper, we proposed an analog precoder combined with an efficient hybrid analog–digital
multi-user equalizer for sub-connected mmW massive MIMO SC–FDMA systems. At the UT,
we proposed a low complexity pure analog precoder that requires the knowledge of a quantized
version of the average AoD of each cluster. At the BS, a hybrid analog–digital multi-user equalizer
was developed for a sub-connected architecture. It was assumed that the analog part was constant
over all subcarriers, while the digital part was computed on a per subcarrier basis. We considered
a minimum MSE-based equalizer for the digital part, and the analog part was optimized using the
average bit-error-rate of all subcarriers as metric. In order to simplify the optimization problem at hand,
the merit function was first upper bounded and then, due to the specific properties of the resulting
problem, we showed that the analog part of the hybrid equalizer may be computed iteratively over the
RF chains by assigning the users in an interleaved fashion to the RF chains.

The numerical results show that the proposed wideband hybrid multi-user linear equalizer is
quite efficient at removing the multi-user interference, and the performance tends to the one achieved
by the fully connected counterpart as the number of RF chains increases. Furthermore, only a few bits
are required for the quantization of the average AoD of each cluster to obtain a performance close
to the perfect case. The small performance gap between the proposed sub-connected approach and
the fully connected one, together with the lower complexity, make it a very interesting choice for
practical systems.
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Abstract: In this paper, a novel link recover scheme is proposed for standalone (SA) millimeter wave
communications. Once the main beam between the base station (BS) and the mobile station (MS) is
blocked, then a bundle-beam is radiated that covers the spatial direction of the blocked beam. These
beams are generated from an analog beamformer design that is composed of parallel adjacent antenna
arrays to radiate multiple simultaneous beams, thus creating an analog beamformer of multiple
beams. The proposed recovery scheme features instantaneous recovery times, without the need
for beam scanning to search for alternative beam directions. Hence, the scheme features reduced
recovery times and latencies, as opposed to existing methods.

Keywords: millimeter wave; analog beamforming; beam recovery; link blockage; multi-beam;
recovery times

1. Introduction

Millimeter wave (mmWave) frequencies represents a major component of standalone (SA) 5G
networks for high data rates support in enhanced mobile broadband (eMBB). One key advantage here
is the contiguous available spectrum at these bands. However, the aggregated path losses impose
the use of beamforming techniques to achieve higher link gains. The use of directional transmission
and reception here (absence of omni-directional modes), requires the base station (BS) and mobile
station (MS) to scan over all spatial directions to determine the best beamforming and combining
vectors that yield the highest received signal level [1]. Consequently, this creates high computational
complexity and prolonged access times, i.e., long control-plane latencies. This, in turn, contradicts
with the International Mobile Telecommunications (IMT) framework requirements that define 10
milliseconds (ms) latency levels for eMBB in 5G systems [2]. Therefore, initial beam access schemes
need to attain reduced times to achieve short control plane latencies. Consequently, beam access and
adaptation arise as challenging problems in mmWave systems. Once initial access procedures are
performed, the BS and MS need to maintain robust link adaptation when signal levels drop due to
mobility and blockage effects. In particular, mmWave links are highly vulnerable to obstacles in the
propagation paths between the MS and BS, which degrades signal levels and triggers link blockage [3].
This deficiency is more likely to occur when transmitting at narrow beams, i.e., short coherence times
and low-channel ranks. Therefore, efficient beam recovery schemes are required to overcome link
blockages, maintain communication sessions without drops, and reduce requirements for repeated
beam access procedures.

In light of the above, this paper presents a novel beam recovery scheme to overcome link blockage
effects and provides instantaneous beam recovery times, without the requirements for beam scanning.
The scheme develops a bundle of simultaneously radiated beams that compensate for the blocked
beam using an analog beamforming architecture. Namely, when blockage effects are introduced, the
link is transiting from a line-of-sight (LoS) to a non-line-of-sight (NLoS) operation, which decays
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the signal quality. Conventional schemes require the beam to find alternative spatial directions by
performing beam scanning. Meanwhile, the proposed scheme radiates the beam-bundle after blockage
occurs, i.e., acting as backup beams. This, in turn, eliminates the need for beam scanning since the
bundle radiates in different directions, hence resulting in signal aggregation at the receiver.

This paper is organized as follows: Firstly, Section 2 presents a survey on recent studies on beam
recovery methods. Then, a proposed scheme is presented by first proposing the novel beamforming
model in Section 3, along with the channel and signal models. This is followed by the bundle-beam
recovery scheme in Section 4. Then, the performance evaluation is presented in Section 5, and finally,
conclusions and future directions are discussed in Section 6.

2. Related Work

Multiple studies have investigated the beam recovery problem in mmWave communications. The
work in [4,5] used hierarchical codebook-based procedures that restart the beam access search if a
blockage effect is triggered. The authors in [6] presented a new beam aggregation method for fast beam
recovery. The method utilized two beams to collectively add signal powers from the same direction.
Moreover, an equal gain combining (EGC) scheme was presented in [7] that also combines multiple
signals, which are received from the secondary and tertiary best directions, in order to overcome the
signal losses caused by blockage at the main beam. Note that the aforementioned schemes are limited
to low blockage parameters (obstacles of low density). Therefore, these schemes can yield unreliable
links in dense scenarios.

Additionally, authors in [8] computed the signal level at the neighboring beam to the blocked
direction affiliated with the main beam. Here the BS and MS are compelled to perform beam scanning,
which features an increased number of measurements at the neighboring directions. In turn, this
results in prolonged recovery times and vulnerability to communication sessions-drop. Moreover, a
relay node method was presented in [9] that performs a handover decision when the direct link at the
main beam is not recovered within a threshold time period. However, this scheme works only if at
least triangulation geometry is available in the MS proximity. The work in [10] proposed a reactive
beam recovery method, in which the MS exploits the microwave band to identify a back-up direction,
in order to recover links from blockage without requirements for handover procedures. Note that the
latter scheme is dependent on sub-6GHz microwave frequencies, which impedes the realization of SA
mmWave networks.

3. System Model

3.1. Beamforming Design at the MS

Consider a MS equipped with an analog beamformer that is composed of parallel uniform linear
arrays (ULA), where each ULA radiates a single beam, i.e., forming simultaneous multiple beams
radiation in different directions. Each antenna is connected to a single analog phase shifter to provide
continuous scanning capabilities (as opposed to step scanning in digital phase shifters). The ULAs are
then connected to a single RF chain, as shown in Figure 1. Consider the design details.

In this paper, a novel multi-beam parallel array model is proposed at the MS. Hence, consider
a MS equipped with a group of r = 1, 2, . . . , R parallel arrays, each composed of n = 1, 2, . . . , Nr

co-polarized antenna elements arranged in a linear geometric setting, i.e., forming one-dimensional
radiation (1D). The elements are uniformly oriented with dr equi-spacing, i.e., d = λ/2, where λ

represents the mmWave wavelength, λ = c/ f c, c is the speed of light, and f c is the carrier frequency.
This spacing value is chosen so that grating lobes and pattern blindness are avoided, as well as to
ensure there are minimal mutual coupling effects. Thus, it satisfies the formula d <

(
1 +

∣∣∣cosθr
0

∣∣∣), where
the variable θr

0 is the observation angle from array r at the MS in azimuth direction.
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Figure 1. Proposed parallel analog beamformer.

The maximum radiation pattern for the array points along θr
0 scanning directions, for an even

number of elements at any spatial direction is expressed by the closed-form normalized array response
vector at each array r at the MS; which, in turn, is represented by the periodic array factor (AF), Ar

MS.
This is expressed as

Ar
MS =

1
Nr

MS

Nr
MS∑

n=1

anexp( j(Nr
MS − 1)(kvdr cosθr

0 + β
r
MS) = Ar

MS =
1

Nr
MS

Nr
MS∑

n=1

anexp( j(Nr
MS − 1)(ϕr

MS) (1)

where the variable an denotes the amplitude excitation for the n-th antenna element, kv = 2π/λ
represents the wave number, and βr

MS symbolizes the relative progressive phase shift between the
interconnected antenna elements at array r at the MS. Note that ϕMS= kd cosθMS

0 + βMS is a compact
form that represents the array phase function at the MS with a visible region that varies between
−kd ≤ ϕMS ≤ kd. Moreover, the half-power beamwidth (HPBW) at the broadside and scanning

directions, i.e., ∀θMS
0

(
θMS

0 : 0 < θMS
0 ≤ π

)
, is expressed as [11]

φMS
brd = cos−1

⎛⎜⎜⎜⎜⎜⎝ λ2πd
kwd cosθMS

0 ± 2.782

Ny
MS

⎞⎟⎟⎟⎟⎟⎠, 0 < θMS
0 ≤ π, (2)

whereas the HPBW at the endfire direction is computed as [12],

φMS
end f ire

= 2 cos−1(1− 1.391λ/Ny
MSd), f or θMS

0 = 0,π. (3)

One important remark here, is that the spatial footprint of the array increases proportionally to a
broadening factor of b, b = 1/ cos θMS

0 for directions scanned off the broadside. Moreover, the array
gain is gauged by GAMS= AMSGa, where Ga is the gain for a single antenna element. For example,
microstrip rectangular patch antennas are widely chosen for mmWave transceivers, and they provide a
gain range of 5–7 dBi [13,14].

Each antenna array is fed in parallel by an array of P phase shifters, in particular, quadrature
varactor-loaded transmission-line phase shifters. Note that the total number of phase shifters is equal
to the number of antennas. Varactor phase shifters are chosen here due to their high shifting times
(in μs), low power requirement, reduced loss rates, and capability to continuously adjust and control
the [0, 2π] spatial plane using a single control voltage unit. The phase shifters are then connected
to a single RF chain. Overall, this structure formulates an analog beamfomer composed of multiple
radiated beams that carry the same modulated data. The benefit of using an analog beamformer here
is to reduce the power consumption levels associated with the RF chains, as in the case of digital and
hybrid architectures. Since a single RF chain is used at the MS, the orthogonal beam coding technique
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is adopted here. Namely, the weights of the antenna elements are modified by a unique set of codes
to produce unique beams of distinguished signals. The orthogonal codes here create distinguishable
spatial signatures for each beam-bundle, and thereby can identify the exact direction of the highest
received signal in the bundle-beam from that particular direction.

Hence, this work exploits orthogonal Hamming codewords, cm, i.e., cm[e, dH], where e is the
codeword length, and dH is the Hamming distance between successive codewords. Additionally, each
codeword is scaled by the control signals, z, and features [

 
1,

 
2, . . . ,

 
F
]

codebits, where
 
F is the

total number of codebits. Consider the following codewords developed for a single bundle-beam,
represented as:

c1 = [−1 − 1 − 1 − 1 − 1 − 1 − 1 − 1] c2= [1 − 1 − 1 − 1 1 1 1 − 1]
c3 = [−1 1 − 1 − 1 1 − 1 1 1] c4= [−1 − 1 1 − 1 1 1 − 1 1]

(4)

These codewords feature zero cross-correlation, which yields in orthogonal beams in the bundle,
hence receiving distinguishable signals in the directions of the beams [15,16]. Here, each codebit in the
Hamming codeword is applied to the weight of a single antenna, where the number of codebits

 
F is

equal to the number of antennas Nr in the parallel array r. The codebit is either “1” or “−1”. If it is “1”,
then the weight of the antenna remains the same, i.e., same amplitude and phase. Meanwhile, if the
codeword is “−1”, then the conjugate is applied to the weight, i.e., keeping the same amplitude and
rotating the phase by π.

These codes are reciprocal at the MS and BS. Therefore, when a signal is received at the BS, it
is basically receiving one codeword. Namely, it multiplies the received codeword (appearing in the
weights of the antennas) by all the four codewords, in order to retrieve the unique codeword and
its affiliated beam in the bundle. As a result, the BS now identifies the directions with the highest
signal level.

3.2. Digital Beamformer at the BS

Digital beamforming is adopted at the BS due to the abundant power input levels, and the
necessity to provide multi-user connectivity. The beamformer architecture shown in Figure 2 is based
upon a uniform circular array (UCA) with an identical radiation pattern of symmetric beamwidth in all
spatial directions (no beam broadening at endfire direction), i.e., providing similar signal levels to MSs
at different locations, with high directivities. The UCA here also features reduced sidelobe levels (SLL),
and it eliminates the need for back-to-back arrays, as the case in the 1D ULA. Hence, consider a BS
equipped with a UCA composed of NBS total number of antenna elements, which are uniformly spaced
on the x–y plane along radius, a, in a circular geometric setting. Now each nBS antenna, nBS ∈ NBS,
is also connected to an analog phase shifter to provide continuous beam scanning. This structure is
connected to a group of RF chains RBS, where the total number of RF chains is equal to the number of
antennas. Overall, this setting results in a single beam radiated from each antenna, i.e., represented
by the beamforming vector, vBS, vBS ∈ VBS; where VBS is the beamforming matrix that represents
the beam-bundle at the BS, BBS, such that VBS = VbbVan, where Vbb and Van denote, in order, the
beamforming matrices at the baseband and analog stages, i.e., Vbb= nBS x rBS and Van= rBS × nBS.
Here, each vector vBS carries unique modulated data that can be utilized for multi-users, or it supports
a single datum to support MS with a beam-bundle when blockage occurs. This vector is gauged by the
AF for the UCA, ABS i.e.,

ABS =

NBS∑
n=1

In exp( jva sinθ cos(φ−φBS
n ) + ϕBS

s , (5)

where the angles θ and φ represent the directions along the y- and x- axes, ϕBS
n is the angular position

of the n-th antenna, where ϕBS
n = 2πnBS/NBS. Moreover, the variables In, v and ϕMS

s in Equation (5)
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symbolizes the amplitude of the n-th antenna, the wave number, and the maximum radiation principal
at the BS, evaluated as

ϕBS
0 = −va sinθBS

0 cos(φBS
0 −φBS

n ) (6)

Figure 2. Digital beamformer at the BS.

3.3. Signal Model

Consider that MS and BS entities operate in LoS settings in urban outdoor environments composed
of various objects in the proximity of the MS. In addition, assume a full-duplex division duplexing
(FDD) channel of reciprocal channel state information (CSI) at both entities. Then, the downlink (DL)
received signal profile at the MS, yan, is expressed as

 bb= PtrUH
MSVBSHz + UH

MSw, (7)

where Ptr, H, z, and w denote in order the transmitted signal power, the power complex channel, the
reference control signal, and the additive white Gaussian noise (AWGN), i.e., w ∼ N(0, σ 2

w

)
, where

σ2
w is the noise variance.

3.4. Channel Model

The geometric channel model, H, is adopted here due to the scattering nature of mmWave
propagation. This is highly attributed to the large obstacle dimensions, as compared to the propagating
wavelength at these bands. Consequently, this yields in reduced scattering profile, and hence results in
poor scattering signal profile of a low number of rays, i.e., Poisson distribution. In turn, this results
in high dependence on the geometry of the objects in the propagation link. This model is expressed
as [17]

H =

√
NBSNMS

Γbl

K∑
k=1

L∑
l=1

hlVBSUH
MS, (8)

where the variables Γbl, and hl represent the blockage path loss model, and the gain of the l-th path.
The signal profile here, is composed of L total number of paths that are observed in K total number of
clusters, i.e., L ∈ K. These paths follow Rician-distribution that accounts for the LoS-to-NLoS plink
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transition caused by blockage effects. Namely, the path gain is modeled as hl ∼ R (0 , ζ), where ζ is
the power ratio between the dominant and other paths. Moreover, the beamforming and combining
matrices, VBS and UMS (which also represent the response vectors), are evaluated using their far-field
array factors (AF), as presented in the beamforming models.

3.5. Blockage Model

As mentioned earlier, the blockage path loss model, Γbl, accounts for LoS-to-NLoS link transition,
when obstacles of different densities are present in the direct propagation link affiliated with the main
beam. This model is formulated as [18]

Γbl = I

[
(d )

]
ΓLoS(d )+I[1− (d )] ΓNLoS(d), (9)

where I is an indicator function that specifies the link-blockage state, i.e., I(x) = 1 iff x = 1, and it is set
as I(x) = 0 otherwise. Moreover, the variables ΓLoS(d) and ΓNLoS(d) represent the path loss for the
LoS and NLoS settings, respectively, expressed as [19],

ΓLoS(d) = 10 log10(dre f ) + 10 δLoS log10 (d), f or LoS, (10)

ΓNLoS(d) = 10 log10(d re f ) + 10 δNLoS log10 (d), f or NLoS, (11)

where the variable d represents the distance between the BS and MS, dre f is close-in reference distance,
and δLoS and δNLoS are the path loss exponents (PLE) for the LoS and NLoS settings, respectively.
Moreover, the notations (d) and (1− (d)) denote the LoS and NLoS probabilities at the distance d.
Here the probability is (d) = exp(−ρd), where ρ is the blockage parameter that accounts for obstacles
of different dimensions and densities. Note that the higher the blockage parameter, the more blockage
effects are caused to the link.

4. Recovery Procedure

Consider that MS and BS entities operate in a SA mmWave network in LoS settings of Rician
scattering. During the initial access stage, an iterative random search is conducted over all spatial
directions at the MS and B. This process returns the best beamforming and combining vectors (best
pointing directions) that yield the highest received signal level, modeled as

(uMS, vBS)bst= max(  
u, v

)
. (12)

where these best vectors (uMS, vBS)bst present the maximum principal directions of the primary beams
at the MS and BS, which are selected for the data-plane transmission. Now, once the session starts,
the spectral efficiency can take various levels based on the link quality. First, when the link is in LoS,
it features high link quality without obstacles (blockage parameter is zero), I (x) = 0, as well as high
instantaneous spectral efficiency, δinst.

When the obstacles in the propagating path become present in the direct link associated with the
main beam, it starts to exhibit instantaneous low spectral efficiency, and then blockage mode is in effect.
Here the indicator function is set as I(x) = 1, to indicate the LoS-to-NLoS transition. The blockage
threshold is set based on the spectral efficient level, as

δinst < min
{
log2(1 + 100.1(SNR−Ω)), δmax

}
, (13)

where SNR stands for the signal-to-noise ratio, the variable Ω denotes the loss factor (measured in dB),
and δmax represents the maximum spectral efficiency [20]. Note that the SNR is expressed as,

SNR =
PtrGMSGBS|hl|2

ΨT0
, (14)
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where Ψ, denotes the Boltzmann constant, T0 is the operating temperature, is the channel bandwidth,
and GMS and GBS are the array gains at the MS and BS respectively. GMS = gnUMS, and GBS = gnVBS,
where gn is the gain for a single antenna element.

In light of the above, when the main beam is blocked, the MS and BS initiate the beam-bundle as
the backup beams to compensate for the signal losses associated with the main beam, see Figure 3.
Therefore, session drops are avoided. The MS here performs maximal ratio combining (MRC) to
amplify high beam signals and attenuate weak beam signals, i.e.,

Figure 3. Proposed multi-backup beam recovery scheme.

5. Performance Evaluation

The proposed recovery scheme is now evaluated using key metrics, in particular, the spectral
efficiency, received signal profile, and recovery times. Consider Table 1 for the overall system settings.

Table 1. System parameters.

Category Parameter Value

System fα (GHz), b (MHz), Ptr(dBm) 28, 700, 30
Arrays a, gn, NMS, NBS, 1, 5, 256, 256

Channel σ2
w (dB) ζ, d (dB), ρ 1, 3, 5, 250, 0–1

Path loss dre f (m), δLoS, δNLoS 5, 2.6, 4
Spectral efficiency Ω, δmax 2, 10

5.1. Spectral Efficiency

Figure 4 shows the spectral efficiency for the proposed scheme at various blockage densities. The
proposed scheme aims to enhance the spectral efficiency once beam blockage is in effect. Figure 4
shows the spectral efficiency for the proposed scheme versus conventional recovery methods that test
neighboring beam directions or reset beam scanning procedures. When the direct propagation link
between the MS and BS is free of obstacles (LoS operation), i.e., I(x) = 0, high spectral efficiency is
observed here. As a result, conventional methods and the proposed bundle-beam scheme yield high
spectral efficiency. However, when obstacles start to appear in the propagation path of the primary
beam, then the received signal level degrades, affecting capacity levels, and thereby reducing the
spectral efficiency, as observed for the conventional schemes. For example, the work in [8] testing
neighboring beams, requires beam scanning. Moreover, the beam aggregation method enhances the
spectral efficiency if the density of the obstacles is low. However, this method results in a small number
of scattering paths, attributed to the limited spatial coverage provided by the recovery narrow beams,
which has a HPBW that is smaller than the dimensions of the obstacles. Meanwhile, the proposed
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scheme achieves high spectral efficiency if blockage parameters are dense. This is attributed to the
wide spatial space covered by the back-up beam-bundle, which also yields in a high scattering profile
that is leveraged using MRC.

 

Figure 4. Spectral efficiency for various blockage parameters.

5.2. Received Power Delay Profile

Figure 5 shows the received power profile in time domain for the proposed scheme as opposed
to conventional schemes (i.e., testing adjacent beam directions) shown in Figure 6. The proposed
recovery scheme yields a rich scattering profile due to the wide spatial coverage achieved by the
instantaneous back-up beams, with HPBW that exceeds the obstacle’s dimensions, as well as enriching
the reflections in the Rician path gains in the channel settings. For example, the proposed scheme
exhibits 4–5 rays in 2–3 clusters when blockage is triggered, as opposed to 2–3 rays in 1–2 clusters for
the neighboring beams testing and conventional codebook schemes. Furthermore, the recorded clusters
here are received with power levels of −60 dBm, which relaxes the receiver sensitivity requirements.
This is compared to −120 dBm and −140 dBm signal levels for the other schemes, which results in
significant challenges in acquiring the signal, liming coverage ranges, as well as providing poor low
channel capacity and impeding high channelization services for SA mmWave networks.

 
Figure 5. Power delay profile for conventional schemes (adjacent beam and aggregation).
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Figure 6. Power delay profile for proposed multi-backup scheme.

5.3. Beam Recovery Times

One major performance metric for beam recovery schemes is the beam recovery time. It is defined
as the overall time period that is required to determine an alternative link direction once the direct link
of the main beam is blocked. Namely, it is the period required to determine the new best beamforming
and combining vectors, and their principal directions at the MS and BS. Figure 7 shows the recovery
times at the MS TMS

rec (likewise for the BS, TBS
rec). The proposed scheme achieves instantaneous recovery

times without the requirement for beam scanning or resetting the access schemes when a link is
blocked. The only time required here is the PSS transmission duration of the beam vectors (i.e., 200
μs). Overall, the scheme here promotes the feasibility of SA mmWaves with ultra-low recovery times,
thereby realizing low latency requirements.

 
Figure 7. Recovery time for the proposed multi-backup scheme at various beam numbers.

6. Conclusions

This paper presents a novel beam recovery scheme for standalone millimeter wave communications,
without the reliance on sub 6 GHz microwave bands assistance. The scheme is based on novel analog
beamforming architecture that radiates multiple instantaneous beam directions from a single RF chain.
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Here, once the main beam is blocked, then a group of adjacent simultaneous beams are radiated that
cover the blocked beam and promotes maximum ratio combining at the MS for enhanced signal profile
and spectral efficiency. The proposed scheme features instantaneous recovery times, which can realize
ultra-low latency levels. Future efforts will investigate the effects of user mobility, coherence times,
and terrain in blockage modeling, and evaluating the proposed scheme under these effects.
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Abstract: In this paper, we provide a comprehensive analysis of macrodiversity for millimeter wave
(mmWave) cellular networks. The key issue with mmWave networks is that signals are prone
to blocking by objects in the environment, which causes paths to go from line-of-sight (LOS) to
non-LOS (NLOS). We identify macrodiversity as an important strategy for mitigating blocking,
as with macrodiversity the user will attempt to connect with two or more base stations. Diversity
is achieved because if the closest base station is blocked, then the next base station might still be
unblocked. However, since it is possible for a single blockage to simultaneously block the paths to two
base stations, the issue of correlated blocking must be taken into account by the analysis. Our analysis
characterizes the macrodiverity gain in the presence of correlated random blocking and interference.
To do so, we develop a framework to determine distributions for the LOS probability, Signal to Noise
Ratio (SNR), and Signal to Interference and Noise Ratio (SINR) by taking into account correlated
blocking. We validate our framework by comparing our analysis, which models blockages using a
random point process, with an analysis that uses real-world data to account for blockage. We consider
a cellular uplink with both diversity combining and selection combining schemes. We also study the
impact of blockage size and blockage density along with the effect of co-channel interference arising
from other cells. We show that the assumption of independent blocking can lead to an incorrect
evaluation of macrodiversity gain, as the correlation tends to decrease macrodiversity gain.

Keywords: correlated blocking; millimeter wave; line-of-sight; macrodiversity

1. Introduction

Millimeter-wave (mmWave) has emerged in recent years as a viable candidate for
infrastructure-based (i.e., cellular) systems [1–5]. Communicating at mmWave frequencies is attractive
due to the potential to support high data rates at low latency [1,2,6]. At mmWave frequencies, signals
are prone to blocking by objects intersecting the paths and severely reducing the signal strength,
and thus the Signal to Noise Ratio (SNR) [7–10]. For instance, blocking by walls provides isolation
between indoor and outdoor environments, making it difficult for an outdoor base station to provide
coverage indoors [11]. To mitigate the issue of blocking in mmWave cellular networks, macrodiversity
has emerged as a promising solution, where the user attempts to connect to multiple base stations [12].
With macrodiversity, the probability of having at least one line-of-sight (LOS) path to a base station
increases, which can improve the system performance [13–15].

An effective methodology to study wireless systems in general, and mmWave systems in
particular, is to embrace the tools of stochastic geometry to analyze the SNR and interference in
the network [3,15–20]. With stochastic geometry, the locations of base stations and blockages are
assumed to be drawn from an appropriate point process, such as a Poisson point process (PPP). When
blocking is modeled as a random process, the probability that a link is LOS is an exponentially decaying
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function of link distance. While many papers assume that blocking is independent [11,17], in reality
the blocking of multiple paths may be correlated [18]. The correlation effects are especially important
for macrodiverity networks when base stations are close to each other, or more generally when base
stations have a similar angle to the transmitter. In this case, when one base station is blocked, there is a
significant probability that another base station is also blocked [13–15].

Prior work has considered the SINR distribution of mmWave personal networks [16,17,21]. Such
work assumes that the blockages are drawn from a point process (or, more specifically, that the centers
of the blockages are drawn from a point process and each blockage is characterized by either a constant
or random width). Meanwhile, the transmitters are either in fixed locations or their locations are also
drawn from a point process. A universal assumption in this prior art is that the blocking is independent;
i.e., each transmitter is blocked independently from the other transmitters. As blocking has a major
influence on the distribution of signals, it must be carefully taken into account. Independent blocking
is a crude approximation that fails to accurately capture the true environment, especially when the
base stations, or, alternatively, the user equipments (UEs), are closely spaced in the angular domain or
when there are few sources of blocking. We note that blocking can be correlated even when the sources
of blockage are placed independently according to a point process.

The issue of blockage correlation was considered in [22–25], but it was in the context of a
localization application where the goal was to ensure that a minimum number of positioning
transmitters were visible by the receiver. As such, this prior work was only concerned with the
number of unblocked transmissions rather than the distribution of the received aggregate signal (i.e.,
source or interference power). In [18], correlated blocking between interferers was considered for
wireless personal area network. Recently, correlation between base stations was considered in [13,14]
for infrastructure-based networks with macrodiversity, but in these references the only performance
metric considered is the nth order LOS probability; i.e., the probability that at least one of the n
closest base stations is LOS. However, a full characterization of performance requires other important
performance metrics, including the distributions of the SNR and, when there is interference, the Signal
to Interference and Noise Ratio (SINR). Alternatively, the performance can be characterized by the
coverage probability, which is the complimentary cumulative distribution function of the SNR or SINR,
or the rate distribution, which can be found by using information theory to link the SNR or SINR to
the achievable rate.

In this paper, we propose a novel approach for fully characterizing the performance of
macrodiversity in the presence of correlated blocking. While, like [13,14], we are able to characterize the
spatially averaged LOS probability (i.e., the LOS probability averaged over many network realizations),
our analysis shows the distribution of the LOS probability, which is the fraction of network realizations
that can guarantee a threshold LOS probability rather than its mere spatial average. Moreover, we
are able to similarly capture the distributions of the SNR and SINR. Furthermore we validate our
framework by comparing the analysis to a real data building model.

We assume that the centers of the blockages are placed according to a PPP. We first analyze the
distributions of LOS probability for first- and second-order macrodiversity. We then consider the
distribution of SNR and SINR for the cellular uplink with both selection combining and diversity
combining. The signal model is such that blocked signals are completely attenuated, while LOS,
i.e., non-blocked, signals are subject to an exponential path loss and additive white Gaussian noise
(AWGN). Though it complicates the exposition and notation, the methodology can be extended to
more elaborate models, such as one wherein all signals are subject to fading and non-LOS (NLOS)
signals are partially attenuated (see, e.g., [17]).

The remainder of the paper is organized as follows. We begin by providing the system model
in Section 2, wherein there are base stations and blockages, each drawn from a PPP. In Section 3
we provide an analysis of the LOS probability under correlated blocking and derive the blockage
correlation coefficient using arguments based on the geometry and the properties of the blockage
point process; i.e., by using stochastic geometry. Section 4 provides a framework of the distribution
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of SNR, where the results depend on the blockage correlation coefficient. In Section 5, we validate
our framework by comparing the analysis to a real data model. Then in Section 6, interference is
considered and the SINR distribution is formalized. Finally, Section 7 concludes the paper, suggesting
extensions and generalizations of the work.

2. System Model

2.1. Network Topology

Consider a mmWave cellular network consisting of base stations, blockages, and a source
transmitter, which is a UE. The UE attempts to connect to the N closest base stations, and therefore
operates in a Nth order macrodiversity mode. The locations of the base stations are modeled as an
infinite homogeneous PPP with density λbs. We assume the centers of the blockages also form a
homogeneous PPP with density λbl , independent from the base station process. Let Y0 indicate the
source transmitter and its location. Due to the stationarity of the PPPs, and without loss of generality,
we can assume the coordinates are chosen such that the source transmitter is located at the origin;
i.e., Y0 = 0. In Section 6, we will consider additional transmitters located in neighboring cells, which
act as interferers.

Let Xi for i ∈ Z+ denote the base stations and their locations. Let Ri = |Xi| be the distance from
Y0 to Xi. Base stations are ordered according to their distances to Y0 such that R1 ≤ R2 ≤ .... The signal
of the source transmitter is received at the closest N base stations, and hence, N is the number of Xi
connected to Y0. For a PPP, a derivation of the distribution of R1, ..., RN is given in Appendix B, which
implies a methodology for generating these distances within a simulation.

Figure 1 shows an example of second-order macrodiversity (N = 2) cellular network where the
user attempts to connect to its closest two base stations. The solid line indicates the link from the
user to the base station is LOS, while the dashed line indicates the link is NLOS. The figure shows
examples of two different blockage scenarios. In Figure 1a the closest base station (X1) is LOS while X2

is NLOS to the user, in which case the blockage only blocks a single link. In Figure 1b a single blockage
blocks both links to X1 and X2. The fact that sometimes a single blockage can block both links is an
illustration of the effect of correlated blocking.

(a) One base station is blocked. (b) Closest two base
stations are blocked.

Figure 1. Example network topology with two different blockage scenarios. The source transmitter is the
mobile device shown in the central cell. Its signal is transmitted to its closest two base stations. The solid line
indicates the link is line-of-sight (LOS), while the dashed line indicates the link is non-LOS (NLOS).
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2.2. Blockage Model

As in [18], each blockage is a segment of length W. To capture the worst-case scenario, as shown in
Figure 2a, it is assumed that the line representing the blockage is perpendicular to the line that connects
it to the transmitter. Although W can itself be random as in [13], we assume here that all blockages
have the same value of W. In Figure 2a, the red stars indicate the blocked base stations, which are
located in the blue shaded region. If a blockage cuts the path from Y0 to Xi, then the signal from Y0 is
NLOS, while otherwise it is LOS. Here, we assume that NLOS signals are completely blocked while
LOS signals experience exponential path-loss with a path-loss exponent α; i.e., the power received by
Xi is proportional to R−α

i .
Each base station has a blockage region associated with it, illustrated by the blue shaded rectangles

shown in Figure 2b. We use ai to denote the blockage region associated with Xi and its area; i.e., ai is
both a region and an area. If the center of a blockage falls within ai, then Xi will be blocked since at
least some part of the blockage will intersect the path between Xi and Y0. Because ai is a rectangle of
length Ri and width W, it is clear that ai = WRi. Unless X1 and X2 are exactly on opposite sides of
the region, there will be an overlapping region v common to both a1 and a2. Because of the overlap, it
is possible for a single blockage to simultaneously block both X1 and X2 if the blockage falls within
region v, which corresponds to correlated blocking.

(a) (b)

Figure 2. Illustration of the blockage model. (a) Network example consisting of base stations indicated
by the stars and blockages indicated by blue lines surrounding the transmitter, which is indicated by
the black circle. The blockages are modeled as a line of length W facing the transmitter; (b) Equivalent
blockage regions. a1 and a2 are the blockage areas, and v is the overlapping area.

3. LOS Probability Analysis Under Correlated Blocking

In this section, we analyze the LOS probability, which is denoted pLOS, and the impact of blockage
correlation. Our focus is on second-order macrodiversity, where the signal of the source transmitter Y0

is received at the two closest base stations X1 and X2. The LOS probability is the probability that at
least one Xi is LOS to the transmitter. Because the base stations are randomly located, the value of
pLOS will vary from one network realization to the next, or equivalently by a change of coordinates,
from one source transmitter location to the next. Hence, pLOS is itself a random variable and must
be described by a distribution. To determine pLOS and its distribution, we first need to define the
variable Bi which indicates that the path between Y0 and Xi is blocked. Let pB1,B2(b1, b2) be the joint
probability mass function (pmf) of {B1, B2}. Let pi denote the probability that Bi = 1, which indicates
the link from Y0 to Xi is NLOS. Furthermore, let qi = 1 − pi, which is the probability that the link is
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LOS, and ρ denote the correlation coefficient between B1 and B2. As shown in Appendix A, the joint
pmf of {B1, B2} as a function of ρ found to be

pB1,B2(b1, b2) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

q1q2 + ρh for b1 = 0, b2 = 0

q1 p2 − ρh for b1 = 0, b2 = 1

p1q2 − ρh for b1 = 1, b2 = 0

p1 p2 + ρh for b1 = 1, b2 = 1

(1)

where h =
√

p1 p2q1q2.
For a two-dimensional homogeneous PPP with density λ, the number of points within an area a

is Poisson with mean λa [26]. From the probability mass function of a Poisson variable, the probability
of k points within the area is given by [27]

pK(k) =
(λa)k

k!
e−λa (2)

The event that the path to Xi is not blocked (LOS) by an object falling in area ai can be obtained
by the void probability of PPP, which is the probability that there are no blockages located in ai,
or equivalently, the probability that k = 0. Thus, qi, which is equal to the void probability, is given by
substituting k = 0 into (2) with λ = λbl and a = ai, which results in

qi = exp(−λbl ai) (3)

For first-order macrodiversity (N = 1), the LOS probability is given by q1. Conversely, Xi will be
NLOS when at least one blockage lands in ai and this occurs with probability pi = 1 − qi given by

pi = 1 − exp(−λbl ai) (4)

For second-order macrodiversity (N = 2), there will be a LOS signal as long as both paths are not
blocked. This corresponds to the case that B1 and B2 are both not equal to unity. When blocking is
not correlated, the corresponding LOS probability is 1 − p1 p2. Correlated blocking may be taken into
account by using (1) and noting that the LOS probability is the probability that B1 and B2 are not both
equal to one, which is given by

pLOS = 1 − pB1,B2(1, 1) = 1 − p1 p2 − ρh (5)

The blockage correlation coefficient ρ can be found from (1),

ρ =
pB1,B2(0, 0)− q1q2

h
(6)

where pB1,B2(0, 0) is the probability that both X1 and X2 are LOS. Looking at Figure 2b, this can occur
when there are no blockages inside a1 and a2. Taking into account the overlap v, this probability is the
void probability for area (a1 + a2 − v), which is given by

pB1,B2(0, 0) = e−λbl(a1+a2−v) (7)

Details on how to compute the overlapping area v are provided in [18]. Substituting (7) into (6) into (5)
and using the definitions of pi and qi yields

pLOS = e−λbl a1 + e−λbl a2 − e−λbl(a1+a2−v) (8)
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Let θ be the angular separation between X1 and X2. The relationship between the angular
separation θ and the correlation coefficient ρ is illustrated in Figure 3 using an example. In the example,
the distances from the source transmitter to the two base stations are fixed at R1 = 1.2 and R2 = 1.5 and
the base station density is λbs = 0.3. In Figure 3a, we fixed the blockage density at λbl = 0.6, and the
blockage width W is varied. In Figure 3b, W = 0.5 and the value of λbl is varied. Both figures show that
ρ decreases with increasing θ. This is because the area v gets smaller as θ increases. As θ approaches
180 degrees, v approaches zero, and the correlation is minimized. The figures show that correlation is
more dramatic when W is large, since a single large blockage is likely to simultaneously block both
base stations, and when λbl is small, which corresponds to the case that there are fewer blockages.

(a) Different values of blockage width (W) (b) Different values of blockage density (λbl)

Figure 3. The correlation coefficient (ρ) versus the angular separation (θ) between X1 and X2.

Figure 4 shows the empirical cumulative distribution function (CDF) of pLOS over 1000 network
realizations for first- and second-order macrodiversity, both with and without considering blockage
correlation. The distributions are computed by fixing the value of W = 0.8 and using two different
values of the average number of blockages per base station (λbl/λbs). The CDF of pLOS quantifies
the likelihood that the pLOS is below some value. The figure shows the probability that pLOS is
below some value increases significantly when the number of blockages per base station is high.
The effect of correlated blocking is more pronounced when there are fewer blockages per base station.
The macrodiversity gain is the improvement in performance for N = 2 as compared to N = 1, in the
figure the macrodiversity gain is higher when the number of blockages per base station is lower even
though the amount of reduction in gain due to correlation is higher when λbl/λbs is lower.

Figure 5 shows the variation of pLOS when averaged over 1000 network realizations. In this
figure, 1000 pLOS values is found for different 1000 network realization, then the averaged pLOS
is calculated for different values of blockage density λbl . The derivation of the distances for each
network realization can be found in Appendix B. The plot shows average pLOS as a function of λbl
while keeping base station density λbs fixed at 0.3. The spatially averaged pLOS is computed for
two different values of blockage width W. Compared to the case of no diversity (when N = 1),
the second-order macrodiversity can significantly increase pLOS. However, pLOS decreases when
blockage size or blockage density is higher. Moreover, correlated blocking reduces the pLOS compared
to independent blocking, and larger blockages increase the correlation, since a single large blockage is
likely to simultaneously block both base stations. Comparing the two pairs of correlated/uncorrelated
blocking curves, the correlation is more dramatic when λbl is low, since at low λbl both base stations
are typically blocked by the same blockage (located in area v).
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Figure 4. The empirical cumulative distribution function (CDF) of pLOS over 1000 network realizations
when N = 1, 2, with and without considering blockage correlation at fixed blockage width W = 0.8.

Figure 5. The variation of the spatially averaged pLOS over 1000 network realizations with respect to
blockage density λbl when N = 1, 2, with and without considering blockage correlation at fixed base
station density λbs = 0.3.

4. SNR Distribution

In this section, we consider the distribution of the SNR. Macrodiversity can be achieved by using
either diversity combining, where the signals from the multiple base stations are maximum ratio
combined, or selection combining, where only the signal with the strongest SNR is used. For nth-order
macrodiversity, the SNR with diversity combining is [28]

SNR = SNR0

n

∑
i=1

(1 − Bi)Ωi︸ ︷︷ ︸
Z

(9)

where Ωi = R−α
i is the power gain between the source transmitter Y0 to the ith base station and SNR0

is the SNR of an unblocked reference link of unit distance. Bi is used to indicate that the path between
Y0 and Xi is blocked, and thus when Bi = 1, Ωi does not factor into the SNR.
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The CDF of SNR, FSNR(β), quantifies the likelihood that the combined SNR at the closest n base
stations is below some threshold β. If β is interpreted as the minimum acceptable SNR required to
achieve reliable communications, then FSNR(β) is the outage probability of the system Po(β) = FSNR(β).
The coverage probability is the complimentary CDF, Pc(β) = 1 − FSNR(β) and is the likelihood that the
SNR is sufficiently high to provide coverage. The rate distribution can be found by linking the threshold
β to the transmission rate, for instance by using the appropriate expression for channel capacity.

The CDF of SNR evaluated at threshold β is as follows:

FSNR(β) = P [SNR ≤ β] = P
[

Z ≤ β

SNR0

]
= FZ

(
β

SNR0

)
. (10)

The discrete variable Z represents the sum of the unblocked signals. To find the CDF of Z we need
to find the probability of each value of Z, which is found as follows for second-order macrodiversity.
The probability that Z = 0 can be found by noting that Z = 0 when both X1 and X2 are blocked.
From (1), this is

pZ(0) = pB1,B2(1, 1) = p1 p2 + ρh. (11)

The probability that Z = Ωi, i ∈ {1, 2} can be found by noting that Z = Ωi when only Xi is LOS.
From (1), this is

pZ(Ω1) = pB1,B2(0, 1) = q1 p2 − ρh. (12)

pZ(Ω2) = pB1,B2(1, 0) = p1q2 − ρh. (13)

Finally, by noting that Z = Ω1 + Ω2 when both X1 and X2 are LOS leads to

pZ(Ω1 + Ω2) = pB1,B2(0, 0) = q1q2 + ρh. (14)

From (11) to (14), the CDF of Z is found to be:

FZ(z)=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 for z < 0

p1 p2 + ρh for 0 ≤ z < Ω2

p1 for Ω2 ≤ z < Ω1

p1 + q1 p2 − ρh for Ω1 ≤ z < Ω1 + Ω2

1 for z ≥ Ω1 + Ω2.

(15)

Next, in the case of selection combining, the SNR is [28]

SNR = SNR0 max

[
(1 − B1)Ω1, (1 − B2)Ω2, . . . , (1 − Bn)Ωn

]
︸ ︷︷ ︸

Z

(16)

and its CDF, from (11) to (13), is found for second-order macrodiversity to be:

FZ (z) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

0 for z < 0

p1 p2 + ρh for 0 ≤ z < Ω2

p1 for Ω2 ≤ z < Ω1

1 for z ≥ Ω1.

(17)
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Figure 6 is an example showing the effect that the value of the correlation coefficient ρ has upon
the CDF of SNR. The curves were computed by placing the base stations at distances R1 = 2 and
R2 = 5, and fixing the values of α = 2 and SNR0 = 15 dB. The values of qi and pi were computed
using (3) and (4) respectively, by assuming W = 0.6, λbl = 0.3. The CDF is found assuming values of
ρ between ρ = 0 to ρ = 0.8 in increments of 0.1; the value of ρ can be adjusted by varying the angle
θ between the two base stations. The dashed red line represents the case that ρ = 0, corresponding
to uncorrelated blocking. The solid blue lines correspond to positive values of ρ in increments of 0.1,
where the thinnest line corresponds to ρ = 0.1 and the thickest line corresponds to ρ = 0.8.

Figure 6 shows a first step up at 9.7 dB, and the increment of the step is equal to the probability that
both base stations are NLOS. The magnitude of the step gets larger as the blocking is more correlated,
because correlation increases the chance that both base stations are NLOS (i.e., pB1,B2(1, 1)). The next
step up occurs at 12.7 dB, which is the SNR when just one of the two closest base stations is blocked,
which in this case is the closest base station X1. The next step at 14.5 dB represents the case when only
X2 is blocked, The magnitude of the two jumps is equal to the probability that only the corresponding
one base station is LOS, and this magnitude decreases with positive correlation, because if one base
station is LOS the other one is NLOS. Finally, there is a step at 15.2 dB, which corresponds to the case
that both base stations are LOS. Notice that when ρ = 0.8, the two middle steps merge. This is because
for such a high value of, it is impossible for just one base station to be blocked, and most likely that
both base stations are blocked, so the curve goes directly from SNR = 9.7 dB to SNR = 15.2 dB.

Figure 6. The CDF of the Signal to Noise Ratio (SNR) FSINR(β) using diversity combining for fixed
location of X1 and X2 for different values of ρ. The dashed red line shows the CDF when ρ = 0, and the
solid blue lines correspond to positive values of ρ in increments of 0.1.

Figure 7 shows the CDF of SNR over 1000 network realizations for diversity combining and two
different values of W when λbs = 0.4 and λbl = 0.6. In addition, SNR0 and the path loss α are fixed
at 15 dB and 3 respectively for the remaining figures in this paper. It can be observed that the CDF
increases when blockage size is larger. Compared to the case when N = 1, the use of second-order
macrodiversity decreases the SNR distribution. When compared to uncorrelated blocking, correlation
decreases the gain of macrodiversity for certain regions of the plot, particularly at low values of
SNR threshold, corresponding to the case when both base stations are blocked. Similar to pLOS,
the correlation increases with blockage size. However, the macrodiversity gain is slightly higher when
blockage width W is smaller.
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Figure 7. The distribution of SNR over 1000 network realizations when N = 1, 2 using diversity
combining, with and without considering blockage correlation at fixed values of blockage density
λbl = 0.6 and base station density λbs = 0.3.

Figure 8 shows the effect of combining scheme and λbl on SNR outage probability at threshold
β = 10 dB. As shown in the figure, the outage probability increases when λbl increases in all of the
given scenarios. When λbl = 0, first- and second-order selection combining perform identically. This
is because X1 is never blocked. However, as λbl increases, the gain of both selection combining and
diversity combining increase. At high λbl the combining scheme is less important, in which case the
paths to X1 and X2 are always blocked regardless of the chosen combining scheme. The reduction in
gain due to correlation is slightly higher when using selection combining. From Equation (17) this is
because the step when both base stations are blocked is wider compared to diversity combining case.

Figure 8. The SNR outage probability at threshold β = 10 dB with respect to λbl when N = 1, 2,
with and without considering blockage correlation at fixed values of blockage density λbs = 0.3 and
blockage width W = 0.8.
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5. Real Data Validation

To validate our framework, we consider a region of West Virginia University campus as shown in
Figure 9 with base stations locations drawn from a PPP and a randomly placed user. The exterior walls
of the buildings highlighted in red color are considered to be the blockages. The equivalent parameters
for the statistical analysis introduced by this paper are obtained by calculating the number of buildings,
the area of each building, and the total area of the region. The average blockage width (W) is found
from the areas of the individual buildings (Ai), such that the width of each blockage Wi = 2

√
Ai/π,

while the blockage density is found as the the number of buildings divided by the total region area.

Figure 9. Map of West Virginia University (WVU) downtown campus. The red-highlighted buildings
are the blockages, and the base stations and user are randomly placed over the region.

Figure 10 shows the empirical CDF of SNR over 1000 network realizations computed using our
statistical analysis and computed using the actual data. The total region area is found to be 335, 720 m2,
the number of buildings is 49, the average building width is W = 33 m , λbl is the ratio of number of
buildings to the total area, and λbs = 3λbl . We limited the environment to be outdoor by allowing
the base stations and user to only be located outside buildings. It can be observed that the analysis
approximates the performance in the real scenario very well. Compared to the curves representing
the analysis when N = 2, it is clear that the real data model when N = 2 is closer to the case when
considering correlated blocking compared to the case assuming independent blocking. This is because
one building can simultaneously block more than one base station. In the actual region, the blockages
have different sizes and orientations, this is in contrast with our model, which assumes a constant
blockage size and orientation. Due to these differences, there is a small different between the statistical
model and the real data based model as shown in the figure.
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Figure 10. The distribution of SNR over 1000 network realizations when N = 1, 2 using diversity
combining, plotted using the real data model and the analytical model.

6. SINR Outage Analysis

Thus far, we have not assumed any interfering transmitters in the system. In practice, the received
signal is also affected by the sum interference. The goal of this section is to formulate the CDF of SINR
for second-order macrodiversity. SINR for first-order macrodeiversity along with blockage correlation
between interferers has been considered in [15]. In this section, we assume each neighboring cell has a
single interfering mobile, which is located uniformly within a disk of radius r around the base station.
Assuming a perfect packing of cells, r = (λbsπ)−1/2, which is the average cell radius. We explicitly
consider the interference from the M closest neighboring cells. The interference from more distant
cells is considered to be part of the thermal noise. Let Yj for j = 1, 2, .., M indicate the interfering
transmitters and their locations. Recall that j = 0 indicates the source transmitter Y0. The distance
from the jth transmitter to the ith base station is denoted by Ri,j.

To calculate SINR and its distribution, we first define a matrix B which indicates the blocking
state of the paths from Yj for j = 0, 2, .., M to Xi for i = 1, 2. B is a Bernoulli Matrix of size 2 by (M + 1)
elements. Each column in B contain elements B1,j and B2,j which indicate the blocking states of the
paths from Yj to X1 and X2 respectively; i.e, the first column in B contains the pair of Bernoulli random
variables B1,0 and B2,0 that indicates the blocking state of the paths from Y0 to Xi for i = 1, 2. There are
(M + 1) pairs of Bernoulli random variables, and each pair is correlated with correlation coefficient ρj.
Because the 2(M + 1) elements of B are binary, there are 22(M+1) possible combinations of B. However,
it is possible for different realizations of B to correspond to the same value of SINR. For example, when
X1 and X2 are both blocked from Y0, the SINR will be the same value regardless of the blocking states
of the interfering transmitters. Define B(n) for n = 1, 2, ..., 22(M+1) to be the nth such combination of B.
Similar to Section 3, let pB1,j ,B2,j(b

(n)
1,j , b(n)2,j ) be the joint probability of B1,j and B2,j which are the elements

of the jth column of B(n). The probability of B(n) is given by

P(B(n)) =
M

∏
j=0

pB1,j ,B2,j(b
(n)
1,j , b(n)2,j ) (18)

The SINR of a given realization B(n) at base station Xi is given by

SINR
(n)
i =

(1 − B(n)
i,0 )Ωi,0

SNR−1
0 +

M

∑
j=1

(1 − B(n)
i,j )Ωi,j

(19)
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where Ωi,j = R−α
i,j is the path gain from the jth transmitter at the ith base station. The SINR of the

combined signal considering selective combining is expressed as

SINR(n) = max
(
SINR1

(n), SINR2
(n)

)
(20)

When considering diversity combining (20) changes to

SINR(n) ≤ SINR1
(n) + SINR2

(n) (21)

As described in [29], correlated interference tends to make the combined SINR less than the sum of the
individual SINRs. The bound in (21) is satisfied with equality when the interference is independent at
the two base stations.

To generalize the formula for any realization, there is a particular SINR(n) associated with each
B(n). However, as referenced above, multiple realizations of B(n) may result in the same SINR. Let
SINR(k) be the kth realization of SINR. Its probability is

P
(
SINR(k)

)
= ∑

n:SINR=SINR(k)

P
(

B(n)
)

(22)

Figure 11 shows the distributions of SINR for M = 5 and M = 0 (which is SNR) at fixed values
of λbs = 0.3, λbl = 0.6, and W = 0.6. The distributions are computed for first- and second-order
macrodiversity. It can be observed that macrodiversity gain is reduced when interference is considered.
This is because of the increase in sum interference due to macrodiversity, which implies that pLOS
alone as in [13] may not be sufficient to predict the performance of the system especially when there
are many interfering transmitters. Study of higher order macrodiversity to identify the minimum
order of macrodiversity to achieve a desired level of performance in the presence of interference is left
for future work.

Figure 11. The distribution of Signal to Interference and Noise Ratio (SINR) over 1000 network
realizations using diversity combining for different values of number of interfering transmitters.
The curves are computed when N = 1, 2, with and without considering blockage correlation, at fixed
values of λbs = 0.3, λbl = 0.6, and W = 0.6.

Figure 12 shows the variation of SINR outage probability with respect to the number of interfering
transmitters M. The curves are computed for low and high values of λbl , while keeping λbs and W
fixed at 0.8 and 0.6 respectively. It can be seen that the outage probability increases when M increases.
Due to the fact that interference tends to also be blocked, unlike SNR and pLOS, increasing the λbl
decreases the outage probability. Similar to Figure 11, the macrodiversity gain decreases significantly
when M increases. It can be seen that N = 2 curves reaches the case when N = 1 for M = 6. Compared
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to uncorrelated blocking, the curves considering correlated blocking matches the uncorrelated cases
for high value of M, since the interfering transmitters are placed farther than source transmitter and
their overlapping area is less dominant.

Figure 12. The outage probability of SINR at threshold β = 15 dB versus the number of interfering
transmitters (M), when N = 1, 2, with and without considering blockage correlation, at fixed values of
λbs = 0.8 and W = 0.6.

7. Conclusions

We have proposed a framework to analyze the second-order macrodiversity gain for an mmWave
cellular system in the presence of correlated blocking. Correlation is an important consideration for
macrodiversity because a single blockage can block multiple base stations, especially if the blockage is
sufficiently large and the base stations sufficiently close. The assumption of independent blocking leads
to an incorrect evaluation of macrodiversity gain of the system. By using the methodology in this paper,
the correlation between two base stations is found and factored into the analysis. The paper considered
the distributions of LOS probability, SNR, and, when there is interference, the SINR. The framework
was confirmed by comparing the analysis to a real data model. We show that correlated blocking
decreases the macrodiversity gain. We also study the impact of blockage size and blockage density.
We show that blockage can be both a blessing and a curse. On the one hand, the signal from the source
transmitter could be blocked, and on the other hand, interfering signals tend to also be blocked, which
leads to a completely different effect on macrodiversity gains.

The analysis can be extended in a variety of ways. In Section 6, we have already shown that any
number of interfering transmitters can be taken in to account. While this paper has focused on the
extreme case that LOS signals are AWGN while NLOS signals are completely blocked, it is possible to
adapt the analysis to more sophisticated channels, such as those where both LOS and NLOS signals
are subject to fading and path loss, but the fading and path loss parameters are different depending on
the blocking state. See, for instance, [17] for more detail. We may also consider the use of directional
antennas, which will control the effect of interference [30].

Finally, while this paper focused on second-order macrodiversity, the study can be extended
to the more general case of an arbitrary macrodiversity order. Such a study could identify the
minimum macrodiversity order required to achieve desired performance in the presence of interference.
We anticipate that when more than two base stations are connected, the effects of correlation on
macrodiversity gain will increase and the effect of interference will decrease. This is because the
likelihood that two base stations are close together increases with the number of base stations and the
ratio of the number of connected base stations to the number of interfering transmitters will increase.
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Appendix A

As in [27], the correlation coefficient between B1 and B2 is given by

ρ =
E[B1B2]− E[B1]E[B2]√

σ2
B1

σ2
B2

(A1)

where the expected value and the variance of the Bernoulli variable Bi is given by [27]

E[Bi] = pi (A2)

σ2
Bi

= piqi. (A3)

By substituting (A2) and (A3) into (A1) and solving for E[B1B2],

E[B1B2] = p1 p2 + ρ
√

p1 p2q1q2 = p1 p2 + ρh. (A4)

As in [27], we can relate pB1,B2(b1, b2) to E[B1B2] as follows:

E[B1B2] = ∑
b1

∑
b2

b1b2 pB1,B2(b1, b2) = pB1,B2(1, 1), (A5)

where solving the sum relies there being only one nonzero value for b1b2. By solving for pB1,B2(1, 1)
and using (A4),

pB1,B2(1, 1) = p1 p2 + ρh. (A6)

We can relate pB1,B2(b1, b2) to E[B1] as follows:

E[B1] = ∑
b1

∑
b2

b1 pB1,B2(b1, b2)

= pB1,B2(1, 1) + pB1,B2(1, 0). (A7)

Solving for pB1,B2(1, 0),

pB1,B2(1, 0) = E[B1]− pB1,B2(1, 1) = p1q2 − ρh. (A8)

Similarly, it can be shown that

pB1,B2(0, 1) = q1 p2 − ρh. (A9)

Finally, since [27]

∑
b1

∑
b2

pB1,B2(b1, b2) = 1, (A10)
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it follows that

pB1,B2(0, 0)= 1 − pB1,B2(1, 0)− pB1,B2(0, 1)− pB1,B2(1, 1)

= q1q2 + ρh. (A11)

Appendix B

As in [13], the pdf of the smallest distance R1 is

f (r1) = 2πλr1e−λπr2
1 (A12)

for r1 ≥ 0. From (A12), we can derive the conditional CDF of Ri given Ri−1 as

FRi (ri|Ri−1 = ri−1) = 1 − eλπ(r2
i −r2

i−1) (A13)

To generate random variables r1, ..., rN , let xi ∼ U(0, 1),

xi = FRi (ri|Ri−1 = ri−1) = 1 − eλπ(r2
i −r2

i−1) (A14)

Solving for ri,

ri =

√
− 1

λπ
ln (1 − xi) + r2

i−1 (A15)

where r0 = 0. Start by generating xi as uniform random variables, then recursively substitute each one
in (A15) to get the desired random variable ri.
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Abstract: This paper reports on a complete end-to-end 5G mmWave testbed fully reconfigurable
based on a FPGA architecture. The proposed system is composed of a baseband/low-IF processing
unit, and a mmWave RF front-end at both TX/RX ends. In particular, the baseband unit design
is based on a typical agile digital IF architecture, enabling on-the-fly modulations up to 256-QAM.
The real-time 5G mmWave testbed, herein presented, adopts OFDM as the transmission scheme
waveform, which was assessed OTA by considering the key performance indicators, namely EVM
and BER. A detailed overview of system architecture is addressed together with the hardware
considerations taken into account for the mmWave testbed development. Following this, it is
demonstrated that the proposed testbed enables real-time multi-stream transmissions of UHD video
content captured by nine individual cameras, which is in fact one of the killing applications for 5G.

Keywords: mmWave; 5G; OFDM; SDR; testbed; FPGA; RF frontends; UHD stream

1. Introduction

Millimeter wave (mmWave) communications are envisaged to be integrated in the upcoming
generation of mobile networks, namely eMBB, one of the 5G verticals. This has been seen as the
solution to increase the overall capacity of mobile radio cells, enabling the support of multi-Gigabit/s
transmissions towards mobile equipments. Due to the large available bandwidth (55–66 GHz),
mmWave band is, thus, very attractive for future 5G wireless communication systems, which might
provide transmission data rates over 10 Gbps and network latency below 1 ms. However, even if a
2 GHz channel in the 60 GHz band is used to transmit data employing both 4 and 16-Quadrature
Amplitude Modulation (QAM) modulations, data rate would still be limited to 4 and 8 Gbps,
respectively. Therefore, there is demand for improving both system reliability and data rates. In this
context, it is introduced in this work a novel software-define radio (SDR) mmWave testbed, aimed to
tackle the 5G communication requirements outlined in [1].

With mmWave testbeds importance in mind, work at 60 GHz can be found in the literature [2–4].
However, such works were conducted with universal software radio peripheral (USRP) that offer
limited bandwidths of around 25 MHz capabilities, which do not fulfill the 5G foreseen multi-Gigabits
scenarios. To this extent, this work discusses the implementation of a real-time software-defined radio
mmWave testbed that can cope with the next wireless generation needs.

A software-defined radio (SDR) is a common term given to a system which employs the majority of
physical layer functionalities using digital signal processing algorithms implemented in an embedded
system with the aid of a specific software. In this context, typically, analog stages, such as mixing,
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amplification, filtering, modulators/demodulators, and essential to establish a wireless radio link, are
digitally implemented rather than using discrete analog hardware components. Therefore, an ideal
SDR is composed of very reduced hardware at the RF front-end, i.e., only an antenna and a very high
speed sampler that is capable of capturing and digitizing a wideband radio signals [5]. However,
relatively large coverage distances might only be attained by the employment of amplifiers prior to both
DAC/ADC stages, as depicted in Figure 1. For example, at the receiver, a Low-Noise Amplifier (LNA)
must be considered to reduce the converter quantization noise and thus maximize the Signal-to-Noise
Ratio (SNR) at the digital domain (after sampling); only then is the signal converted to its binary form.
Next, data are processed on a number of dedicated computational units, inside the embedded system,
enabling the implementation of crucial methods for demodulation, synchronization, and decoding,
which are required to recover the transmitted information from advanced modulation techniques.

Figure 1. Block diagram of the ideal software-defined radio transceiver (image adapted from [6]).

Nevertheless, such architecture inherits the precision limitation from the digital domain
representation, as well as it adds computation complexity to such digital domain. On the other
hand, translating hardware discrete analog components functionalities into an embedded platform
brings several advantages for a wireless communication system designer [7]:

1. Design Flexibility: With the recent availability of very fast and accurate DACs/ADCs, traditional
hardware circuitry such as filtering and analog modulators/demodulators can now be tuned.

2. Reliability: In general, hardware component functionalities vary according to temperature,
manufacturing variations, and ageing, which might lead to performance losses for the
communication system. On the other hand, if such functionalities are implemented in a SDR
platform, system’s performance is expected to remain the same over the years.

3. Upgradability: Upgrading and improving a wireless system that is composed of only discrete
components usually means replacing hardware, whereas using SDR a particular system might be
upgraded without any additional cost, which lead to a more cost effective solution.

4. Re-usability: Once a PHY is designed and tested in software, its deployment can be implemented
in several hardware platforms.

5. Reconfigurability: Current SDR implementations offers the capability of reconfigurable hardware
to support several wireless standards and waveforms.

6. Lower Cost: Fewer hardware components are necessary to be acquired in order to build a
communication system from the scratch. Such devices are usually more expensive than the
acquisition of SDR products.

A complete description of the developed SDR is outlined in Section 2, where special focus is
given to the adopted firmware connectivity between the embedded system and both Giga Samples
Per Second (GSPS) DAC/ADC boards. In addition, an extensive SDR characterization in terms
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of SNR, Spurious-Free Dynamic Range (SFDR), Signal-to-Noise and Distortion Ratio (SINAD),
and Effective Number Of Bits (ENOB) is given, along with the proposed hardware design for
Orthogonal Frequency Division Multiplexing (OFDM) systems based on the LTE-Advanced downlink
PHY layer is given in Section 3. The OFDM performance in both Back-to-Back (B2B) and Over-The-Air
(OTA) at 60 GHz scenarios was assessed in terms of Error Vector Magnitude (EVM) and the received
scatter constellation plots for 4-/256-QAM. Finally, a showcase considering the proposed mmWave
testbed with Ultra-High-Definition (UHD) multi-stream video, as usage case application, is outlined
in Section 4.

2. 5G Testbed Overview

The proposed system was inspired on the previous Figure 1 and is composed of a
baseband/low-Intermediate Frequency (IF) processing unit and a RF front-end at both TX/RX ends,
as illustrated in Figure 2. In fact, it was the result of SDR OFDM integration with a RF front-end
designed for mmWave. In Figure 2, it is evident that the low-IF waveform generation/demodulation
is completely independent from the RF up-conversion/down-conversion. This modular approach
was adopted to enhance the flexibility of the prototype radio system to enable signal transmissions
at distinct frequency bands. That is, the mmWave carrier frequency can be tuned (to match other RF
communication systems standards) by only changing the RF front-end.
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Figure 2. Block diagram of the proposed 5G mmWave testbed.

This SDR system (Figure 2) is composed of an embedded platform engine called Field
Programmable Gate Array (FPGA) [8], and at least by one pair DAC/ADC responsible for signal
translation between the digital and analog domains. A FPGA is an integrated circuit intended for
general purpose usage, which contains programmable logic blocks that form higher-level functions
(multiplexers, adders, multipliers and RAM memories) and a reconfigurable interconnection between
them [9].

FPGA platforms bring three main benefits for the designer: faster time-to-market (no layout
for manufacturing needed), simpler design (the software handles much of the routing, placement,
and timing) and re-programmability. Traditionally, all the above features would become available
at the expense of chip performance, e.g., clock speed. However, in recent Xilinx’s FPGA technology
digital clock values can now go over the 500 MHz performance barrier [9].

Consequently, FPGA technology was used for the 5G mmWave wireless communication that we
propose especially due to their faster time-to-market and reduced cost characteristics. Due to its primal
importance in this work, a brief overview of FPGA considerations is given in Section 2.1.

2.1. FPGA

One of the main challenges faced by embedded system developers is the diversity of external I/O
interfacing requirements, which might be Ethernet, optical, analog conversion or Gigabit serial [10].
Thus, to enable data transfer between the embedded system and other hardware devices, the creation
of external I/O interface is needed. Nowadays, FPGA come with one or more expansion slots for
daughter boards (mezzanine module), which can increase the I/O possibilities. Such expansion slots
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allow FPGA designers to not rely solely on each FPGA I/Os and decrease system development costs.
Without it, designers would need to change FPGA development board whenever system enhancements
require additional interfaces [11].

To overcome this, the VITA 57 FPGA Mezzanine Card (FMC) connectivity ANSI/VITA standard
was developed in 2008, to provide a modular standard mezzanine I/O interfacing solution to a FPGA
located on a carrier board [11]. This brought several benefits such as maximum data throughput of 40
Gbps, low latency, reduced design complexity, and reduction of system cost [10].

Such standard foresees two types of expansion slots, also called FMC, which are usually populated
on FPGA commercial solutions (LPC and HPC). While the first FMC solution has 160 pins, the second
one has 400 available pins. Moreover, the Low Pin Count (LPC) connector provides 68/34 user-defined
signals for single-ended and differential signals, respectively, as well as one serial transceiver pair,
clocks, Joint Test Access Group (JTAG), and Inter-Integrated Circuit (I2C) interfaces. The High Pin
Count (HPC) maintains precedent mentioned functionalities while providing twice the user-defined
signals of the LPC connector also with 10 serial transceiver pairs.

At the time of this work, the most recent and powerful Xilinx FPGA (with more logic
resources) available on the market is the Virtex FPGA’s family, namely Ultrascale [9]. For example,
the XCVU9P-L2FLGA2104E chip provides more than 2000 k logic cells [12]. However, it is
relatively expensive, and thus it was decided to acquire the Virtex-7 VC707 evaluation kit
instead [13] (see Figure 3). This board is characterized as highly-flexible, having a high-speed serial
XC7VX485T-2FFG1761C chip-set, and a good compromise between cost and available logical resources.

Figure 3. VC707 FPGA with both FMC HPC used by ADC/DAC daughterboards.

2.2. ADC/DAC

The selection of both DAC and ADC was based on the criteria of speed, bit resolution together with
VC707 FPGA board compatibility. According to the Xilinx documentation, the FMC 230 (DAC) [14]
and FMC 126 (ADC) [15] from 4DSP are the only converters available in the market that met such
requirements. Table 1 summarizes the main converters features, where it can be noticed that the
maximum bandwidth of the proposed SDR is restricted to 2.5 GHz.

Table 1. Summary of the main FMC converts features [16,17].

Features FMC 126 FMC 230

Bit resolution 10 14
Max. sampling rate 5 GSPS 5.7 GSPS

Maximum signal bandwidth 2.5 GHz 2.85 GHz
Number of channels 4 2
Connector FMC type HPC HPC
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The FMC126 is a four channel 1.25 GSPS 10-bit resolution ADC daughter board compliant to
the mentioned HPC VITA 57.1 standard. Its design is based on four EV10AQ190 Quad 1.25 GSPS
ADC chip-sets [18], which are characterized by Double Data Rate (DDR) Low Voltage Differential
Signal (LVDS) outputs [16]. Moreover, each core can operate either individually, in pairs or even all
interleaved together, which in the end enables sample rates of 1.25, 2.5, and 5 GSPS, respectively. To
achieve the gigabit rates reported on this work, the ADC had its reference sample clock configured to
2.5 GHz, which can be locked by either an external clock source or an internal IC clock circuit.

The FMC230 is a two channel 14-bit DAC daughter board, which is controlled through a single
Serial Peripheral Interface (SPI) communication bus [17]. Such board design is based on two AD9129
single-channel 14-bit 5.7 GSPS DAC with DDR LVDS inputs [19].

Since such boards are intended to work at gigabit rates, special attention was taken in their
clock distribution. The clock distribution is carried out by a AD9517 chip from Analog Devices
(AD) [20], which by default has an internal PLL and a 2500 MHz internal VCO. However, as discussed
in Section 2.3, the VCO can also be provided externally.

As in FMC126, the FMC230 sample clock is provided by the mentioned AD9517, but its internal
PLL reference is configured at 30.72 MHz rather than 100 MHz, which in the end achieves an internal
VCO locked at 2457.60 MHz (rather than the 2500 MHz).

2.3. ADC/DAC Integration with FPGA

The integration of ADC/DAC with VC707 board required hardware fine tuning to achieve the
desirable data rates. Thus, this section addresses thoroughly the steps taken to achieve such integration.
It is important to mention that 4DSP already offers a VC707 reference design to serve as basis, but
multiple iterations were necessary to achieve the proposed mmWave SDR testbed.

Firstly, the reference design FMC slots were changed to have both boards working simultaneously
using the same FPGA. Secondly, since both boards use FPGA Ethernet as an initialization and data
interface, a physical connection had to be considered onto the proposed SDR testbed. Thirdly, sampling
rate adjustments were performed, because both ADC/DAC had different default values which, in the
end, would lead to loss of samples. Lastly, both DAC and ADC data path were changed to be
transmitted in real-time rather than using the default memory architecture, which temporarily allocates
data in memories before transmission.

As mentioned above, 4DSP reference firmwares target Ethernet communication as the protocol
to perform the initialization of both devices and to transmit/receive data. Consequently, such
architecture demands a host PC to be always connected to the FPGA, which is impractical in a
wireless communication transceiver. Therefore, Ethernet connection must be replaced by a new VHDL
entity capable to play back initialization commands that were previously sent by the MAC engine to
the FMC board entities (stars). This approach is highlighted in the block diagram illustrated in Figure 4,
where all the connections in red are the ones that must be removed from the original FMC230 and
FMC126 reference designs. With such changes, the MAC engine star is now just considered to generate
clock and reset signals to the others stars and, due to this fact, it has been decided not to be removed.

In this work, the aforementioned new entity is a processor engine, which allows the configuration
commands of both converters to be sent (in real-time) from the FPGA to either ADC or DAC.
Nevertheless, the design and implementation of a processor hardware engine architecture is not
a straightforward task. It is usually composed of a microBlaze processor, peripherals, reset, clocking and
debugging blocks, which are connected together using an AXI4-Stream protocol [21]. Since the
microBlaze is a soft-core processor with 32-bit RISC architecture and AXI interfaces, the developed
entity had AXI in mind for easy, direct access to fabric and hardware acceleration [22]. It is worth
noting that this interface/protocol is not a bus, and thus a custom user block was necessary to convert
the AXI data coming from the processor engine to the bus format given in Figure 4.
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Figure 4. Block diagram of the adopted modifications common to both FMC126/FMC230.

The VC707 board has two instances of the FMC HPC VITA 57.1 mentioned in Section 2.1. However,
the VC707’s HPC2 connector is not fully populated, e.g., it has a reduced pin-out in comparison with
the standard HPC connector. Consequently, the FMC230 placed on such connector would only have
one out of its two DAC channels available. On the other hand, if FMC126 would be connected
to it, only three out of its four ADC channels could be available. Considering that most relevant
modern digital modulation techniques employ I/Q modulations to achieve higher spectral efficiency,
two channels are required in both DAC/ADC boards. Therefore, FMC230 and FMC126 have been
connected to the FMC1 and FMC2 slots of the VC707 board, respectively, as can be seen in Figure 3.

Figure 5 depicts the final firmware that shows how the configuration commands are exchanged
among the top level board entity (stars) from both DAC/ADC boards.
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Figure 5. Block diagram of the developed transceiver firmware.

The FMC126 board includes not only the Quad ADC IC core itself, but also other peripherals,
such as a clock tree IC circuit and a I2C communication for ADC control purposes and temperature
monitoring [16]. Since the FMC126 reference design foresees its use in the HPC1 connector, the I2C
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clock (SCL) and data (SDA) signals must now be driven to the second HPC2 connector. This can be
achieved by changing VC707’s I2C switch, PCA9548A [23]. As depicted in Figure 6, the sip_i2c_master
entity should route signals either to FMC1 or FMC2 connectors depending on I2C channel selection.

VC707 board

sip_i2c_master

SDA

FPGA

MUX
I2c

-PCA9548A IC-
SD0
SC0

FMC1 FMC2

SD1
SC1

Figure 6. Illustration of the I2C communication towards VC707’s FMC1 and FMC2.

2.4. ADC/DAC Sample Rate Synchronisation

With both ADC/DAC fully integrated in VC707 FPGA, considerations on their data sampling
process was studied and addressed. Such process at the receiver might be subject to severe timing
imperfections such as erroneous information acquisition or transmitted samples loss depending on
both DAC/ADC sampling rates difference [5]. The erroneous information acquisition can occur when
ADC rate is higher than DAC, whereas loss of transmitted samples might happen if ADC rate is lower
than DAC. That said, sampling rate of both converter boards considered should match.

The easiest solution, found in this work, to meet the above requirement is to configure the
clock tree of the FMC230 to drive a 1.25 GHz clock signal into both AD9129 cores. This would be a
very straightforward task if the internal VCO of the AD9517-1 could generate a 1.25 GHz operating
frequency (maximum rate achievable by FMC126 without phase interleaving) or integer multiples of
this frequency. In Figure 7, it is seen that the DAC sample clock, driven by the f DAC_CLK path, is
provided by the OUT2 output of AD9517-1. This port provides clock frequencies from 2457.6 MHz
down to 12.8 MHz, which are the result of configuring either both block divisors VCO_div and div1
or, alternatively, bypassing VCO_div and using div1, or vice versa. However, only integer values are
acceptable in such block dividers, and, thus, is not possible to obtain a divisor combination where
OUT2 port is at 1.25 GHz. Therefore, meeting the ADC sample clock in the FMC230 is only possible
considering an external signal as sample clock reference.

As a workaround, the clock tree of the FMC126 has been configured to enable a Clock Output
(CO) signal, with Low-Voltage Positive-referenced Emitter Coupled Logic (LVPECL) waveform type,
at 1.25 GHz, to be connected to the Clock Input (CI) port of FMC230. Although the AD9517-3 circuit
can be easily configured to enable OUT1 as CO, this port is not connected to any external connector in
the FMC126 board. To overcome this, an additional SSMC connector has been soldered to the CO port
pad in the reverse side of the device PCB.

2.5. FMC126/FMC230 Data Interface

It is well known that operating FPGA logic at GHz clock frequencies is impractical, since very
low rising interval times result into failing design timing requirements and data integrity is not
ensured. Looking at current solutions, the FPGA clock performance barrier is around the 500 MHz.
Hence, 4DSP adopted a parallel data path architecture in both original FMC230/FMC126 firmwares,
which reduces significantly the required data clock frequencies to MHz. For example, from the FMC230
functional block diagram (see Figure 7), two parallel data DDR interface paths come from the FMC
connector (DAC0_p0_p/DAC0_p0_n and DAC0_p1_p/DAC0_p1_n—operating at f DACCLK/4),
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and are then multiplexed into a single data stream by the assembler entity, which is clocked at
f DACCLK/2, where f DACCLK/ represents the DAC sampling rate value (Fs).
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Figure 7. Detailed FMC230 functional block diagram.

A detailed block diagram of the FPGA data connectivity with DAC’s firmware is depicted
in Figure 8. In the figure, it is verified that data source is generated in the Ad9129_w f m_inst0 entity,
driven by the w f m_out_data bus signal (16 words of 16bits each) clocked at txclkdiv8. Such clock value
is equal to DAC0_dco value divided by 4 or DAC Fs

16 . Since AD9129 bit resolution is 14 bits, the two
most significant bits are then discard in the Ad9129_io_bu f _v7_inst0 entity. In this entity, the 256 data
bit bus (Odata_reg) is serialised, using two sets of fourteen parallel to serial structures of Oserdeses2
(high-speed source-synchronous output fabric interfaces) operating in DDR mode. This results in
two buses of 14 bits (DAC0_p0_p/DAC0_p0 and DAC0_p1_p/DAC0_p1), clocked at txclkdiv2 clock,
which are then connected to the FMC230 board through the FMC1 pin-out connection (see Figure 7).
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Figure 8. Block diagram of the data interface between the FPGA and FMC230 for the DAC0.

The data interface of the FMC126 with FPGA is rather similar to the FMC230 ones, but here
eight parallel data paths are considered instead. That is, data go to the FMC230 on a 256 bit bus,
whereas data come from the FMC126 on a 128 bit bus. This leads to a mismatch of the clock value
in both DAC and ADC firmware channel paths. For example, considering a target sampling rate of
1.25 GHz, buses are clocked at 78.125 MHz and at 156.25 MHz for FMC230 and FMC126, respectively.
To overcome this issue, the number of data paths in the FMC230 firmware were reduced to 8 (matching
the ones from the FM126), and thus entities, namely, ad9129_mmcm_isnt, ad9129_phy0_dac0_inst0,
and ad9129_io_bu f _v7_isnt0, have been updated accordingly, where txclkdiv8 value is now given by
Fs
8 = Dac_dci/2.

The proposed communication transceiver prototype is based on the digital IF architecture
shown in Figure 9. Such architecture offers more flexibility when compared to traditional RF
architectures, and is not sensitive to DC offset, LO leakage and flicker noise. Moreover, since I/Q
up-conversion/down-conversion is digitally performed in an IF stage, negative effects induced by IQ
imbalances, critical in advanced modulation techniques, are therefore limited. Note that both Digital
Up-Conversion (DUC) and Digital Down-Conversion (DDC) stages are performed to relatively low
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center IF frequencies (limited by the sampling rate of both DAC/ADC); however, up-conversions to
mmWave can be accomplished by an external analog mixer, as discussed in Section 2.6.
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Figure 9. Block diagram of the proposed digital IF RF transceiver architecture.

As previously stated, the testbed data source is modulated with a real-time OFDM Transceiver
(TRX) engine, which was developed in Xilinx System Generator (SysGen) environment. SysGen
is the state-of-the-art tool for the design, testing, and implementation of high-performance DSP
algorithms on FPGAs. It enables a rapid prototyping of very complex FPGA design by considering
the Mathworks model-based design environment, namely Simulink, with total abstraction of the
chip-set complexity [24,25]. In this context, OFDM TRX engine (testbed) was packed in SysGen
into a customized IP to be integrated into the previously discussed transceiver firmware.

However, to design and implement the aforementioned communication system, it is required
to understand how a real-time data source engine would be integrated to the data interface of both
ADC/DAC reference designs (eight parallel processing paths at 156.25 MHz). In this context, at the
transmitter, a DSP interpolation filter is necessary, which would be capable of interpolating the sample
rate of 156 MHz to the DAC sampling rate of 1.25 GHz. Such solution was implemented using Finite
Impulse Response (FIR) filter banks (clocked at 156.25 MHz) by following the polyphase decomposition
algorithm reported in [26]. This solution increases the sampling rate and attenuates the generated
spectral images from the up-sampling process using a low-pass filter, which also shapes the transmitted
signal bandwidth [5]. On the other hand, on the RX side, the counter part must be implemented.
That is, ADC sampling rate is decreased using a down-sampling operation followed by a low-pass
filter, removing undesired components that would otherwise overlap (aliasing) into the used band.
These two operations together result in a decimation filter [5]. It is worth noting that for the I/Q
up-/down- conversion 16 distributed FIR filters are necessary.

A filter bank is characterized by a parallel arrangement of low-, band-, or high-pass filters,
required to decompose the spectral content of a certain signal into multiple sub-bands [27]. When
the filter bank is implemented based on a low-pass prototype filter, which corresponds to the 0th
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band, the other uniform sub-bands are obtained by frequency shifting the prototype filter frequency
response [28]. In this case, it is known as DFT filter bank and the graphical representation of its
frequency response is illustrated in Figure 10.

Angular freq.

|H(f)|

Prototype
filter

. . .. . .

1st band 2nd band ith band

2π/N 4π/N 2πi/N

Figure 10. Graphical representation of uniform filter bank (image adapted from [28]).

Furthermore, the polyphase decomposition algorithm [26] can be employed to enable an efficient
real-time implementation of uniform filter banks, while ensuring the perfect-reconstruction of the
analysis/synthesis process.

Since eight parallel signal processing paths are required per I/Q path, eight analysis/synthesis
FIR filters were carefully designed and implemented, considering the following procedure:

1. Filter response type: It is well known that pulse shaping with raised cosine is characterized by
a zero-Inter-Symbol Interference (ISI) [5]. That is, despite its impulse response extending over
several other symbol periods, at the decision points, there is neither constructive nor destructive
interference. Therefore, in this work, a square root raised cosine matched filter pair was considered,
which have the same zero-ISI properties of the raised cosine [5].

2. Filter order and frequency specifications: The interpolation/decimation filter was designed
with the aid of the Matlab FDAtool algorithm. In this tool, the normalized LPF cut-off bandwidth
was set to 0.125, which is the relation between the clock rates of a single processing path and the
DAC core. Moreover, both Kaiser window Beta, and filter roll-off values were set to 2 and 0.25,
respectively, since this configuration was found to be the best compromise between passband
ripple, stop-band attenuation, and transition band. Finally, filter order was chosen to be 62, since
it was also a compromise among system complexity, stop-band attenuation, and transition band.

3. Distributed implementation of interpolation/decimation: Both filter banks were implemented
using multiple parallel FIR digital filters.

Additionally, both IQ up-/down- conversion stages can be performed by the multiplication of the
desired signal by a complex exponential operating at a certain center frequency ( fc), as it is illustrated
in Figure 9. At the transmitter, the baseband signal spectrum is frequency shifted to be centered at ( fc),
resulting in a non-symmetric spectra [5]. Consequently, applying e−j2π fc at the receiver, will move the
transmitted signal spectra to be centered at DC, thus converting the received signal back to baseband.

Such complex exponential function was implemented using a Coordinate Rotational Digital
Computer (CORDIC) DSP algorithm, which is responsible for implementing an IQ-mixer with angular
frequency proportional to the desired fc value. However, since both DAC/ADC converters employ
an eight parallel processing path technique, similar to the FIR filter introduced above, a distributed
CORDIC with eight paths operating at 156 MHz is also required to perform either an up-conversion or
down-conversion. To this end, the distributed CORDIC must generate samples of the same complex
exponential but at shifted sample instants in each processing path. It is worth noting that each CORDIC
path in the TX FPGA firmware should be connected to the parallel structure of OSERDES, in order
to perform the data serialization required in the data interface of the FMC230. In the RX firmware,
to shift the signal back to baseband, a similar distributed CORDIC approach was employed but with
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negative phase increment. Then, it was connected to a parallel structure of ISERDES, which enables
data parallelism and consequently reduction of the data clock.

Finally, to integrate the developed SysGen OFDM with the transceiver firmware, it was necessary
to package and export such modulation into two distinct TX/RX IP customized blocks. That can be
seen in the high-level block diagram illustrated in Figure 11.
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Figure 11. Block diagram of the implemented digital IF RF transceiver architecture.

2.6. RF Front-End Overview

With both ADC/DAC integration in FPGA and OFDM engine working seamlessly, this work next
step was to develop the mmWave RF front-ends. The used front-end is a fully custom-made solution
composed by several analog components connectorized, as illustrated in Figures 12 and 13.

On the transmitter side, it was considered a typical direct-conversion (to avoid IQ imbalance effects
on transmitted signals) also known as homodyne architecture (see Figure 12). It is composed of a
PLL operating at 15 GHz, a multiplier by 4, which up-converts the LO signal to 60 GHz, and an
up-conversion mixer. In addition, an external 10 MHz reference clock is required for the PLL.
In addition, to avoid the non-linearities introduced by the Power Amplifier (PA), the amplification
stage at RF (60 GHz) has deliberatively not been included in this study. Otherwise, it would have
required the study of mitigation techniques such as Digital Pre-Distortion (DPD).
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Figure 12. mmWave RF transmitter with homodyne architecture.

At the receiver, a two-stage heterodyne architecture is employed. A Low-Noise Amplifier (LNA)
at RF is coupled to the antenna, followed by a down-conversion to a 6 GHz IF stage, performed by a first
mixing stage process with a 54 GHz LO signal. In a second down-conversion stage, received signals are
shifted to IF frequencies. Therefore, unlike the transmission architecture, two PLLs operating at 13.5
and 6 GHz are therefore required, as can be seen in Figure 13. Furthermore, the external clock references
for both TX/RX PLLs are generated by two independent PRS10M rubidium oscillator. Such reference
clock signals are characterized by very low phase noise and very high frequency stability (≈0.05 ppb),
being, therefore, very reliable clock sources.
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Figure 13. mmWave RF receiver with superheterodyne architecture.

3. Results Discussion

In this section, three sets of measurements are reported and analyzed. In particular, focus on
the performance of ADC/DAC integration in FPGA is given. Then, performance comparison of
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different IF frequencies using the mentioned SDR system with OFDM engine is conducted. In the end,
the proposed system (mmWave 5G testbed) performance is addressed with EVM and received scatter
constellation analysis.

3.1. ADC/DAC Characterization

The FMC126 and FMC230 boards with their design modifications were characterized and
validated with the usual figures of merit such as SINAD, ENOB and SFDR metrics.

With that in mind, an oscilloscope and a Spectrum Analyzer (SA) were used to measure the time
and frequency responses of the DAC at multiple tones. With regards to the ADC, a signal generator
was used to generate sine-wave signals with tuneable amplitude and frequency, which allowed both
time and frequency responses assessment.

The DAC performance assessment was evaluated with the DAC’s SFDR, which is measured as
the difference between RMS power level of the transmitted tone and the most significant spur signal,
presented in the DAC’s frequency response. The SFDR measurement result, for the FMC230, can be
seen in Figure 14 considering the D1 channel and a frequency tone of 134.3 MHz.

Additionally, the FMC230 was also characterized with SINAD, SFDR, and ENOB figures of merit
for various frequency tones. Such results are summarized in Table 2 and plotted in Figure 15a,b,
considering a sampling rate of 2456 MHz and DAC’s D1 output channel. The average values for SFDR,
SINAD, and ENOB measurements are 56.93 dB, 69.61 dB, and 11.34 bits, respectively, which according
to 4DSP datasheet is within DAC performance boundaries.
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Figure 14. DAC SFDR for a tone signal of 134.3 MHz, considering the DAC’s D1 channel.

Table 2. FMC230 performance boundaries versus frequency tone, for the D1 channel.

Freq. Carrier SFDR SINAD ENOB
[MHz] Power (∗) [dBm] [dB] [dB] [bits]

18 −3.5 54.2 75.48 12.25
134.3 −2.68 58.35 64.77 10.47
282.8 −4.37 57.36 68.75 11.13
589.3 −3.16 57.84 71.03 11.51
893.9 −4 53 68.05 11.01

(∗) Average value, considering a SA resolution bandwidth of 3 kHz.
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Figure 15. FMC230 performance boundaries versus frequency tone: (a) SFDR; and (b) SINAD
versus ENOB.

With FMC126 in mind, a similar experimental setup was used to assert this ADC board
performance. Consequently, the reference signal connected into both ADC’s channel A and B,
was characterized with 72.5 dB of SFDR, which is limited by the SNR of the considered signal generator
equipment (Figure 16a), for a signal power level of −2 dBm (ADC full-scale input value).
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Figure 16. ADC SFDR measurement results at: (a) the input; and (b) channel A output.

Moreover, comparing Figure 16a,b, it is verified that ADC sampling and quantization processes
induce a performance degradation of 12.7 dB in terms of SFDR, leading to a maximum dynamic range
of 59.8 dB.

3.2. Back-to-Back Performance

Following the ADC/DAC assessment, measurements with baseband integration were conducted.
It is important to mention that, following the 5G pre-trials specification presented in [1],
a multi-Gigabit/s real-time OFDM TRX engine was developed [29]. Such OFDM baseband engine
architecture is extensively discussed in [29] and was based on the previous work reported in [30]. Such
engine enhancements led to a 1 Gbps real-time transmission rate (considering 256-QAM), which fullfills
next wireless generation requirements. That said, the considered OFDM main design operating
parameters, particularly the FFT and data size block values are given in Table 3.
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Table 3. Main parameters considered in the design of OFDM system.

Parameter Value

FFT size block 1024
Data block size 800

Sub-carrier bandwidth 152 kHz
Modulation 16-/64-/256-QAM

Guard time interval 256 samples
Maximum data rate 1 Gbps

Nominal signal bandwidth 122 MHz
OFDM symbol duration 8.2 μs

CP duration 1.64 μs

Table 4 outlines the main SDR system specifications accomplished by integrating both OFDM
modulator/demodulator, with the digital IF architecture using the disruptive modular fully pipelined
hardware architecture illustrated in Figure 11.

Table 4. Main SDR system specifications.

Feature Value

Processing BW 1.25 GHz
Transmission BW 150 MHz

ADC/DAC sampling rate 1.25 GSPS
Modulation OFDM with 4-/16-/64-/256-QAM

Max spectral eff. 8 bits/s/Hz/user
IF freq. DC-612 MHz

User configuration Single
Antenna configuration SISO

Number of DAC/ADC channels 2/3
Resolution of DAC/ADC 14/10 bits

Firstly, the TRX performance of such SDR was evaluated in B2B configuration using EVM as QoS
assessment metric. In Figure 17, an example of the transmitted OFDM signal spectrum was obtained
considering a frequency centered at 312.5 MHz (IF4) and selected digital gain of 7.

122 MHz

Figure 17. Frequency spectrum of the transmitted OFDM signal, for an IF4 and gain select of 7.

Additionally, numerous OFDM IF possibilities were considered, such as zero IF (DC),
IF2 (156.25 MHz), IF4 (312.5 MHz), and IF6 (468.75 MHz). Figure 18 shows the output power transfer
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curve as a function of the selected gain and IF modulations. It was verified that OFDM modulation
centered at IF2 has less signal attenuation than the remaining IF frequencies, leading to higher DAC
output power.

Figure 18. OFDM transmitted signal power versus digital gain and IF frequency.

In Table 5, the EVM results are summarized for the maximum digital gain of 7 using four different
IF configurations. Additionally, when either I or Q channels are used to transmit and receive data,
EVM results are denoted EVM I or EVM Q, respectively. That is, connecting DAC0 to ADC0 is
considered as the I branch, and connecting DAC1 to ADC1 channels is the Q branch. Additionally,
for a quadrature transmission, both I/Q channel branches are used simultaneously. These results show
that a minimum EVM of approximately −42 dB is obtained for all low IF modulations, except for
zero-IF, in which synchronization algorithms fail to estimate the beginning of frame, due to the nulls
obtained on both DAC/ADC frequency responses. As expected, for other IFs, no OFDM performance
degradation is verified, even when an IQ transmission configuration is considered, indicating that
very low distortion is present on received signal constellations.

Table 5. Summary of the OFDM system performance, in B2B configuration, for various IF values,
DAC/ADC channel configurations, and max. digital gain.

IF Config.
EVM I EVM Q EVM IQ

[%] [dB] [%] [dB] [%] [dB]

0 - - - - 320.76 11.17
2 0.85 −41.29 0.77 −42.21 4.36∗ −27.16∗
4 0.84 −41.51 0.78 −42.10 0.87 −41.23
6 0.97 −41.22 0.90 −40.86 0.72 −42.75

(∗) Received level power exceeds the ADC saturation point.

Finally, in Figure 19, it can be seen that the 4- and 256-QAM constellations do not present
significant scattering distortion on the received symbols, by using IF2 frequency and a maximum digital
gain. This subjective quality evaluation indicates that the OFDM SDR system is thus very accurate.
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Figure 19. Received scatter constellation plots for: (a) 4-QAM; and (b) 256-QAM.

3.3. OTA 60 GHz Performance

Now, the effect of RF impairments on the quality of TRX OFDM system, outlined in Section 3.2,
is addressed with 60 GHz over-the-air measurements under different conditions of RX SNIR and
employed modulations. With possible OFDM performance degradation due to multipath effect
in mind, the testbed was firstly set inside an anechoic chamber under LOS condition. With such
controlled environment, it is possible to accurately assess the RF front-end impact on the previously
discussed OFDM communication system. The system QoS was assessed through EVM figure of merit
and spectral efficiency per stream analysis. In the end, testbed results with 25 dBi antennas show a
maximum distance range of 74.5 cm.

A Bit Error Rate (BER) estimation was accomplished by using the relation between this metric
and EVM, given in Table 6 [30]. The EVM results were computed for each OFDM IF modulated
signal under different SNIR in either the presence or absence of CFO. For example, Table 7 shows the
measured average EVM values for an IF OFDM modulated signal at 312.5 MHz (IF4). The minimum
average EVM value, −32.99 dB, is verified for an input power of −14.83 dBm when both TX/RX
devices are clocked using different sources. Such value together with Table 6 indicates that the RF
front-end can handle QAM modulations up to 256-QAM, meaning that 1 Gbps of data transmissions
are possible with the proposed mmWave testbed.

For quality assessment of the proposed testbed the EVM value, 4-, 16-, 64-, and 256-QAM received
constellations, are depicted in Figure 20a–d, respectively. These results present a slight scattering
distortion on the received symbols when compared with the B2B configuration (see constellations of
Figure 19). However, even for 256-QAM, all constellations exhibit a well defined point scattering area,
which indicates a low probability of decoding erroneous bits.

Table 6. Relation between EVM, BER, and digital modulation, according to Ribeiro and Gameiro [30].

BER Modulation EVM

10−3

4-QAM −10 dB
16-QAM −17 dB
64-QAM −24 dB
256-QAM −32 dB

10−4

4-QAM −12 dB
16-QAM −19 dB
64-QAM −26 dB
256-QAM −34 dB
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Table 7. SNIR vs. EVM results using IF4 OFDM modulation for both a shared and independent clock.

Gain TX Input Analog RX EVM † EVM ‡

Sel. Power [dBm] SNIR [dB] [%] [dB] [%] [dB]

0 −25.63 28.70 6.83 −23.30 5.40 −25.34

1 −19.76 33.79 3.67 −28.72 3.01 −30.42

2 −17.83 36.00 3.11 −30.13 2.62 −31.60

3 −16.21 36.67 2.74 −31.21 2.30 −32.52

4 −14.83 37.81 2.35 −32.58 2.23 −32.99

5 −13.64 38.48 2.50 −32.36 2.31 −32.70

6 −12.62 38.08 2.69 −31.36 2.26 −32.87

7 −11.72 39.00 2.55 −31.87 2.37 −32.46

(†) Shared clock source configuration; (‡) Independent clock source configuration.
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Figure 20. Received scatter constellation plots for: (a) 4-QAM; (b) 16-QAM; (c) 64-QAM; and
(d) 256-QAM, considering an IF4 OFDM power transmission of −14.83 dBm on the mmWave RF
front-end.
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Furthermore, Table 8 shows the minimum average EVM and its degradation for the remaining
IF OFDM modulations. For IF values of 312.5 and 468.75 MHz, EVM is below 3%, representing a
performance degradation below 2% when compared to a back-to-back configuration. This is quite
remarkable, since the EVM values at 60 GHz are lower than the 2.5% required by sub-6 GHz Wi-Fi
(IEEE 802.11.ac) to employ 256-QAM OFDM transmissions [31]. To the best of authors’ knowledge,
this spectral efficiency per stream and SNR results go significantly beyond the state-of-the-art, when
compared to the current mmWave testbeds. Finally, for the proposed link budget the received power
versus digital modulation, for an BER of 10−3, is presented in Table 9.

Table 8. Performance results of EVM for mmWave RF front-end.

IF EVM % EVM [dB]

2 5.76 −24.67
4 2.41 −32.75
6 2.90 −31.23

Table 9. Minimum received power at RX vs. digital modulation, using mmWave RF Front-End.

Modulation Received Power [dBm]

4-QAM −84.09
16-QAM −66.65
64-QAM −59.09
256-QAM −48.35

Finally, in Figure 21, it is shown the input power operating range of the mmWave RF front-end
considering IF4. It can be seen that such system operates with a relatively wide input dynamic power
range considering an EVM threshold of −10 dB, which is enough for a error-free QPSK demodulation.

Figure 21. mmWave RF front-end input power versus EVM, for IF4 OFDM with absence of CFO.

From the above results, it is demonstrated that it is possible to successfully use the mmWave
spectrum to achieve multi-Gigabit/s, while considering relatively high spectral efficient modulations,
and signal bandwidths greater than 100 MHz. For example, in literature only the 28 GHz testbeds
reported in [32–35], consider a modulation bandwidth higher than 100 MHz using real-time baseband
processing, and considering the 5G NR waveform as the transmission scheme (OFDM). On the other
hand, at 60 GHz, it is evident a lack of testbeds that comply the minimum technical performance
requirements of IMT 2020 for 5G. Considering the proposed OFDM testbed, the 5G peak spectral
efficiency value of 7.8 bit/s/Hz [1] was achieved, and thus, the gap verified in testbeds operating
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at 60 GHz has been fulfilled. In other words, no other prototype system can process a signal BW of
150 MHz in real-time with modulation orders up to 256 QAM, using OFDM as transmission scheme in
an over-the-air scenario. It is worth noting that even the listed 28 GHz testbed systems, do not meet
the DL specification of 7.8 bit/s/Hz.

4. Showcasing: From GbE-Based to UHD Multi-Stream Video

In order to make the testbed appealing to the general public, a video base demonstrator was put
together, as it is depicted Figure 22. Such showcase was a joint-collaboration with the Multimedia
group in IT Leiria that developed a 180◦ field of view system as in [36].

The UHD multi-stream showcase has been presented at several key forums, creating great impact
with both scientific community and industrialist. Such video content was generated independently
with the 180◦ field of view camera setup [36], which is composed of 9 UHD cameras responsible for 20◦

video acquisition each. Due to the agglomerate high data throughput, a GigabitEthernet connection
is required to route all 9 UHD cameras data from the encoded stream outputted from the Raspberry
Pi to the transmitting FPGA. That said, a GbE switch merges all 9 Raspberry Pi ethernet connections
into the single GbE available at TX baseband unit. At RX side, a high performance laptop with GbE
interface runs VLC for real-time decoding and video displaying, the decoded video content from the
RX baseband unit.

This has proven to be eye-catching and intuitive, since the visitors could directly interact with
the system, e.g., by blocking the direct radio path and observe the immediate impact in both received
signal constellations and received video quality. Such user interaction coupled to the fact that 9 UHD
video streams were being displayed in real-time on the computer, provided the required validation of
a real-time over-the-air user experience. On the other hand, for those with a technical background,
there is a Graphical User Interface (GUI) displaying in real-time the received signal constellation, as
well as the estimated BER values.

(a) (b)
Figure 22. Photograph of the proposed testbed: (a) Techdays 2017, Aveiro; and (b) Ciência 2018, Lisbon.

5. Conclusions

In this article, a novel software-defined radio solution for future wireless communication systems
is presented and validated as a complete multi-Gigabit/s radio in-the-loop OFDM transmission scheme
with mmWave 60GHz RF front-end to cope with UHD multi-streams.

The SDR hardware choice was based on the overall criteria of low time-to-market and reduced
development costs. On the one hand, VC707 FPGA was the choice for the embedded DSP engine, since
at that time it was the best compromise among available logic resources, highly-flexible, high-speed
serial bus I/O interface, and cost. In addition, both FMC230/FMC126 were selected based on
their inherent high sampling rates, bit resolution, and their compatibility with the VC707 FMC I/O
interface connectivity.
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Moreover, firmware connectivity issues between the embedded system and both
FMC230/FMC126 have been outlined in this work, as well as the considered workarounds to
enable a GSPS real-time communication system. Currently, the SDR is configured to 1.25 GSPS, which,
as discussed, is 5G future-proof. In addition, both ADC/DAC converters were deeply characterized in
terms of SNR, ENOB, SINAD, and SFDR, and their advantages of a digital IF RF architecture has been
extensively discussed.

Additionally, a complete multi-Gigabit/s radio in-the-loop OFDM communication system was
implemented for high data rate applications considering 4-, 16-, 64-, and 256-QAM, which was
validated. EVM results in both scenarios were below 2%, which is quite remarkable considering the
current norm for employed 256-QAM OFDM transmissions is 2.5% [31].

A complete overview on mmWave front-end was done, which together with the baseband unit
form a robust communication system with rates up to 1 Gbps. The chosen use case for this work was
UHD video stream that was achieved with a 180◦ field of view setup available at IT.

In summary, this work details the required steps to achieve a real-time testbed that meets 5G
requirements on the mmWave frequency range with 1 Gbps and low latency main characteristics.
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