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Preface to ”Advanced Approaches Applied to

Materials Development and Design Predictions”

This Special Issue explores the limits of the current generation of materials, which are

continuously being reached according to the frontier of hostile environments, whether in the

aerospace, nuclear, or petrochemistry industry, or in the design of gas turbines where the efficiency

of energy production and transformation demands has increased temperatures and pressures.

This Special Issue has attracted submissions from China, Poland, Germany, and Portugal: 17

submissions have been received and 10 articles were published.

Zhang’s group from the Harbin University of Science and Technology, Fudan University and

Northwestern Polytechnical University (China) developed an investigation entitled “Probabilistic

Fatigue/Creep Optimization of Turbine Bladed Disk with Fuzzy Multi-Extremum Response Surface

Method”, where the probabilistic fatigue/creep coupling optimization of turbine bladed disks was

implemented—the rotor speed, temperature, and density as optimization parameters, and the creep

stress, creep strain, fatigue damage, and creep damage as optimization objectives.

Duda, Pach, and Lesiuk presented the paper “Influence of Polyurea Composite Coating on

Selected Mechanical Properties of AISI 304 Steel”, in which the results of an experimental campaign

on mechanical characterization of the AISI 304 steel with composite coatings, where the impact of

the applied polyurea composite coating on selected mechanical properties, mainly, adhesion, impact

resistance, static behavior, and fatigue lifetime of notched specimens were researched.

Kotch et al. from the TU Dortmund University wrote a scientific work entitled “Computed

Tomography-Based Characterization of the Fatigue Behavior and Damage Development of Extruded

Profiles Made from Recycled AW6060 Aluminum Chips”, where an investigation related with

the quasi-static and cyclic mechanisms to identify the possible parameters that can influence the

mechanical properties of extruded chip-based profiles, is suggested. In this research, the authors

analyzed all specimens by X-ray computed tomography (CT) before the tests in order to be able to

detect possible influences of defects like pores and delamination on the mechanical properties.

Liu et al. presented a study entitled “PSO-BP Neural Network-Based Strain Prediction of Wind

Turbine Blades”. These algorithms have an important advantage in dealing with non-linear fitting

and multiple input parameters. Thus, these authors have established a strain-predictive PSO-BPNN

model for a full-scale static experiment of a certain wind turbine blade.

Another study entitled “Reliability-Based Low Fatigue Life Analysis of Turbine Blisk with

Generalized Regression Extreme Neural Network Method” was introduced by Zhang et al., where the

generalized regression extreme neural network (GRENN) method was proposed by integrating the

basic thoughts of generalized regression neural network (GRNN) and the extreme response surface

method (ERSM).

Normally, fatigue crack growth relations are presented by using a linear-elastic stress intensity

factor range, ΔK. Lesiuk, from the Wroclaw University of Science and Technology, has proposed a

new energy-based crack driving force for the description of the fatigue crack growth rates.

Chen et al. from the Changsha University of Science and Technology and Guangxi

University (China) presented a scientific work entitled “First-Principles Study on the Adsorption

and Dissociation of Impurities on Copper Current Collector in Electrolyte for Lithium-Ion Batteries”,

where the stable configurations of HF, H2O, and PF5 adsorbed on Cu(111) and the geometric

parameters of the admolecules were confirmed after structure optimization.
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Luo et al. published a paper entitled “Surface Nanocrystallization and Amorphization of

Dual-Phase TC11 Titanium Alloys under Laser Induced Ultrahigh Strain-Rate Plastic Deformation”.

An innovative surface technology, laser shock peening (LSP), to the dual-phase TC11 titanium alloy

to fabricate an amorphous and nanocrystalline surface layer at room temperature, for the ultrahigh

strain-rate plastic deformation, are applied.

Xie et al. presented a work entitled “Indentation Behavior and Mechanical Properties of

Tungsten/Chromium co-Doped Bismuth Titanate Ceramics Sintered at Different Temperatures”,

where the indentation behavior, as well as the mechanical properties of tungsten/chromium

co-doped bismuth titanate ceramics sintered at different temperatures, are addressed. According

to this scientific work, lower hardness and higher fracture toughness was verified for high sintering

temperature.

Finally, a Polish–Portuguese team presented a paper entitled “Study of the Fatigue Crack

Growth in Long-Term Operated Mild Steel Under Mixed-Mode (I+II, I+III) Loading Conditions”.

An experimental campaign for evaluating the mixed-mode fatigue propagation behavior supported

by numerical simulation was undertaken. Additionally, SEM analysis of fracture surfaces of the

specimens was conducted.

Abı́lio M. P. De Jesus, José A. F. O. Correia, Shun-Peng Zhu, Xiancheng Zhang, Dianyin Hu

Special Issue Editors
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Abstract: This thematic issue on advanced simulation tools applied to materials development and
design predictions gathers selected extended papers related to power generation systems, presented
at the XIX International Colloquium on Mechanical Fatigue of Metals (ICMFM XIX) organized at
University of Porto, Portugal, in 2018. Guest editors express special thanks to all contributors for the
success of this special issue—authors, reviewers, and journal staff.

Keywords: damage/degradation; failure mechanisms; probabilistic physics; advanced testing and
statistics; materials technology; power generation systems and technologies

1. Introduction

Fatigue damage represents one of the most important degradation phenomena which structural
materials are subjected to in normal industrial operation, which may finally result in a sudden and
unexpected failure/fracture. Since metal alloys are still the most used materials for the design of the
majority of components and structures intended to carry out the highest service loads, the study of
the different aspects of metals fatigue still attracts the permanent attention of scientists, engineers,
and designers.

The first International Colloquium on Mechanical Fatigue of Metals (ICMFM) was organized
in Brno, Czech Republic in 1968. Afterwards, regular Colloquia on Mechanical Fatigue of Metals
started in 1972 also in Brno and were originally limited to participants from the countries of the
former “Eastern Block”. They continued until the 12th Colloquium in 1994 at Miskolc, Hungary,
every two years. After a break twelve years long, the Colloquia restarted in 2006 at Ternopil, Ukraine,
followed by the ones in 2008 (Varna, Bulgaria), 2010 (Opole, Poland), 2012 (Brno, Czech Republic),
2014 (Verbania, Italy) [1], and 2016 (Gijón, Spain) [2]. The last two organizations indented to open
the Colloquium to participants from all countries across Europe interested in the subject of fatigue of
metallic materials [3,4]. The XIX International Colloquium on Mechanical Fatigue of Metals (ICMFM
XIX) [5] was organized in 5–7 September 2018, at the Faculty of Engineering of the University of Porto,
in Porto City, located at seaside in the northwest region of Portugal. This International Colloquium was
intended to facilitate and encourage the exchange of knowledge and experiences among the different
communities involved in both basic and applied research in the field of fatigue of metals, exploring
the problem with a multiscale perspective, using both analytical and numerical approaches, without
losing the perspectives of the applications [5–8].

Materials 2020, 13, 147; doi:10.3390/ma13010147 www.mdpi.com/journal/materials1
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This special issue approaches the thematic about the limits of the current generation of materials,
which are continuously being reached according to the frontier of hostile environments, whether in the
aerospace, nuclear, or petrochemistry industry, or in the design of gas turbines where efficiency of
energy production and transformation demands increased temperatures and pressures [6]. At the same
time, increasing the performance and reliability, in particular by controlling and understanding of early
failures, is one key point for future materials. Moreover, increasing material lifetimes in service and
the extension of recycling time are expected. Accordingly, continued improvements on “materials by
design” have been possible through accurate modeling of failure mechanisms by introducing advanced
theoretical and simulation approaches/tools. Based on this, researches on failure mechanisms can
provide assurance for new materials at the design stage and ensure the integrity in the construction
at the fabrication phase. Specifically, material failure in hostile environments occurs under multiple
sources of variability, resulting from environmental load, material properties, geometry variations
within tolerances, and other uncontrolled variations. Thus, advanced methods and applications for
theoretical, numerical, and experimental contributions that address these issues on failure mechanism
modeling and simulation of materials are desired and expected.

2. Scientific Topics

This issue collects selected papers from ICMFM XIX [5] related to advanced analytical and
numerical simulation approaches applied to materials development and design predictions, about
power generation systems. The scientific topics addressed in this issue are summarized as follows:

- Environmental assisted fatigue;
- Multi-damage/degradation;
- Multi-scale modeling and simulation;
- Micromechanics of fracture;
- Material defects evolution;
- Interactions of extreme environments;
- Microstructure-based modeling and simulation;
- Fracture in extreme environments;
- Probabilistic physics of failure modeling and simulation;
- Probabilistic optimization;
- Advanced testing and simulation;
- Life prediction and extension;
- Stochastic degradation modeling and analysis;
- Low- and high-cycle fatigue;
- Artificial intelligence methods.

3. Overview on the Themed Issue

This section addresses in brief the scientific papers published in this thematic issue on advanced
analytical and numerical simulation approaches applied to materials development and design
predictions about power generation systems.

Zhang’s group from the Harbin University of Science and Technology, Fudan University and
Northwestern Polytechnical University (China) developed a fuzzy multi-extremum response surface
method (FMERSM) for the comprehensive probabilistic optimization of multi-failure/multi-component
structures, where the probabilistic fatigue/creep coupling optimization of turbine bladed disks was
implemented—the rotor speed, temperature, and density as optimization parameters, and the creep
stress, creep strain, fatigue damage, and creep damage as optimization objectives [9].

Duda, Pach, and Lesiuk [10] presented results of an experimental campaign on mechanical
characterization of the AISI 304 steel with composite coatings, where the impact of the applied polyurea

2
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composite coating on selected mechanical properties, mainly, adhesion, impact resistance, static
behavior, and fatigue lifetime of notched specimens was researched.

Kotch et al. [11] from the TU Dortmund University investigated the quasi-static and cyclic
mechanisms to identify the possible parameters that can influence the mechanical properties of
extruded chip-based profiles. In this research, the authors analyzed all specimens by X-ray computed
tomography (CT) before the tests in order to be able to detect possible influences of defects like pores
and delamination on the mechanical properties.

Liu et al. [12] suggested a study on a new strain prediction method by introducing intelligent
algorithms—back propagation neural network (BPNN) improved by Particle Swarm Optimization
(PSO). These algorithms have an important advantage in dealing with non-linear fitting and multiple
input parameters. Thus, these authors have established a strain-predictive PSO-BPNN model for
full-scale static experiment of a certain wind turbine blade.

Other study related to the influence of thermal–structural coupling on the blisk low-cycle fatigue
life reliability analysis was introduced by Zhang et al. [13], where the generalized regression extreme
neural network (GRENN) method was proposed by integrating the basic thoughts of generalized
regression neural network (GRNN) and the extreme response surface method (ERSM).

Normally, fatigue crack growth relations are usually presented by using a linear-elastic stress
intensity factor range, ΔK. Lesiuk [14], from the Wroclaw University of Science and Technology,
has been proposed a new energy-based crack driving force for the description of the fatigue crack
growth rates.

Chen et al. group from the Changsha University of Science and Technology and Guangxi
University (China) presented a scientific work entitled by first-principles study on the adsorption and
dissociation of Impurities on Copper Current Collector in Electrolyte for Lithium-Ion Batteries, where
the stable configurations of HF, H2O, and PF5 adsorbed on Cu(111) and the geometric parameters of
the admolecules were confirmed after structure optimization [15].

Luo et al. research team applied an innovative surface technology, laser shock peening (LSP), to
the dual-phase TC11 titanium alloy to fabricate an amorphous and nanocrystalline surface layer at
room temperature, for the ultrahigh strain-rate plastic deformation [16].

Xie et al. [17] have presented the indentation behavior, as well as the mechanical properties, of
tungsten/chromium co-doped bismuth titanate ceramics sintered at different temperatures. According
to this scientific work, a lower hardness and a higher fracture toughness was verified for high sintering.

Finally, a Polish–Portuguese team [18] presented an analysis of the mixed-mode (I+II, I+III)
fatigue crack growth rates in bridge steel after 100-year operating time. An experimental campaign for
evaluating the mixed-mode fatigue propagation behavior supported by numerical simulation was
undertaken. Additionally, SEM analysis of fracture surfaces of the specimens was conducted.

4. Final Remarks

Guest Editors for this thematic issue are pleased with the final result of the published papers and
hope that these scientific works can be useful to researchers, engineers, designers, and other colleagues
involved in different thematic aspects of the advanced analytical and numerical simulation approaches
applied to materials development and design predictions about power generation systems.

Additionally, the Guest Editors would like to express gratitude to all authors for their contributions and
to all reviewers for their generous work that is fundamental in the dissemination of the scientific finding.

Finally, the Guest Editors would also like to express special thanks to the Editorial Board of
Materials international journal for help, support, and patience and for their exceptional contributions
during this time.

Acknowledgments: As the Guest Editors, we would like to thank all the authors who submitted papers to this
Special Issue. All the papers published were peer-reviewed by experts in the field whose comments helped to
improve the quality of the edition. We also would like to thank the Editorial Board of Materials for their assistance
in managing this Special Issue.
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Abstract: To effectively perform the probabilistic fatigue/creep coupling optimization of a turbine
bladed disk, this paper develops the fuzzy multi-extremum response surface method (FMERSM) for
the comprehensive probabilistic optimization of multi-failure/multi-component structures, which
absorbs the ideas of the extremum response surface method, hierarchical strategy, and fuzzy theory.
We studied the approaches of FMERSM modeling and fatigue/creep damage evaluation of turbine
bladed disks, and gave the procedure for the fuzzy probabilistic fatigue/creep optimization of a
multi-component structure with FMERSM. The probabilistic fatigue/creep coupling optimization
of turbine bladed disks was implemented by regarding the rotor speed, temperature, and density
as optimization parameters; the creep stress, creep strain, fatigue damage, and creep damage
as optimization objectives; and the reliability and GH4133B fatigue/creep damages as constraint
functions. The results show that gas temperature T and rotor speed ω are the key parameters that
should be controlled in bladed disk optimization, and respectively reduce by 85 K and 113 rad/s
after optimization, which is promising to extend bladed disk life and decrease failure damages.
The simulation results show that this method has a higher modeling accuracy and computational
efficiency than the Monte Carlo method (MCM). The efforts of this study provide a new useful method
for overall probabilistic multi-failure optimization and enrich mechanical reliability theory.

Keywords: fuzzy theory; multi-extremum response surface method; bladed disk; fatigue creep;
probabilistic optimization

1. Introduction

Mechanical structures are usually assembled by a several components; for example, the rotor
system of an aero engine is assembled by a spindle, disk, blade, and other components [1]. If we directly
establish the reliability optimization design model of an overall structure involving multi-material,
multi-disciplinary, and multi-physics structures, the computational burden will become very large in
analysis, so that computational efficiency is unacceptable [2]. Therefore, it is significant to propose an
efficient method for an overall reliability optimization design of multi-component and multi-failure
modes, to make computational precision and efficiency satisfy engineering requirements.

Recently, numerous methods on structural reliability optimization design have emerged [3–5].
The response surface method (RSM) is widely used in reliability optimal design for high efficiency
and precision. Zhang et al. [6] firstly proposed an extremum response surface method to complete
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the reliability optimization of a two-link flexible manipulator; Fei et al. [7–9] studied an importance
degree model with the extremum response surface method for the dynamic reliability optimization
design of a mechanical assembly relationship such as turbine blade-tip radial clearance. However, the
traditional RSM can’t meet the reliability optimization design of complex mechanical structures in
modeling accuracy and simulation efficiency. To solve this issue, advanced response surface methods
were developed recently. Song et al. [10] established a multiple response surface model by using back
propagation-artificial neural network to construct a limit state function and establish a multi-objective
reliability-based optimization model with a dynamic multi-objective particle swarm optimization
algorithm for a reliability optimization design of an aero-engine blisk under fluid–thermal–structure
coupling. Hamzaoui et al. [11] proposed an integrated method for estimating the resonance stress
of blades with super high strength by combining the inverse of artificial neural network inverse
(ANNI) with the Nelder–Mead optimization method. Rodríguez et al. [12] applied a probabilistic
design procedure to a group of 10 blades of a low pressure (LP) stage steam turbine of 110 MW, in
order to compute the stress changes and reliability due to variations in: damping, natural frequencies,
vibration magnitude, and density. The computed vibration stresses were analyzed by applying
probability distributions and statistical parameters of input and output to compute the useful life.
Wang et al. [13] introduced evidence variables and fuzzy variables to describe cognitive uncertainty
parameters and presented a novel dual-stage reliability analysis framework where the first stage
incorporates the evidence information by the belief and plausibility measures and the second stage
incorporates the fuzzy information by a membership function-like formula. Gao et al. [14] proposed
an accurate and efficient fatigue prognosis based on a distributed collaborative response surface
method, a substructure-based distributed collaborative probabilistic analysis method (SDCPAM), and
a substructure analysis method. Ai et al. [15] discussed a probabilistic framework for fatigue reliability
analysis. These works implement reliability-based optimization for many analytical objectives, through
analyzing the submodels and then processing the response of submodels to carry out the overall
design and analysis. The basic thought in the above works for handling multi-objective design
problems provides an enlightened insight to reveal the overall reliability-based optimization design of
turbine bladed disks with many failure modes, such as stress failure, strain failure, fatigue damage,
creep damage, and so forth. However, since scientific research has its own development laws, the
reliability optimization design was carried out in one failure mode at that time, without considering
the correlation between the failure modes, and the fuzziness of the constraint boundary conditions.

Most works on aero-engine turbine blades regard the randomness of variables (parameters).
Alongside the randomness, actually, some parameters in blade models, such as density, temperature,
elastic modulus, boundary conditions, and so forth, possess obvious fuzziness centering on a certain
value [16]. In fact, the probabilistic fatigue/creep optimization design of turbine bladed disks involves
an obvious fuzziness for design parameters and constraint conditions as well as the coupling among
many failure modes such as stress failure, strain failure, creep damage, fatigue damage, and so
on [15–18]. Meanwhile, the fuzziness and coupling seriously negatively influence the design precision
and efficiency of multi-object optimization when the above methods are directly applied. Therefore, it
is urgent to propose an effective method for multi-object reliability-based optimization, in which the
fuzziness for design parameters and constraint conditions as well as the coupling among many failure
modes are fully considered in order to improve the modeling accuracy and simulation efficiency.

The objective of this paper is to attempt to propose a fuzzy multi-extremum response surface
method (FMERSM) regarding failure correlation and parameter fuzziness, to improve the accuracy
and efficiency of the overall dynamic reliability optimization design for a multi-component structure
with multi-failure mode, by reasonably handling the transients. Then, the probabilistic fatigue/creep
optimization design of an aero-engine bladed disk was effectively implemented with respect to this
method, and the developed FMERSM is validated by a comparison of methods.

The remainder of this paper is organized as follows. The fuzzy multi-extremum response
surface method (FMERSM) is studied in Section 2, comprising the FMERSM modeling approach,
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fatigue/creep theory, and the basic thought of the comprehensive probabilistic optimization of a
bladed disk with FMERSM. Section 3 implements the fuzzy reliability-based optimization of bladed
disk fatigue/creep damage including a parameters selection, finite element (FE) modeling, surrogate
modeling, probabilistic fatigue/creep analysis, and method validation. In Section 4, some main
conclusions are summarized.

2. Methods and Models

The extremum response surface method (ERSM) was firstly developed to simplify the modeling
complexity for the transient probabilistic design of mechanical structures by considering the
extreme values of the response process in sample extraction [6]. ERSM has been validated to
have high-computational efficiency and acceptable accuracy relative to RSM, in the probabilistic design
and optimization of aerospace structures/components [7,8,19–22]. The multi-extremum response
surface method was proposed to handle the multi-model problem in the transient probabilistic
analysis of multi-component structures, multi-discipline, and multi-failure modes by assimilating
ERSM [19,23–25]. In most of the structural probabilistic designs, in fact, influential parameters and
constraint conditions hold obvious fuzziness and seriously influence design precision. Therefore, it is
reasonable to consider the fuzziness of design parameters and constraint conditions to improve the
probabilistic design of structures, especially with multi-failure modes or multi-component structures.
In respect of the heuristic thought of MERSM, this paper develops FMERSM with the consideration of
fuzzy parameters and constraints to implement the fuzzy reliability-based optimization of bladed disk
fatigue/creep damage.

2.1. FMERSM Modeling

Assuming that a structure system includes m components and one component has n failure modes
(m,n∈Z) (the sample number of failure models is assumed in this study), as well as Xij indicating the
input random variables of the jth failure mode in the ith component (for instance, the creep failure of a
blade in a bladed disk system) and y(ij)(t,X(ij)) is the corresponding output response, enough of a data
set {yij

max(t, X(ij)): j∈Z+} consisting of the maximum output responses of y(ij)(t,X(ij)) in the time domain
is employed to fit the extremum output response y [24]:

y = f (X) =
{

y(i j)
max

(
X(i j)

)}
i=1,2,··· ,m; j=1,2,··· ,n

(1)

When the quadratic polynomials are considered, Equation (1) is rewritten as:

y = a0 + BX + XTCX (2)

Regarding the fuzziness and randomness of data in Equation (2), the model comprising numerous

sub-models (ỹ(11)
max, ỹ(12)

max, · · · , ỹ(i1)max, ỹ(i2)max, · · · , ỹ(i j)
max), the FMERSM model, for multi-failure structure,

can be structured as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ỹ(11)
max = f

(
X(11)

)
= Ã(11)

0 + B̃
(11)

X(11) +
(
X(11)

)T
C̃
(11)

X(11)

ỹ(12)
max = f

(
X(12)

)
= Ã(12)

0 + B̃
(12)

X(12) +
(
X(12)

)T
C̃
(12)

X(12)

...

ỹ(i j)
max = f

(
X(i j)

)
= Ã(i j)

0 + B̃
(i j)

X(i j) +
(
X(i j)

)T
C̃
(i j)

X(i j)

(3)

in which X̃
(i j)

is the fuzzy random input variable vector of the jth failure mode in the ith component,

and ỹ(i j)
max is the corresponding extremum output response. Ã(i j)

0 , B̃
(i j)

and C̃
(i j)

are the constant term,
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linear term, and quadratic term of the jth failure mode in the ith component, respectively. B̃
(i j)

, C̃
(i j)

and X̃
(i j)

are denoted by:

B̃
(i j)

=
[
bij

1 , bij
2 , · · · , bij

k

]
(4)

C̃
(i j)

=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
c(i j)

11 . . . 0
...

. . .
...

c(i j)
k1 · · · c(i j)

kk

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (5)

X̃
(i j)

=
[
X(i j)

1 , X(i j)
2 , · · · , X(i j)

k

]T
(6)

where bij
m, c(i j)

mn , X(i j)
m (m, n = 1, 2, . . . , k) are elements (or components) in B̃

(i j)
,C̃

(i j)
and X̃

(i j)
respectively.

The modeling process of Equation (3) regards the randomness and fuzziness of design parameters
and constraints based on FMERSM. Therefore, this model (Equation (3)) is called a FMERSM model in
this paper.

2.2. Fatigue/Creep Modeling for Probabilistic Optimization of Bladed Disks

Under fatigue/creep coupling failure mode, this paper adopts FMERSM to complete the fuzzy
probabilistic fatigue/creep optimization of bladed disks. For a structure system with m components,
x̃i indicates the fuzzy optimization parameters of the ith component. The main plan is to minimize
the objective function f (x̃1, x̃2, · · · , x̃n) subject to the overall reliability performance R(x, w, Dc, Df)
and coupling critical damage Dcr, which is a single-objective constrained optimization problem. The

sub-plan is to maximize the reliability Ri (Ri = R
(
R(1)

i , R(2)
i , · · · , R(k)

i

)
) of the ith component subject to

mechanical load and constraints, which is a multi-objective constrained optimization problem. By
introducing pseudo-variables [26], the cyclic optimization between the main plan and sub-plans is
done until the convergence condition is satisfied. The fuzzy probabilistic optimization model is shown
in Equation (7).⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

find x̃ = (x1, x2, · · · , xn)
T

min f (x̃1, x̃2, · · · x̃n) = E

⎧⎪⎪⎨⎪⎪⎩ l∑
i=1

fi(x̃i)

⎫⎪⎪⎬⎪⎪⎭ x̃i→

subject to

⎧⎪⎪⎨⎪⎪⎩ R
(
x,ω, Dc, D f

)
= R(R1, R2 · · ·Rm) ≥ R0

Ri←
Dc + D f ≤ Dcr

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

find x̃i = [xi1, xi2, · · · , xin]

max Ri = R
(
R(1)

i , R(2)
i · · ·R

(k)
i

)
subject to

⎧⎪⎪⎨⎪⎪⎩ g̃ j
(
xj

)
⊆ G̃j

xL
i1 ≤ xi ≤ xU

in

(7)

where x̃i is the ith design variable; and w is the random parameters of mechanical load and material
property. xL

i1, xU
in represent the lower and upper limit of the ith fuzzy design variables; Dc is the total

amount of creep damages; Df is the total amount of fatigue damages; Dcr is fatigue–creep coupled
critical damage; g̃ j(xi) denotes the stress and deformation of a component; and G̃j is the allowable
range of g̃ j(xi). By the λ level-cut method, the fuzzy subset G̃j is decomposed into the common set
Gj(λ*), as explained in Equation (8); then, the problem of fuzzy probabilistic constrained optimization
can be transformed into the conventional probabilistic optimization design problem [27].

Gj(λ
∗) =

{
g
∣∣∣∣∣uG̃j

(g) ≥ λ∗, j = 1, 2, · · · , J
}

(8)

where uG̃j
(g) is allowable constraint of the jth component stress and deformation; and λ* is optimal

horizontal cut set.
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2.3. Miner Linear Accumulation Damage Law

Under the interaction between fatigue and creep, the overall damage of the structure is equal to
the sum of fatigue damage and creep damage, which is the Miner linear cumulative damage law [28]
as follows: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

D f + Dc ≤ Dcr

D f =
n f∑
j=1

nj
Nj f

Dc =
nc∑

i=1

ti
Tic

(9)

in which nf is the number of stresses acting on a component; nj is the number of cycles acted by the jth
stress; Njf is the fatigue life under the jth acting stress; nc is the number of stress levels; ti is the hold
time of the ith stress; and Tic is the creep failure time of the ith stress.

When the structure is destroyed (Dcr = 1), the relationship between Df and Dc [29] is:

D f = F(Dc) = 2− eθ1Dc +
eθ1 − 2

e−θ2 − 1

(
e−θ2Dc − 1

)
(10)

where θ1 and θ2 are fatigue–creep characteristic parameters.
The strain fatigue life prediction model is used to predict the low-cycle fatigue life.

Δε
2

=
σ f

E

(
2N f

)b
+ ε f

(
2N f

)c
(11)

in which Δε is the amplitude of total strain; N f is the fatigue life; σ f is the fatigue strength coefficient;
ε f is the fatigue ductility coefficient; b is the fatigue strength index; and c is the fatigue ductility index.

The creep life prediction equations commonly used in material manuals include creep life
prediction equations and thermal strength parameter synthesis equations. The persistence equation is
expressed in the form of the thermal intensity parameter synthesis equation.

lgσ = a0 + a1p + a2p2 + a3p3 (12)

p = (lgti + c)C (i = 0, 1, 2, 3) (13)

in which σ is durable strength; ar(r = 0, 1, 2, 3) is the undetermined coefficient in which r indicates the
subscript of the rth coefficient in Equation (12); p is the thermal intensity parameter; ti is the hold time
of the ith stress; and c and C are the constants related to fatigue ductility and temperature, respectively,
which were generally gained by experiments.

2.4. Basic Thought of Probabilistic Fatigue/Creep Optimization with FMERSM

The basic thought of probabilistic fatigue/creep optimization with FMERSM is illustrated below.
(1) Regard material density, gas temperature, pneumatic pressure, elastic modulus, and thermal
expansion coefficient as input variables, and the maximum creep stress, maximum creep strain,
maximum fatigue damage, and maximum creep damage as output responses. (2) Carry out the
deterministic analysis of a bladed disk based on FE models with the consideration of design parameters.
(3) Obtain the fatigue damage and creep damage of a bladed disk under each load by the fatigue–creep
damage equation of GH4133B discussed in Section 2.2 and Miner linear damage accumulation law
introduced in Section 2.3. (4) Considering the randomness and fuzziness of input variables, enough
samples of input random variables are extracted by the Latin hypercube sampling technique [30].
(5) Calculate the dynamic responses of bladed disk creep stress, creep strain, creep damage, and fatigue
damage in the time domain for all input samples by FE models, and extract the maximum values of
dynamic output responses as new output responses to establish the FMERSM function. (6) Perform a
probabilistic analysis of a bladed disk based on the FMERSM function. (7) Complete the probabilistic

9
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fatigue/creep optimization of a turbine bladed disk by the fuzzy probabilistic optimization model with
FMERSM and decoupling coordination iterative solution. The flowchart is shown in Figure 1.

Figure 1. Flow chart of reliability optimization based on the fuzzy multi-extremum response surface
method (FMERSM) method.

3. Fuzzy Probabilistic Fatigue/Creep Optimization of Turbine Bladed Disk

In this section, the fuzzy probabilistic fatigue/creep optimization of a turbine bladed disk is
performed with respect to the proposed FMERSM and established probabilistic optimization model in
Section 2.

3.1. Parameters Preparation

With respect to the material test, the fatigue/creep material parameters θ1 and θ2 of an aero-engine
turbine bladed disk with a GH4133B superalloy at the temperature of 600 ◦C and experimental load
of 18 KN is 0.36 and 6.5, respectively. The fatigue–creep damage curve of GH4133B superalloy
(Ni–Cr-based precipitation hardening-type deformation high-temperature alloy) is shown in Figure 2.
In this study, we selected a 1/40 turbine bladed disk of an aero-engine as the object of study, and a
GH4133B superalloy as the material of the bladed disk [31]. Density ρ, rotational speed ω, temperature
T, pneumatic pressure p, elastic modulus E, and thermal expansion coefficient α are considered as
fuzzy variables. Moreover, in respect of engineering practice, the length of the fuzzy region is defined
as 0.05 times the mean value, as shown in Table 1. The parameters in Table 1 are assumed to obey
normal distribution, and are mutually independent.

 
Figure 2. Curves of GH4133B fatigue–creep damage.
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Table 1. Distribution characteristics of input random variables.

Random Variables Mean Length of Fuzzy Zone Distribution

Density, ρ, kg·m−3 8210 410.5 Normal
Rotor speed, ω, rad·s−1 1168 58.4 Normal

Temperature T, K 873.15 43.658 Normal
Pneumatic pressure p, MPa 0.1 0.005 Normal

Elastic modulus E, MPa 163,000 8150 Normal
Thermal expansion coefficient α, ×10−6 ◦C−1 9.4 0.47 Normal

3.2. Deterministic Analysis of Bladed Disk

The finite element (FE) models of the blade and disk are shown in Figures 3 and 4. The FE model
of the blade consists of tetrahedrons with 39,547 elements, and the FE model of the disk consists
of tetrahedrons with 58,271 elements. The number of cells (meshes) is required by the convergence
analyses of the responses [15,32,33]. The FE basic equations of the bladed disk comprising a shape
function of the tetrahedron in Equation (14) [34], geometric equation in Equation (15) [35], physical
equation in Equation (16) [36], and Norton implicit creep equation in Equation (17) [37] are analyzed
with regard to the means of the parameters in Table 1. From this analysis, the distributions of the
creep stress and creep strain of the bladed disk are drawn in Figures 5–8. As seen in Figures 5–8, the
maximum creep stress and maximum creep strain of the bladed disk are at the blade-root and disk
tenon groove tip, respectively.

Ni =
1

6v
(ai + bix + ciy + diz), i = 1, 2, 3, 4 (14)

⎧⎪⎪⎨⎪⎪⎩ εx = ∂u
∂x , εy = ∂v

∂y , εz =
∂w
∂z

γxy = ∂u
∂y + ∂v

∂x ,γyz =
∂v
∂z +

∂w
∂y ,γzx = ∂w

∂x + ∂u
∂z

(15)

{σ} = [D]{ε} (16)

εc = c1σ
C2e−C3/T (17)

where v is the volume of the tetrahedron; ai, bi, ci and di are the related coefficients of node geometry;
εx, εy, εz and γxy, γyz, γzx are the elastic line strains and shear strains along the x, y and z directions,
respectively; [σ] = [σx, σy, σz, τxy, τyz, τzx] (σ-structural stress) and [ε] = [εx, εy, εz, γxy, γyz, γzx] are
the stress and strain of the components; [D] is the elastic matrix; c1, c2, and c3 stand for experimental
coefficients.

Figure 3. Finite element model of the blade.
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Figure 4. Finite element model of the disk.

Figure 5. Distribution of blade creep stress.

Figure 6. Distribution of disk creep stress.

Figure 7. Distribution of blade creep strain.
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Figure 8. Distribution of disk creep strain.

Based on the low-cycle load spectrum described in [34], the Miner linear cumulative damage law
in Equation (9) and fatigue-creep damage relation in Equation (10) of GH4133B [38] were resolved by
programming in MATLAB (R2017a) simulation environment. When the number of cyclic loads is 5530,
the fatigue damage Df and creep damage Dc of bladed disk under a cyclic load are shown in Table 2.

Table 2. Results of bladed disk fatigue-creep damage.

Fatigue Damage Df Creep Damage Dc

Blade 0.36363 0.0039
Disk 0.40859 0.0041

3.3. FMERSM Modeling

By the Latin hypercube sampling technique [30], 100 samples on fuzzy input random variables
were extracted in respect of the max creep stress, max creep strain, max fatigue damage, and max
creep damage of the bladed disk, to acquire model parameters and establish the FMERSM model in
Equations (18) and (19).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ỹ(11) = −257.3754− 0.0444ρ− 0.1486ω+ 2.3354× 103T + 1.1507p + 1.4334× 10−4E− 0.2077a
+6.5536× 10−4ρ2 + 0.0132ω2 + 3.6612× 105T2 + 0.0102p24.2577× 10−5E2 − 4.8668× 10−4a2

ỹ(12) = 0.0099− 1.6579× 10−6ρ− 1.3072× 10−5ω− 0.0599T − 9.8795× 10−6p + 1.4733× 10−9E− 1.8500× 10−6a
+2.8940× 10−6ρ2 + 14.4810ω2 + 7.4616× 10−7T2 + 5.3444× 10−4p2 + 4.4308× 10−6E2 + 3.7239× 10−72a2

ỹ(13) = 1.5805× 10−4 − 1.3288× 10−8ρ− 1.0181× 10−7ω− 2.7108× 10−4T − 6.7492× 10−8p + 4.3108× 10−12E− 1.3172× 10−8a
+2.8445× 104ρ2 + 0.0027ω2 + 0.1975T2 − 6.5354p2 − 2.6096E2 + 0.0043a2

ỹ(14) = 3.0155× 10−4 + 3.2551× 10−8ρ− 1.0601× 10−7ω+ 0.0016T − 7.4068× 10−8p + 5.8844× 10−12E− 1.2685× 10−7a
+2.9205× 10−5ρ2 + 6.7736× 10−6ω2 + 1.2254× 10−4T2 + 1.8214× 10−4p2 − 8.1228× 10−7E2 + 6.6609× 10−8a2

(18)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ỹ(21) = 4.6236× 103 − 0.0477ρ− 0.3303ω− 2.4545× 103T − 9.4539p + 1.9172× 10−4E− 0.2481α
−23.2706ρ2 + 0.0031ω2 + 11.0768T2 + 5.9537× 10−5p2 + 6.8958× 10−4E2 + 3.8867× 10−4α2

ỹ(22) = 0.1404 + 1.4686× 10−7ρ− 2.4194× 10−5ω+ 0.1010T − 3.1221× 10−4p + 2.1079× 10−9E− 1.5086× 10−5α
+2.7152× 10−11ρ2 − 1.1026× 10−11ω2 + 5.5067× 10−9T2 + 2.0951× 10−9p2 − 8.5852× 10−12E2 − 4.0029× 10−11α2

ỹ(23) = −8.7299× 10−5 − 2.6642× 10−9ρ− 5.0414× 10−8ω− 1.9935× 10−4T + 3.5076× 10−7p + 7.8942× 10−12E− 3.7701× 10−8α
+4.0029× 10−4ρ2 + 3.1495× 10−6ω2 + 7.2796× 10−5T2 + 6.8958× 10−4p2 − 9.4331× 10−5E2 + 3.8867× 10−4α2

ỹ(24) = 0.0059 + 6.2600× 10−8ρ− 1.0922× 10−6ω+ 0.0140T − 4.3691× 10−6p + 3.2447× 10−11E + 1.8682× 10−6α
+1.9739× 10−9ρ2 + 3.6047× 10−12ω2 + 3.3291× 10−10T2 + 0.0046p2 + 0.0048E2 − 7.3346× 10−4α2

(19)

The FMERSM models in Equations (18) and (19) are used to perform the probabilistic
fatigue/creep optimization of a bladed disk involving sensitivity analysis and reliability analysis
in the following subsection.

3.4. Probabilistic Fatigue/Creep Optimization of Bladed Disk

Regarding the FMERSM models in Equations (18) and (19), the reliability sensitivity index of
input random variables for a bladed disk was obtained in Table 3 and Figure 9 by sensitivity analysis
with MC simulation.
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Table 3. Sensitivity index of a bladed disk.

Blade Disk

Variables Sensitivity Effect Probability % Variable Sensitivity Effect Probability %

ρ 0.09855 10.55 ρ 0.22067 24.04
ω 0.477722 51.14 ω 0.386637 40.99
T 0.241222 25.82 T 0.252026 26.72
p 0.073895 7.91 p –0.0121 1.28
E 0.032676 3 0.02191 2.32
α −0.01 1.07 α 0.043787 4.64

Figure 9. Sensitivity indexes of parameters on bladed disk coupling failure.

As shown in the sensitivity analysis of a bladed disk, rotor speed w and temperature T are the
main factors and greatly influence the coupling failure of a bladed disk as the two largest sensitivity
degrees and effect probabilities, while the other parameters have little impact on the coupling failure of
a bladed disk as smaller sensitivity degrees and effect probabilities. We extract high-sensitivity input
random variables as design variables to conduct the fuzzy probabilistic fatigue/creep optimization of a
bladed disk. In the main planning model, the reliability product of R1·R2 and the coupling critical
damage Dcr for the bladed disk are taken as the constraints. In the sub-planning model, the parameters
(ω,T) with a high-sensitivity index are regarded as the design variables. The creep stress σc, creep strain
εc, fatigue damage Df, creep damage Dc, maximum blade reliability R1, and maximum disk reliability
R2 were evaluated. The allowable comprehensive reliability of the bladed disk is R0 = 0.99. The optimal
level λ* is solved by the fuzzy comprehensive evaluation method [13,23,39], and the substitution of
λ* into the asymmetric fuzzy optimized conversion condition (Equation (8)). The allowable means
of a bladed disk with the corresponding failure modes are shown in Table 4. The fuzzy probabilistic
fatigue/creep optimization model of a bladed disk was established as illustrated in Figure 10, and the
optimization models were solved by the MATLAB program and iteratively solved for all levels. The
optimization results are listed in Table 5.

Table 4. Optimal level threshold and allowable mean of a bladed disk.

Blade Disk

Optimal Level Threshold Allowable Mean Optimal Level Threshold Allowable Mean

λ∗σc1
0.3558 σ̃c10 677.92 λ∗σc2

0.6008 σ̃c20 654.94
λ∗εc1

0.8051 ε̃c10 2.010824 λ∗εc2
0.8516 ε̃c20 1.0076991

λ∗Dc1
0.6720 D̃c10

0.2039 λ∗Dc2
0.1608 D̃c20

0.2041
λ∗D f1 0.0260 D̃ f10

0.96363 λ∗D f2 0.8392 D̃ f20
0.90895
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Figure 10. Fuzzy probabilistic fatigue/creep optimization model of a bladed disk.

Table 5. Optimized results of a bladed disk.

Design Variable Original Data Optimization Results

ω, rad·s−1 1168 1055.1
T, K 873.15 788.15

3.5. FMERSM Validation

To verify the effectiveness of FMERSM, the reliability-based optimization of a bladed disk was
completed with MCM and FMERSM, based on the same variables in Table 1 and computing conditions.
For dynamic probabilistic analyses under different simulations (102, 103, 104, and 105), the computing
time and reliability degrees of a bladed disk are listed in Table 6. The optimization results of object
functions under different simulations are listed in Table 7.

Table 6. Dynamic probabilistic computational results with different methods. FMERSM: fuzzy
multi-extremum response surface method, MC: Monte Carlo.

Number of Samples
Computational Time, s Reliability Degree % Precision of

FMERSMMC Method FMERSM MC Method FMERSM

102 32400 0.203 99 98.6 0.996
103 72000 0.279 99.7 99.5 0.998
104 432000 0.437 99.83 99.60 0.9977
105 - 4.43 - 99.962 -

Table 7. Results of bladed disk optimization design with different methods.

Objective
Function

Before
Optimization

MCM FMERSM

After Optimization Reduction After Optimization Reduction

σc1 , MPa 607.92 548.66 9.8% 487.08 19.9%
σc2 , MPa 454.94 423.03 7% 368.8 18.93%
εc1 , m/m 0.010824 0.001298 88% 0.0073988 31.64%
εc2 , m/m 0.0076991 0.0076629 0.47% 0.0065652 14.77%

Df1 0.36363 0.30452 16.25% 0.24822 31.74%
Df2 0.40859 0.39375 4.52% 0.29315 28.3%
Dc1 0.0039 0.0036 7.69% 0.0025 35.9%
Dc2 0.0041 0.00409 0.24% 0.0032 21.95%
R 95 99.515 - 99.635 -
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As shown in Table 6, the following conclusions were obtained from the probabilistic failure
analysis of a bladed disk. (1) The MC method does not have computing time at 105 simulations, because
the MC method cannot perform the calculation for a too-large computational burden for a probabilistic
analysis of bladed disk FE models. Thus, it is inefficient for the MC method to conduct the design
analysis of a complex structure with large-scale simulations. (2) The time-cost for the probabilistic
analysis of a bladed disk increases with the increase of MC simulations. (3) The time consumption of
the FMERSM is far less than that of the MC method for the same number of simulations. For instance,
the FMERSM only spends 0.437 s for 10,000 simulations, which is only about 1/106 that of the MC
method. Meanwhile, the strength of the FMERSM in time computation is more obvious with increasing
simulations. Thus, it is demonstrated that the efficiency of the FMERSM is far higher than that of
the MC method in calculation, and the FMERSM is an efficient approach replacing FE models for the
probabilistic analysis of a complex structure with many components or multi-failure modes. (4) For
the same simulations, the reliability degrees of bladed disk coupling dynamic failure probability with
FMERSM are almost consistent with those of the MC method. Moreover, the reliability degree of
the bladed disk increases and becomes higher with the rise of simulations. It is illustrated that more
precise results such as the reliability degree can be gained by increasing the number of MC simulations
against the response surface models, for structure design analysis from a probabilistic perspective.

As revealed in Table 7, summarized from the probabilistic fatigue/creep optimization of a bladed
disk, the creep stress, creep strain, fatigue damage, and creep damage of the blade in respect of
FMERSM are reduced by 19.9%, 18.93%, 31.64%, and 14.77%, respectively. Meanwhile, the MC method
reduces the creep stress, creep strain, fatigue damage, and creep damage of the disk by 9.8%, 7%, 88%,
and 0.47%, respectively. The comprehensive reliability index of the bladed disk was increased from
99.515% to 99.635%. It is verified that the FMERSM is workable for the fuzzy probabilistic fatigue/creep
optimization of complex structures, similar to a turbine bladed disk.

In summary, the developed FMERSM has high modeling precision and simulation efficiency for the
comprehensive reliability optimization design for multi-component structures with multi-failure modes.

4. Conclusions

The objective of this study is to develop a high-efficient reliability-based optimization method,
called the fuzzy multi-extremum response surface method (FMERSM), for the probabilistic fatigue/creep
coupling optimization of a turbine bladed disk. This paper has investigated the theory and modeling
of FMERSM, and gives the procedure of probabilistic optimization of a multi-component structure
with multi-failure modes for the fuzzy probabilistic fatigue/creep optimization of a turbine bladed
disk with the considerations of the correlation of the failure modes and the fuzziness of the constraint
boundary conditions. Through the works in this study, some conclusions are summarized as follows:

(1) With regard to the probabilistic failure analysis of a bladed disk, we find that the FMERSM
costs less analytical time (0.437 s for 10,000 simulations), and thus has high computational efficiency
relative to the Monte Carlo (MC) method (432,000 s for 10,000 simulations), but has an acceptable
computational precision (99.77%) of the reliability degree, which is almost consistent with the FE
method based on MC simulation with a reliability degree of 0.9983. Moreover, the strengths of the
proposed FMERSM in modeling and simulation become more obvious with the increase of simulations.

(2) In terms of the probabilistic fatigue/creep optimization of a bladed disk, it is illustrated that the
developed FMERSM is more workable than the MC method. The reason is that the optimal parameters,
including design parameters and optimization objects, are preferable by larger reductions (19.9%,
18.93%, 31.64%, and 14.77% for the creep stress, creep strain, fatigue damage, and creep damage of the
blade, respectively), and a higher reliability degree of 99.635%.

The efforts of this paper provide a useful way for high-precise modeling and high-efficient
simulation for the fuzzy comprehensive probabilistic optimization of multi-failure/multi-component
structures, because the accuracy of the model is close to that of the MC method, while the calculation
time is only 1/106. Meanwhile, this work enriches the theory of mechanical reliability.
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Abstract: This paper contains experimental results of mechanical testing of the AISI 304 steel with
composite coatings. The main goal was to investigate the impact of the applied polyurea composite
coating on selected mechanical properties: Adhesion, impact resistance, static behavior, and, finally,
fatigue lifetime of notched specimens. In the paper the following configurations of coatings were
tested: EP (epoxy resin), EP_GF (epoxy resin + glass fabric), EP_GF_HF (epoxy resin + glass fabric
hemp fiber), EP_PUA (epoxy resin + polyurea) resin, EP_GF_PUA (epoxy resin + glass fabric +
polyurea) resin, and EP_GF_HF_PUA (epoxy resin + glass fabric + hemp fiber + polyurea) resin. The
highest value of force required to break adhesive bonds was observed for the EP_PUA coating, the
smallest for the single EP coating. A tendency of polyurea to increase the adhesion of the coating
to the base was noticed. The largest area of delamination during the impact test was observed for
the EP_GF_HF coating and the smallest for the EP-coated sample. In all tested samples, observed
delamination damage during the pull-off test was located between the coating and the metallic base
of the sample.

Keywords: AISI 304; polyurea; composite coating; impact resistance; adhesion; delamination; fatigue

1. Introduction

Polymer coatings are the subject of a lot of research in a number of publications [1–5]. They are
applied as anti-corrosive agents [6–9] as well as an anti-wear agents preventing abrasion, tearing, and
scratches [10–13] due to their specific mechanical properties. In those roles, polyurea, polyurethane,
and polyurethane–polyurea resins are mainly used.

Polyurea coatings are increasingly popular in recent years [14–16]. They can be applied on metallic,
wooden, and concrete surfaces, or even other plastics. These coatings allow for desired decorative
properties to be obtained as well as specific mechanical properties. Polymers are used as cover layers
for armed vehicles, ballistic shields [17], loading area of vehicles, and as a waterproof layer on concrete
surfaces [18,19]. Additionally, they can absorb vibrations and sound waves. In order to strengthen the
layers’ properties, they were modified with glass fabric and hemp fiber.

The issue regarding the application of coatings is its poor adhesion to a metal surface. Due to
this, in industrial conditions the surface is pre-processed by sandblasting and/or by application of an
intermediate layer—primer—based on epoxy resin.

According to the practice of the polyurea coating application process, in the investigation presented
in this paper the epoxy resin was used as an intermediate layer. The primer was modified in order to
improve the impact resistance and vibration absorption by glass fabric and hemp fiber. In order to
determine the influence of each constituent of the layer, there were also prepared samples with and
without the polyuria layer. In order to eliminate the influence of mechanical treatment on the results of
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Materials 2019, 12, 3137

the experiment, the metallic base material was cleansed with acetone; the sand blasting process was
not applied.

The coating was modified with natural fibers due to their low density and good ability to suppress
acoustic waves. This application is often present in the automotive industry, where natural fibers are
used as a filler in composite elements of vehicle interiors [20]. An important technological limitation in
the natural fiber-reinforced composites industry is the temperature, which should not be bigger than
230 ◦C. Exceeding that temperature would cause the degradation of the fiber. Nevertheless, it is not an
issue while using chemo-hardening resins.

The aim of the study was to determine the adhesion force of the polymeric coatings to the steel
base, to compare the impact resistance of multilayer coatings based on the damage analysis caused
by the impact of the energy of 17 J, to determine the coating resistance to cracking and peeling from
the base as well as to investigate the influence of the coating on static mechanical properties and
the fatigue lifetime of the sample, which is expected to improve. In general, the most widely used
strategy of fatigue lifetime improvement is strengthening metallic structures using CFRP (carbon fiber
reinforced polymer) patches [21–23]. The main reason for this is the redistribution of forces in metallic
and composite structures. In this paper, the beneficial effect of polyurea composite on the fatigue
performance of AISI 304 steel will be also demonstrated.

2. Materials and Methods

As a base material, austenitic steel AISI 304 in the form of 0.5 mm thick metal sheet was used.
Chemical composition and static tensile results [24] of AISI 304 ((0.04%C, 1.1%Mn, 0.41%Si, 0.0437%P,
0.0044%S, 18.16%Cr, 8%Ni, 0.0335%Mo, 0.1%V, 0.32%Cu) steel are included in Table 1.

Table 1. Static mechanical properties of the analyzed steel AISI304, based on [24].

Material
Ultimate Tensile

Strength UTS
(MPa)

Yield Strength
Rpl/R0.2 (MPa)

Young
Modulus E

(GPa)

Poisson
Ratio ν (-)

Vickers
Hardness

HV (-)

Elongation
at Break A5

(%)

AISI 304
steel 612 312 187 0.29 252 57

The base was degreased with acetone. For the adhesion and impact tests 100 × 100 mm samples
were prepared; for static tensile and fatigue tests oar-shaped samples were prepared (Figure 1).

Figure 1. The geometry of a notched sample.

The type of applied coatings and layers configurations are presented in Table 2.
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Table 2. Types of applied coatings.

Sample Designation Composition and Configuration of the Coating

EP epoxy resin
EP_GF epoxy resin + glass fabric

EP_GF_HF epoxy resin + glass fabric hemp fiber
EP_PUA epoxy resin + polyurea resin

EP_GF_PUA epoxy resin + glass fabric + polyurea resin
EP_GF_HF_PUA epoxy resin + glass fabric + hemp fiber + polyurea resin

The coatings were applied manually. All samples were coated with epoxy resin LH 289 and
characterized by low viscosity (Havel composites); more information about the resin are presented
in Table 3. The first layer of the coating was modified by reinforcing it with glass fiber Areoglas
163 g/m2 (Table 4) and/or with cut hemp fibers of 40 mm length. Part of the samples was covered with
two-component polyurea coating Almacoat Floor Sl (Table 5). Obtained surfaces of the samples are
presented in Figure 2.

Table 3. Properties of used epoxy resin.

Molecular weight (g/mol) 180–193
Color Max.3

Epoxide index, mol/1000 0.51–0.56
Ignition temperature, ◦C above 150

Viscosity (mPa, 25 ◦C) 500–900
Density (g/cm3) 1.12–1.16

Table 4. Properties of used glass fiber.

Surface mass 160 ± 10 (g/m2)
Plait Plain weave

Edges cut
Matrix density 120 ± 1

Storage temperature Up to 25 ◦C
humidity Up to 68%

Table 5. Properties of a used polyurea resin.

Viscosity (25 ◦C) ISO-7000 mPas, Polyol-500 mPa EN ISO 2555 (Brookfield)

Volatiles 0% -

Density (25 ◦C)
ISO-1.10 g/cm3,

Polyol-1.05 g/cm3,
EN ISO 1675

Life time after mixing (20 ◦C) 9 min -
Treatment time after effusion (20 ◦C) 20 min -

Application temperature +10 ◦C to 30 ◦C -
Mixing proportions ISO:Polyol 100:13 (weight) -

Recommended thickness 2 mm -
Tensile strength 13 MPa EN ISO 527

Elongation 650% EN ISO 527
Adhesion to the base (steal) >5 MPa EN ISO 4624

Adhesion to the base (concrete) Rapture in concrete EN 1542
Shore’s hardness 80A EN ISO 868

Water absorption (7 days) Up to 3.5% -
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(a) (b) (c) 

   
(d) (e) (f) 

Figure 2. Images of the obtained surfaces: (a) EP; (b) EP_GF; (c) EP_GF_HF; (d) EP_PUA;
(e) EP_GF_PUA; (f) EP_GF_HF_PUA.

3. Results

3.1. Adhesion of Coatings

Measurements of the adhesion of the coatings were carried out using a pull-offmethod, according
to the standard PN-EN ISO 4624:2016-05 [25] using the PosiTest AT-A device (DeFelsko Corporation,
Ogdensburg, NY, USA). During the test, the pull-off force of the stamp from the polymer coating based
on the steel base was estimated. Prior to the test, measurement stamps were applied to the coating.
After curing the glue, the circular notch around the stamp was cut and, subsequently, the pull-off test
was carried out. There were five measurements done per each type of coating. In Figure 3 images of
samples with glued measurement stamps are presented. The pull-off test classification according to
the standard PN–EN ISO 4624:2016 [25] is presented in Table 6.

 

Figure 3. Samples prepared for adhesion testing, A—EP; B—EP_GF; C—EP_GF_HF; D—EP_PUA;
E—EP_GF_PUA; F—EP_GF_HF_PUA.

The results of adhesion measurements are presented in Table 7. In all cases adhesive separation
between the base and the first layer of the coating was obtained. In Figure 4, the results of the
pull-off force measurement obtained during the PosiTest test are shown. Due to the different materials
(including fibers) used for the coating, the total thicknesses of the layers were different. However, this
did not change the reinforcement and redistribution of stresses, as shown by the results of the static
tests. During the application of the layers, it was ensured that the thickness of the layers was equally
distributed. Quality control with optical scanners revealed differences in thickness not greater than 8%
of the applied layer.
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Table 6. Pull-off test classification according to the norm PN–EN ISO 4624:2016 [25].

Designation Description

A Cohesive separation in the base
A/B Adhesive separation between the base and the first layer

B Cohesive separation in the first layer
B/C Adhesive separation between the first and the second layer
N Cohesive separation in the n-th layer of the system

n/m Adhesive separation between the n-th and the m-th layer of the system
-/Y Adhesive separation between the last layer and the adhesive
Y Cohesive separation in the adhesive

Y/z Adhesive separation between the stamp and the adhesive

Table 7. Results of the adhesion pull-off tests.

Sample Designation Macroscopic Image
Stresses Occurring between the Stamp

and the Sheet (MPa)
Type of Separation

EP

 

0.22 A/B

EP_GF

 

0.29 A/B

EP_GF_HF

 

0.38 A/B

EP_PUA

 

1.33 A/B

EP_GF_PUA

 

0.84 A/B

EP_GF_HF_PUA

 

0.59 A/B
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Figure 4. Pull-off force values obtained in the PosiTest test for all types of coating.

3.2. Coatings Impact Resistance

Coatings resistance to cracking or peeling from the base was evaluated according to the standard
PN-EN ISO 6272-1:2011 [26] using the impact resistance testing device—TQC (TQC Sheen B.V., Capelle
aan den IJssel, Netherlands), presented in Figure 5. The test consists of determining the minimum
height of fall for 20 mm diameter mass, under normalized conditions, in order to damage investigated
coatings. The research according to this procedure was conducted also in papers [27,28].

Figure 5. The test stands for evaluation of samples’ impact resistance—general view and the
magnification of the base of the test stand.

Initial tests were conducted on the metallic base without any coating with a load of 1 kg. The
metal sheet was hit from different heights and there was no observed rapture of the material (Figure 6).
Due to the lack of visible material damage after dropping the weight of 1 kg from maximal height of
1 m, the weight was changed to 2 kg. Material damage was observed for the drop of 2 kg weight from
0.9 m height. The obtained sample was used as a reference sample for further tests on coated samples
(Figure 7).
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Figure 6. Tested metal sheet deformation after the impact of 1 kg weight from different heights: 0.6, 0.9,
and 1.0 m.

 

Figure 7. Tested metal sheet damage after the impact of 2 kg weight from 0.9 m height.

The impact resistance test was conducted on previously-prepared coated samples, using the weight
of 2 kg gravity dropped from 0.9 m height. Observed results of the test are presented in Tables 8 and 9.

Table 8. Damage observed after the impact resistance test.

EP Sample

  

EP_GF Sample
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Table 8. Cont.

EP_GF_HF Sample

  

EP_PUA Sample

  

EP_GF_PUA Sample

  

EP_GF_HF_PUA Sample
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Table 9. Coating damage after the impact resistance test.

Sample Designation Delamination Surface Area [mm2] Remarks

EP 70 Coating delamination, breakage at the edge of the
deformation

EP_GF 152 Coating delamination and glass fiber rapture
EP_GF_HF 196 Coating delamination and glass fiber rapture

EP_PUA 53 Lack of damage and delamination of the coating,
continuity preserved

EP_GF_PUA 96 Coating delamination, lack of damage, continuity
preserved

EP_GF_HF_PUA 166 Coating delamination, lack of damage, continuity
preserved

3.3. Static Tensile Test of Notched Specimens

The static tensile test was conducted on MTS 810 Material Testing Machine (MTS Systems
Corporation, Eden Prairie, MN, USA). The test was conducted for samples with EP_GF, EP_PUA,
EP_GF_PUA, and EP_GF_HF coatings. The results are the mean of tests on five samples per coating
and presented in Figure 8. All results correspond well with the previously obtained [29] experimental
data for the same specimen configuration (without coating) made from AISI 304 steel. The critical
gross-section tensile stress for the notched (kt = 5.88) AISI 304 steel specimen was estimated at the
level 505 MPa. The results for the sample with EP coating were no different from the value for
non-coated steel.

 
Figure 8. Comparison of the failure load during static tensile test.

3.4. Fatigue Testing

The fatigue test was conducted on the uniaxial MTS 810 Material Testing Machine equipped with
a 5 kN load cell under a stress-controlled mode for one selected load level. During the test stress,
ratio (R = 0.05) and frequency (f = 20 Hz) were kept constant. All specimens were loaded using
sinusoidal waveform with the maximum load level FMAX = 1400 N and minimum load level FMIN =

70 N. In order to achieve proper surface and geometry of the notch, as well as to avoid delamination of
the coating, the notch was cut out using the diamond string method. Obtained results are the mean of
five samples and presented in Figure 9.
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Figure 9. Number of cycles to failure (mean of five) for samples with different coatings.

The macroscopic images of broken specimens are presented in Figure 10.

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

  
(g) (h) 

Figure 10. Cont.
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(i) (j) 

Figure 10. Images of the fracture area after fatigue test for samples: (a,b) EP; (c,d) EP_GF; (e,f) EP_GF_HF;
(g,h) EP_PUA; (i,j) EP_GF_PUA.

Coatings with glass fiber as a constituent had a visible asymmetric fracture surface. In case of all
samples, there was visible delamination of the coating from the metallic base. The area of delamination
was different for each sample, including samples with the same coating. Nevertheless, the delamination
process was observed to start behind the notch area, or was even not observed in the notch area at all.
This indicates that the notching method was selected and conducted properly. There was no visible
delamination between the layers of the coating. The observed break of adhesion forces was, in the case
of all samples, between the metallic base and the coating.

4. Conclusions

Based on the performed experimental campaign, the following conclusions can be drawn:
(1) It was observed that the highest value of force required to break adhesive bonds was achieved

for the EP_PUA coating, the smallest for the single EP coating.
(2) The largest area of the delamination during the impact test was observed for the

EP_GF_HF-coated sample and the smallest for the EP-coated sample.
(3) The static tensile test did not show a significant difference in the influence of the coating on the

tensile strength of the material.
(4) Fatigue tests results showed that the difference in the number of cycles to failure depends on

the type of coating used. For coatings with polyurea and glass fiber as constituents, the increase of
fatigue lifetime was significant.

(5) The macroscopic analysis of the fracture area of damaged samples confirms that the method of
notch preparation was correct and had no influence on the behavior of individual samples during the
fatigue test.

Due to the possibility of manual application of the coating, if further research on the fatigue
lifetime and fatigue crack growth confirm the preliminary results presented in this paper, the coating
might be used as an “on-site” fatigue lifetime enhancer and fatigue crack growth retardation tool on
the existing structures.
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Abstract: The possibility of producing profiles directly by hot extrusion of aluminum chips, normally
considered as scrap, is a promising alternative to the energy-intensive remelting process. It has to be
taken into account that the mechanical properties depend on the quality of the weld seams between
the chips, which arise during the extrusion process. To estimate the influence of the weld seams,
quasistatic and cyclic investigations were performed on chip-based profiles and finally compared with
cast-based extruded profiles. In order to gain comprehensive information about the fatigue progress,
different measurement techniques like alternating current potential drop (ACPD)-technique, hysteresis
measurements, and temperature measurements were used during the fatigue tests. The weld seams
and voids were investigated using computed tomography and metallographic techniques. Results
show that quasistatic properties of chip-based specimens are only reduced by about 5%, whereas
the lifetime is reduced by about a decade. The development of the fatigue cracks, which propagate
between the chip boundaries, was characterized by an intermittent testing strategy, where an initiation
of two separate cracks was observed.

Keywords: hot extrusion; fatigue development; aluminum chip solid state recycling; intermittent
computed tomography; alternating current potential drop (ACPD)

1. Introduction

Because of the increasing scarcity of resources, demands with regard to lightweight construction
have significantly increased in recent years [1]. In this context, aluminum is particularly suitable because
of the excellent strength-to-weight ratio and is becoming more and more popular in lightweight-relevant
fields such as the automotive and aerospace industries [2]. A disadvantage is the energy-intensive
production of primary aluminum compared to other construction metals [3,4]. With a requirement
of about 200 GJ per ton, the production of primary aluminum is one of the most energy-intensive
production processes [3] and thus exceeds steel production by a factor of ten [4]. To reduce this large
amount of energy, more use is being made of secondary aluminum. Conventionally, the aluminum
is melted for recycling [5]. A promising alternative with significantly lower energy consumption is
solid state recycling by hot extrusion, in which aluminum scrap can be formed directly into profiles.
Compared to the remelting process, direct recycling enables a reduction of energy up to 31% [6].
The use of such scrap like chips additionally has the distinct advantage of a reduced price compared
to raw aluminum as well as a less material loss due to the high demand of oxides on the surface of
the chips [6]. Stern developed the procedure in 1944 [7], albeit the process has only been intensively
studied in the last two decades [8–10].
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Regarding the mechanical properties of chip-based profiles, it is questionable to what extent the
profiles produced by this way meet the requirements in terms of strength and durability. As previous
studies show [11,12], the mechanical properties of chip-based profiles depend on the quality of the
weld seams occurring between the chips during the extrusion process. The bond strength of the
welded aluminum chips mainly depends on time of the contact of the chips and the temperature, as
diffusion was found out to play a significant role in the bonding mechanism [12]. On the one hand,
the oxide layers have to be broken up in order to enable a direct metal-to-metal contact. On the other
hand, the distance where the surfaces are in contact has to be long enough in order to transfer enough
energy for the diffusion process, which will be strongly activated by high pressure and temperature.
As Cooper and Allwood [13] showed, the influence of the temperature cannot only be explained by
the influence on the flow stress of the aluminum, but also the high dependence of the diffusion on
the temperature. Because of this, below room temperature process time does not have a significant
influence on the bond strength, as diffusion is not prevalent for such temperatures [13].

In the case of a hot extrusion process parameters such as shear stress, pressure, and local strain
during the extrusion are critical for a sufficient break-up of the oxide layers and therefore a satisfactory
diffusion and welding process [11,12,14]. These parameters can be adjusted by process parameters,
especially the extrusion ratio, the ram speed, and the die design [11].

Most known methods to achieve the required process parameters are attributed to the SPD
(severe plastic deformation) method [15], which realizes the break-up of the oxides via high local
strains and high hydrostatic pressures. While hot extrusion process has often been used to realize the
high local strain [11,14,16], other methods have also been investigated such as friction stir extrusion
processes [17,18], which have undergone a change in microstructure and hot and cold cracking.
Approaches using a compression process at room temperature [9,19] did not lead to success because
the shearing forces were too low. Instead, an additional forming process, such as a rolling process [20]
was necessary. To significantly increase the local strains, ECAP (equal channel angular pressing)
processes were also used which significantly increase the ductility of the resulting profiles and cause
grain refining [21]. However, a disadvantage is a more complex process control and significantly
increased forces.

Previous investigations [11,12] particularly address the quasistatic properties of chip-based
profiles. First investigations regarding cyclic properties [22,23] show a crack propagation along the
chip boundaries so that these act as weak links. This leads to a reduction of the lifetime up to a factor of
ten [22,23]. A summary of studies regarding different methods of solid state recycling is given by [21],
whereby [15] summarizes recent results of mechanical investigations as well as influencing parameters.

The aim of this study is therefore to investigate the mechanisms that lead to the reduced lifetime
observed in [22]. In this context, quasistatic and cyclic investigations are used to identify the possible
parameters influencing the mechanical properties of extruded chip-based profiles. The focus lies on
constant amplitude tests, with stress amplitudes, estimated by load increase tests, which are described
in [24]. All specimens were analyzed by X-ray computed tomography (CT) before the tests in order to be
able to detect possible influences of defects like pores and delaminations on the mechanical properties.

In order to draw conclusions on the damage development under constant as well as variable
amplitude load, supportive measurands, such as the plastic strain amplitude, the change in temperature
and the change in alternating current (AC) potential were used. In this context, the alternating current
potential drop (ACPD)-technology is the most comprehensive, as it depends on the temperature,
the geometry of the specimen, the microstructure, and the defect structure [24,25]. Based on the
measured material response, time-dependent microstructural processes that lead to fatigue fracture
can be followed.

In order to be able to comprehensively analyze the development of damage during cyclic loading,
intermittent fatigue tests were carried out. Therefore, fatigue tests were interrupted at certain numbers
of cycles with specific material reactions and characterized by computed tomography in order to
determine the crack propagation.
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2. Experimental Methodology

2.1. Material and Process Route

In order to characterize the quasistatic and cyclic behavior of directly recycled profiles, chips made
of EN AW6060 aluminum alloy were used as a basis for the experiments. The chemical composition
was determined by Otto Fuchs Dülken GmbH (Viersen, Germany) by X-ray fluorescence analysis (XRF)
and is given in Table 1. The values determined are within the specified limits according to standard
(DIN EN 573-3).

Table 1. Chemical analysis of AW6060 aluminum cast alloy (wt.%).

Ref. Si Fe Mn Mg Zn Ti Al

DIN EN 573-3 0.3–0.6 0.1–0.3 <0.1 0.35–0.6 <0.15 <0.1 Bal.
XRF 0.4 0.21 0.04 0.42 0.01 0.01 Bal.

In this study, the usability of chips for extrusion and the effects on the mechanical properties
of chip-based specimens were investigated and compared with conventional cast-based material.
To this end, the cast-based and chip-based material were hot extruded with the same flat-face die for
comparison purposes. The process route for the production of the chip-based profiles consists of four
stages and is shown in Figure 1.

 
Figure 1. Schematic representation of the extrusion process steps: Machining of the chips (a),
pre-compaction (b), heat treatment (c), hot extrusion (d).

To produce the extruded profiles, the chips were first produced using AW6060 cast bars by
a machining process at the Institute of Machining Technology (ISF) at TU Dortmund University.
The geometry of the chips was modified based on relevant research work of Haase et al. [14] and
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Güley et al. [11] in such a way that they can be expected to have best welding properties resulting in
best mechanical properties. The spirally shaped chips have a length of lc = 11.0 ± 1.7 mm, a width of
wc = 7.6 ± 1.2 mm, and a thickness of tc = 1.1 ± 0.4 mm [14]. For the machining of the chips, a cutting
insert made by Sandvik (VBMT 160404-UR4225) was used and the chips were produced using a cutting
speed of vc = 400 m/min, a feed rate of fc = 0.4 mm, and a cutting depth of ap = 2.25 mm [14].

To ensure enhanced chip surfaces, the chips were cleaned from machining lubricant as well as
contaminants and dried after production. In order to ensure satisfactory welding of the chips in the
extrusion process, the chips were pre-compacted by a single stroke process at room temperature, using
a compaction force of F = 500 kN. Finally, the compacted blocks, with a mass of mB = 550 g, a length of
lB = 92 mm, a diameter of dB = 60 mm, and a relative density of 78% were homogenized for 6 h at 550 ◦C,
preheated to reduce the necessary extrusion force and then extruded. In order to ensure comparable
circumstances, the cast-based material underwent the same heat treatment (homogenization) and the
same extrusion parameters as the chip-based billets.

The individual extrusion process parameters were also investigated in detail in [11,14] and
optimized with regard to the resulting properties of the extruded profiles. Therefore, the blocks were
heated up to a temperature of TB = 550 ◦C and were extruded with a ram speed of ve = 1 mm/s using a
Collin LPA250t hydraulic extrusion press with a maximum ram force of 2.5 MN. The tool was heated
up to a temperature of TT = 450 ◦C. The flat-face die used for the extrusion process had a diameter of
dd = 12 mm which results in an extrusion ratio of Rp = 30.25. The extrusion ratio is defined as the
quotient between the diameter of the billet (dB = 66 mm) and the diameter of the resulting profile
(dd = 12 mm). The extruded profiles were cooled by compressed air after leaving the die.

2.2. Metallography

In order to be able to correlate the microstructure with the mechanical properties, a more precise
knowledge of the chip orientation and the grain structure, which directly affects the strength according
to the Hall-Petch relationship [26], is of importance. Therefore, cast-based and chip-based profiles
were cut and cold-embedded perpendicular to the extrusion direction. The profiles were then ground
and polished up to a grit size of 0.1 μm using SiO2 polishing suspension. The microstructure
was characterized on cross-sections by means of an electrolytic etching according to Barker [27].
Fluorophosphoric acid (35%) was used as an electrolyte at a flow rate of 12 L/min. On the profile, poled
as the anode, a layer applied by the etching process which enables the detection of the grain orientation.
The etching was carried out for 90 s at a DC voltage of 20 V using an electrolytic etching device (Struers
LectroPol-5, Willich, Germany). The subsequent microstructural characterization under polarized
light was carried out on a light microscope (Zeiss Axio Imager M1m, Jena, Germany). Subsequently,
the grain size was determined by the linear intercept method.

2.3. Fractography

In order to be able to characterize in particular the deformation and crack propagation behavior
of the specimens, the fracture surfaces of the tested specimens were examined in a scanning electron
microscope (SEM) (Tescan Mira 3 XMU, Brno, Czech Republic). For a comprehensive characterization
of the fracture surfaces, both the information of the element-sensitive backscattered electron detector
and the secondary electron detector suitable for topological information were evaluated. Previously,
the fracture surfaces were cleaned in an ethanol-filled ultrasonic bath. The investigations were intended
to detect stress-dependent changes in the type, shape, and size of cracks and to determine differences
in the fatigue behavior between the cast- and chip-based specimens. For the chip-based specimens,
knowledge about the preferred crack propagation direction and the role of the welded chips in the
fatigue process, as well as their interaction, was gained.
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2.4. Mechanical Testing

2.4.1. Tensile Tests

All tensile tests were carried out strain-controlled according to DIN EN ISO 6892-1 at room
temperature on a universal testing machine (Instron 3369, High Wycombe, UK) equipped with a load
cell with a maximum force of 50 kN. After the machining process, the specimens had a roughness
of Rz = 25 μm in the gage length area. Before the tests, the gage length areas of the specimens were
ground by means of abrasive paper and then polished using polishing paste.

For strain measurement, a tactile extensometer (Instron type 2630-106) with a gage length of
25 mm and a maximum extension of +50%, −10% was used. The specimen geometry, according to
DIN 50125 (tensile test DIN 50125-A 7 × 35) is shown in Figure 2b. The tests were carried out using a
strain rate of 0.00025 s−1 in the elastic and 0.001 s−1 in the elastic-plastic range. The transition to the
elastic-plastic range was assumed when exceeding a normal stress of 50 MPa.

Figure 2. Experimental setup for fatigue experiments (a), specimen geometry for quasistatic (b),
and fatigue (c) tests, all units in mm.

2.4.2. Fatigue Tests

Various fatigue tests were carried out in order to determine the load-dependent deformation
and damage behavior. Therefore, continuous load increase tests were carried out, described in [24] as
a basis to estimate suitable stress amplitudes for the constant amplitude tests. The geometry of the
specimens used for this purpose is shown schematically in Figure 2c. All fatigue tests were carried out
on a servohydraulic testing machine (Instron 8872) with a load cell with 10 kN load capacity. The tests
were performed without superimposed mean stress with a stress ratio of R = −1, a test frequency of
f = 10 Hz, and a sinusoidal load–time curve. Specimens, which exceeded Nl = 2 × 106 load cycles were
defined as run outs.

In order to follow the material reactions, the characteristics of the stress–strain hysteresis were
detected by means of a tactile extensometer (Instron type 2620-603, l0 = 10 mm), the change in electrical
resistance by using ACPD (alternating current potential drop) technique, as well as the deformation and
damage induced change in temperature by means of thermocouples. In addition to the thermocouple
attached to the specimen, the ambient temperature was recorded by three thermocouples placed at
different areas in the vicinity of the specimen. As a variable room temperature, which is included
in the calculation of the temperature changes of the specimen, the mean value of the temperature
measurements of these three additional thermocouples was used. To measure the microstructure
sensitive change in AC (alternating current) potential, Matelect CGM-5 system (Harefield, UK) was
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used. The electrical contacts were spot welded to the specimens, while the poles of the current
introduction and the poles of the measurement of the potential were welded each crosswise to reduce
interference effects. The current was kept constant at a value of I = 1.7 A, with a signal gain of 90 dB.
The frequency fAC was found out to be optimal at a value of fAC = 0.3 kHz. The experimental setup is
shown in Figure 2a.

2.5. Computed Tomography-Based Defect Analyses

For the analyses of the internal defect structure as well as the defect development of the cast- and
chip-based specimens under cyclic loading, computed tomography (CT) examinations were performed
using Nikon XT H 160 X-ray computed tomography scanner (Leuven, Belgium). In order to correlate
the defect characteristics as well as the defect distribution with the quasistatic and cyclic properties,
all specimens were examined by CT before testing. The volume reconstructions and defect analyses
of the CT scans were realized using VGStudio Max 2.2 software. To ensure the comparability of the
results of the defect analyses, all specimens were investigated with the same scanning parameters.
The parameters which were found to be optimal with regard to the expected image quality are
summarized in Table 2.

Table 2. Parameters and settings of computed tomography (CT) examinations for measurements in the
gage length area of tensile and fatigue specimens.

Exposure Time Number of Frames Beam Intensity Beam Current Beam Power Resolution

250 ms 8 135 kV 98 μA 13.2 W 13.5 μm

In addition to the defect analyses, investigations of the damage development of the extruded
chip-based specimens were tracked intermittently. For this purpose, a chip-based specimen was loaded
with a certain number of load cycles and then analyzed by CT. Doing so, changes in the internal defect
structure, as well as preferred crack initiation sites and propagation direction, were characterized.
The fatigue test was each interrupted when significant changes in the material reactions occurred.

3. Results and Discussion

3.1. Metallographic Investigations

After barker etching, the cross-section of the cast-based profile (Figure 3a,b) shows an
inhomogeneous grain size distribution in radial direction. In the marginal areas of the cast-based
profile significantly smaller grains can be recognized, whereas the grains in the middle of the profile
are much larger. Overall, the grains in all areas show a round and uniform shape.

 
Figure 3. Micrographs of Barker-etched cast-based profile: overview of cross-section (a), detailed view
of cross-section (b), and overview of longitudinal section (c).

The optical micrograph of the longitudinal section (Figure 3c) also shows the described
inhomogeneity with respect to the grain size distribution and a round shape. The mean grain size in the
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center of the profile was determined by means of the linear intercept method to be 380 ± 58 μm and
82 ± 37 μm in the marginal area.

Figure 4 shows the images of the Barker-etched chip-based profile. The individual chips are
oriented similar, indicated by the same color in polarized light. Solely in the outer area at a diameter
>8 mm very different orientations can be identified. Unlike the corresponding images of the cast-based
profile (Figure 3), the grains are much more pronounced and separated from each other by clear,
black interfaces, so that it can be determined that these are the interfaces of the welded chips.

 

Figure 4. Overview of Barker-etched cross-section (a), Barker-etched longitudinal section (b), and
detailed view of welded chips (c).

For the grain structure in the chip-based profile, three different zones can be distinguished
(Figure 4a). The first innermost zone is characterized by a different orientation of the individual chips.
The grain boundaries correspond to the chip boundaries so that every chip contains a new grain and
the grain visibility is high. Since the local strain of the chips in the center of the extrusion ram is low
compared to the outer areas, the oxide break-up is insufficient, despite of the high pressure in this area
during the extrusion process. This first zone is followed by a second zone in which a large number
of very small, differently oriented grains can be detected in the individual chips. In the outermost
zone, areas of the same grain orientation also run across the chip boundaries. This can be explained
due to the process-related heat input. According to Güley et al. [11], during the extrusion process,
areas of huge temperature differences can be identified in extruded profiles. Particularly in the outer
areas, high energy inputs with associated temperature increases can be observed due to the frictional
conditions prevailing on the die and in the dead metal zone [28]. As a result, these temperature
increases lead to local exceedances of the recrystallization temperature and thus to the formation of
new grains. Additionally, the local shear stress is high enough to enable recrystallization beyond chip
boundaries and therefore sufficient welding of the chips, despite the local pressure decreases to zero in
these regions [12]. Because of the subsequent cooling with compressed air, the cooling rates in the
outer profile areas are higher. According to Liang et al. [29] higher cooling rates lead to the formation
of smaller grains due to the high undercooling achieved.

The elongated grains in the chip-based profile are a result of incomplete recrystallization.
Compared to the cast-based material the input of process heat is decreased because the chips are not
welded at all. For this reason, the recrystallization temperature in the middle of the profile is not
exceeded. In outer areas, the temperature then exceeds the recrystallization temperature, resulting in
the formation of sub-grain boundaries within the individual chips. In areas further out, the temperature
is then sufficiently high to exceed the recrystallization temperature and thus to cause the formation of
new grains, even beyond the chip boundaries.

As already stated, Güley et al. [11] identified two critical parameters influencing the welding
process of the chips. The first parameter regards to a critical shear stress above which the encasing
oxide layers break down and enable metal-to-metal contact in consequence. As the second parameter, a
critical path length is defined, which is understood as a minimum length of the contact of the surface of
the chip surfaces in the process which is necessary to allow sufficient welding. Only if both conditions
are met sufficient, a successful welding process can be achieved during the extrusion process. At least
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the parameter of the critical shear stress is directly influenced by the extrusion ratio. Thus, with a
larger extrusion ratio, the effective shear stress is increased [14,15]. Because of the friction in the contact
area between the profile and the die, the shear stress is significantly higher in the outer regions of
the profile than in the central regions. For flat face dies, Haase et al. [14] were able to show that chip
delamination phenomenon occurs at a lower extrusion ratio than 17.4. For the chip-based profiles,
the extrusion ratio of Rp = 30.25 appears to be sufficient for adequate welding of the chips. Apparently,
because of the effective shear stresses in the outer regions of the chip-based profile there is sufficient
welding, which is why no delaminations can be found in these regions. Starting from a critical radius,
the influence of the friction between the material and the die has then dropped to such an extent that
sufficiently high shear stresses can no longer act to break up the oxide layers, resulting in the observed
high visibility of the chips.

3.2. Results of Tensile Tests

The results of the tensile tests, summarized in Table 3, clearly show differences between cast-
and chip-based specimens. While the tensile tests performed on cast-based specimens show a lower
scattering, the chip-based specimens differ more in the results with regard to ultimate tensile strength
and yield strength. The cast-based specimens have both a higher ultimate tensile strength and a higher
elongation at break than the chip-based specimens. On the other hand, the cast-based specimens
show lower values for the yield strength than the chip-based specimens. The lower ultimate tensile
strength of the chip-based specimens can be explained by the insufficient quality of the weld seams.
In ddition to the reduction of the strength caused by the weld seams, the defects in the specimens in
the form of delaminations also reduce the strength due to their notch effect. In general, there are clear
differences between the defect sizes in the chip-based specimens which explain the higher scattering of
the quasistatic properties.

Table 3. Material characteristics obtained from tensile tests.

Characteristic Value Cast-Based Chip-Based

0.2%-yield strength σy,0.2 (MPa) 45.9 ± 0.5 54.1 ± 5.4
Ultimate tensile strength σUTS (MPa) 140.5 ± 1.7 133.3 ± 5.8

Elongation at break εf (%) 26.6 ± 2.9 18.2 ± 0.6

The higher 0.2%-yield strength can be explained by the hardening characteristic of the material.
Many investigations indicate a pronounced cyclic hardening of AW6060 [30,31]. Thus, when extruding
the cast-based material already at the beginning of the extrusion process a material cohesion is given
so that no additional deformations of the material are required. Regarding the chip-based material,
on the other hand, material cohesion has to be created by local forming of the chips. In this way,
the chip-based material has already experienced a significantly higher deformation and thus strain
hardening compared to the cast-based material after the extrusion.

In order to investigate the damage mechanisms in case of tensile load, CT analyses of the specimens
tested in tensile test were performed. The parameters of the tensile tests were chosen based on the
force drop in such a way that the specimens do not fail completely during the test.

The volume reconstruction of a cast-based specimen tested in the tensile test (Figure 5) shows a
significant constriction of the specimen just before the fracture. The diameter of the specimen has been
reduced in this range from initially d = 7 mm to a value of d = 2.5 mm.

The volume reconstruction of a chip-based specimen (Figure 6) also shows a significant constriction.
The diameter is reduced to a value of d = 2.7 mm. Furthermore, cracks are already visible. These
propagate between individual chips and effect a separation of the material in the plane of the smallest
cross-section. The cracks are rather short and located in the lower left area of the cross-section.
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Figure 5. Volume reconstruction of cast-based specimen tested in a tensile test: (a) three-dimensional
representation, (b) cross-sectional view parallel to the load direction, (c) cross-sectional view
perpendicular to the load direction.

 
Figure 6. Volume reconstruction of chip-based specimen tested in a tensile test: (a) three-dimensional
representation, (b) cross-sectional view parallel to the load direction, (c) cross-sectional view
perpendicular to the load direction.

3.3. Results of Fatigue Tests

Figure 7 shows the results of the load increase test (LIT) for the cast-based specimen as well as the
chip-based specimen.

 
Figure 7. Load increase tests of cast-based and chip-based specimens.

Based on the material response caused by the continuously increasing stress amplitude, the fatigue
strength, as stated in [24], can be well estimated. For this purpose, the analysis of the change in

41



Materials 2019, 12, 2372

AC potential fits best, as it is the most comprehensive measurement technique. The AC potential is
influenced by the temperature, the geometry of the specimen (e.g., changed because of cyclic creep),
and especially the microstructure and therefore takes fatigue relevant mechanisms like dislocation
accumulation and crack propagation into account [24]. As a result, the course of AC potential
follows the courses of the temperature as well as the plastic strain amplitude and additionally takes
microstructural changes into account, which cannot be indicated by the temperature or the plastic
strain amplitude.

For the cast-based specimen two different regions of linear increase, after a short phase of initial
rise of the AC potential, can be distinguished, whereby the slope changes at a stress amplitude
of σa = 93 MPa. Based on the material response, the fatigue strength can be estimated at about
σa,e = 93 MPa. It can be assumed that, above σa,e, damage-relevant processes occur in the material,
which effect the changes in the material response. The results fit well to the S-N-curve (Figure 10b),
where a run out occurred in a constant amplitude test (CAT) at a stress amplitude of σa = 90 MPa.

For the chip-based specimen an initial decrease of ΔUAC can be observed until σa = 35 MPa is
reached due to a compaction of the weld seams presumably. In the stress amplitude region between
σa = 35 and 63 MPa, the change in AC potential shows a plateau phase, followed by an exponential
increase. Analogously to the cast-based specimen the fatigue strength can be estimated at the end of the
first linear region at a stress amplitude of about σa,e = 63 MPa. At a stress amplitude of σa = 115 MPa,
a change in the slope can be observed in the course of the plastic strain amplitude as well as in the
change of the AC potential. This is due to the initiation of a second main crack on the opposite side of
the first crack, which can be observed by intermittent fatigue tests for most of the chip-based specimens
(Figure 9). The yield strength fits well to the stress amplitude of the first increases of the plastic strain
amplitude (Table 2). The drastic increase of all measurands for the cast-based and the chip-based
specimen at the end of the tests indicates the final crack propagation stage.

Based on the results of the LIT, suitable stress amplitudes for constant amplitude tests for the
chip-based material were chosen. As the fatigue strength was estimated to be about 63 MPa, for reaching
the high cycle fatigue (HCF)-region a stress amplitude of σa = 80 MPa was chosen. For reaching the
low cycle fatigue (LCF)-region, a stress amplitude near the stress amplitude at break for the LIT was
chosen (σa = 120 MPa).

In the constant amplitude test with a stress amplitude of σa = 120 MPa, a significant cyclic
hardening phenomenon, accompanied by a drop in the plastic strain amplitude as well as in the
temperature can be recognized for the cast-based specimen (Figure 8) after an initial strong softening
in the first ten cycles. In the beginning, the drop in the plastic strain amplitude runs exponentially and
after about N = 5000, becomes linear. The total mean strain increases very rapidly in the first N = 50
load cycles due to a different cyclic hardening behavior in tension and compression direction.

Figure 8. Constant amplitude tests of cast-based and chip-based specimens (σa = 120 MPa).
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With a number of cycles of about N = 32,000, the material starts cyclic softening, becoming
exponentially until break. At the same time, an increase in the temperature is observed. The change in
AC potential increases abruptly at the beginning of the test by about ΔUAC = 0.015 V. Subsequently,
this rises to a number of cycles of about N = 40,000 initially linear and then exponentially up to the
number of cycles to failure Nf = 47,487.

The constant amplitude test of the chip-based specimen tested at the identical stress amplitude of
σa = 120 MPa (Figure 8) shows a comparable qualitative course for the three measured measurement
techniques considered. The failure occurred at a number of cycles of Nf = 24,180. At the beginning of
the test, a strong cyclic hardening occurs up to a number of cycles of about N = 7000 detectable by a
decrease of the plastic strain amplitude. Associated with this, there is a slight drop in the temperature
within the first 1500 load cycles. The change in AC potential shows an even shorter reaction to the
cyclic hardening with decreasing decay within the first 100 load cycles.

Subsequent to the descending course of the measured quantities, a cyclic softening of the material
occurs, which is accompanied by a linear increase of all the measured quantities considered, until these
change into an exponential rise until the break. The temperature measurement reacts at the earliest
(from about N = 20,000) with a transition to the exponential increase, while the change in AC potential
increases exponentially at the latest (from about N = 24,000).

The total mean strain clearly increases in the first N = 50 load cycles to a value of σm,t = 0.32%.
After a phase of approximately constant course, this starts to increase linearly from a number of cycles
of about N = 8000 linearly to a value of about σm,t = 0.37% until transition into an exponential increase
at a number of cycles of about N = 22,000.

An intermittent CAT was performed at a stress amplitude of σa = 110 MPa on a chip-based
specimen. CT investigations of the crack progress were performed after a certain number of load cycles.
The volume reconstructions (top view) and the corresponding cross-sectional images are shown in
Figure 9. In the initial state, a tubular defect due to a delamination between the chips is evident. This is
because of insufficient break-up of the oxide layers due to low local strain in the innermost regions
of the profile. Thereby, in micrographs chip boundaries are visible (Figure 4). The tubular defect is
located in the clamping areas and in the conically extending transition area toward the gage length
area. Because of the geometry of the specimen, the gage length area is located within this tubular
defect, so that the test area is defect-free except of small, isolated delaminations between the chips.
After N = 5000 load cycles, crack initiation and propagation can be recognized in the upper region of
the specimen. Crack initiation site is the area where the tubular defect cuts the surface because of the
conical shape of the specimen. After N = 11,000 load cycles, the described crack grows to a projected
length of about 1.5 mm in the cross-section. Further crack initiation can already be recognized on the
opposite side. With an applied number of cycles of N = 17,000 this second crack grows to a projected
length of about 6 mm. In turn, the tubular defect acts as the initiation site. After N = 19,500 load cycles
both cracks merge into a crack parallel to the loading direction along the chip boundaries.

The course of the change in AC potential (constant amplitude test, Figure 8) correlates well to
the results of the crack propagation behavior in the intermittent fatigue test (Figure 9). From the
point of discontinuity and the subsequent change of the slope, it is believed that the second crack
of the chip-based specimen occurs on the opposite side of the first crack, which leads to an overlap
of the crack growth rates and therefore to an increase in the slope. As can be ascertained in the
intermittent experiments, crack propagation occurs already after N = 5000 load cycles. Accordingly,
crack propagation already occurs at the beginning of the test, since the crack initiation phase occurring
in the cast-based specimen is eliminated.

The occurring damage is correspondingly expressed in the progressive course of the change in
AC potential. However, crack propagation along the grain boundaries can also be recognized for
the cast-based specimens on the basis of the fractographic images (Figure 11), although the grain
boundaries do not act as crack initiation sites.
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Figure 9. Damage development of a chip-based specimen tested in a constant amplitude test
(σa = 110 MPa).

In order to compare the change in AC potential, the curves of the cast- and chip-based specimens
in CAT at σa = 120 MPa are shown in Figure 10a. For better comparability, both axes are normalized.
While the cast-based specimen shows a constant course over a longer period of time, for the chip-based
specimen a linear increase from the beginning can be recognized. The slope of this linear curve
increases from about 0.3 Nf. This can be explained with the initiation of the second crack so that both
crack propagation rates summarize. The increase of UAC cannot be explained by the temperature
change (Figure 8), since the temperature change is not significant and also does not show a second
linear increase with a change of the slope. Analogously, the increase can also not be explained by the
total mean strain (Figure 8). Thus it can be clearly seen that an increase of the total mean strain by
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Δσm,t = 0.32% causes a change in UAC of only ΔUAC = 0.01 V. Accordingly, the subsequent increasing
total mean strain by Δσm,t = 0.05% cannot explain the subsequent large change of the AC potential of
ΔUAC = 0.04 V until the beginning of the exponential increase. Since the two influencing variables of
the geometry change and the temperature change can be excluded in this way, the only reason for the
change in AC potential is the microstructure, especially crack propagation.

a) b)  

Figure 10. Change in potential for cast-based and chip-based specimens (a), S-N curve for cast-based
and chip-based specimens (b).

On the other hand, it remains unclear why the change in AC potential over a long period of time
is linear, since, according to the Paris law [32], an increasing crack rate and thus a progressive increase
should be expected. One possible explanation is given by the fiber bridging model [33]. The basis is a
barrier effect of individual chip boundaries. These can act as barriers to crack propagation, so that
crack propagation is prevented due to the chip boundaries. An identical phenomenon of the linear
increase for fiber-based material was found in [33]. Therefore, crack propagation cannot be described
using the Paris law.

Fatigue progression begins very early, as crack propagation in the intermittent fatigue test (Figure 9)
shows, allowing crack growth after only N = 5000 load cycles. As already described, because of the
seam welds present in the chip-based specimens, a crack initiation phase is eliminated, so that it
comes directly to the crack propagation phase. In this case, the crack is apparently deflected along the
individual chips. After a certain number of cycles, a second crack occurs on the opposite side due to
the increase of the stress by the reduced residual area.

Based on the S-N curve (Figure 10), clear stress-dependent differences in the lifetimes of both
types of specimens can be recognized. The chip-based specimens show significantly reduced lifetimes
compared to the cast-based specimens. While the difference in the HCF-region is about a decade, the
differences in the LCF-region are significantly lower. The outlier at σa = 110 MPa for the cast-based
specimens is a result of porosity, which can be clarified by means of computed tomography. Overall,
the scattering in the cast-based specimens is low. However, lifetime scattering for the chip-based
specimens can be correlated with the observed variations in defect sizes.

3.4. Results of Fractography

The SEM-images of the cast-based specimens failed in the fatigue test (σa = 120 MPa) (Figure 11)
show two characteristic areas of fatigue fracture and overload fracture which is typical for cyclically
tested specimens [34,35]. The fatigue fracture area has a smooth surface covered by striations
(Figure 11b). The striations increase in size toward the area of overload fracture. The fatigue crack
seems to propagate along the individual grains and thus inter-crystalline. Distinct cracks can be seen
between the individual grains, while the surfaces of the grains partly show striations (Figure 11c).
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The overload fracture shows a strong ductile deformation. Overall, the fracture mechanism resembles
the cup-cone fracture mechanism described in the literature for tensile testing [35]. Preferred crack
locations or crack initiation sites cannot be identified.

 
Figure 11. Scanning electron micrographs of a cast-based specimen tested in a constant amplitude test
(σa = 120 MPa): overview (a), crack course along grain boundaries (b), striations (c).

Figure 12 shows the SEM-images of a chip-based specimen (σa = 120 MPa). Compared to
the cast-based specimen (Figure 11) a completely different failure mechanism can be recognized.
Analogously to the cast-based specimen, two areas of different shape are apparent. There is the
overload area with local separation of the individual chips (Figure 12a). This is particularly pronounced
in the central regions of the material, while the outer edge regions appear crack-free in large parts.
Visible in this context is the significantly reduced chip width in the peripheral areas.

 

Figure 12. Scanning electron micrographs of a chip-based specimen tested in a constant amplitude test
(σa = 120 MPa): overview (a), detached chips (b), fracture pattern on chips (c).

In the fatigue fracture area, the chips seem hardly detached compared to the overload fracture
area. Similar to the cast-based specimen (Figure 11), individual cracks propagate along the grain
boundaries. Considering the individual chips with higher magnification in the first area (Figure 12c),
local areas with a ductile honeycomb fracture can be recognized on almost all chip surfaces.

4. Conclusions and Outlook

Within the scope of this work, investigations were carried out with the aim of the mechanical
characterization of directly recycled, hot extruded chip-based profiles. The following may be concluded:

(1) The microstructure of chip-based profiles is characterized by three different areas, which originate
due to different recrystallization zones.

(2) While micrographs of chip-based profile did not show a delamination between the single chips,
it was found that there is a critical diameter where the combination of the necessary properties of
high strain and pressure is considered too low to lead to a sufficient welding, which leads to crack
initiation, as shown by intermittent test strategy. Therefore, the initiation of the two separate
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cracks was observed. Because of the insufficient welding of the chips, the cracks propagate
between the chip boundaries.

(3) The weld seams occurring between the chips have a significant influence on the mechanical
properties of the resulting profiles. While the quasistatic properties are only slightly reduced by
about 5%, the insufficient welded chips in the innermost area of the profile lead to a reduction of
the load dependent fatigue life up to one decade.

(4) The load increase test procedure is well suited in order to estimate the fatigue strength with only
one specimen.

(5) As the weld seams act as crack initiators, crack propagation phase begins very early for
chip-based specimens.

In further studies, concepts of the finite element method will be used to verify by simulation,
to what extent the assumption of stress concentration on the opposite side of the first crack is
justified. Additionally, the fiber-bridging model will be applied in order to simulate the effects of
the chip boundaries on the crack propagation behavior. The findings will then be used to develop a
comprehensive material model for chip-based extrusion profiles.
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Abstract: The full-scale static testing of wind turbine blades is an effective means to verify the
accuracy and rationality of the blade design, and it is an indispensable part in the blade certification
process. In the full-scale static experiments, the strain of the wind turbine blade is related to the
applied loads, loading positions, stiffness, deflection, and other factors. At present, researches focus
on the analysis of blade failure causes, blade load-bearing capacity, and parameter measurement
methods in addition to the correlation analysis between the strain and the applied loads primarily.
However, they neglect the loading positions and blade displacements. The correlation among the
strain and applied loads, loading positions, displacements, etc. is nonlinear; besides that, the number
of design variables is numerous, and thus the calculation and prediction of the blade strain are quite
complicated and difficult using traditional numerical methods. Moreover, in full-scale static testing,
the number of measuring points and strain gauges are limited, so the test data have insufficient
significance to the calibration of the blade design. This paper has performed a study on the new
strain prediction method by introducing intelligent algorithms. Back propagation neural network
(BPNN) improved by Particle Swarm Optimization (PSO) has significant advantages in dealing
with non-linear fitting and multi-input parameters. Models based on BPNN improved by PSO
(PSO-BPNN) have better robustness and accuracy. Based on the advantages of the neural network in
dealing with complex problems, a strain-predictive PSO-BPNN model for full-scale static experiment
of a certain wind turbine blade was established. In addition, the strain values for the unmeasured
points were predicted. The accuracy of the PSO-BPNN prediction model was verified by comparing
with the BPNN model and the simulation test. Both the applicability and usability of strain-predictive
neural network models were verified by comparing the prediction results with simulation outcomes.
The comparison results show that PSO-BPNN can be utilized to predict the strain of unmeasured
points of wind turbine blades during static testing, and this provides more data for characteristic
structural parameters calculation.

Keywords: wind turbine blade; full-scale static test; PSO-BP Neural Network; strain prediction

1. Introduction

Both the reliability and stability of wind turbine blades affect the safety of the whole machine
directly. In order to check the rationality of blade design and verify the safety of manufacturing, static
experiments of prototype blades have been performed as a necessary part of the blade certification
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process [1]. Through static experiments of wind turbine blades, the verification of the designed loading
capacity of the blades can be built, and the information about structural characteristics, strain and
deformation under the test load can be obtained [2]. Existing literature reports substantial researches
on the structural testing of wind turbine blades. For example, Jensen et al. [3] continuously loaded a
34-m-long blade in the flap-direction until the blade failed, recorded the displacements throughout the
loading history by local displacement measurement equipment, and found that the peeling of the skin
and the box girder were the main cause of blade instability. Through the full-scale fatigue experiment
of a 3 MW wind turbine blade directed by IEC 61400-23, Lee et al. [4] found that delamination failure
will happen at the blade root and figured out the causes of the delamination failure and problems
of the conventional design approach by simulating the situations experienced by the blade. During
the conditional monitoring on the trailing edge in a full-scale fatigue experiment of a 2 MW wind
turbine blade, Pan et al. [5] found that the stress concentration will lead to delamination between GFRP
and the balsa wood, and then proposed a method to increase the core materials in the trailing edge
by computing the local stress distribution and stability factors, based on finite element calculations.
Lee and Park [6] carried out static testing on a 48.3-m-long blade which had initial static testing and
fatigue testing. They found that the blade collapsed when the applied load surpassed 70% of the target
value. In addition, Lee and Park [6] proposed an improved laminate pattern to enhance the residual
strength of the wind turbine blade.

The references as above are mainly related to the analysis of the failure modes as well as
failure causes of wind turbine blades. Moreover, measurement and calculation methods of structural
characteristic parameters have also been intensively studied, including the influence of defects and
size effect [7–9]. Based on the method of finite differences and an arbitrary beam bending and moment
theory, Choi et al. [10] proposed a tip deflection calculation method based on the measured strains data
analysis for wind turbine blades, and in order to verify the proposed method, they conducted static
testing on a 100 kW wind turbine blade with FBG sensors embedded in its shear web; the average
calculation error of the proposed method was proved to be within 2.25%. Before performing a
static experiment with a 100 kW wind turbine blade, Kim et al. [11] installed FBG sensors into the
bonding line among the shear web and spar cap to collect the strain data and then they found that
the collected strain data can be effectively used to evaluate the deflections of the wind turbine blades.
Roczek-Sieradzan et al. [12] preformed a full-scale static test of a certain wind turbine blade under the
combined loadings of flag and edgewise directions, with the overall and local deformation information
measured and recorded during the experimental process and proved that the measurement results can
be effectively used to analyze the structural performance of wind turbine blades. On the basis of the
digital image analysis technology, Dou [13] proposed a deformation testing method for the full-scale
static experiment for wind turbine blades and completed the data measurements and analysis of the
three-dimensional deformation field. Shi et al. [14] studied the impact of time-varying environmental
temperature and humidity on the test results on the basis of a fatigue experiment of a 1.5 MW wind
turbine blade; this research could provide a basis for the development and structure testing of wind
turbine blades. Pan [15] studied the influence of structure nonlinearity on the experimental results of
full-scale wind turbine blades static testing, analyzing the relationship among bending moment, strain,
stiffness, and deflection, among others, and provided a more accurate stiffness data for numerical
loading calculations. Yan et al. [16] tested and recorded the frequency, deflection and strain of a
48-m-long wind turbine blade, compared the test results with the design value and found that the
error range satisfied the DNV-GL2015 specifications.

The above-mentioned researches have made significant achievements in the analysis of blade
failure causes, blade load-bearing capacity, and the measurement methods of the full-scale blade static
testing, and there are also some researchers who have investigated the blade structural characteristics
analysis from the physics of failure mechanisms [17–22]. However, studies on the correlation
analysis of the strain, the applied loads, the loading positions, and displacements in static testing are
scarce. Actually, in the static testing, the relationships of the strain with the applied loads, loading
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positions, displacements, etc., are nonlinear, and the number of design variables is numerous [15,23],
thus the calculation and prediction of blade structural characteristics are very complicated. Moreover,
the number of measuring points and strain gauges in full-scale wind turbine blade static testing are
usually limited, thus the structural characteristics of unmeasured points cannot be directly obtained,
so that the static testing has little significance for the calibration of blade design [15]. Considering this
problem, the methods of Particle Swarm Optimization (PSO) and Neural Networks are considered in
this paper. Actually, there are a few studies regarding Particle Swarm Optimization (PSO) and Neural
Networks applied to the wind turbine blades analysis. Andrew Kusiak [24] proposed that Neural
Networks improved by PSO were applied in the adaptive control of a wind turbine. Cynthia [25]
introduced PSO and Neural Networks optimization methodology to optimize the wind velocity and
attack angle of a horizontal axis wind turbine in order to obtain the maximum power coefficient. Milad
Fooladi [26] applied Neural Networks improved by PSO to assess the different factors affecting flicker
in wind turbines. So, the Neural Networks improved by PSO used to solve the problems of wind
turbine blades is effective and efficient. However, there are fewer researches about PSO-BPNN in
the wind turbine blades studies. Wang Lei [27] applied PSO-BPNN to perform a structural analysis
approximation of wind turbine blades, and the effectiveness of the approach was demonstrated.

As a result of a literature review and the concerns raised above, this paper aims at presenting a
study on new strain prediction methods by introducing intelligent algorithms. As mentioned above,
PSO-BPNN has significant advantages in dealing with non-linear fitting and multi-input parameters,
and the models constructed by PSO-BPNN have better robustness and accuracy [28]; thus, PSO-BPNN
has been introduced to predict the strain of wind turbine blades in this paper and a new strain-predictive
PSO-BPNN model for full-scale wind turbine blades static behavior to be established. The new model
can be used to predict the strain values of the unmeasured points and provide more strain data for
structural characteristic parameters calculation.

The structure of this paper is organized as follows: Section 2 introduces the conditions and
test procedures for the full-scale static testing of a wind turbine blade; the basic concepts of Neural
Networks as well as PSO-BPNN are introduced in Section 3; in Section 4, the strain-predictive method
for the central of pressure side based on PSO-BPNN is studied; Section 5 presents the conclusions of
this research.

2. Full-Scale Static Testing of a Certain Wind Turbine Blade

2.1. The Wind Turbine Blade Introduction

In this research, a blade produced with a box beam structure for the main girder was used.
The matrix material is alkali-free glass fibers impregnated with epoxy resin, and the reinforcing phase
material is impregnated glass fibre. The mass of this blade is 15,982 kg with an inherent natural
frequency of 1.41 Hz, and the main information regarding the turbine blade is listed in Table 1. In the
structure of the wind turbine blade, 0◦ fibres are applied to increase flap-wise bending stiffness, while
± 45◦ fibres are applied to increase torsional stiffness. Figure 1 illustrates the structure of the wind
turbine blade.

Table 1. The main information of the turbine blade.

Rated power 3.0 MW Maximum chord length 4.32 m
Design life 20 years Maximum twist angle 15.6◦

Blade length 66.5 m Mass 15,982 kg

Matrix material Alkali-free glass fibers
impregnated with epoxy resin Reinforcing phase material Impregnated glass fibre

Main girder stucture Box beam (2-ply beam)
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Figure 1. The wind turbine blade structure used in this research.

2.2. Strain Gauges Arrangement

According to Figure 2, 56 strain gauges were attached to the surface of the wind turbine blade
along the pressure side (PS), suction side (SS), and the leading edge in addition with the trailing edge,
before static testing.

Figure 2. The strain gauges arrangement in the turbine blade.

2.3. Testing Process

In this study, two static tests are successively carried out from different directions, edgewise+ and
edgewise−, as shown in Figure 3. This paper will establish the strain prediction models to predict the
strain values of the unmeasured points on the center of the pressure side in the two static tests.

  
(a) (b) 

Figure 3. Full-scale static experiments of the wind turbine blade. (a) Side pulling in the full-scale
static experiment of the wind turbine blade; (b) Lifting in the full-scale static experiment of the wind
turbine blade.

By means of 64 bolts, the root of the blade is installed on the test platform. For the static testing
of edgewise+ and edgewise−, five loading positions were chosen and the loading points arranged
according the distances of 18.00 m, 30.00 m, 42.00 m, 50.00 m, and 60.00 m measured from the root of
the blade, respectively, as shown in Figure 4. It is worth noting that a crane is used to avoid the blade
tip landing in the test of edgewise+ for large deflection. In addition, the limit load is performed by
the side pull, and the target load of each loading point is shown in Table 2. For every loading point,
the loading direction is perpendicular to the normal direction of the loading part. In Figure 4, P1–P5
are the positions of the tensile machine, P6 is the crane, and S1–S5 are the load application points.
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Figure 4. The applied loading diagram of the full-scale static testing.

Table 2. The target load for the five loading positions.

Distances from the Loading Positions to the Blade Root (m)

18.0 30.0 42.0 50.0 60.0

The target load of edgewise+ (kN) 111.5 62.8 45.0 34.5 22.0
The target load of edgewise− (kN) 45.9 81.0 30.0 23.5 24.0

Before starting the test, the applied load, displacement and strain of the blade have been cleared.
Then, using the lateral loading device, the blade was loaded by 0%, 40%, 60%, 80%, and 100% of the
target load, step by step, while the displacement data and the strain gauge data were recorded during
the loading process. After the loading process was completed, the blade was unloaded to the zero
state, step by step. The load of each stage on directions of edgewise+ and edgewise− are shown in
Tables 3 and 4.

Table 3. The applied load of each stage when loaded on edgewise+.

The Load Applications (kN)

Distances from the Loading Positions to the Blade Root (m) 0 40% 60% 80% 100%

18.00 0 44.92 66.81 89.35 111.95
30.00 0 25.64 37.73 50.68 62.88
42.00 0 18.56 27.87 36.07 45.37
50.00 0 14.05 20.88 27.65 34.53
60.00 0 8.88 13.41 17.74 22.11
66.50 81.14 73.87 70.98 68.20 65.35

Table 4. The applied load of each stage when loaded on edgewise−.

The Load Applications (kN)

Distances from the Loading Position to the Blade Root (m) 0 40% 60% 80% 100%

18.00 0 19.01 27.60 36.79 46.02
30.00 0 32.69 48.94 65.22 81.65
42.00 0 12.28 18.67 24.29 30.49
50.00 0 9.64 14.18 18.97 23.59
60.00 0 9.62 14.50 19.24 23.99

3. BPNN Improved by PSO

3.1. The Brief Principles of BPNN

The feed-forward BPNN with three layers is proposed for predicting the wind turbine blade
static test strain. The first layer is the input layer describing the input data such as values in terms
of the distances of points measured from the root of the blade, the applied load of each stage in flap
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and so on. The second layer is the hidden layer comprising Neurons. The third layer is the output
layer describing the output variables such as values of the strain predictions. The data are processed
through the second and third layer with the activation function [29]. The relationship model between
input set {Xm|m = 1, 2, · · · , J } and strain Y is established using an improved neural network algorithm.
With samples X1, · · · , Xm as the input values, and Y1, · · · , YL as the output values, the strain prediction
model is trained. The network architecture of BPNN predicting the wind turbine blade static test strain
is illustrated by Figure 5.

Figure 5. The topology of BPNN.

3.2. The BPNN Optimization Principles Based on PSO

The traditional BPNN utilizes the gradient descent method generally, so the PSO-BPNN in our
research is improved by Levenberg-Marquart. The convergence of BPNN is mainly dependent on
the initial weights and thresholds and it is likely to obtain the local minimum. According to these
characteristics of the BPNN, it is a kind of popular and effective method to overcome the defects
that the naturally inspired algorithms have [30]. In this research, the weight and threshold values
of BPNN, which can effectively prevent the training from falling into the local optimal situation, are
optimized by PSO, which means errors of this neural network training are minimized. In addition,
PSO is easy to use and perform its function because it is not necessary to set parameters for evolving
such as crossover operator and mutational operator [31]. The improved BPNN process based on PSO
is shown in Figure 6. Many possible initial values can be set by PSO, which updates them in a range of
continuous iterations. The different conditional combinations can be achieved in each iteration until
the biggest fitness function value is obtained and the output values are computed. The optimization
process of PSO-BPNN is shown in Figure 6.

PSO has good global search capability, accordingly updating the velocities and positions of
particles, the global best particle is found. The weight and threshold of BPNN are optimized, then the
BPNN is trained. After that, the optimization structure of BPNN is completed. The steps of BPNN
improved by PSO are summarized as follows [32]:

First of all, the size of the population is set. The frontier [−Xmax, Xmax], the biggest velocity
[−Vmax, Vmax], inertia weight coefficient w, the maximum iterative number, and the acceleration
constants c1, c2 are set. The position Xi and velocity Vi are initialized.

Second, the fitness values of each particle are calculated. According the fitness function, all the
fitness values are obtained. The higher the fitness values are, the better the performance in particles is.
Meanwhile, the individual best positions Pbest and the global optimum positions of particles Gbest are
updated and recorded.
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Figure 6. The optimization process of PSO-BPNN.

Third, the velocity and position of every particle updated can be obtained using Equations (1)
and (2) [33]:

Vk+1
i j = wVk

ij + c1r1
(
Pk

ij −Xk
ij

)
+ c2r2

(
Gk

j −Xk
ij

)
(1)

Xk+1
i j = Xk

ij + Vk+1
i j , 1 ≤ i ≤ n, 1 ≤ j ≤ d (2)

where k represents discrete time index, w represents inertia weight factor, c1 and c2 represent
acceleration constants, and r1 and r2 are uniformly distributed random numbers on the interval [0, 1].
Pk

ij is dimension j of the best point vector found by the i-th particle in the k-th iteration, and Gk
j is

dimension j of the global best point in the k-th iteration. Xk
ij represents dimension j of the position

vector found by the ith particle in the k-th iteration, and Vk+1
i j is dimension j of the velocity vector

found by the i-th particle in the (k + 1)-th iteration.
Generally, if the velocities of the flying swarms are not restricted appropriately during the PSO

calculation, the swarms may fly into the local optimization, which means the flying particles cannot
reach the global optimum. For the purpose of the particles based on the restricted velocity to obtain the
optimal solution, Vmax as the velocity threshold is introduced, and the limited conditions are imposed
as follows:

If Vij
(k+1) > Vmax, then Vij

(k+1) = Vmax;

If Vij
(k+1) < −Vmax, then Vij

(k+1) = −Vmax; else Vij
(k+1)unchanged.

If Xij
(k+1) > Xmax, then Xij

(k+1) = Xmax; If Xij
(k+1) < Xmin, then Xij

(k+1) = Xmin.

Fourth, if the algorithm reaches the maximum iteration or the precision of error is smaller than
the setting value, the point of the current optimization swarm is outputted. Otherwise, this process
should return to the third step and continue to train the PSO model.
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Fifth, Gbest outputted depending on the fourth step are as the initial inputted values of the weight
and threshold of BPNN. In the PSO-BPNN algorithm, every dimension of the vector xi = (xi1, xi2, · · · , xis)

represents the weight or threshold values of BPNN; s is the amount of weights and thresholds in BPNN.
The fitness functions of particle swarms are as Formulae (3) and (4) [32]:

Li =
s∑

j=1

(yij −Yij)
2 (3)

LpopIndex =
1
m

m∑
i=1

Li (4)

where m is the number of particles describing population size, Yij is the ideal outputted value j of the
i-th particle, Yij is the actual outputted value j of the i-th particle; popIndex = 1, 2, · · · , m. LpopIndex is the
fitness of particle popIndex.

Sixth, the established training set is applied to the optimized BPNN algorithm. The transfer
function is the tangent S-type transfer function between the input layer and the hidden layer too, and the
transfer function is also set as a linear transfer function between the hidden layer and the output layer.

4. Strain Prediction Model Based on PSO-BPNN for the Wind Turbine Blade Static Behaviour

4.1. Strain Prediction Modeling for the Central of Pressure Side on Edgewise+

When the wind turbine blade bears unilateral tension, the relationship among the strain and
the applied loads, loading positions and displacements is nonlinear. The PSO-BPNN methods have
outstanding advantages to characterize the nonlinear relationship, thus the strain values of the
unmeasured points of the wind turbine blade can be predicted by the PSO-BPNN models. In the
PSO-BPNN models for strain predicting, the values of the applied loads, the loading positions and the
displacements are used as training inputs, and the strain values are outputted. The 51 sets of strain
testing data of the center of the pressure side when loaded on edgewise+were taken as training samples
and five sets of strain testing data were used as test samples, thus a strain predictive PSO-BPNN model
for the central of PS was established. The training samples and test samples of the PSO-BPNN model
are shown in Tables 5 and 6, respectively.

Table 5. The training samples used by BPNN and PSO-BPNN model.

Items Locations of Strain Gauges
Load Applications (kN)

F1 F2 F3 F4 F5 F6

1 2000 44.9 25.6 18.6 14.1 8.9 73.9
2 6000 66.8 37.7 27.9 20.9 13.4 71
3 12,000 89.4 50.7 36.1 27.7 17.7 68.2
. . . . . . . . . . . . . . . . . . . . . . . .
50 45,000 112 62.9 45.4 34.5 22.1 65.4
51 33,000 44.9 25.6 18.6 14.1 8.9 73.9

Items
Displacements of the Loading Positions (mm) Strain (με)

s1 s2 s3 s4 s5 s6 f

1 88 245 504 742 1093 1284 −55.2
2 135 379 736 1083 1594 1874 −85.4
3 188 507 973 1430 2104 2472 −140.1
. . . . . . . . . . . . . . . . . . . . . . . .
50 240 635 1220 1794 2633 3091 −231.7
51 88 245 504 742 1093 1284 −140.2

The PSO-BPNN model is operated with the following settings: the maximum number of PSO
iterations is 120; both the acceleration constants c1 and c2 are set to 2; the maximum particle velocity is
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0.8 × Xmax and the minimum particle velocity is 0.6 × Xmin; the inertia weight is 0.2. The inputting
dimensions are set to 13, and the outputting dimension is set to 1. There are 17 neuron nodes in the
hidden layer of the network. The maximum number of network training epochs allowed is 5000;
the speed of network learning is 0.1; the minimum convergence error of the training target is set
to 0.001. Then, the learning procedure depending on the project samples was calculated. In order
to verify the validity and superiority of the PSO-BPNN model, the BPNN algorithm is used solely
for the strain predictions to compare with the PSO-BPNN model. The parameters settings of the
BPNN algorithm running are shown as follows: The number of inputting dimensions is set to 13 in
addition with the number of outputting dimension setting to 1; there are 17 neuron nodes set into the
hidden layer, too; the maximum number of network training epochs allowed is set to 5000; the speed
of network learning is set to 0.1; the minimum convergence error of the training target is set to 0.001;
and the frequency of displaying results is set to every 50 steps. Then, the learning procedure of the
project samples was operated. The results of comparisons calculated are illustrated in Figures 7 and 8.

Table 6. The test samples used by BPNN and PSO-BPNN model.

Items Locations of Strain Gauges
Load Applications (kN)

F1 F2 F3 F4 F5 F6

1 36,000 89.4 50.7 36.1 27.7 17.7 68.2
2 9000 66.8 37.7 27.9 20.9 13.4 71
3 2100 89.4 50.7 36.1 27.7 17.7 68.2
4 12,000 66.8 37.7 27.9 20.9 13.4 71
5 15,000 44.9 25.6 18.6 14.1 8.9 73.9

Items
Displacements of Loading Positions (mm) Strain (με)

s1 s2 s3 s4 s5 s6 f

1 88 245 504 742 1093 1284 −71.1
2 135 379 736 1083 1594 1874 −91.5
3 188 507 973 1430 2104 2472 −271.2
4 135 379 736 1083 1594 1874 −106.9
5 88 245 504 742 1093 1284 −105.5

 
(a) (b) 

 

 

  
(c) (d) (e) 

Figure 7. (a) Plotting linear regression of BPNN; (b) plotting linear regression of PSO-BPNN; (c) training
state of BPNN; (d) training state of PSO-BPNN; (e) the Fitness value graph of PSO iteration.
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Figure 8. (a) Fitting results comparison of the training set by BPNN; (b) fitting results comparison of
the training set by PSO-BPNN; (c) errors comparison of test set by BPNN and PSO-BPNN.

Figure 7a,b plots the linear regression of BPNN and PSO-BPNN respectively. The regression
coefficient of PSO-BPNN, measuring the correlation between outputs and targets, is closer to 1 than
that of BPNN, which means the PSO-BPNN training has better performance than the BPNN training.
Figure 7c,d shows the training state of BPNN and PSO-BPNN, respectively; the PSO-BPNN ran 49
epochs whereas BPNN ran 5000 epochs to the ideal values, so the network trained by PSO-BPNN has
higher efficiency than BPNN. In Figure 7e, the fitness values of PSO are shown. When the number of
iteration times reaches the early 30s, the fitness values achieve the ideal results in the PSO process.

Figure 8a,b presents the comparison of fitting effects based on the training samples analyzed
by BPNN and PSO-BPNN, respectively. They show that the fitting effects of PSO-BPNN are better
compared to BPNN. Besides, in order to verify the fitting and predictive abilities of the PSO-BPNN and
BPNN algorithms, the result of errors comparison with the true values is shown after the test samples
are trained by the two different algorithms in Figure 8c. In Figure 8c, we can see that the PSO-BPNN
model has much higher accuracy according to the test results, and its rates of relative errors outputted
according to the test sample training are below 6%, while the relative error rates of BPNN models are
below 18%, so PSO-BPNN shows a better performance of predictive ability than BPNN.

4.2. Strain Prediction Modeling for the Central of Pressure Side on Edgewise−
The methodology is the same as that used in Section 4.1. A strain-predictive PSO-BPNN model for

the center of the pressure side loaded on the direction of edgewise− is established. The training samples
and test samples of the strain-predictive PSO-BPNN model are shown in Tables 7 and 8, respectively.

Table 7. The training samples trained by BPNN and PSO-BPNN model.

Items Locations of Strain Gauges
Load Applications (kN)

F1 F2 F3 F4 F5

1 6000 19 32.7 12.3 9.6 9.6
2 12,000 27.6 48.9 18.7 14.2 14.5
3 21,000 36.8 65.2 24.3 19 19.2
. . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . .
51 51,000 46 81.7 30.5 23.6 24

Items
Displacements of the Loading Positions (mm) Strain (με)

s1 s2 s3 s4 s5 s6 f

1 66 198 419 616 912 1079 11.3
2 103 307 629 924 1368 1618 40.9
3 141 417 838 1230 1822 2152 140.8
. . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . .
51 181 528 1054 1544 2286 2697 76.9
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Table 8. The test samples trained by BPNN and PSO-BPNN model.

Items Locations of Strain Gauges
Load Applications (kN)

F1 F2 F3 F4 F5

1 33,000 19 32.7 12.3 9.6 9.6
2 36,000 27.6 48.9 18.7 14.2 14.5
3 27,000 27.6 48.9 18.7 14.2 14.5
4 39,000 36.8 65.2 24.3 19 19.2
5 45,000 36.8 65.2 24.3 19 19.2

Items
Displacements of the Loading Positions (mm) Strain (με)

s1 s2 s3 s4 s5 s6 f

1 66 198 419 616 912 1079 34.6
2 103 307 629 924 1368 1618 52.9
3 103 307 629 924 1368 1618 70.5
4 141 417 838 1230 1822 2152 70.2
5 141 417 838 1230 1822 2152 54.9

Figure 9a,b shows the linear regressions of BPNN and PSO-BPNN respectively; the regression
R-value of the PSO-BPNN model training is 0.99971, which is also closer to 1. It means that the training
results of PSO-BPNN show closer correlation with targets than that of BPNN, so the performance of
PSO-BPNN training is better than that of BPNN algorithm. Figure 9c,d shows the training state of
BPNN and PSO-BPNN, respectively. Figure 9e presents the fitness value graph of PSO. The fitness
value levels off between the 165th and the 175th iteration time.

 
(a) (b) 

  
(c) (d) (e) 

Figure 9. (a) Plotting linear regression of BPNN; (b) plotting linear regression of PSO-BPNN; (c) training
state of BPNN; (d) training state of PSO-BPNN; (e) the Fitness value graph of PSO iteration.

According to Figure 10a,b, the fitting figure of the set trained by PSO-BPNN is more precise than
that set trained by BPNN. In addition, the test samples are utilized to prove the recognition ability of
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the trained PSO-BPNN, and the comparison results are shown in Figure 10c. In Figure 10c, we can find
that test results of the PSO-BPNN model are much more accurate, the average error rate of PSO-BPNN
is less than that of BPNN, and all of the error rates regarding test samples output are below 5.8%, while
the relative error rates analyzed by BPNN are all within 6%.

  
(a) (b) (c) 

Figure 10. (a) Fitting results comparison of the training set by BPNN; (b) fitting results comparison of
the training set by PSO-BPNN; (c) test set errors comparison of BPNN and PSO-BPNN.

4.3. Predicted Results and Verification

In order to demonstrate the effectiveness and feasibility of the proposed PSO-BPNN
strain-predictive method, the prediction results based on BPNN methods are used to compare
with the FE simulation results. For unmeasured points on the center of the pressure side, 17 points
located at 11.00 m, 14.00 m, 16.00 m, 19.00 m, 20.00 m, 20.64 m, 23.00 m, 25.00 m, 33.00 m, 35.00 m,
38.00 m, 41.00 m, 42.00 m, 43.00 m, 46.00 m, 49.00 m, and 52.00 m are chosen to predict their strain
value by PSO-BPNN and BPNN methods.

When loaded on edgewise+, the prediction strain values of the 17 unmeasured points are shown
in Figure 11. From Figure 11, we can see that the strain value decreases a lot at the early stage,
stays flat for a period of time, and then increases. This result is in accordance with the structural
characteristics of blades, owning to a reinforced structure set near the maximum chord length. Besides,
the predicted results of all BPNN models are very close to the simulation results, and that means BPNN
strain-predictive methods have a high accuracy to predict the strain. Compared with the traditional
BPNN method, the PSO-BPNN method has the smallest error, thus the strain-predictive model based
on PSO-BPNN is scientific and reasonable.

Figure 11. Comparisons of BPNN methods with the FEA.

When loaded on edgewise−, the strain values of the above 17 unpredicted points are shown
in Figure 12. The conclusion is the same as the analysis results: When loaded on the direction of
edgewise+, all strain-predictive BPNN models have high accuracies, and the PSO-BPNN has the
smallest error.
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Figure 12. Comparisons of BPNN methods with the FEA.

According to the prediction result of comparisons among BPNN models and the FE simulation
results, all BPNN models can predict the strain effectively, while the PSO-BPNN method has higher
accuracies compared with traditional BPNN method, and it is more suitable to predict the strain of
unmeasured points in the full-scale static testing of wind turbine blades.

5. Conclusions

In the full-scale static testing of wind turbine blades, the correlation among the strain and applied
loads, loading positions, displacements, etc., is nonlinear, and the number of design variables is
numerous, thus the calculation and prediction of the blade strain are very complicated and difficult by
traditional numerical methods. Considering these reasons, a strain-predictive PSO-BPNN method
is proposed:

(1) Taking the advantages of the BPNN methods in dealing with the nonlinear relationship,
a strain-predictive PSO-BPNN model for the full-scale static testing of wind turbine blades
was established;

(2) The accuracy of the strain-predictive PSO-BPNN model was verified by comparisons with the
traditional BPNN models as well as the ANSYS simulation test. When loaded on the direction
of edgewise+, the relative error rate of the strain-predictive PSO-BPNN model is within 6%.
Similarly, when loaded on the direction of edgewise−, the relative error rate is also within 6%,
which satisfies the blade certification requirements.

(3) The applicability and usability of the strain-predictive BPNN models were verified by comparing
with the AYSYS simulation test for 17 unmeasured points. From the comparison results, we can
see that all BPNN models have high accuracies to predict strains, and the PSO-BPNN method has
the smallest error. Thus, the PSO-BPNN method is much more suitable to predict the strain of
unmeasured points in the full-scale static testing of wind turbine blades.

A strain-predictive PSO-BPNN model for full-scale static testing of the wind turbine blade was
established in this paper and more strain values can be predicted for unmeasured points in the full-scale
static testing of wind turbine blades. This study can provide more data to verify the rationality of
blade design and correct the blade defects; the outputs can also be used for life prediction for wind
blades, which will be considered as the next work. Moreover, the number of test samples is chosen
on the basis of the static test, while the relation between sample number and accuracy will also be
considered and studied in the future.
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Abstract: Turbine blisk low cycle fatigue (LCF) is affected by various factors such as heat load,
structural load, operation parameters and material parameters; it seriously influences the reliability
and performance of the blisk and aeroengine. To study the influence of thermal-structural coupling on
the reliability of blisk LCF life, the generalized regression extreme neural network (GRENN) method
was proposed by integrating the basic thoughts of generalized regression neural network (GRNN)
and the extreme response surface method (ERSM). The mathematical model of the developed GRENN
method was first established in respect of the LCF life model and the ERSM model. The method
and procedure for reliability and sensitivity analysis based on the GRENN model were discussed.
Next, the reliability and sensitivity analyses of blisk LCF life were performed utilizing the GRENN
method under a thermal-structural interaction by regarding the randomness of gas temperature,
rotation speed, material parameters, LCF performance parameters and the minimum fatigue life
point of the objective of study. The analytical results reveal that the reliability degree was 0.99848
and the fatigue life is 9419 cycles for blisk LCF life when the allowable value is 6000 cycles so that
the blisk has some life margin relative to 4500 cycles in the deterministic analysis. In comparison
with ERSM, the computing time and precision of the proposed GRENN under 10,000 simulations
is 1.311 s and 99.95%. This is improved by 15.18% in computational efficiency and 1.39% in accuracy,
respectively. Moreover, high efficiency and high precision of the developed GRENN become more
obvious with the increasing number of simulations. In light of the sensitivity analysis, the fatigue
ductility index and temperature are the key factors of determining blisk LCF life because their
effect probabilities reach 41% and 26%, respectively. Material density, rotor speed, the fatigue
ductility coefficient, the fatigue strength coefficient and the fatigue ductility index are also significant
parameters for LCF life. Poisson’s ratio and elastic modulus of materials have little effect. The efforts
of this paper validate the feasibility and validity of GRENN in the reliability analysis of blisk LCF life
and give the influence degrees of various random parameters on blisk LCF life, which are promising
to provide useful insights for the probabilistic optimization of turbine blisk LCF life.

Keywords: turbine blisk; low cycle fatigue life; reliability analysis; generalized regression neural
network; extremum response surface method

1. Introduction

As a heat-end core component of an aeroengine, a turbine blisk endures complex alternating
loads due to operation in a severe environment with high temperatures and high rotation speeds.
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In this case, it is easy to produce large plastic deformation for blisk and to induce the low cycle fatigue
(LCF) failure of blisk [1,2]. Most of the parameters that significantly effect blisk LCF failure have some
randomness [3]. To improve the safety and reliability of a turbine blisk to ensure the high performance
of an aeroengine, it is important to study blisk LCF life reliability from a probabilistic perspective [4–8].

The LCF life of structures has been widely investigated. Sun et al. established a nonlinear model for
LCF life of a steam turbine rotor under a temperature-stress coupling field by considering the relationship
between cyclic stress and strain and validated the model to be accurate and reasonable in describing
damage accumulation [9]. Letcher et al. proposed an energy-based critical fatigue life prediction approach,
which derived the approximate failure cycle index from the ratio of the total accumulation of energy in
the fracture process to the one-cycle strain energy [10]. Bargmann et al. discussed the full-probability
quick integral algorithm based on the Coffin-Manson-Neuber local strain-fatigue theory [11]. Zhu et al.
discussed the probabilistic LCF life prediction of a turbine disk under uncertainties [12,13]. Viadro et al.
studied the reliability of stiffened bending plates [14]. Repetto et al. discussed the role of parameter
uncertainty in the damage prediction of the alongwind-induced fatigue and long term simulation of
wind-induced fatigue loadings [15,16]. Most of the above work was conducted based on numerical
simulation methods (or-called direct simulation methods) with Monte Carlo (MC) simulation [15–20].
Generally, the direct simulation methods are powerful for the deterministic analyses of component
LCF life. However, for the probabilistic analyses of component LCF life with thousands of iterations
and MC simulations, it is unbelievable to efficiently perform blisk fatigue life analysis owing to excess
computational burden (loads) and unacceptable computational efficiency; although this method has
satisfactory computing precision against engineering practice. Therefore, it is urgent to seek an alternative
effective method for direct methods to address this issue.

In respect of the in-depth investigation of structural fatigue probabilistic analyses, the response
surface method (RSM, also called surrogate model method) is indeed an alternative method to direct
simulation methods [21–26]. With the development of structural reliability theory and methods, various
surrogate methods have emerged [27–29]. To improve the computational efficiency and accuracy
of RSM for complex structural reliability analysis, Bai et al. proposed a distributed collaborative
response surface method for the mechanical dynamic assemble reliability analysis of aeroengine high
pressure turbine blade-tip clearance [30]. Hurtado et al. proposed a highly efficient surrogate method,
a support vector machine, for structural reliability analysis with small samples [31]. Zhang et al.
developed an extremum response surface method (ERSM) in respect of the extreme thought, to address
the transient problem in the dynamic reliability analysis of a flexible mechanism and validated the ERSM
to be precise for the reliability analysis of a flexible manipulator [32]. Lu et al. developed an improved
Kriging method by integrating the Kriging algorithm and ERSM for the reliability and sensitivity
analyses of a compressor blisk regarding multiple failure (deformation failure, stress failure and strain
failure) modes [33]. From the efforts in References [32,33], it can be seen that ERSM has the potential
to handle the transient problem in structural dynamic probabilistic analyses with a high simulation
accuracy and efficiency, which provides useful insight into the process of the reliability analysis of blisk
LCF life with the consideration of aeroengine operating conditions. For another, the developed ERSM
does not satisfy the requirement of engineering in computing precision, derived from the weakness in
processing the involved nonlinear probabilistic analyses.

With the development of neural network technology recently, the nonlinear problem was skillfully
addressed by developing a generalized regression neural network (GRNN) due to the strong nonlinear
mapping capability and robustness [34]. Zhao et al. established an all-purpose regression neural
network model based on a freight volume condition and validated the effectiveness of this model in
freight volume prediction by modeling adaptive training and extrapolation evaluation in terms of
historical statistical data of freight volume and related samples and economic indicators [35]. Li et al.
fused the drosophila optimization algorithm and GRNN to build the prediction model of power loads
for power load prediction and this model had a strong nonlinear fitting ability [36]. Sun et al. compared
the GRNN model with the back propagation neural network (BPNN) model based on air quality
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prediction and the GRNN method needed less training time and had better stability, a higher fitting
precision as well, compared to the BPNN model [37]. Wang et al. validated the strengths of the GRNN
method again by waveguide orientation [38]. Therefore, the GRNN method has been comprehensively
verified to be highly computationally precise and efficient.

To effectively perform the reliability and sensitivity analyses of a turbine blsik LCF life,
the generalized regression extremum neural network (GRENN) method is proposed in this paper;
by integrating the transient procession ability of ERSM and the nonlinear mapping and small samples of
GRNN, to collectively ensure and improve computing precision and efficiency. The reliability analysis
of a turbine blisk LCF life was implemented based on the the developed GRENN, by considering
random input variables of temperature, rotation speed, material parameters (density, Poisson’s ratio
and elastic modulus) and fatigue performance parameters (fatigue ductility coefficient, fatigue strength
coefficient and fatigue ductility index and fatigue strength index) as well as the output response of
the minimum fatigue life. The developed GRENN method was validated by comparison with the MC
method and ERSM.

2. Basic Theory

2.1. Mathematical Model of Low Cycle Fatigue Life

The Mason-Coffin equation indicates the strain-fatigue life equation, which expresses
the relationship between strain and the fatigue life of materials [39], i.e.,

Δε
2

=
σ f
′

E
(2N f )

b + ε′f (2N f )
c (1)

where Δε is the total strain of specific structure; E indicates the elasticity modulus; σ′f denotes the fatigue
strength coefficient; ε′f is the fatigue ductility coefficient; b indicates the fatigue strength exponent;
c stands for the fatigue ductility exponent; Nf expresses the LCF life.

Considering the mean stress, σm, inducted by complex loads during aeroengine operation,
Equation (1) can be rewritten by the Morrow correction equation [40], i.e.,

Δε
2

=
σ′f − σm

E
(2N f )

b + ε′f (2N f )
c. (2)

Considering many cyclic loads, the LCF life can be classically computed by the line damage
accumulation (Miner) law, i.e.,

D =
r∑

i = 1

ni
Ni

(3)

in which D indicates the fatigue damage; r is the number of loading levels; ni denotes the cyclic number
under the ith loading level; Ni is the fatigue life corresponding to the ith loading level.

2.2. Mathematical Model of Extremum Response Surface Method

To effectively process the transient problem in the dynamic reliability analysis of blisk LCF life
involving nonlinear and transient features of numerous parameters, i.e., gas temperature, rotation speed,
material parameters (density, Posion’s ratio, elasticity modulus) and fatigue performance parameters
(fatigue strength coefficient, fatigue ductility coefficient, fatigue strength exponent and fatigue ductility
exponent), the ERSM proposed in Reference [32] was adapted by simplifying the response process of
the LCF life as an extreme value (maximum value or minimum value) in an analytical time domain.
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When X and ye were used to indicate the input parameters set and the output extremum response,
the ERSM model ye(X) of the dynamic system [32] can be written as

ye(X) = f (X) =
{

y( j)
e

(
X( j)

)}
(4)

where X( j) is the jth group of the input samples; y( j)
e

(
X( j)

)
indicates the output extremum response

during a time domain.
In previous studies, most of the ERSM models were built based on polynomials [33] and these

models are usually inefficient in model fitting because the polynomials are unworkable for highly
nonlinear problems and the large computing burden (requiring a large number of samples for modeling)
required for blisk fatigue life probabilistic analysis. Thus, the GRNN method, with a strong nonlinear
mapping ability and robustness, was applied by combining ERSM in this paper to address the issues
of modeling precision and efficiency, which result from nonlinearity and large samples.

2.3. Mathematical Model of Generated Regression Extremum Neural Network Method

GRNN is a feedforward neural network model based on nonlinear regression theory, including
input layer (first layer), hidden layer (middle layer) and output layer (last layer), as shown in Figure 1.

b

LWQ×R

R×

R Q

Q×

Q×

a
Q×

Q

S×
n

a y

LW S×Q

S×

n

S

Note: X—matrix of input samples; T—matrix of output samples; Q—number of training samples; R—dimension 
number of input parameters; S—dimension number of output parameters; LW1.1—weighted matrix in hide layer; 
Q×R—dimensions of matrix LW1.1; ||dist||—weight (Euclidean distance) function in hide layer; n1—network 
vector in hide layer; —transfer function in hide layer (Gauss function used in this paper); a1—output of neuro 
cell in hide layer; LW2.1—connection threshold value between hide layer and output layer; S×Q—dimensions of 
matrix LW2.1; nprod—weight function of output layer; n2–network vector of output layer; —linear transfer 
function (purelin) of output layer; a2—output of neuro cell in output layer; y—output of neuro network 

Figure 1. Schematic diagram of generalized regression extreme neural network (GRENN) method.

By inputting train samples into the input layer, the input matrix X and output matrix (denoted by
T) are expressed by

X =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x11 x12 · · · x1Q
x21 x22 · · · x2Q
· · · · · · · · · · · ·
xR1 xR2 · · · xRQ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, T =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
t11 t12 · · · t1Q
t21 t22 · · · t2Q
· · · · · · · · · · · ·
tS1 tS2 · · · tSQ

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (5)

where xji (i = 1,2, . . . , Q; j = 1,2, . . . , R) is the jth input sample in the ith group of training samples; tji
indicates the jth output sample in the ith group of training samples; R is the number of input variables;
S is the number of output variables; Q is the number of samples in the training set.
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The number of neurons in the hidden layer was equal to the number of samples in the training set,
the layer weight function was the Euclidean distance function (expressed in ||dist||), and the implicit
layer weight matrix is calculated as follows:

LW1,1 = XT (6)

The threshold for Q hidden layer neural units is b:

b = [b1, b2, · · · bQ]
T (7)

in which b1 = b1 = · · · = bQ = 0.8326
σ , σ is the smooth factor of the Gauss function.

The transfer function of the hidden layer is usually based on the Gaussian radial basis function.
The number of neurons in the hidden layer Q is equal to the number of training samples and each
neuron corresponds to one training sample. When the weight matrix and threshold value of the hidden
layer neural unit were determined, the output aj

i of the ith hidden layer neuron is

aj
i = exp(−0.8326

σ
‖LW1.i − xj‖2), j = 1, 2, · · · , Q ; i = 1, 2, · · · , Q (8)

in which LW1.i = [xh1, xh2, · · · , xhR]
T (h=1,2, · · · , Q) is the vector of the ith implicit layer weight matrix

LW1,1; x j = [xj1, xj2, · · · , xjR]
T is the vector of the jth training samples. let a j =

[
aj

1, aj
2, · · · , aj

i , · · · a
j
Q

]
,

which is the output vector of Q nerve cells corresponding to the jth group of input samples.
Regarding the connection weight LW2,1 between the hidden layer and output layer as the output

matrix of the training set of samples, which is denoted by T, i.e.,

LW2,1 = T. (9)

The output layer is the third layer of GRNN. Based on GRNN Equations (8) and (9), vector nj can
be computed by

nj =
LW2,1

[
aj

]T

∑Q
i = 1 aj

i

. (10)

With regard to the line transfer function yj = purelin
(
nj

)
of nj, the mathematical model of GRNN

for the response of the jth group of training samples is expressed by

yj = purelin
(
nj

)
=

LW2,1
[
aj

]T

∑Q
i = 1 aj

i

(11)

where exp is a natural exponential function.
With respect to the format in Equation (4), the mathematical model of GRENN is

yj
min = Min

⎧⎪⎪⎪⎨⎪⎪⎪⎩LW2,1
[
aj

]T

∑Q
i = 1 aj

i

⎫⎪⎪⎪⎬⎪⎪⎪⎭. (12)

2.4. Reliability Sensitivity Analyses Approaches with GRENN Model

Assuming that y∗ is the allowable LCF life and yj
min is the performance function of the structural

fatigue life, the limit state function of LCF life is derived as [24]

Z = yj
min − y∗. (13)
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In Equation (13), Z > 0 indicates that the blisk structure is secure, while Z < 0 reveals a failure.
When random input variables are independently mutual, their means and variance are denoted by
μ = [μ1,μ2 · · ·μn] and D = [D1, D2 · · ·Dn], respectively, we can gain [18]{

E(Z) = μZ(μ1,μ2, · · · ,μn; D1, D2, · · · , Dn)

D(Z) = DZ(μ1,μ2, · · · ,μn; D1, D2, · · · , Dn)
(14)

in which E(Z) is mean function and D(Z) is variance function.
When the limit state function of the structural LCF life (Equation (13)) obeys a normal distribution,

the reliability degree Pr is expressed as [25]

Pr = Φ
(
μZ√
DZ

)
(15)

where μz is the mean matrix of a limit state function Z; Dz is the variance matrix of a limit state function.
The sensitivity reflects the level of sensitivity of the input random variables on the failure probability

of a structural system response, which is promising to determine the extent to which these parameters
effect the response and then provide a useful guide for structural design and optimization [41].

With the proposed GRENN method, the sensitivity degree can be determined by the mean matrix
μ and variance D of input random variables [42], i.e.,

∂Pr

∂μT =
∂Pr

∂
(
μZ√
DZ

)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∂
(
μZ√
DZ

)
∂μZ

∂μZ

∂μT +
∂
(
μZ√
DZ

)
∂DZ

∂μZ

∂μT

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠;
∂Pr

∂DT =
∂Pr

∂
(
μZ√
DZ

)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∂
(
μZ√
DZ

)
∂μZ

∂μZ

∂DT +
∂
(
μZ√
DZ

)
∂DZ

∂μZ

∂DT

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (16)

in which ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂Pr
∂(μZ/

√
DZ)

= Pr,
∂(μZ/

√
DZ)

∂μZ
= 1√

DZ
,
∂(μZ/

√
DZ)

∂DZ
= −μZ

2 D
− 3

2
Z

∂μZ
∂μT = [

∂μZ
∂μ1

, ∂μZ
∂μ2

, · · · , ∂μZ
∂μn

]
T

∂μZ
∂DT = [

∂μZ
∂D1

, ∂μZ
∂D2

, · · · , ∂μZ
∂Dn

]
T

∂DZ
∂μT = [ ∂DZ

∂μ1
, ∂DZ
∂μ1

, · · · , ∂DZ
∂μ1

]
T

∂DZ
∂DT = [ ∂DZ

∂D1
, ∂DZ
∂D1

, · · · , ∂DZ
∂D1

]
T

. (17)

In respect of the GRENN method and thermal-structure coupling, the flowchart of the blisk LCF
life reliability analysis is drawn in Figure 2 and its basic procedure is described below.

Step 1: Build the finite element (FE) model of blisk in a workbench environment;
Step 2: Consider the means of the input random variables (i.e., gas temperature, rotation speed,

material parameters and fatigue performance parameters) and set boundary conditions to
conduct the blisk FE analysis under the interaction of heat load, centrifugal load and then
gain the minimum fatigue point as the design point of the blisk reliability design.

Step 3: Extract small samples of the input random variables using the Latin hypercube sampling
(LHS) method and perform FE analyses for each group of samples to gain the output
responses (blisk LCF life) and extract the minimum values of the responses as a training
sample set by combining the input samples.

Step 4: Training the GRENN model by computing the optimal smooth factors, radial basis function
and connection weights with the cross validation method [26], through the normalization of
training samples.

Step 5: Structure of the limit state function of blisk LCF life with the established GRENN model.
Step 6: Check the precision of the GRENN model. If unacceptable, return to Step 4; if acceptable,

conduct Step 7.
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Step 7: Calculate the reliability degree and sensitivity degree of the fatigue life and input variables,
by conducting the reliability and sensitivity analyses of blisk LCF life with thermal-structure
coupling, through a large number of samples extracted by the MC method.

Figure 2. Flow chart of reliability analysis with GRENN method.

3. Reliability and Sensitivity Analyses of Blisk Low Cycle Fatigue Life

3.1. Random Variables Selection

In this study, we selected the high-pressure turbine blisk of an aeroengine with the high-temperature
GH4133 as the object of study. In fact, the uncertainty and randomness of some parameters are the basic
nature in blisk LCF life design and prediction [15]. By comprehensively regarding the engineering
practice, the exiting data and the basic properties of parameter uncertainty studied by Repetto, et al. [15],
the probabilistic analysis of the blisk LCF life was performed by the randomness of numerous
reasonably-selected parameters, such as rotation speed ω, gas temperature T, material density ρ,
heat conductivity λ, elasticity modulus E, fatigue strength efficient σ′f, fatigue ductility coefficient
ε′f, fatigue strength index b and fatigue ductility index c. To simplify the calculation by combining
engineering practices [43] and the present data, the selected variables were summed to be independent
mutually and obey normal distributions. The distributions of the variables are listed in Table 1.
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Table 1. Distributions of random variables.

Random Variables Mean μ Standard Deviation δ Distribution

Density ρ, kg.m−3 8210 328.4 Normal
Rotate speed ω, rad·s−1 1168 35 Normal

Heat conductivity λ, W·m−1·◦C−1 23 0.005 Normal
Modulus of elasticity, E, MPa 163000 4890 Normal
Blade-root temperature Ta , k 1173.15 35.2 Normal
Blade-tip temperature Tb, k 1473.15 47 Normal
Fatigue strength efficient σ′f 1419 42.5 Normal

Fatigue ductility coefficient ε′f 50.5 1.53 Normal
Fatigue strength index b −0.1 0.005 Normal
Fatigue ductility index c −0.84 0.042 Normal

3.2. Deterministic Analysis of Blisk Low Cycle Fatigue Life

For the static analysis of the blisk, the blisk stress inducted by aerodynamic loads can be ignored
because it is far less than that caused by the centrifugal load and heat load [43]. The deterministic
analysis of the blisk was completed by regarding the interaction of temperature and centrifugal
loads, under a workbench 16.0 environment in the computer with a central processing unit (CPU)
mode of Xeon E5-2630V3 (Intel Corporation, Santa Clara, CA, USA) and RAM (Intel Corporation)
of 64 GB. Due to the symmetry of the blisk, we selected 1/40 of the whole blisk for analysis to
reduce the computational burden [44]. The FE models are shown in Figure 3, with 31,380 nodes
and 17,111 elements. The thermodynamic analysis of the blisk was implemented in which the heat
energy of a high temperature gas is transferred to the surface of the blisk according to the heat
conduction law and heat convection. In light of thermodynamic theory, the temperature distribution
on the blisk surface can be calculated by the empirical formula, i.e.,

T = Ta + (Ta − Tb)

(
Rm −Rm

a
Rm

b −Rm
a

)
(18)

in which Ta is the temperature at blisk-root; Ra is the radius of blisk-root edge; Tb is the temperature
at blisk-tip; Rb is the radius of blisk-tip; R is the radius of blisk in a different position; m = 2 was
determined for the high temperature alloy GH4133B [39].

 
(a) FE model (b) FE gridding 

Figure 3. FE model and gridding of a turbine blisk.

By the displacement constraint of the blisk’s inner diameter to restrict the degrees of freedom in
the directions x, y and z, the deterministic analysis of the blisk was finished based on the means of
the input variables in Table 1. The distributions of temperature, equivalent stress and equivalent strain
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are shown in Figure 4a–c. As seen in Figure 4a–c, the maximum stress of the blisk was 1 057.7 Mpa on
the blade-root and the minimum strain was 8.142 7 × 10−3 m/m. Therefore, the node of the maximum
strain on the blade-root was selected as the object of study for the blisk LCF life analysis. In terms of
the Mason-Coffin formula in Equation (2) and the Miner line accumulative damage rule in Equation (3),
the fatigue life values at the max-strain point of the blisk areshown in Figure 4d. It is illustrated in
Figure 4d that the minimum fatigue life was 8900.6 cycles. In respect of the double safety coefficients
in engineering, the LCF of the blisk should be about 4450 cycles based on the deterministic analysis.

 
(a) Temperature (b) Stress 

 
(c) Strain  

Figure 4. Nephgrams of the responses of blisk stress and fatigue life.

3.3. Low Cycle Fatigue Life Models of Blisk with GRENN Method

With regard to the distribution of the input random variables in Table 1, 150 samples (a small batch)
were extracted by LHS technology. Based on these samples and FE analyses, the corresponding output
responses (minimum LCF lives) were computed as the samples together with the extracted input
samples. One hundred and twenty groups of samples were selected from the pool of training samples
as training samples and the remain 30 groups of samples were selected as the test samples for
the GRENN model.

Regarding the Gauss function as a transfer function in the hidden layer, the implicit layer weight
LW1.1 of the hidden layer was computed using the Euclidean distance method. The outputs of GRENN
training were taken as the connection weights LW2,1 between the hidden layer and the output layer.
The original samples data should be normalized for each parameter. The normalized data were adopted
to train the GRENN and then to gain the parameters of GRENN (the implicit layer weight LW1.1

of the hidden layer, the connection weights LW2,1 and the smooth factor σ) by the cross validation
method [35], in which b and LW1.1 and LW1,2 (computed by Equations (6), (7) and (9)) are summarized
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in Equation(19). By inputting the values of these parameters into Equation (12), the GRENN model
can be gained. The remaining 30 groups of samples were employed to test the established GRENN
model. The prediction results are shown in Figure 5. From Figure 5, it can be seen that the predicted
data were almost consistent with the true sample data, which indicates a high prediction precision for
the developed GRENN model.

Nf

Figure 5. Predicted results of the GRENN model with 30 groups of samples.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

LW1,1=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−0.4189 0.0946 · · · 0.9054 0.9459 0.7973
−0.8912 −0.5646 · · · 0.7415 −0.2517 −0.1020
1.0000 −0.5646 · · · −0.7415 0.7959 −0.5510
−0.7852 −0.7315 · · · −0.8792 −0.1678 0.4765
0.2245 −0.8639 · · · −0.2789 −0.6190 −0.3878
0.5839 0.3020 · · · 0.2483 1.0000 −0.7315
0.6510 0.2752 · · · −0.6644 0.1678 −0.5973
−0.6892 0.8514 · · · 0.6216 −0.9865 −0.4865
−0.0470 −0.5302 · · · 0.7584 0.6107 0.0336
−0.1757 −0.8108 · · · 0.7432 0.2838 −0.3919

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T

10×120

LW2,1=
[
−0.9061 −0.8701 · · · −0.9627 −0.9968 −0.9400

]
1×120

b= [2.8710 2.8710 · · · 2.8710 2.8710 2.8710 ]T1×120

(19)

3.4. Reliability Analysis of Blisk Low Cycle Fatigue Life with GRENN Model

In this subsection, the reliability analysis of the blisk LCF life with the GRENN model was
performed by 10,000 simulations with the MC method. The historical simulation diagram and histogram
of the blisk LCF life are shown in Figure 6. As shown in Figure 6, the blisk minimum fatigue life followed
a normal distribution with a mean of 9419 cycles and a standard deviation 967 cycles. As the allowable
fatigue life y* = 6 000 cycles, the reliability degree Pr of the blisk LCF life was 0.99848 in line with
Equations (13) and (15). The gained reliability degree basically catered for blisk design in engineering.
In this case, the obtained fatigue life of a blisk was 6000 cycles in respect to the reliability analysis.
However, the minimum LCF life of the deterministic analysis was 8900.6 cycles, as shown Figure 4d.
In respect to the double safe coefficients, the safe fatigue life of blisk design was about 4450 cycles
in engineering in line with the deterministic analysis. Therefore, it is revealed that the deterministic
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analysis method is backward-looking relative to ~4450 cycles of the probabilistic analysis method for
blisk LCF life prediction at 6000 cycles, because 4450 cycles was far less than 6000 cycles.

(a) Simulation history diagram (b) Histogram (c) Accumulative curve

Figure 6. Reliability analysis results of blisk fatigue life with the GRENN method.

3.5. Sensitivity Analysis of Blisk Low Cycle Fatigue Life with GRENN Method

Sensitivity reflects the level of sensitivity of the input random variables on blisk reliability, which is
helpful to find the major impact factors and then guide structural design. Sensitivity involves
the sensitivity degree and the effect probability. The sensitivity degree is defined by the effect of
the input parameters on the output response with positive and negative signs. A positive sign indicates
the input parameter was positively correlated with the output response and vice versa for a negative sign.
Effect probability is defined as the ratio of the sensitivity degree of one input parameter to the total
sensitivity degree of all input parameters. In terms of Equations (12)–(17), the sensitivity results are listed
in Table 2 and Figure 7.

Table 2. Sensitivity degree and impact probability of the random input parameters.

Random Parameters Sensitivity Degree, ×10−3 Effect Probability, %

ρ −0.41586 6.18
ω −0.52565 7.81
λ +0.0132 0.20
E +0.16948 2.52
T −1.76022 26.16
σ′f +0.41615 6.18
ε′f +0.21311 3.17
b +0.43585 6.48
c +2.7929 41.30

Figure 7. Sensitivity degree distributions of random parameters on blisk LCF life.
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As demonstrated in Table 2 and Figure 7, the fatigue ductility index c and gas temperature T were
two major influencing parameters because their effect probabilities and sensitivity degree were 41.3%
and 0.27929, as well as 26.16% and −0.176122, respectively. Other parameters play small effects on
blisk reliability. Therefore, T and c should be considered and controlled in blisk design with priority.

3.6. Validation of GRENN

To validate the effectiveness and validation of the GRENN method, the MC method and ERSM
were used in the reliability analyses of blisk LCF life under different simulations based on the same
computation conditions and random variables. The computing time and reliability degrees are
presented in Tables 3 and 4. In Tables 3 and 4, the precision for the method Dp was computed
under 10,000 simulations, by

Dp = 1−
∣∣∣γa − γm

∣∣∣
γa

× 100% (20)

in which γa is the reliability degree of the MC method; γm indicates the reliability degree of ERSM
or the GRENN method.

Table 3. Computing time of the MC method, ERSM and GRENN.

Number of Samples
Computing Time under Different Simulations, s

Reduced Time, s Improved Efficiency, %
MC Method ERSM GRENN

102 5400 1.249 1.201 0.048 3.843
103 14400 1.266 1.201 0.065 5.134
104 432000 1.681 1.311 0.370 15.18
105 — 2.437 1.342 1.095 44.93
106 — 4.312 2.138 2.174 50.42

Table 4. Computational precision of the reliability analysis methods under different simulations.

Samples
Reliability Degree Precision/%

Improved Precision/%
MC Method ERSM GRENN ERSM GRENN

102 0.85 0.76 0.79 76.24 79.25 3.01
103 0.976 0.947 0.968 95.00 97.11 2.11
104 0.9968 0.9824 0.9973 98.56 99.95 1.39
105 — 0.98181 0.99848 98.49 99.83 1.34
106 — 0.98262 0.99587 98.58 99.91 1.33

As shown in Table 3, with the increasing number of simulations, the computing time increases
for the MC method, ERSM and the GRENN method. For the MC method, the simulations larger
than 10,000 require an excessive computational burden so that the MC method is unworkable
for such large simulations. However, ERSM and the GRENN method only take a few seconds
and thus can breezily implement simulations from 100 to 1,000,000. Relative to ERSM, the developed
GRENN method spends less time and is highly computationally efficient, and that the strength of
the GRENN method becomes more obvious with an increase in the number of simulations. For instance,
under 10,000 simulations, the GRENN method reduces the computing time by 0.048 s and improves
the computational efficiency by 3.843% relative to the ERSM, while the simulation time is reduced
by 2.138 s and the efficiency is improved by 50.42%. Therefore, it is revealed that the proposed
GRENN method has a strong computing power and is highly computationally efficient in probabilistic
simulations. Meanwhile, the potential of high efficiency becomes stronger and more simulations
are required.

In Table 4, the reliability degree computed by the MC method under 10,000 simulations is regarded
as a reference. In this case, we find that the reliability degrees of ERSM and the GRENN method were 0.9824
and 0.9923 under 10,000 simulations, and their computational precisions were 98.56% and 99.95% so
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that the GRENN method improves the precision by 1.39%. Additionally, with an increasing number of
simulations, the reliability degree of a turbine blisk increases and the developed GRENN method is more
accurate than ERSM.

Therefore, the developed GRENN method is highly computationally precise and efficient
and the strengths become more obvious for more simulations.

4. Conclusions

The aim of this paper was to propose a new reliability analysis method, i.e., the generalized
regression extreme neural network (GRENN) method, for the reliability analysis of blisk LCF life,
to improve the life and performance of turbine blisks. The developed GRENN absorbed the strengths
of a generalized regression neural network (GRNN) in nonlinear mapping and small sample-based
modeling, and the extremum response surface method (ERSM) for handling the transient problem of
the dynamic reliability analysis of blisk LCF life. Through this study, some conclusions are summarized
as follows:

(1) The reliability degree of blisk LCF life was 0.99848 when the life allowable value was 6000 cycles.
Relative to 4450 cycles acquired from the deterministic analysis after considering the double
coefficient of a safe life, the LCF (6000 cycles to ensure a reliability degree of 0.99848) of the blisk
obtained from the reliability design had enough life margin (about 1550 cycles) to ensure
the operation of the blisk structure.

(2) From the sensitivity analysis of a blisk, the fatigue ductility index c and gas temperature T played
key roles in blisk LCF life evaluation and design. T and c were positively and negatively correlated
with blisk life, respectively. The conclusions can significantly guide the optimization and design
of blisk LCF life.

(3) Through the comparison of the methods, it is demonstrated that the developed GRENN method
is far better than ERSM in modeling precision and computing efficiency and is basically consistent
with the MC method. Moreover, the strengths of the GRENN method become more obvious with
the increasing number of simulations. It is fully supported that the proposed GRENN method
is a high-accuracy and high-efficiency method to address the key questions of nonlinearity,
transients and large sample-based modeling.

In summary, the efforts of this paper provide a promising method (GRENN method) for
the nonlinear dynamic reliability analysis of complex structures and enrich and develop mechanical
reliability theory.
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Abstract: This paper presents the problem of the description of fatigue cracking development
in metallic constructional materials. Fatigue crack growth models (mostly empirical) are usually
constructed using a stress intensity factor ΔK in linear-elastic fracture mechanics. Contrary to the
kinetic fatigue fracture diagrams (KFFDs) based on stress intensity factor K, new energy KFFDs show
no sensitivity to mean stress effect expressed by the stress ratio R. However, in the literature there is a
lack of analytical description and interpretation of this parameter in order to promote this approach
in engineering practice. Therefore, based on a dimensional analysis approach, ΔH is replaced by
elastic-plastic fracture mechanics parameter—the ΔJ-integral range. In this case, the invariance
from stress is not clear. Hence, the main goal of this paper is the application of the new averaged
(geometrically) strain energy density parameter ΔS* based on the relationship of the maximal value
of J integral and its range ΔJ. The usefulness and invariance of this parameter have been confirmed
for three different metallic materials, 10HNAP, 18G2A, and 19th century puddle iron from the
Eiffel bridge.

Keywords: fatigue crack growth; mean stress effect; J-integral; energy approach; generalized Paris’
Law; crack growth rate; R-ratio

1. Introduction

Fatigue and fatigue cracking are the two main (more than 70% of all failures) phenomena
responsible for the process of destroying steel structures. The fatigue crack growth phase is an
essential process for the long-term operating structures subjected to cyclic loading. A fatigue crack
may be formed either as a result of the accumulation of fatigue damage (intrusions and extrusions)
or as a result of manufacturing processes. The appearance of fatigue cracks can also be the result of
unfavorable operating conditions. The mere fact that a crack exists does not necessarily (anymore)
mean that such an element (still referred to as metallic construction materials) has to be eliminated
from service. The period of precritical fatigue crack growth can be expressed in a general way using
an integral:

Ncr =

acr∫
ao

da
f (σext, a, Pf c, Y, R)

(1)

where: Ncr is precritical fatigue crack growth period, ao is the crack length, acr is the critical crack
length, σext is the external load, Pfc is the fracture mechanics parameter, the so-called crack driving
force (CDF), Y is the geometric constraint, and R (σmin/σmax) is the stress ratio.

In the case of static loads, it is crucial to determine the critical load that triggers the avalanche
development of the crack or to look for the critical length of the crack at which the element will continue

Materials 2019, 12, 518; doi:10.3390/ma12030518 www.mdpi.com/journal/materials83



Materials 2019, 12, 518

to carry the assumed load. For safety reasons, an important issue is to determine the subcritical time of
fatigue crack development under cyclic loading condition. According to the above, it is necessary to
solve Equation (1) with known boundary conditions. However, in this case, it is crucial to provide
a fatigue crack growth law that is as robust as possible. In the 1960s, Paris [1] correlated a quantity
derived from classical fracture mechanics—ΔK stress intensity factor range (SIF)—with the fatigue
crack growth rate from experimental data. Paris proposed this relationship in the form of a power-law
function—known in the literature as the Paris law:

da
dN

= C(ΔK)m (2)

Engineers are predicting the life of an element with a defect using various analytical and numerical
techniques (including FEM and BEM). In Equation (2) C, m are constants determined from the Kinetic
Fatigue Fracture Diagram (KFFD) presented in Figure 1. ΔK is related to the range of load changes ΔK
= Kmax − Kmin, corresponding successively to the range of external load changes.

 
(a) (b) 

Figure 1. Schematic Kinetic Fatigue Fracture Diagram (KFFD): (a) sigmoidal shape of the fatigue crack
growth rate (FCGR) curve; (b) the scheme of the stress R-ratio impact on the FCGR curves (R4 > R3 >
R2 > R1).

The constant m in the Paris’ law model is related to the angle of inclination of the experimental
data straight line (Figure 1a), while the constant C is the ordinate at the intersection of the extension
straight line from Area II. Generally speaking, the typical graph of fatigue cracking kinetics is divided
into three areas (Figure 1a). Area I is the domain of the so-called low crack growth rate, i.e., from 0 to
approximately 10−9 m/cycle, while Area II corresponds to the straight line of average fatigue crack
growth rate in the range 10−9–10−6 m/cycle—so called Paris regime. Area III is the domain of high
fatigue crack growth rate, i.e., above 10−5 m/cycle. These ranges are contractually accepted as they
depend on the material, its properties, the environment, and the load itself. The range (I) is limited on
the left by the asymptote corresponding to the threshold ΔKth value—the threshold range of stress
intensity coefficient below which fracture does not propagate or propagates at an insignificantly low
speed. The development of cracking ends when the stress factor reaches the critical value ΔKfc, above
which cracking propagates unstable. The effect of the stress ratio R factor is schematically represented
as in Figure 1b. For higher R-factors, the ΔKth threshold value, which triggers the fatigue cracking
process, is lower, and all da/dN-ΔK curves are shifted. Therefore, the adaptation of Equation (2),
taking into account the effect of the cycle asymmetry coefficient, is a major topic in Fatigue Fracture
Mechanics (FFM). One of the well known is the solution proposed by Forman [2]:

da
dN

=
C(ΔK)m

(1 − R)KC − ΔK
(3)
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The Kc quantity in Equation (3) is the fatigue fracture toughness (or critical stress intensity factor)
for the given load conditions. In the event of difficulties in its establishment, it is very often replaced by
known KIC. Accurate determination of constants m and C requires knowledge of crack speed courses
for different cycle asymmetry coefficients. Another proposal is well-known as Walker's law [3]:

da
dN

=
Cw

(1 − R)nw (ΔK)mr (4)

The constant Cw is determined here experimentally for different values of R. For R = 0 this constant
is equivalent to the Paris’ constant C. The exponent mr is treated as a constant, similarly nw—is obtained
from experimental data. It is also determined by the extrapolation of data from kinetic fatigue fracture
diagrams constructed for different R-ratios.

The influence of the cycle asymmetry coefficient strongly determines the analytical description of
the fatigue gap closing process noticed by Wolf Elber [4]. The model covering the above issues is the
model known in the literature on the subject of Forman-Mettu [5]:

da
dN

= C
[(

1 − f
1 − R

)
ΔK

]n
(

1 − ΔKth
ΔK

)p

(
1 − Kmax

Kc

)q (5)

In the Forman-Mettu model expressed in Equation (5), c, n, p, and q are experimentally determined
constants, and f is associated with the function of crack opening. The form of this function can be
determined based on, e.g., FITNET procedures [6]. However, the application of this model is not
easy—mainly due to a large number of experimentally determined constants.

A different group of attractive fatigue fracture models are the mathematical models based on the
relationship of low cycle fatigue (LCF) parameters with the fatigue crack propagation rate. Fatigue
crack growth is considered an elementary act in the local plastic zone of fracture including two different
areas: static, corresponding to the maximum value of load in the cycle, and cyclic, corresponding
to the amplitude of load. This concept is presented in Figure 2. Several authors [7–14] proposed
excellent relationships between LFC (Low Cycle Fatigue) and FCGR (Fatigue Crack Growth Rate) data.
However, in all cases, the presented models work well for the maintained R-ratio. It is more likely
that the main reason of the mathematical collapse in R-ratio invariance of the fatigue crack growth
description is associated with the fact that the crack driving force still depends only on the ΔK range
or on the maximum value of K.

Figure 2. Schematic representation of plastic zones ahead of a fatigue crack tip with the marked Crack
Tip Opening Displacement CTOD—δ.

Kujawski [15,16] proposed a new, crack driving force for a ΔK description of FCGR—the
geometrical mean value of positive ΔK and Kmax. The next development of the proposed model
was the introduction of the weighting exponent α [17,18]:

K∗ =
(
ΔK+

)1−α · Kα
max (6)
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According to the above, it is worth underlining an excellent contribution of Kujawski’s model
into the force approach combaning positive part of the stress intensity factor range ΔK-ΔK+ and Kmax.
However, the meaning of the α parameter (ranged from 0 to 1) is debatable and in each case should be
calibrated from da/dN-ΔK curves.

Therefore, the main aim of this work is to propose a new, crack driving force parameter with a
good physical interpretation responsible for the fatigue fracture process without R-ratio influence.

Alternative methods of describing the kinetics of fatigue cracking are also being searched in order
to eliminate the problem of avoiding the R-ratio effect. Research conducted by the author shows
that it is possible to obtain such a dimensional base for KFFD, in which the description of fatigue
cracking kinetics will not depend on the stress ratio. Energy as a dimensional quantity combining the
dimensions of “force” and “displacement” seems to be naturally predestined to describe the kinetics
of cracking. Many of the hypotheses concerning both fatigue and the description of fatigue cracking
are based on energy irreversibly dissipated in each cycle of the load spectrum [19,20]. The dissipated
energy accumulated in the material can be recorded as a hysteresis loop during the test. Determination
of the subcritical period of fatigue crack growth requires the application of the first principle of
thermodynamics. Assuming an infinite solid body model subjected to sinusoidal alternating external
loads with a central part-thru, this balance can be formulated as follows [21–24]:

A + Q = W + Ke + Γ (7)

In Equation (7), A represents the work of external loads after N cycles, Q represents the heat
supplied to the body during loading, and W is the deformation energy after N cycles. The kinetic energy
of the body is marked as Ke. Γ is the damage energy necessary for fatigue crack growth increment.
When formulating the energy balance expressed in Equation (7), according to [23], the quantities
A, Q, W, and Ke, are referred to unit of thickness. It is also assumed that the fatigue crack will
grow slowly during each cycle so that the kinetic energy and heat exchanged during this process
can be disregarded (i.e., for low loading frequencies). After the differentiation of Equation (7) and
simplifications, the energy balance can be represented by

∂A
∂N

=
∂W
∂N

+
∂Γ
∂N

(8)

However, damage energy Γ can be expressed as a sum of static and cyclic components:

Γ = Wc + Ws (9)

The energy of the static (monotonic) component of cyclic plastic deformations Ws, corresponding
to the maximal value of external loading, is considered as the maximum value of the dissipation of
the static energy activating the fracture process without the energy of cyclic deformation changes
(Wc = 0) [24]. Wc corresponds to the dissipated energy during cyclic loading. For fatigue crack growth,
both quantities are equally important. Hence, the final form of the fatigue crack growth surface can be
expressed as

∂S
∂N

=
∂Wc/∂N

∂(Γ − Ws)/∂S
(10)

dS/dN =
αW(1)

c

σpl f ε f c(1 − K2
I max/K2

f c)
(11)

Thus, the proposed crack driving force ΔH (expressed in J/m2) is equal:

ΔH =
W(1)

c

B(1 − K2
I max/K2

f c)
(12)
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The Paris-like model can be represented by

da/dN = A(ΔH)k (13)

In the above equations, α is a constant dimensionless factor, S is the fatigue crack area, σplf is the
cyclic yield point, εfc is the critical strain value under cyclic conditions, and ΔH is the new energy
parameter—the crack-driving force. In Equation (13), k should be equal to 1 (based on dimensional
analysis approach). However, it is also reported in [22] that k varies from 0.87 to 1.38 for different
ductility levels of the tested materials. On the other hand, in the original approach [24], this parameter
strongly depends on the hysteresis loop area measured in the load line. It is more likely that this
approach seems to be correct from a physical point of view but strongly depends on the experimental
techniques of the registered dissipated energy. The problem of measuring dissipated energy regarding
the global-local energy approach is widely discussed in [19]. There are no doubts that the energy
approach supported by numerical methods is a powerful tool in a proper description of FCGR and
residual lifetime estimation based on a rather physical not an empirical model. So far, no attempts
have been made to analyze the ΔH characterization of the parameter, to link it with well-known
parameters from classical fracture mechanics, i.e., CTOD or J-integral. This fact explains, among
other reasons, the relatively low acceptance of energetic models in engineering practice. From the
physical point of view, the other well interpretable quantity with this physical dimension ΔH is the
integral J. Moreover, contemporary numerical and full field experimental methods allow determining
the integral J for advanced materials and loading cases in an efficient way. Many times in the range
of linear fracture mechanics, integral J allows one to determine stress intensity factors where there
are no closed-form analytical solutions. This has been demonstrated in the author’s and co-author’s
works [25–28] devoted to mixed mode fatigue crack growth description. However, it is worth noting
that the number of kinetic energy models based on integral J is still negligible. Dowling and Begley [29]
were the pioneers in describing the kinetics of fatigue cracking [29] using the cyclic J integral concept.
At a later stage, Dowling [30] demonstrated the independence of integral J as a CDF (Crack Driving
Force) from the geometry of samples, which encouraged the stability of this size in the description of
the kinetics of fatigue curing. The path independence in applications to fatigue crack growth problems
is also proven in many papers [31–34]. However, also in this case, the full invariability with respect to
the R-ratio coefficient is not always obtained by substitution of the crack driving force from ΔK to the
integral ΔJ. As evidence, the experimental data for 18G2A and 10HNAP steels (according to standard
Polish nomenclature) recorded in papers [35–39] using bended specimens in FCGR experiment in a
linear and nonlinear fracture mechanics validity range.

Independently from Rozumek’s results [36–39], Joyce et al. [40] reported for cast stainless steel
equivalent to ASME SA-351CF8M a similar impact of R-ratio in elastic-plastic cyclic ΔJ-crack driving
obtained from standardised compact tension (CT) specimens. On the other hand, there are no doubts
that the J-integral crack driving force can be applied where the validity of the linear elastic fracture
mechanics is limited, so the ΔK approach is debatable. However, experimental observations [29–40]
have confirmed the fact that the J-integral approach does not entirely solve the problem of the mean
stress effect in the description of the FCGR. On the other hand, many analytical models seem to confirm
the fact that the solution in the unification of the fatigue cracking process should be sought not so
much in the amplitude of the force driving the crack but in the mutual combination of maximum CDF
values and CDF amplitude.

Considering the above, the previously formulated basics of energy modeling allowed for
the determination of the relation between fatigue fracture rate and energy parameters. Details of
the dimensional analysis modeling [41,42] are available in [21–24,43,44]. In these works, it was
demonstrated that the required energetic parameter with the physical dimension (J/m2) is responsible
for the fatigue fracture process. As it is based on the energy measured in the form of a local hysteresis
loop, the ambiguities with multi-axis loads and geometries of the specimens did not allow for its
proper application. On the other hand, the concept initiated by Kujawski [16] for the elastic parameter
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ΔK seems to be worth considering when applying for elastic-plastic states. From experimental works
and methods of energy accumulation [45], it can be indicated that schematically variable average
load connects ΔJ and Jmax. During fatigue crack growth, as is shown in Figure 3, under a different
load ratio R, in the case of load paths from point i to j (negative maximal load value), the damage
accumulation cannot cause crack growth (no crack opening means that ΔJ+ is zero). For the load
case from k to l (negative stress ratios), the crack is partially open (excluding the Elber crack closure
phenomenon) in the positive part of the loading (ΔJ+ < ΔJ). For the positive R-ratios (load path from m
to n), the ΔJ+ is equal to ΔJ. It is worth noting that, during a cyclic load, Jmax and ΔJ are the values that
bind the local stress intensity in front of the crack front—J plays the same role as K in the elastic-plastic
fracture mechanics. Therefore, the geometric mean of ΔJ+ and Jmax is proposed as a new crack driving
force candidate:

ΔS∗ =
√

ΔJ+ · Jmax (14)

Figure 3. Schematic representation of the ΔS* components during cyclic loading.

2. Kinetic Fatigue Fracture Diagrams for 10HNAP, 18G2A, and the Eiffel bridge 19th-Century
Puddle Iron

For experimental verification, the published fatigue crack growth data (for steel 10HNAP and
18G2A) based on the ΔJ integral range [35–38] was used. In Rozumek’s papers [35–38], the test fatigue
crack growth experiment based on elastic-plastic fracture mechanics was performed on the fatigue test
stand MZGS-100 (Figure 4), enabling cyclically variable and static (mean) loading.

In an experimental campaign (based on ΔJ parameter as a crack driving force), a bent beam
(Figure 5) made from 10HNAP and 18G2A steel was used. The specimens subjected to bending had an
external unilateral sharp notch of 5 mm in depth, with the rounding radius ρ = 0.5 mm. The specimen
dimensions were length L = 120 mm, width W = 20 mm, and thickness t = 4 mm. The scheme of the
specimen is presented in Figure 5.

In the cited experimental campaign, the total ΔJ parameter [24,35,36] was considered as a sum of
the elastic and plastic components of the cyclic ΔJ parameter [24]:

ΔJ = ΔJe + ΔJp = 2πY2a

⎛
⎜⎝

Δεe∫
0

σdεe +

Δεp∫
0

σdεp

⎞
⎟⎠ (15)
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In Equation (15) ΔJe represents elastic part of ΔJ integral range, ΔJp – plastic part, Y—geometric
constraint, εe—elastic strains, εp—plastic strains measured in the vicinity of a crack tip. The tests were
performed on the fatigue test stand MZGS-100 (Figure 3) with the loading frequency 29 Hz and the
maximal bending moment was equal: Ma = 15.64 nm under the Mode I condition. Three different
R-ratios were considered; R = 0, R = −0.5, R = −1. During the experiments, the crack length was
observed using optical methods. All experimental details can be found in Rozumek’s papers [36–39].
After experiments, the elastic-plastic J integral was calculated using boundary element methods
(BEM) and FRANC3D software for fracture mechanics analysis. The detailed experimental-numerical
procedure is described in [36–39]. Finally, the elastic-plastic, kinetic fatigue fracture diagrams were
constructed based on the J-parameter.

 
Figure 4. Fatigue testing machine MZGS-100: 1—bed, 2—rotational head with a holder, 3—specimen,
4—holder, 5—lever (effective length = 0.2 m), 6—motor, 7—rotating disk, 8—unbalanced mass, 9—flat
springs, 10—driving belt, 11—spring actuator, 12—spring, 13—hydraulic connector [36].

Figure 5. Scheme of the specimen subjected for the bending test in Gasiak & Rozumek [35] experiment,
L = 120 mm, W = 20 mm, notch length a0 = 5 mm (notch tip angle 60◦, root radius ρ = 5 mm), a—fatigue
crack length.

As an alternative, for the ΔS* crack driving force, the kinetic fatigue fracture diagrams were
parallel-constructed. The FCGR experiment for the Eiffel bridge [46] puddle iron was designed and
performed in accordance with the American standard ASTM E647 [47]. Scheme of the specimen is
presented in Figure 6. The stress intensity factor (SIF) for the standardized Compact Tension (CT)
specimen is described by [47]

ΔK =
ΔF

B
√

W
f (a/W) (16)
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f
( a

W

)
=

(2 + α)(0.886 + 4.64α − 13.32α2 + 14.72α3 − 5.6α4)√
(1 − α)3

(17)

where α is the normalized crack length referred to the specimen width (α = a/W), B is the thickness of
the specimen, W represents the specimen width, and ΔF is the applied force range. The crack length
was monitored using compliance methods from the clip-gage mounted on additional knives on the
front side of the specimen—CMOD (crack mouth opening displacement).

σ σ
ν

σ ε

Figure 6. Compact Tension (CT) specimen scheme and dimensions for the Mode I FCGR experiment
(puddle iron, all dimensions in mm).

For the energy fatigue crack growth description (puddle iron from the Eiffel bridge), only the
elastic part of the ΔJ-integral range was analyzed using a well-known relationship from linear-elastic
fracture mechanics (with assumed plane stress conditions):

ΔJe =
ΔK2

E
(18)

The chemical composition of analyzed materials is presented in Table 1. Tables 2 and 3 include
both static and cyclic mechanical properties of the considered materials. Kinetic fatigue fracture
diagrams for all materials are shown in Figures 7–9.

Table 1. Chemical composition (in % by weight) of the tested materials.

Material C Mn Si P S Cr Ni Cu Fe

10HNAP [37] 0.14 0.88 0.31 0.066 0.027 0.73 0.30 0.345 bal.
18G2A [36] 0.20 1.49 0.33 0.023 0.024 0.01 0.01 0.035 bal.

tested puddle iron 0.01 0.01 0.07 0.354 0.045 - - - bal.

Table 2. Static mechanical properties of the analyzed metallic materials.

Material
Ultimate Tensile

Strength UTS
(MPa)

Yield Strength
σpl/σ0.2 (MPa)

Young
Modulus E

(GPa)

Poisson
Ratio ν (-)

Fracture
Toughness

JIC (MPa·m)

10HNAP [37] 566 418 215 0.29 0.178
18G2A [36] 535 357 210 0.3 0.320

Eiffel Bridge
puddle iron [46] 342 292 193 0.3 n/a
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Table 3. Low cycle fatigue properties of the analyzed materials.

Material
Fatigue Strength

Coefficient σf’ (MPa)
Fatigue Ductility
Coefficient εf’ (-)

Fatigue Strength
Exponent b (-)

Fatigue Ductility
Exponent c (-)

10HNAP [37] 746 0.442 −0.080 −0.601
18G2A [36] 782 0.693 −0.118 −0.410

Puddle Iron Eiffel
Bridge [46] 603 0.160 −0.078 −0.797

 
(a) (b) 

Figure 7. Fatigue crack growth curves for 10HNAP steel (a) based on the ΔJ crack driving force (based
on data from [37]) and (b) based on the new, averaged ΔS* crack driving force.

 
(a) (b) 

Figure 8. Fatigue crack growth curves for 18G2A steel (a) based on the ΔJ crack driving force (based
on data from [37] and (b) based on the new, averaged ΔS* crack driving force.

 
(a) (b) 

Figure 9. Fatigue crack growth curves for the puddle iron from the Eiffel bridge (a) based on the ΔJ
crack driving force and (b) based on the new, averaged ΔS* crack driving force.
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As observed, the impact of R is noticeable in the case of the ΔJ description in the FCGR diagrams.
In the same way, a similar tendency in the case of the da/dN-Jmax description using the relationship
between Jmax and ΔJ can be demonstrated. However, in the case of an energy approach, the main
concept assumed the representation of the fatigue crack growth rate using invariant kinetic fatigue
fracture diagrams based on a new, crack driving force—ΔS*. ΔS* involves both ΔJ and Jmax parameters.
However, ΔJ should be limited only for ΔJ+. Of course, possible corrections can be done using an
effective ΔJ+ range based on crack closure measurements. Recently, in [48,49], an efficient experimental
method was described for in-situ J-integral calculation using DIC—digital image correlation. In the
presented case, in order to analyze the invariance ability from stress ratio R, the crack driving force
was examined by the simple statistical R2 data fitting using a Paris-like relationship, for ΔJ and ΔS*
crack driving forces:

da
dN

= A1(ΔJ)n (19)

da
dN

= D(ΔS∗)p (20)

As was expected in each case, the new ΔS* crack driving force consolidated all experimental
results for different R-ratios into one straight line in the Paris regime. Moreover, the Paris-like law
data fitting is better in the case of the description of the FCGR curves using the newly proposed crack
driving force. Statistical outputs of the R-square data fitting to the Equations (19) and (20) are presented
in Table 4. According to the statistical analysis, in each case, the introduction of the ΔS* parameter
caused a significant increase in data fitting for the Paris-like model expressed in Equation (20) in
comparison to the model expressed in Equation (19).

Table 4. Statistical analysis of data fitting for the Kinetic Fatigue Fracture Diagram (KFFD) based on ΔJ
and ΔS* (all R-ratios).

All Data from FCGR Tests R2 da/dN-(ΔJ) Equation (19) R2 da/dN-(ΔS*) Equation (20)

10HNAP 0.73 0.94
18G2A 0.54 0.91

Puddle Iron from the Eiffel Bridge 0.64 0.97

3. Conclusions

This article presents an understanding of dimensional analysis identifying the energy force driving
the crack. In the course of this work, it was established that this value is the parameter of ΔH (J/m2)
proposed by Szata [24]. In the absence of an unambiguous analytical interpretation of this parameter,
it was replaced by the integral J, which did not allow avoiding the influence of average load in the
form of R. A new CDF—ΔS*—based on the geometric mean of the maximum value of cyclic J-integral
and its range ΔJ has been proposed to describe the kinetics of fatigue cracking. Its suitability for three
different engineering materials (10HNAP and 18G2A steels and puddle iron) has been tested. On the
basis of the above considerations, the following conclusions may be formulated:

• In contrast to J, S* unambiguously describes the fatigue crack kinetics for 10HNAP and 18G2A
steels in the range of non-positive stress ratio R (considering elastic-plastic conditions).

• In contrast to J, S* unambiguously describes the fatigue crack kinetics for 19th-century puddle
iron from the Eiffel bridge in the range of positive stress ratio R (considering linear elastic fracture
mechanics conditions).

• In each case, the description of KFFD including S* resulted in higher values of R2 data fitting
coefficient for the power-law description of the FCGR in the Paris regime.

• A good physical interpretation of S* as opposed to H allows for its easy implementation into the
numerical environment.

92



Materials 2019, 12, 518

Funding: This research was funded by Wroclaw University of Science and Technology, grant number
0402/0084/18.

Conflicts of Interest: The funders had no role in the design of the study; in the collection, analyses, or
interpretation of data; in the writing of the manuscript; or in the decision to publish the results.

References

1. Paris, P.C.; Erdogan, F. A critical analysis of crack propagation laws. J. Basic Eng. 1963, 85, 528–533. [CrossRef]
2. Forman, R.G.; Kearney, V.E.; Engle, R.M. Numerical analysis of crack propagation in cyclic loaded structures.

J. Basic Eng. 1967, 89, 459–463. [CrossRef]
3. Walker, K. The effect of stress ratio during crack propagation and fatigue for 2024-T3 and 7075-TO Aluminum.

ASTM Int. 1970, 462, 1–14.
4. Elber, W. Fatigue crack closure under cyclic tension. Eng. Fract. Mech. 1970, 2, 37–45.
5. Forman, R.G.; Mettu, S.R. Behavior of Surface and Corner Cracks Subjected to Tensile and Bending Loads

in Ti–6Al–4V Alloy. In Fracture Mechanics: 22nd Symposium; Ernst, H.A., Saxena, A., McDowell, D.L., Eds.;
American Society for Testing and Materials: Philadelphia, PA, USA, 1992; Volume 1, pp. 519–546.

6. Koçak, M. FITNET fitness-for-service procedure: An overview. Weld. World 2007, 51, 94–105. [CrossRef]
7. Huffman, P.J.; Ferreira, J.; Correia, J.A.F.O.; De Jesus, A.M.P.; Lesiuk, G.; Berto, F.; Glinka, G. Fatigue crack

propagation prediction of a pressure vessel mild steel based on a strain energy density model. Frat. Struct.
Integrity 2017, 11, 74–84. [CrossRef]

8. Shi, K.K.; Cai, L.X.; Chen, L.; Wu, S.C.; Bao, C. Prediction of fatigue crack growth based on low cycle fatigue
properties. Int. J. Fatigue 2014, 61, 220–225. [CrossRef]

9. Chen, L.; Cai, L.; Yao, D. A new method to predict fatigue crack growth rate of materials based on average
cyclic plasticity strain damage accumulation. Chin. J. Aeronaut. 2013, 26, 130–135. [CrossRef]
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Abstract: The copper current collector is an important component for lithium-ion batteries and its
stability in electrolyte impacts their performance. The decomposition of LiPF6 in the electrolyte of
lithium-ion batteries produces the reactive PF6, which reacts with the residual water and generates HF.
In this paper, the adsorption and dissociation of H2O, HF, and PF5 on the Cu(111) surface were studied
using a first-principles method based on the density functional theory. The stable configurations
of HF, H2O, and PF5 adsorbed on Cu(111) and the geometric parameters of the admolecules were
confirmed after structure optimization. The results showed that PF5 can promote the dissociation
reaction of HF. Meanwhile, PF5 also promoted the physical adsorption of H2O on the Cu(111) surface.
The CuF2 molecule was identified by determining the bond length and the bond angle of the reaction
product. The energy barriers of HF dissociation on clean and O-atom-preadsorbed Cu(111) surfaces
revealed that the preadsorbed O atom can promote the dissociation of HF significantly.

Keywords: lithium-ion batteries; copper current collector; first-principles method; adsorption

1. Introduction

Since Armand et al. proposed the concept of rechargeable lithium rocking chair batteries in
1972, lithium-ion batteries have been used widely in portable electronic devices, electric cars, and the
aerospace and military fields [1–4]. Although lithium-ion batteries exhibit excellent performance under
ambient conditions, during cycling and storage their usable capacity decreases and internal resistance
increases rapidly at elevated temperatures [5]. Accordingly, numerous attempts have been performed
to increase the thermal stability of lithium-ion batteries. Some studies indicated that LiPF6, widely
used as an electrolyte in lithium-ion batteries, is one of the important origins for the capacity fade at
elevated temperatures. Ravdel et al. [6] analyzed the thermal decomposition of solid LiPF6 and found
that LiPF6 thermally decomposes into PF5 and LiF. PF5 is a strong Lewis acid and easily reacts with the
solid electrolyte interphase (SEI) in Li-ion batteries. Furthermore, the trace amount of water is always
contained in electrolytes (≤50 ppm). Yang et al. [7] investigated the thermal stability of the neat LiPF6

salt in the presence of water (300 ppm) in the carrier gas by thermogravimetric analysis (TGA) and
on-line Fourier transform infrared (FTIR). The results showed that pure LiPF6 salt is thermally stable
up to 107 ◦C in a dry, inert atmosphere. However, the initial decomposition temperature reduced
to 87 ◦C due to the presence of water (300 ppm) with the formation of POF3 and HF. Furthermore,
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the reaction rates between LiPF6 and water in different solvents for Li-ion batteries are in inverse
proportion to the order of their dielectric constants [8]. PF5 can also react with water to form HF,
which can react with organic solvent and the SEI layer. In addition, D. Aurbach [9] proposed that
the surface chemistry can control the electrochemical behavior of both lithiated carbon anodes and
lithiated transition metal electrodes. During cycling and storage, the spontaneous surface reactions
between the SEI and acidic species, such as HF and PF5, are enhanced. That results in an increase in
the electrodes’ impedance and causes capacity-fading at elevated temperatures [10–12]. Therefore,
some reactive additives or new salts are introduced to the electrolyte to weaken the detrimental effect
of decomposition of LiPF6, such as Vinylene carbonate (VC) [5], Li disalicilato-borate salt and silica [12].
Experimentally, Lee et al. [5] found that the SEI layer induced from VC is quite stable at elevated
temperatures. However, the thermal decomposition of LiPF6 salt is unavoidable despite the addition
of VC. In addition, silica [12] and the graphite coating [13] can absorb HF to protect the material
surface from corrosion. Nevertheless, there are still some residual acidic substances to corrode the
material surface.

Many researchers have focused on the anode/cathode materials, electrolytes, and separators.
However, few studies have been made on current collectors, especially the anode current collector,
Cu foil. Myung [14] and Shu [15] et al. found that the presence of HF in the electrolyte was essential in
the formation of the metal fluoride layer on the oxide layer of the SEI and water is very important for
the formation of passive layers on the surface of the copper current collector. Due to the limitations
of these experiments, the microscopic mechanism of the corrosion processes on the surface of Cu foil
is not clarified. Hence, combined with the existing experimental phenomena and data, the reaction
mechanism of the three vital contaminants, H2O, HF, and PF5 on the Cu surface, was investigated by
the first-principles method based on the density functional theory.

2. Computational Method and Models

The copper crystal is a face-centered cubic (FCC) structure. Space group is FM-3M. The unit cell
contains 4 atoms, as shown in Figure 1a. After structure optimization, the copper lattice parameter is
3.68 Å, which is consistent with the experiment value (3.61 Å) [16]. The Cu(111) surface is the most
closely packed plane which is the most stable surface. The close-packed (111) surface energy is the
lowest [17]. Therefore, the Cu(111) surface was chosen to study. Considering the boundary effect,
the clean Cu(111) (2 × 2) surface model with four layer slabs is constructed. Each layer contains
4 atoms, and the vacuum space is set as 15 Å, as shown in Figure 1b.

In the structural optimization of the constructed models, the bottom layer is fixed to simulate
a bulk environment and the others are relaxed. The periodic model calculations are performed
using the Dmol3 package based on the density functional theory (DFT). This is done by adopting the
generalized gradient approximation [18] (GGA) with the Perdew–Wang 91 (PW91) functional [19]
as implemented. All-electron Kohn–Sham wave functions are expanded in a Double Numerical
basis [20,21] (DND). Brillouin zone integration is performed using Monkhorst–Pack special k-point
grids. In order to get the final structure with minimum total energy, the self-consistent field cycle
convergence tolerance is 1 × 10−5 eV and the convergence criteria of optimization is ≤2.0 × 10−5 Ha
(1 Ha = 27.2114 eV), 0.005 Ha/Å, and 0.005 Å for energy, force, and displacement, respectively. HF,
H2O, and PF5 molecules are placed on a clean surface. To calculate the dissociation energy barriers of
HF on the clean and preadsorbed O atom Cu(111) surface, the transition state (TS) [22] of the surface
transformation was located on the potential energy hypersurface by performing a linear synchronous
transit (LST) calculation, combined with a quadratic synchronous transit (QST) calculation [23],
and conjugated gradient refinements. Meanwhile, the smearing energy is set as 0.005 Ha to achieve
the fast energy convergence.
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Figure 1. The models of Cu and three kinds of impurities: (a) the unit cell, (b) the surface periods slab
model of the unit cell, (c) H2O, (d) HF, and (e) PF5.

3. Results and Discussion

3.1. HF, H2O, and PF5 Adsorbed on Clean Cu(111)

Many researchers studied the possible reactions of LiPF6 or water in organic solvents and the
following equations have been accepted [24,25]:

LiPF6⇔LiF + PF5 (1)

PF5 + H2O→POF3 + 2HF (2)

Nonionized LiPF6 dissociates to PF5, a strong Lewis acid, and LiF in organic solvents. PF5 reacts
with the trace amount of water in the electrolyte and generates POF3 and HF. PF5 is highly reactive
and sometimes acts as catalyst [6]. Besides that, Zhao et al. [26] experimentally found that even small
amounts of impurities, such as H2O or HF, enhanced the oxidation rate of copper considerably. Thus,
the adsorption of H2O, HF, and PF5 on the Cu(111) surface are studied in this work.

Figure 2 provides the schematic drawings of HF, H2O, and PF5 adsorbed on the Cu(111) surface
after structure optimization. As shown in Figure 2a,b, the equilibrium adsorbate–substrate distances of
F–Cu and O–Cu are 3.06 Å and 2.46 Å, respectively, which are evidently larger than the sum of the ionic
radius of F−–Cu2+ (2.06 Å) and O2−–Cu2+ (2.13 Å). That is, the isolated HF or H2O will not be inclined
to adsorb on the surface of Cu(111). According to Figure 2e,f, the equilibrium adsorbate–substrate
distances of F–Cu and O–Cu decrease to 2.15 Å and 2.107 Å, respectively, as PF5 exists simultaneously
with HF or H2O, indicating that PF5 can promote the adsorption of HF or H2O.

To further clarify the interaction between HF, H2O, and PF5, the geometrical parameters of HF
and H2O with the stable configurations after structure optimization are calculated. Table 1 lists the
bond lengths of H–F on the Cu(111) surface in Figure 2a,d,e,g. The bond length of H–F increases from
0.956 Å to 1.009 Å with the coexistence of H2O and HF, and it increases to 1.345 Å with the existence of
HF and PF5. As PF5, H2O, and HF exist simultaneously, the bond length of H–F increases to 2.547 Å.
Therefore, both H2O and PF5 can promote the dissociation of the H–F bond on the surface of Cu(111).
Comparatively, the promotion effect of PF5 is more pronounced than H2O.
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Figure 2. Schematic drawings of HF, H2O, and PF5 adsorbed on the Cu(111) surface after structure
optimization: (a) HF, (b) H2O, (c) PF5, (d) HF and H2O, (e) HF and PF5, (f) H2O and PF5, and (g) HF,
H2O, and PF5.

To clarify the effects of HF, PF5 on the adsorption of H2O, the bond lengths and bond angles of
water on the Cu(111) surface are calculated from Figure 2b,d,f,g, which are listed in Table 2. It can be
found that the H–O–H internal angle slightly increases from 103.199◦ to 104.939◦ with the simultaneous
adsorption of H2O and HF. Meanwhile, the internal angle increases to 105.707◦ with the extra addition
of PF5. No evident change was observed for the configuration of H2O molecules, showing that
the adsorption of H2O is physical adsorption, which is consistent with the results illustrated by
Chen et al. [27].

Table 1. Geometrical parameters of HF molecule on Cu (111) surface in Figure 2.

Condition (a) (d) (e) (g)

dH–F/Å 0.956 1.009 1.345 2.547

Table 2. Geometrical parameters of H2O molecule on Cu (111) surface in Figure 2.

Condition (b) (d) (f) (g)

dO–H/Å 0.985 0.985 0.992 0.987

∠(HOH)/(◦) 103.199 104.939 105.707 105.255

Figure 3 shows the electron density plots of HF, H2O, and PF5 adsorption on the stable
configurations of the Cu(111) surface. As illustrated in Figure 3a,b,d, when HF, H2O, or both of
them exist on the Cu(111) surface, there is no obvious overlapping of electron cloud between HF or
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H2O and the surface atoms of Cu(111), suggesting that no adsorption occurs for H2O or HF on the
surface of copper. However, obvious overlapping of electron cloud could be observed between F
atoms from HF and Cu atoms as PF5 and H2O exist simultaneously, as shown in Figure 3e. The similar
results could be observed in Figure 3f, as H2O and PF5 coexist. Moreover, the electron contours of
F atoms and Cu atoms are smooth and round, indicating that the ionic bond forms between the F
atom and Cu atom. It proves that the adsorption of HF is chemisorption. Thus, it can be concluded
that PF5 can promote the dissociation of HF and the physical adsorption of H2O on Cu(111) surface.
Shu at el. [15] observed P, F, and O elements on the surface of Cu foil which was immersed in the
electrolyte of lithium-ion batteries for 30 days and deduced that small amounts of decomposition
product (such as PF5) during storage of lithium-ion batteries may have vital effects on the stability of
copper. Additionally, some researchers deduced that small amounts of decomposition product (such
as PF5) during storage of lithium-ion batteries may have vital effects on the stability of copper [6].

   
(a) (b) (c) 

    
(d) (e) (f) (g) 

Figure 3. The electron density plots of the stable configurations of HF, H2O, and PF5 adsorbed on
Cu(111) surface: (a) HF, (b) H2O, (c) PF5, (d) HF and H2O, (e) HF and PF5, (f) H2O and PF5, and (g)
HF, H2O, and PF5.

To obtain more information about the interaction between the adsorbates and the surface of
Cu(111), the total and partial densities of states (DOS) of related F and Cu atoms are calculated as
shown in Figure 4. The Fermi level (EF) is set as zero and used as a reference. From Figure 4a,
the bonding peaks of clean Cu(111) are mainly located at the energy range between EF and −3 Ha.
The bonding electrons between −0.2 and 0 Ha are mainly dominated by the valence electrons of Cu
d orbit.

As shown in Figure 4b–e, the total and partial densities of states of Cu(111) with the adsorption
of HF, H2O, or both of them are almost identical to the clean Cu(111), which indicates there is no
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bond formation between HF or H2O and Cu(111). The results are consistent with those mentioned
above. However, a new bonding peak of Cu atoms appears at the low-energy region between −0.2 and
−0.15 Ha with addition of PF5, as shown in Figure 4d,f–h. The peak is stemming from the interaction of
Cu 3d orbit and F 2p orbit. The partial densities of states (PDOS) analysis indicates the bond between
F and Cu atom is ionic.

According to Figure 4g, the extra addition of PF5 also results in the expansion of the peak of
DOS of F atom between −0.25 and 0 Ha. Meanwhile, a new bonding peak around the energy level of
−0.05 Ha appears, which is related to a new hybrid orbit which is generated between Cu atom and F
atoms from HF. From Figure 4h, it can be seen that the bonding peaks of F atoms around the energy
level of −0.3 Ha almost entirely disappear with the existence of H2O, HF, and PF5, and DOS of F
atoms is dominated by F 2p orbit. The overlapping of the hybrid orbits is enhanced and the interaction
between F and Cu atoms is strengthened. Thus, it can be concluded that the trace amount of H2O in
the electrolyte can promote the spontaneous dissociation of HF and PF5 on the clean Cu(111) surface.

  

  

Figure 4. Cont.
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Figure 4. Total and partial density of states of F atom in HF, F atoms in PF5, which form bonds with Cu
atoms, and Cu atoms in the topmost layer of clean Cu(111) surface (when the two kinds of F atoms
exist together, the F from HF is above). (a) Clean Cu(111) surface, (b) H2O, (c) HF, (d) PF5, (e) HF and
H2O, (f) H2O and PF5, (g) HF and PF5, and (h) HF, H2O, and PF5.

3.2. The Product Formed by F and Cu Atoms

Our previous work shows that CuF2 forms on the surface of copper after immersion in the
electrolyte of lithium-ions batteries for 30 days [28]. Myung [14] also reported that metal fluoride
was observed in the outer corrosion production layer. According to the lattice parameters of Fischer
et al. [29], CuF2 unit cell is constructed to compare with the simulation results. Figure 5a presents
the CuF2 unit cell after structure optimization. It can be found that Cu–F bond lengths of CuF2 are
1.929 Å and 1.946 Å, respectively, and the bond internal angle of F–Cu–F is 90.2◦. Figure 5b shows
the schematic diagram of the bonds formed by the F atoms and Cu atoms as illustrated in Figure 2g.
The lengths of Cu–F bonds are 2.103 Å and 2.212 Å and the bond internal angle of F–Cu–F is 89.8◦.
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The simulation results are consistent with the lattice parameter of the CuF2 molecule. Hence, the results
demonstrate theoretically that the reaction product formed by the F and Cu atoms is CuF2.

 
(a) (b) 

Figure 5. Schematic drawing: (a) the CuF2 unit cell and (b) the bonds formed by the F atoms and Cu
atoms in Figure 2g.

3.3. HF Dissociation on Clean and Preadsorbed O/Cu(111) Surfaces

In fact, Shu et al. [15] found that HF etches the copper oxides layer on the copper current collector
more severely. To verify this, the dissociation energy barriers of HF on the clean and preadsorbed
O/Cu(111) surfaces were calculated. During HF dissociation processes, the most stable adsorption
sites of the related atoms should be provided. There are four adsorption sites of H, F, and O atoms
adsorbed on the surface, and the adsorption energies are calculated as follows:

Ead = Ea/Cu(111) − ECu(111) − Ea (3)

where ECu(111) is the total energy of the clean Cu(111) surface, Ea is the total energy of the adsorbed
atom, and Ea/Cu(111) is the total energy of the Cu(111) surface with the adsorbed atom. The greater the
absolute value of the adsorption energy is, the stronger the interaction between the adsorbed atom and
the surface. Table 3 lists the adsorption energies of H, F, and O atoms on clean Cu(111). After structure
optimization, it is found that the H, F, and O atoms at the top site are relaxed to the fcc site, and the
H, F, and O atoms at the bridge site are relaxed to the hcp site. According to the adsorption energies
and the positions of H, F, and O atoms in Figure 6, it is concluded that the fcc site is the preferable
adsorption site of H, F, and O atoms on the Cu(111) surface.

According to the calculated results of HF adsorption configurations on the Cu(111) surface, no
spontaneous dissociation of HF can be observed. Hence, the activation energy is required for the
dissociation reaction. The stable adsorption configurations of HF on two surfaces are chosen as the
reactants of dissociation and the stable adsorption configurations of separate H and F at two fcc sites
are predicted as the products of HF dissociation. The activation barrier of the dissociation reaction
is calculated by locating the transition state with the linear synchronous transit (LST) method. The
energy and structural evolution of the systems for HF dissociation on clean and preadsorbed O atom
on the Cu(111) surface are shown in Figure 7. It can be seen that the sites of separate H and F adsorbed
on the Cu(111) surface are in agreement with that of predicted dissociation product. The energy barrier
for the dissociation of HF on the clean Cu(111) surface is 114.27 kJ/mol and it reduces significantly to
19.58 kJ/mol for HF on O atom preadsorbed Cu(111) surface. Hence, the preadsorbed O atom acts as a
catalyst and dramatically slashes the required activation energy of the HF dissociation.

The adsorption energies and geometrical parameters of the HF molecule on clean and O
preadsorbed Cu(111) surfaces are calculated to explain the reduction of the dissociation energy barrier.
From Table 4, it can be seen that the adsorption energy of HF on O/Cu(111) surfaces is 0.52 eV, which is
evidently higher than that on clean Cu(111) surfaces (i.e., 0.27 eV), showing that the adsorption of HF
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on O atom preadsorbed Cu (111) surfaces is more stable than that on clean Cu(111) surfaces. Moreover,
the bond length of HF on Cu(111) surfaces with the preadsorbed O is 0.95 Å, which is longer than
that on clean Cu(111) surfaces. Thus, it can be concluded that the preadsorbed O atom can promote
the break of the H–F bond. Since O atom is more electronegative than F atom, it is apt to break the
H–F bond. Thus, it also demonstrates that HF is prone to etching the copper oxides on the surface of
copper, as reported in the reference [14,15].

Table 3. Adsorption energies of H, F, and O atoms on Cu(111) surface (eV).

Site Top Bridge Hcp Fcc

H −2.619 −2.617 −2.620 −2.622
O −4.970 −4.846 −4.845 −4.971
F −4.024 −4.001 −4.001 −4.025

  
(a) (b) 

  
(c) (d) 

Figure 6. Stable adsorption configuration of adatom on Cu(111) surface: (a) surface adsorption sites of
Cu(111), (b) H, (c) F, and (d) O.

Figure 7. The dissociation pathway for HF on different Cu(111) surfaces.
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Table 4. Geometrical parameters and adsorption energies of HF molecule on clean and O atom
preadsorbed Cu(111) surfaces.

Surface Type Ead (eV) dH-F (Å)

Clean Cu(111) 0.27 0.95
O preadsorbed Cu(111) 0.52 0.98

4. Conclusions

In lithium-ions batteries, PF5 stemming from the thermal decomposition of electrolytes can react
with the residual water in the electrolyte and produce HF. To investigate the effects of PF5, H2O, and
HF on the stability of the copper current collector of lithium-ions batteries, the adsorption of HF, H2O,
and PF5 on Cu(111) surfaces was systematically studied based on the density functional theory.

(1) Both H2O and PF5 can promote the dissociation of HF. PF5 also has a promotion effect on the
physical adsorption of H2O on Cu(111) surfaces. Meanwhile, the spans of the DOS of F atom from
HF between −0.25 and 0 Ha enlarge obviously and a new bonding peak around the energy level of
−0.05 Ha appears with the addition of PF5, indicating a new hybrid orbit is generated between the F
atom from HF and the Cu atom. The bond between the F atom and Cu atom is ionic, and the reaction
product is a CuF2 molecule.

(2) The most stable adsorption sites of the related atoms (H, O, and F) are all the fcc sites.
The dissociation energy barrier on O adsorbate-adsorbed Cu(111) surfaces is much less than that on
the clean Cu(111) surface. The preadsorbed O atom plays a catalytic role to dramatically slash the
required activation energy of the dissociation of HF.
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Abstract: As an innovative surface technology for ultrahigh strain-rate plastic deformation, laser
shock peening (LSP) was applied to the dual-phase TC11 titanium alloy to fabricate an amorphous
and nanocrystalline surface layer at room temperature. X-ray diffraction, transmission electron
microscopy, and high-resolution transmission electron microscopy (HRTEM) were used to investigate
the microstructural evolution, and the deformation mechanism was discussed. The results showed
that a surface nanostructured surface layer was synthesized after LSP treatment with adequate
laser parameters. Simultaneously, the behavior of dislocations was also studied for different laser
parameters. The rapid slipping, accumulation, annihilation, and rearrangement of dislocations under
the laser-induced shock waves contributed greatly to the surface nanocrystallization. In addition,
a 10 nm-thick amorphous structure layer was found through HRTEM in the top surface and the
formation mechanism was attributed to the local temperature rising to the melting point, followed by
its subsequent fast cooling.

Keywords: laser shock peening; dual-phase TC11 titanium alloy; ultrahigh strain-rate plastic
deformation; nanocrystallization; amorphization

1. Introduction

Titanium alloys are the most widely utilized alloy in the aero-engine industry. Due to their
high fatigue strength, low density, and high corrosion resistance, they are employed in components
such as disks, fans, and compressor blades. Nonetheless, the fatigue failure of titanium alloy blades,
especially those subjected to foreign object damage, has been a major concern [1,2]. In order to
improve the fatigue resistance, various surface modification techniques, such as mechanical attrition
treatment (SMAT), high-pressure torsion, and shot peening, have been proposed to improve the
mechanical properties and fatigue strength of titanium alloys [2–4]. One mechanism of fatigue
strength improvement is to induce surface nanocrystallization, the main reason is that nanocrystalline
materials have many exceptional physical, mechanical, and fatigue resistance properties, relative
to their coarse-grained counterparts [5–10]. However, the drawback of these proposed processing
techniques is that they are only suitable for the simple components, which restricted their industrial
application to aero-engine blades.
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Compared with other surface treatment technologies, laser shock peening (LSP) have the
remarkable advantages of not requiring contact with the substrate, of affecting a deep layer, and of
having an excellent controllability, which makes LSP very suitable for complex structures, for example,
aero-engine blades [11–13]. Similar to conventional shot peening, LSP is capable of refining grains and
producing a surface nanostructured layer [14–26]. Recently, LSP has been used on the aero-engine
components to improve the high cycle fatigue performance and to induce surface nanocrystallization of
stainless steels [18,19], titanium alloys [20–22], and nickel-based superalloys [23,24] has been reported.
Lu et al. [14–16] discussed, in detail, the mechanism of grain refinement induced by LSP on LY2
aluminum alloy, AISI 304 stainless steel, and commercially pure titanium. Luo et al. [25] further
analyzed the mechanism of surface nanocrystallization induced by LSP on the metallic alloys with
different stacking fault energies. Moreover, Lainé et al. [26] analyzed, in detail, the effects of metallic
shot peening (MSP) and LSP on the microstructure of Ti-6Al-4V. The results showed that the grain
refinement of MSP was the evolution of tangled dislocation structures and shear bands, whereas
that of LSP was the evolution of directional planar dislocations and networks of dislocation cells
and sub-grains. In addition, the formation of an amorphous structure was noticed on the NiTi shape
memory alloy and silicon after laser-induced shock wave compression [27,28]. To summarize, LSP is
beneficial to the microstructural change of the surface layer and thus, improves the fatigue strength.
Thus, it is of great interest to investigate the microstructural evolution mechanism of the TC11 titanium
alloy under LSP treatment.

In this work, the microstructures of dual-phase TC11 titanium alloys treated by LSP were
characterized by transmission electron microscopy (TEM). The microstructural evolution rule and
surface nanocrystallization mechanism were investigated. In addition, a special phenomenon of surface
amorphization on the top layer was observed by high-resolution transmission electron microscopy
(HRTEM), and the formation mechanism was also discussed.

2. Experimental Procedures

2.1. Materials

TC11 titanium alloy is typically employed for fan blades in the Chinese aero-engine industry.
The chemical composition (in wt %) is given in Table 1. The sample was an α + β type heat-resistant
titanium alloy, composed of a primary hexagonal close-packed (hcp) α phase and a lamellar
transformed bcc β phase. The equiaxial α-grains with an average size of 10 μm and the acicular
β-grains were observed by the optical microscopy, as shown in Figure 1. The alloy was subjected to a
double annealing heat treatment for 2 h at 950–980 ◦C followed by air cooling, and heating for 6 h at
530 ◦C, followed by 6 h of air cooling. The basic mechanical properties of these titanium alloys are
shown in Table 2.

 

Figure 1. An optical micrograph of the TC11 titanium alloy (etched for ~12 s in a solution of 5% HNO3

and 95% of absolute alcohol).
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Table 1. The chemical composition of the TC11 titanium alloy.

Composition Al Mo Cr Zr Si Fe Sn Ti

Percentage (wt %) 5.8–7.0 2.8–3.8 – 0.8–2.0 0.15–0.40 0.2–0.7 – Bal

Table 2. The static tensile properties of the TC11 titanium alloy at room temperature.

Materials Yield Strength σ0.2 (MPa) Ultimate Tensile Strength σb (MPa) Elongation Rate δ (%)

TC11 titanium alloy 930 1030 9

2.2. Principle and Experimental Procedure of LSP

In the LSP process, a laser pulse with a short pulse width (ns) and a high power density (GW/cm2)
was placed on the workpiece surface. The workpiece to be laser peened was covered by two different
layers, namely an opaque ablating layer (Al foil/black paint) and a transparent confining layer
(water/glass), as shown in Figure 2. The laser pulse passed through the transparent confining medium
and struck the ablating layer. It was then absorbed by the ablating layer, which immediately vaporized
and formed plasmas of a high temperature and pressure. The expansion of the plasma detonation
wave led to the formation of a shock wave that propagated into the target with an intensity of
several GPa. When the shockwave pressure was larger than the material dynamic yield strength, a
plastic deformation was produced and resulted in the generation of compressive residual stresses and
microstructural changes in the material surface layer.

Before LSP treatment, the sample surface was polished with SiC paper with a grit number ranging
between 400 and 2000. An ultrasound ethanol bath was then used to clean the surface of the sample.
During the LSP experiment, the confining layer and ablating layers consisted of floating water with a
thickness of about 1–2 mm and a 0.1 mm-thick Al foil, respectively. The titanium alloys were machined
into square samples (40 mm × 40 mm × 4 mm) which were mounted on a five-coordinate robot arm.
The robot arm was controlled to move in the x-y direction in order to achieve the designed laser paths,
shown in Figure 2. The laser pulse with a wavelength of 1064 nm and a pulse of around 20 ns was
generated by a Q-switched self-designed Nd:YAG laser (SGR-EXTRA/25J). The laser spot diameter,
overlapping-rate, and repletion-rate were 3 mm, 50%, and 1 Hz, respectively. In order to investigate
the effect of laser parameters on the microstructural characteristics, different laser power densities
(2.83, 4.24, and 5.66 GW/cm2) at three impacts were adopted.

 

Figure 2. Schematic illustrations of the laser shock peening process. (a) The plasma shock wave
generated by nanosecond pulse laser; (b) The LSP processed area of samples for microstructural
observation and laser shock paths (the LSP processed area had the dimensions of 25 × 20 mm).

2.3. Microstructural Observations

X-ray diffraction (XRD) analyses of the TC11 titanium alloy with and without LSP treatment
were conducted using an MFS-7000 X-ray diffractometer with Cu-Kα radiation (Shimadzu, Kyoto,
Japan). The take-off angle was 6◦ and the generator settings were 40 kV and 35 mA. The diffraction
data were collected for values of 2θ ranging from 30◦ to 80◦ at a step of 0.02◦ and a time step of 5 s.
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TEM HRTEM observations on the LSP-treated samples were performed using a JEM-2100F (Japan
Electron Optics Laboratory, Beijing, China) with the following experimental parameters: FEG (field
emission gun): 200 kV; point resolution: 0.23 nm; and line resolution: 0.14 nm. The TEM foils for the
surface layers of the samples were prepared by mechanically grinding the samples on the side that
had not been subjected to LSP in order to obtain thin plates with a thickness of about 50 μm. The thin
plates were then electro-polished using a twin-jet technique in a liquid solution consisting of 300 mL
of CH3OH, 175 mL of C4H9OH, and 30 mL of HClO4 (30% solubility). The grain size measurements
were made directly from the dark-field TEM images. In addition, the focused ion beam (FIB) lift-out
method was used to prepare the cross-sectional TEM samples from the top surface of the LSP-treated
sample in the FEI Helios NanoLabTM 600i system, and the HRTEM observation was used to analyze
the microstructural characteristics at different depths.

3. Results and Discussion

3.1. Microstructure Characterization on the Surface

Figure 3 shows the XRD patterns of the LSP-treated specimens with different laser power densities
at three impacts. After LSP treatment, the Bragg diffraction peak of the TC11 titanium alloy became
broader and decreased in intensity, which indicated that the grain refinement, lattice deformation, and
micro-strain increases had been induced on the surface layer of the alloy. It is worth noting that, as
the power density increased, the Bragg diffraction peaks broadened more significantly and eventually
flattened out. On the other hand, the XRD spectral peak and position remained virtually unchanged,
indicating that no phase change had occurred. The ultrahigh strain rate plastic deformation was
induced during the LSP process, which resulted in the generation of a non-uniform residual elastic
micro-strain in the materials and a microstructural change. This was the reason for the tendency of the
broadening of the diffraction peak to deviate towards low angles, as seen in the inset of Figure 3.

 

Figure 3. The X-ray diffraction pattern of the surface microstructure with different laser power density
at three impacts. (a) original; (b) 2.83 GW/cm2; (c) 4.24 GW/cm2; (d) 5.66 GW/cm2. The inset shows
the XRD pattern for 2θ from 37.5◦ to 42◦.

The XRD patterns showed that the laser power density had a direct influence on the
microstructural change following LSP treatment. The XRD measurement results were relative to
the surface layer with a depth of about 1 μm (the penetrated depth of the X-ray). Thus, in order to
further confirm the grain refinement induced by the LSP treatment and to analyze the microstructural
evolution of the TC11 titanium alloy under ultrahigh strain-rate deformation, TEM observations were
carried out.

Figure 4 shows the TEM images obtained from the top surface layer after LSP treatment. The
original TC11 titanium alloy was composed of α and β phases and the phase boundary, as seen in
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Figure 4a. The greatest dimension of these phases reached several micrometers. After LSP with a low
laser power density (2.83 GW/cm2), high-density dislocation configurations (dislocation, dislocation
tangle, and dislocation cell) were generated near the grain boundaries, as shown in Figure 4b. When
the laser power density increased to 4.24 GW/cm2, many nanocrystalline artifacts were generated,
as shown in Figure 4c,d. The corresponding selected area electron diffraction (SAED) pattern was
dominated by circles, which indicated the random orientations of the nanocrystalline artifacts and
their high angle grain boundaries. When the power density was increased to 5.66 GW/cm2, the
surface nanocrystallization was completed, as shown in Figure 4e,f, and the grain size was refiner and
more uniform compared to that induced by lower laser power densities. The corresponding SAED
pattern presented continuous, homogeneous and broadened concentric rings, confirming the random
crystallographic orientation of the grains. In a previous work, we investigated the effect of multiple
LSP impacts on the TC11 titanium alloy at a power density of 4.24 GW/cm2 [29] and found that the
high-density dislocations and dislocation walls were formed after one impact, and the numerous
nanocrystalline artifacts were generated after three LSP impacts. When the number of LSP impacts
increased to five, the average grain size decreased to about 40 nm and the grain orientation of the
nanocrystalline artifacts became more random and uniform. Therefore, increasing either the laser
power density or the LSP impacts was effective in inducing surface nanocrystallization. In other words,
grain refinement increases with the amount of laser energy injected into the materials.

 

Figure 4. The transmission electron microscopy TEM images and corresponding diffraction patterns of
the surface layer of the TC11 titanium alloy samples after LSP with different laser power densities at
three impacts. (a) without LSP; (b) 2.83 GW/cm2; (c) 4.24 GW/cm2, the inset is the corresponding SAED
pattern; (d) the corresponding dark-field image of (c); (e) 5.66 GW/cm2, the inset is the corresponding
SAED pattern; (f) the corresponding dark-field of (e).
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To investigate the microstructural characteristics at different depths of TC11 titanium alloys
after LSP treatment. The chosen sample was the one that had been subjected to LSP with a power
density of 4.24 GW/cm2 at three impacts. The cross-sectional microstructure of TC11 titanium alloy is
shown in Figure 5. The top region in Figure 5a was a carbon (C) deposition layer which was used to
protect the sample from the ion beam during the TEM sample preparation by FIB. The integrity of the
C deposition layer showed that the sample had not been damaged during the preparation process.
The SAED pattern in the selected region, A, showed that the nanostructure was produced after LSP
treatment, consistent with the results reported in Figure 5. Beneath the nanocrystalline layer, at a depth
of about 350 nm, the slight elongation of the corresponding SAED pattern points indicated to the
presence of high-density dislocations and sub-structures in the selected region, B. The microstructural
characteristics at different depths were consistent with the attenuation rule of the laser-induced shock
wave pressure in the materials. The SAED pattern of the top surface (region C) presented halo ring
characteristics, which may have been caused by the presence of either very fine grains or amorphous
phases. To clarify the microstructural morphology, HRTEM observations were carried out, as shown in
Figure 5b, which confirmed the amorphous structure of the material for 10 nm in thickness. For depths
greater than 10 nm, the microstructure was composed of both nanocrystalline and amorphous phases.
This was also confirmed by the corresponding SAED pattern of region C, in which both halo rings and
diffraction spots were presented.

 

Figure 5. TEM photographs and selected diffraction patterns in cross-section and HRTEM photographs
on the top surface layer of TC11 titanium alloy treated by LSP with three impacts. (a) The cross-sectional
TEM image, and the plastic deformation layer is divided into three layers, typically regions, A, B and C).
(b) The HRTEM observation of region C in (a).

3.2. Surface Nanocrystallization

The results described in Section 3.1 show that different microstructures were generated after LSP
treatment with different laser parameters, including high-density dislocations, dislocation tangles,
dislocation cells, and nano-grains. Hence, the surface nanocrystallization process was similar to the
one caused by conventional severe plastic deformation methods, such as shot peening and surface
mechanical attrition treatment [3,6]. On the other hand, there are many differences in the surface
nanocrystallization mechanism between LSP and conventional shot peening.
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In conventional shot peening, the plastic deformation with a strain-rate of about 103 s−1

occurs in the contact region when the material surface is struck by hard particles, and the surface
nanocrystallization is a stepwise evolution process. As for LSP, when the shock wave pressure induced
by LSP was larger than the material dynamic yield strength, plastic deformation occurred and the
strain-rate of the plastic deformation reached 106 s−1. During the plastic deformation process, the
atoms were forced to move because of the laser-induced shock wave. According to the homogeneous
nucleation theory [30,31], the atoms usually moved in arrays at the shock wavefront, which led to
the formation of dislocations. Unlike the dislocation formation process during conventional shot
peening, these dislocations were generated at the shock wavefront in the direction of the shock wave
propagation. If dislocations were generated, the subsequent shock wave caused the dislocations to
ship; if the dislocations met each other or other crystal defects, the dislocation slipping ceased. The
dislocations, therefore, gather in correspondence of special locations, where there is a great resistance to
their movement, giving rise to the formation of two special statuses: dislocation tangles and dislocation
cells. The process of microstructural change was completed extremely rapidly, which was attributed
to the fact that the action of the shock wave lasted for only a few tens of nanoseconds. As shown
in Figure 4 and in the previous work [29], the surface nanocrystallization was realized when the
laser power density or the LSP impacts increased. An increase in the laser power density or LSP
impact corresponds to an increase in the laser energy injection into the materials, or an increase in
the dynamic plastic deformation time of the laser-induced shock wave, as described in Figure 6. The
injected laser energy was transformed into material plasticity energy by the action of the shock wave
and was stored in the crystal defects such as dislocations and grain boundaries. The degree of grain
refinement increases with the laser energy injected in the material. Therefore, when the dynamic
plastic deformation time of the shock wave increases, the dislocations were further driven to slip.
Lastly, the dislocation cells transformed into nano-grains, while the dislocation walls transformed
into nano-grain boundaries by the annihilation and rearrangement of dislocations. On the other hand,
due to the local temperature rising during the LSP process (detailed discussion in Section 3.3), the
dynamic recrystallization took place. Therefore, the surface nanocrystallization mechanism consisted
of three main steps: (i) the formation of high-density dislocations; (ii) the pileup of dislocation to
dislocation cells; (iii) the formation of sub-grain boundaries and of surface nanocrystalline artifacts
through continuous energy injection and dynamic recrystallization.

Figure 6. The principle of the action of the shockwave for increasing the laser power density or LSP
impact. tAB and tCD are the plastic deformation times at a fixed power density and at a higher power
density, respectively; 3-AB is the dynamic plastic deformation time with the three impacts.
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3.3. Mechanism of Laser-Induced Amorphization

Amorphization is considered as an extreme case of grain refinement. There are two methods for
synthesizing amorphous structures in metallic materials [32,33]: (i) “freezing” the dynamic disorder of
a liquid using an extremely high cooling rate, that is, rapid quenching; (ii) destabilizing and “melting”
a solid to the amorphous state by introducing chemical and/or structural disorder, which is known
as solid-state amorphization. For example, Ye et al. [27] found that an amorphous phase could be
generated by LSP and discussed the formation mechanism based on the plasticity theory. Similar
results and formation mechanisms were reported by Wang et al. [34], who found that the threshold
peak pressure for amorphization of a NiTi alloy was about 3.3 GPa (the pressure is 4.4 GPa in this case).
Meyers [35,36] found that shear bands were generated in AISI 304 stainless steel and germanium
under shock loading conditions, and the formation of an amorphous phase was observed in these
shear bands. The liquid-solid structure induced by the local temperature rising and subsequent fast
cooling were the main reasons for the formation of an amorphous phase; however, the LSP-induced
surface amorphization of titanium alloys has not been reported in the literature so far. Therefore, it is
necessary to investigate the mechanism of surface amorphization by LSP on titanium alloys.

According to the results reported in References [34–37], the crystal-to-amorphous transition can be
attributed to the local temperature rising to the melting point of the material due to plastic deformation
and its subsequent fast cooling. Worswick and Yang [38] assumed that 5% of the plastic deformation
work was stored in the grain defects and 95% was transformed into heat. In addition, the duration of
the plastic deformation induced by LSP was only a few tens of nanoseconds. Thus, this thermodynamic
process at the shock wavefront was regarded as an adiabatic process. The adiabatic temperature rising
during the course of the dynamic loading could be calculated as [39] follows:

ΔT =
β

ρCp

∫ ε f

0
σdε (1)

where β is the Taylor–Quinney coefficient which characterizes the portion of plastic deformation work
converted into heat (assumed to be 0.9 in this case), ρ is the density (4.48 g/cm3 for the present TC11
titanium alloy), Cp is the specific heat capacity (0.48 J/(g·K) for the present TC11 titanium alloy), σ is
the flow stress, and εf is the true strain in the final state. The dynamic mechanical behavior in the
plastic deformation process is usually described by the Johnson–Cook constitutive model and the
flow stress σ induced by LSP is expressed by Equation (2) [40]. Thus, the temperature rising could be
expressed by Equation (3) after substituting the Johnson–Cook constitutive equation.

σ = (σ0 + Bεn)

(
1 + C ln

.
ε
.

ε0

)
(2)

ΔT =
0.9(1 + C ln

.
ε/

.
ε0)

ρCp
(σ0ε f +

Bε f
n+1

n + 1
) (3)

where σ0 and
.

ε0 are the initial field strength and reference strain-rate. B, C, and n are the constants of
the Johnson–Cook constitutive equation. For the titanium alloys, the relative constants are as follows:
σ0 is 1030 MPa (shown in Table 2),

.
ε0 is 10−2/s, and

.
ε is 107/s; B, C, and n are 1092 MPa, 0.014, and

0.93, respectively [41]; and εf is about 2 for the local strain. The local temperature rising ΔT was found
to be about 1990 K, which was higher than the melting temperature Tm (about 1800 K) of the TC11
titanium alloy.

During the LSP process, once the temperature in the material reached Tm, melting occurred
without consuming any enthalpy of fusion. The temperature rising in the melting region transited into
the neighboring regions to the melting point, until the heat flow from the melting zone was no longer
sufficient to raise the temperature of its neighbor to Tm. The cooling rate in the melting region was at
least of the order of 107 K/s [42], which resulted in the liquid-to-amorphous phase transformation. This
is why a 10 nm-thick of amorphous phase was observed by HRTEM in the present TC11 titanium alloy.
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3.4. Microhardness Distribution

To better characterize the base material behavior to LSP, changes in the properties were evaluated
via Vickers microhardness measurements. In this study, the microhardness of samples was tested by
the MVS-1000JMT2 microhardness tester (BAHENS, Shanghai, China), using an indentation load of
500 g with a dwell time of 15 s at the section. For each depth of the specimen, the hardness value was
regarded as an average of 5 measurement results and a confidence interval of 95%.

The cross-sectional microhardness curves of TC11 titanium alloy after LSP treatment is shown in
Figure 7. It is observed that the average value of surface microhardness of the original specimen is
approximately 351 HV0.5. After LSP treatment, the microhardness was effectively increased and the
maximum value was located at the surface at 424 HV0.5. The affected depth is about 500 μm and the
gradient change of the microhardness is consistent with the attenuation of the laser-induced shock
wave pressure. The microhardness improvement is attributed to the surface work hardening and
microstructural changes induced by LSP. The relationship between microhardness and microstructure
can be expressed by the Hall–Petch equation [43]:

Hv = H0 + kd−1/2 + αGbρ1/2 (4)

where Hv is the microhardness of the material, H0 is the original hardness of the material, k and α are
material constants, d is the grain size, G is the shear modulus of the material, b is the Burgers vector,
and ρ is the dislocation density. After multiple LSP treatments, the grain sizes in the surface layer
are refined and high-density dislocation is found in the substrate layer. According to the Hall–Petch
model, the microhardness increases after LSP treatment. Due to the thickness being only 10 nm, the
effect of the surface amorphousness on microhardness cannot be assessed.

Figure 7. The cross-sectional microhardness of the TC11 titanium alloy with LSP treatment.

4. Conclusions

In this paper, the surface and cross-sectional microstructures of the TC11 titanium alloy
were characterized via transmission electron microscopy and high-resolution transmission electron
microscopy. According to the different microstructural features, the mechanisms of surface
nanocrystallization and amorphization after LSP treatment were discussed. The main conclusions
obtained in this work may be summarized as follows:

(1) Surface nanocrystallization was induced by LSP on the TC11 titanium alloy. In the LSP process,
the dislocations were generated at the shock wavefront. They then developed into dislocation
cells and finally formed the nano-grains by dislocation, slipping under the continuous shock
wave, and dynamic recrystallization.
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(2) More specially, an amorphous layer of about 10 nm thickness was generated on the top surface
above the nanostructured layer. The local temperature rising during the LSP process resulted from
the dynamic compression and ultrahigh strain-rate plastic deformation under the laser-induced
high-pressure shock wave. The combined effect of the temperature rising to the melting point
and the fast cooling caused the surface amorphization of the TC11 titanium alloy.
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Abstract: A sort of tungsten/chromium(W/Cr) co-doped bismuth titanate (BIT) ceramics
(Bi4Ti2.95W0.05O12.05 + 0.2 wt % Cr2O3, abbreviate to BTWC) are ordinarily sintered between 1050 and
1150 ◦C, and the indentation behavior and mechanical properties of ceramics sintered at different
temperatures have been investigated by both nanoindentation and microindentation technology.
Firstly, more or less Bi2Ti2O7 grains as the second phase were found in BTWC ceramics, and the
grain size of ceramics increased with increase of sintering temperatures. A nanoindentation test for
BTWC ceramics reveals that the testing hardness of ceramics decreased with increase of sintering
temperatures, which could be explained by the Hall–Petch equation, and the true hardness could
be calculated according to the pressure-state-response (PSR) model considering the indentation size
effect, where the value of hardness depends on the magnitude of load. While, under the application
of microsized Vickers, the sample sintered at a lower temperature (1050 ◦C) gained four linearly
propagating cracks, however, they were observed to shorten in the sample sintered at a higher
temperature (1125 ◦C). Moreover, both the crack deflection and the crack branching existed in the
latter. The hardness and the fracture toughness of BTWC ceramics presented a contrary variational
tendency with increase of sintering temperatures. A high sintering tends to get a lower hardness
and a higher fracture toughness, which could be attributed to the easier plastic deformation and the
stronger crack inhibition of coarse grains, respectively, as well as the toughening effect coming from
the second phase.

Keywords: Bi4Ti3O12 ceramics; sintering temperature; crack propagation; mechanical properties;
indentation behavior

1. Introduction

Bismuth layered structure ferroelectrics (BLSF), as a kind of deuterogenic perovskite compounds
with a high Curie temperature, have become a competitive candidate for the sensitive materials
of those piezoelectric/ferroelectric devices with high operating temperatures [1] in view of their
interesting electromechanical-coupling behaviors and fatigue-free properties [2]. In the family of
BLSFs, Bi4Ti3O12 (BIT) as a typical member has attracted great interest during the 1970s because of
its high Curie temperatures of ~675 ◦C and large spontaneous polarization of ~50 μC/cm2 along the
a-axis. BIT has been reported to have considerable potential for application in some high-temperature
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(300 ◦C~400 ◦C) piezoelectric transducers after its high electrical conductivity were significantly
decreased by Nb-doping [3].

In most piezoelectric sensors and actuators, ferroelectric ceramics are prone to fatigue due to
cyclic electrical or mechanical loadings. The fatigue manifests its effect as a reduction in domain
switching ability or mechanical strength and subsequent premature failure of devices. However, such
mechanical properties of ferroelectric ceramics, which significantly influences the reliability of the
devices. These often neglected because we used to pay more attention to their electrical properties,
which are more relevant to the output of devices. Especially in some severe working environments
involved with high temperature, strong coupling and high frequency, etc. [4,5], some complicated
mechanical behavior of ferroelectric ceramics including fatigue crack propagation, creep deformation,
and brittle–ductile transition have to be considered in the structural design of devices for the guarantee
of reliability. To characterize the mechanical behavior of ferroelectric ceramics is of paramount
importance in understanding their in-service failure mechanisms based on the knowledge that the
sharp indenter has considerable potential as a microprobe for quantitatively characterizing mechanical
properties. The indentation technology has been widely used in the last three decades for measuring
the mechanical properties of small-scale materials such as electrical ceramics [6,7]. On the other
hand, it is well known that the sintering temperatures plays an important role in the microstructural
development of ceramics, further influencing its macroscopic mechanical properties [8–11].

Recently, W/Cr co-doped Bi4Ti3O12 ceramics were identified to have a low electric conductivity
and a high piezoelectric constant [12,13]. However, there is hardly any report referring to the influence
of sintering temperatures on the mechanical properties of this material. In this paper, a sort of W/Cr
co-doped Bi4Ti3O12 ceramics with the optimal chemical composition were synthesized by a traditional
ceramic process. We investigated the microstructural evolution of ceramics with the sintering
temperatures, revealing the correlation between the deformation mechanism and microstructures of
ceramics by two mechanical testing including nanoindentation and Vickers indentation.

2. Experiment

2.1. Preparation of Ceramics

A sort of W/Cr co-doped Bi4Ti3O12 ceramics with a chemical formula of Bi4Ti2.95W0.05O12.05 + 0.2 wt %
Cr2O3 (abbreviated as BTWC), were fabricated by two steps using the conventional solid-state reaction
technique. First of all, reagent-grade oxide powders: Bi2O3 (99.999%), TiO2 (98%) and WO3 (99%)
(Sinopharm Chemmical Reagent Co., Ltd., Shanghai, China) were weighed in the stoichiometric
amounts (Bi4Ti2.95W0.05O12.05) of the ceramics. These raw materials were mixed by planetary ball
mill using ethanol as solvent and zirconia as grinding balls for 24 h. This homogeneous mixture was
calcined at 850 ◦C for 4 h to synthesize the compound of Bi4Ti2.95W0.05O12.05 after drying. Secondly,
0.2 wt % of Cr2O3 (99%) was added into the calcined powders and then mixed with them in the
same method. The dried powders were granulated with polyvinyl alcohol (PVA, 8%). And then,
the powders were compacted into discs with a diameter of 10 mm and a thickness of 1 mm under
an isostatic stress of 150 MPa. After PVA was burned out at 450 ◦C, these discs were sintered at a
temperature range of 1050–1150 ◦C for 4 h in a sealed alumina crucible to get BTWC ceramics.

2.2. Characterization of Ceramics

2.2.1. Microstructural Characteristics

The actual density of ceramics was measured by the Archimedes method. The phase structures
of ceramics were determined by an X-ray diffractometer (XRD, DX2700, Dandong, China) using
Cu-Kα radiation (λ = 1.5418 Å) at room temperature. The microstructural morphology of the ceramics
was observed by scanning electron microscopy (SEM, JSM-610LV, JEOL, Tokyo, Japan) focusing on
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their natural surfaces. The average grain size was obtained by the linear intercept method from the
SEM images.

2.2.2. Nanoindentation Test

A nanoindentation testing system (Hysitron Triboscope, Hysitron, Eden Prairie, MN, USA)
conducted by a Berkovich indenter was employed to investigate the elastic and plastic properties
of the ceramics. Firstly, the surfaces of ceramics were finely polished using diamond pastes. In all
tests, both the loading rate and the unloading rate were maintained at 0.5 mN/s for each peak load
(50 mN, 100 mN, 150 mN and 200 mN). Forces and displacements were synchronously recorded to
obtain the load-depth curves. The hardness (H) and other parameters were determined according to
the Oliver–Pharr method as following formulas [14],

H =
P
A

(1)

A = 24.56h2
c (2)

hc = h − ε
P
S

(3)

Er =

√
π

2
× S√

A
(4)

1
Er

=
1 − v2

E
+

1 − vi
2

Ei
(5)

where P is the peak indentation load; A is the project area of the hardness impression; hc is the contact
depth deduced from the resultant load-displacement curves; h is the maximum depth of penetration;
ε is the indenter geometry constant. For the conical indenter, ε has an empirical value of 0.75; S is the
stiffness determined by the upper portion of the unloading data; Er is the reduced modulus; E and ν

are the elastic properties of the samples, and Young’s modulus and Poisson’s ratio of the diamond
indenter are Ei = 1440 GPa and νi = 0.07 [15].

2.2.3. Vickers Indentation Test

A Vickers diamond indenter (AKASHI, AVK-A, Tokyo Japan) was used for measuring the
hardness and fracture toughness of ceramics with a polished surface. The indentation load of 19.6 N
was applied and the holding time was 15 s. The hardness and fracture toughness were determined
by the indentation fracture technique and the geometry patterns of the indentation and cracks were
observed by SEM. The values of hardness (H) was measure according to the ASTMC 1327-99 and
fracture toughness (KIC) was proposed by Anstis [16], which were calculated by following formulas,

H = 1.8544
P
d2 (6)

KIC = 0.016
(

E
H

)1/2( P
C3/2

)
(7)

where, the value of P is 19.6 N, d is the average length of diagonal under indentation, E is the Young’s
modulus obtained from the nanoindentation test and C is the length of crack measured from the center
of the indentation.

3. Result and Discussion

Figure 1 shows the XRD patterns of the BTWC ceramics sintered at different temperatures.
The diffraction peaks marked by rhombs were well-indexed as Bi4Ti3O12 with an orthorhombic
structure and a space group of B2cb (41) in the light of JCPDS card # 72-1019. It suggests that
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all WO3 and Cr2O3 doped were successfully diffused into the crystal lattice of Bi4Ti3O12, forming
a solid solution with the matrix. Considering the preparing process of BTWC ceramics, WO3 of
5 mol % was firstly added into the raw material according to the stoichiometric composition of
Bi4Ti2.95W0.05O12.05 (BITW), thus these W6+ introduced will occupy those Ti4+ vacancies designed in
the starting composition of powders. While Cr2O3 of 0.2 wt % as a fully redundant component were
then added into the as-calcined BITW powders, thus Cr3+ can only substitute Ti4+ in the later sintering
process of ceramics [17]. In the [TiO6] octahedron of Bi4Ti3O12, the substitution of W6+ and Cr3+ for
Ti4+ could be attributed to their similar ionic radius (W6+: 0.600 Å, Cr3+: 0.615 Å and Ti4+: 0.605 Å)
and matching coordination number based on the theory of crystal chemistry. However, a secondary
phase (asterisked) was detected in all samples, which was identified as Bi2Ti2O7 with a cubic structure
according to JCPDS card # 32-0118. In the preparation process of BTWC ceramics, Bi2Ti2O7 is prone
to form in case of an initial Ti/Bi ratio higher than 3/4 during calcining and may also be resulted
from the decomposition of Bi4Ti3O12 during sintering [18]. According to the intensity ratio between
the impurity phase and the total phases [19], the phase content of Bi2Ti2O7 in each sample can be
figured out as follows: 6.63% (1050 ◦C), 2.52% (1075 ◦C), 2.46% (1100 ◦C), 10.18% (1125 ◦C) and 3.27%
(1150 ◦C), respectively. The sample sintered at 1125 ◦C seems to contain more Bi2Ti2O7 than the others,
which may be caused by the heavy decomposition of Bi4Ti3O12 at this sintering temperature.

Figure 1. wt %XRD patterns of BTWC ceramics sintered at different temperatures.

Figure 2 shows the microstructures on the natural surfaces of BTWC ceramics sintered at different
temperatures. It can be found that all these samples were mainly composed of the plate-like grains
with random orientation. This special grain morphology with a high aspect ratio is contributed by a
higher grain growth rate along the a-b plane of the crystal [9], which is essentially related to a lower
interfacial energy in this crystallographic plane [17]. With the increase of sintering temperatures from
1050 to 1150 ◦C, the average length of plate-like grains slowly increases from 3.2, 4.1, 5.3 to 7.6 μm in
the prophase, but soars to 16.1 μm in the end. The sample sintered at 1150 ◦C (Figure 2e) presents
an extreme grain growth, which may be attributed to the formation of liquid phase accelerating
the grain boundary diffusion at the higher sintering temperature. In addition, it can be seen from
Figure 2a that some pores could be observed in the sample sintered at 1050 ◦C. The porosity could
reflect the densification effect of ceramics, and some appropriate donor dopants are suggested to favor
the densification process of Bi4Ti3O12 ceramics by a solute drag mechanism [20]. Also, the liquid
phase occurring in the grain boundary during sintering may also promote the densification process of
ceramics [21]. On the other hand, one can also see that some small polyhedral grains were mingled
with these big plate-like grains. These heteroid grains are indexed as Bi2Ti2O7 impurity, and their
apparent amount basically agree with their phase content for each sample. Here, the sample sintered
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at 1125 ◦C seems to contain more impurity as shown in Figure 2d and the inserted figure, a normal
growth of Bi4Ti3O12 grains may be depressed by the competitive growth of Bi2Ti2O7 grains [22].
The microstructural evolution of BTWC ceramics with the sintering temperatures are summarized in
Table 1. The relative density of all the samples exceed 93%, especially, the sample sintered at 1150 ◦C
obtained a high density of 97.83%, which may be profited from both its intrinsic less impurity phase
and extrinsic more liquid phase during sintering.

Figure 2. SEM photos on the natural surfaces of BTWC ceramics sintered at different temperatures:
(a) 1050 ◦C; (b) 1075 ◦C; (c) 1100 ◦C; (d) 1125 ◦C; (e) 1150 ◦C.
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Table 1. Microstructural evolution of BTWC ceramics with the sintering temperatures.

Sintering Temperature 1050 ◦C 1075 ◦C 1100 ◦C 1125 ◦C 1150 ◦C

Phase content of Bi2Ti2O7 (%) 6.63 2.52 2.46 10.18 3.27
Average grain size of Bi4Ti3O12 (μm) 3.2 4.3 5.1 7.6 16.1

Relative density of ceramics (%) 95.42 97.09 95.36 96.71 97.83

Figure 3 shows the typical load-displacement curves of BTWC ceramics sintered at different
temperatures, which are derived from the nanoindentation test. A peak load of 100 mN was applied to
these samples. It can be seen that both the loading curves and the unloading curves were successive
and smooth for all samples, that is to say that there is no local brittle fracture occurring in the whole
deformation process of BTWC ceramics, thus a fine ductility could be considered for them when
subjected to the applied load. In addition, the maximal displacement of samples presents a slight
increase following the increase in sintering temperatures, and a significant increase was observed at
1150 ◦C, which indicates that the change of sintering temperature leads to the evolution of mechanical
behavior for BTWC ceramics. In fact, a different elastic–plastic deformation mechanism was concealed
under the applied stress. Here, the inserted map in Figure 3 describes the hardness of BTWC ceramics
as a function of their sintering temperatures. As can be seen that the hardness value showed a
continuous downtrend with the increase of sintering temperatures. This result can be explained by the
classical Hall–Petch relation as follows [23],

H = H0 + kd−1/2 (8)

where, H0 and k are material constants, d is the grain size of materials. It shows that a higher hardness
is usually existing in the fine-grained materials. For BTWC ceramics, it has been identified by SEM
that the grain size increase with the increase of sintering temperatures, which determines the decrease
of hardness by the Hall–Petch relation. Therefore, the fine-grained ceramics are prone to have a harder
plastic deformation because of its higher hardness.

Figure 3. Load-displacement curves of BTWC ceramics sintered at different temperatures in the
nanoindentation test.

Here, some mechanical properties of BTWC ceramics obtained by the nanoindentation test are
summarized in Table 2. The Young’s modulus (E) of solid materials indicates the ability to resist the
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elastic deformation. As for ceramics, it is considered to have some connection with the strength of
ionic bonds and covalent bonds, the porosity and the second grains [24]. The highest Young’s modulus
of 98.57 GPa is obtained by the sample sintered at 1125 ◦C, which has the highest phase content of
Bi2Ti2O7. It has been reported that Bi2Ti2O7 has a smaller deformation than Bi4Ti3O12 when they
are subjected to external force, due to the lower axial ratio of its cubic cell [25]. On the other hand,
all the maximum depth (h), contact depth (hc) and residual deformation depth (hp) roughly present an
uptrend with the increase of sintering temperatures. The sample sintered at 1050 ◦C responds a smaller
deformation (both elastic and plastic) to the applied stress compared with the others, which could be
ascribed to the fact that the fine-grained materials may bring about additional obstacles for dislocation
movement in the adjacent grains. However, the residual depth caused by the plastic deformation is
abundant for BTWC ceramics. The proportion of residual deformation depth in the total indentation
penetration depth exceeds 50%. Thus, the plastic deformation dominates the total deformation of
BTWC ceramics. It suggests that BTWC ceramics have a stronger ability to resist the brittle fracture.

Table 2. Mechanical properties of BTWC ceramics determined by the nanoindentation test.

Sintering Temperature H (GPa) E (GPa) h (nm) hc (nm) hp (nm)

1050 ◦C 6.30 96.07 904.51 795.71 644.07
1075 ◦C 6.14 98.13 911.15 805.44 663.29
1100 ◦C 6.12 93.49 918.08 807.19 675.80
1125 ◦C 5.89 98.57 924.91 822.58 662.88
1150 ◦C 5.62 90.00 951.34 842.80 682.11

It is worth mentioning that the apparent hardness of materials tested directly by the
nanoindentation is different with its true hardness, which is due to the indentation size effect resulted
from different loads [26,27]. Li and Bradt proposed a proportional specimen resistance (PSR) model
as an adequate approach to explain the nanoindentation data of ceramics [28]. In this model, the
relationship between the effective indentation load and the indentation dimension can be described by
the following formula:

Pmax

hc
= α1 + α2hc (9)

where, Pmax is the maximum applied load and hc is the corresponding indentation contact depth;
a1 and a2 are two constants of the test material, which is determined by its elastic and plastic properties,
respectively. In addition, according to the energy balance consideration proposed by Quinn [29],
a1 and a2 are affiliated with the energies dissipated in the process of producing a new surface of an unit
area and forming the irreversible deformation of an unit volume, respectively. For a nanoindentation
test with a Berkovich indenter, both a1 and a2 are a measure parameters of the true hardness, H0, which
can be determined directly by the following formulas:

H01 =
Pmax − α1hc

24.5h2
c

(10)

H02 =
α2

24.5
(11)

where, H01 and H02 are the true hardness related to the a1 and a2, respectively. a1 and a2 can be derived
from the plot of Pmax/hc versus hc according to Equation (9). To get the plots of Pmax/hc versus hc,
several peak loads from 50, 100, 150 to 200 mN were applied to BTWC ceramics. Here, taking the
sample sintered at 1050 ◦C to show the load-displacement curves at different peak loads (Figure 4).
The others have a similar result.

127



Materials 2018, 11, 503

Figure 4. Load-displacement curves at different peak loads for BTWC ceramics sintered at 1050 ◦C.

As can be seen from Figure 4, both the maximum penetration depth and the residual depth are
observed to increase with increasing peak loads. However, the hardness gained by the nanoindentation
test presented a downtrend with increasing peak loads as shown in the inserted map. The hardness
gains the lowest value of 4.96 GPa at the peak load of 200 mN, while the highest value of 6.34 GPa at
50 mN. It shows that the indentation size effect is significant and the hardness is dependent on the peak
load. Based on Equation (9), the Pmax/hc versus hc curve was depicted in Figure 5, and the fitting result
(R2 = 0.95) gives out the value of a1 and a2 as 0.045 mN/nm and 9.047 × 10−5 nN/nm2, respectively.
And then, the value of true hardness (H01 and H02) at different peak loads can be evaluated according
to Equations (10) and (11).

Figure 5. Plots of Pmax/hc versus hc and the linear fitting result.

Based on the PSR model, H01 and H02 as a function of the peak load are shown in Figure 6. It can
be seen that H01 fluctuates around H02 with increasing peak loads. Their central value are located at
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~3.8 GPa, which are much lower than the testing value of hardness (H = 6.3 GPa). This result proves
the size effect existing in the nanoindentation test for hardness. In addition, the PSR true hardness of
BTWC ceramics sintered at different temperatures were shown in Figure 7.

Figure 6. H01 and H02 of the sample sintered at 1050 ◦C as a function of peak loads.

Figure 7. PSR true hardness of BTWC ceramics sintered at different temperatures.

As we know, although the nanoindentation technique fits for investigating the elastic–plastic
transition behavior of ceramics at the scale of nanometers, cracks around the indentation can’t be
observed easily, since a small amount of applied stress is unlikely to produce cracks. Therefore, it is
unavailable to test the fracture toughness for ceramics. On the other hand, the Vickers based on a
conventional microindentation technique could create both indentations and cracks through a stronger
stress field applied for brittle materials. Since such cracks and indentations can be clearly observed by
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SEM, this method is usually employed to test the fracture toughness for brittle materials including
ceramics and glasses, etc. based on the theory of fracture mechanics.

The typical patterns of the indentation and crack produced by the Vickers are shown for BTWC
ceramics in Figure 8. In Figure 8a, it can be seen that a symmetric rhombic indentation was induced by
the Vickers diamond indenter on the surface of ceramics, and four cracks straightly propagated along
the diagonal direction of rhombic indentation. In the mechanical model of sharp indenter applied
for brittle materials, the stress field contributes two superposable components including an elastic
(reversible) part and a residual (irreversible) part to the net driving force on the crack system [30].
At the indentation surface, the elastic component is compressive, while the residual component is
tensile. Thus the radial cracks grow to their final lengths as the indenter is unloaded, i.e., as the
restraining elastic field is removed. Therefore, the area within the rhombic indentation is regarded as
the plastic deformation zone formed by the application of sharp indenter, while the crack area outside
of the rhombic indentation is considered as the elastic deformation zone used for releasing partial
strain energy. Thus the characteristics of cracks can be related to the fracture characteristic of materials.
For the sample sintered at 1050 ◦C, four cracks are observed to linearly extend for a long distance
and then gradually disappear in Figure 8a, which is known as a normal model of crack propagation
in piezoceramics subjected to a small indentation load. However, this normal crack propagation
has changed in the sample sintered at 1125 ◦C as shown in Figure 8b. Firstly, all cracks are shorter
and thinner; secondly, the main crack initiates accompanied with a secondary crack; thirdly, some
cracks deflect from its initial propagation direction after extending a short distance, and even a few
cracks are tardily split into some slight branches following the main crack. Here, the crack shortening,
the secondary crack, the crack defection or the crack branching all them could be attributed to the
microstructural aspects (including structural inhomogeneity of matrix, larger aspect ratio of grains
and microcracks pre-existing in matrix, etc.) of ceramics according to the description in reference [31].
In addition, it has been identified by SEM and XRD that this sample contains a large number of
Bi2Ti2O7 second grains, which tend to cause many residual stress in the sintering process of ceramics
because of the thermal expansion mismatch between two different phases. Hence, there may be some
microcracks induced by the residual stress existing in the matrix, which are considered to initiate
second cracks around main cracks by their slow propagation under the stress field. Moreover, they can
also weaken the stress field around crack tips (causing the crack defection or branching), or depress
the driving force of crack propagation (causing the crack shortening).

Figure 8. Patterns of Vickers indentation and resulting cracks derived from BTWC ceramic sintered at
(a) 1050 ◦C and (b) 1125 ◦C.
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Figure 9 displays H and KIC of BTWC ceramics as a function of their sintering temperatures
beneath the Vickers diamond indenter, and their values including the average length of diagonal (d)
and crack length (C) are shown in Table 3. It can be seen that the hardness decreased gradually with
increasing the sintering temperatures from 1050 to 1150 ◦C, which is just opposite to the uptrend
of grain size with the sintering temperatures (Table 1). Therefore, this result also agrees with the
Hall-Petch equation which indicates the inverse relation between the hardness and the grain size for
brittle ceramics. Moreover, for each sample, its PSR true hardness are basically equal to the Vickers
hardness as observed from Figures 7 and 9. In fact, the indentation size effect also exists in Vickers test.
Vickers hardness-load curve of brittle ceramics usually presents a hardness-platform with increasing
applied loads [29], and the level value of hardness is identified as the true hardness of materials. In this
experiment, the indentation load of 19.8 N could be considered to fit for BTWC ceramics in terms of
such a fine morphology of cracks shown in Figure 8, and it corresponds to the applied load for the
hardness approaching its constant value, which is similar with the load dependence of the PSR true
hardness in the nanoindentation test.

Figure 9. Hardness and fracture toughness of BTWC ceramics sintered at different temperatures.

Table 3. The values of parameters obtained by Vickers indentation test.

Sintering Temperature d (μm) H (Gpa) P (N) C (μm) K (MPa·m1/2)

1050 ◦C 96.19 3.93 19.6 102.16 1.50
1075 ◦C 97.83 3.80 19.6 92.86 1.78
1100 ◦C 100.59 3.59 19.6 87.69 1.95
1125 ◦C 103.15 3.42 19.6 88.74 2.02
1150 ◦C 105.83 3.25 19.6 88.83 1.97

On contrary, the fracture toughness of BTWC ceramics exhibited an approximate uptrend with
increasing sintering temperatures. In the case of a higher sintering temperature, the resulting coarse
grains can absorb much of the energy of crack propagation with the help of the crack deflection or
branching mechanism [21]. As a result, the fracture toughness of materials tends to increase with
increase of grain size. However, the highest fracture toughness of 2.02 MPa·m1/2 is given to the sample
sintered at 1125 ◦C rather than the sample sintered at 1150 ◦C, which has the largest grain size. Maybe,
we can understand this result based on the fact as follows. Firstly, this sample contains more Bi2Ti2O7

than the others. It has been reported that the second phase with a higher thermal expansion coefficient
will induce a compressive stress field in the matrix to absorb the fracture energy, blunt crack tips and
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shield crack propagation leading to a higher fracture toughness [32]. Besides, the second phase also
induces microcracks to the matrix, which are considered as one type of toughening mechanism for
ceramics. Therefore, the sample sintered at 1125 ◦C gains a larger fracture toughness than the others,
which could be ascribed to its higher sintering temperatureand numerous second phase grains.

4. Conclusions

Indentation behavior and mechanical properties of W/Cr co-doped Bi4Ti3O12 ceramics (BTWC)
sintered at different temperatures were investigated. XRD revealed that Bi4Ti3O12 as the major phase
and Bi2Ti2O7 as the second phase coexisted in BTWC ceramics, and the phase content of Bi2Ti2O7

varied with sintering temperatures. SEM demonstrated that BTWC ceramics were composed of the
plate-like grains with random orientation, and the grain size increased with increase of sintering
temperatures. In the nanoindentation test, the hardness value (5.62 GPa~6.3 GPa) of BTWC ceramics
was found to decrease with increase of sintering temperatures, which could be explained by the
Hall–Petch equation, and their true hardness (3.3 GPa~3.8 GPa) could be calculated by the PSR model
considering the indentation size effect. In the Vickers indentation test, these cracks produced tended to
be shortened in the sample sintered at a higher temperature (1125 ◦C), as well as presented deflection
and branching. The hardness and the fracture toughness of BTWC ceramics had a contrary variational
tendency with sintering temperatures.
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Abstract: The paper presents an analysis of mixed-mode fatigue crack growth in bridge steel
after 100-years operating time. Experiments were carried out under mode I + II configuration on
Compact Tension Shear (CTS) specimens and mode I + III on rectangular specimens with lateral
stress concentrator under bending and torsion loading type. Due to the lack of accurate Stress
Intensity Factor (SIF) solutions, the crack path was modelled with the finite element method according
to its experimental observation. As a result, the Kinetic Fatigue Fracture Diagrams (KFFD) were
constructed. Due to the change in the tendency of higher fatigue crack growth rates from KI towards
KIII dominance for the samples subjected to bending and torsion, it was decided to analyze this
phenomenon in detail using electron-scanning microscopy. The fractographic analysis was carried
out for specimens subjected to I + III crack loading mode. The mechanism of crack growth in old
bridge steel at complex loads was determined and analyzed.

Keywords: mixed-mode fracture; fatigue crack growth; crack growth rate; finite element analysis;
crack paths; crack closure; fractography

1. Introduction

Fatigue fracture is one of the most frequent failure reasons for bridge structures. It is worth noting
that the research guidelines [1] for old bridge structures are conservative as regard fatigue, namely as
concerns the sub-critical period of fatigue crack growth. Of course, this is motivated by the absence of
reliable data from old bridge materials, especially original data. The maintenance of historic bridges
is still an important issue, especially justified by the fact that every year, the number of structures
with more than 100 years of service life grows. It is generally assumed that until the end of the 19th
century, the construction material was the puddle iron. Many papers have been devoted to the puddle
iron [2–6] in the field of material characterization, including fatigue testing. While state of the art
and test procedures are clear for uniaxial loads, despite the diversity of results, there is little work
on the multi-axial fatigue of this type of material. Papers [7–9] of the authors’ team devoted to the
mixed-mode (I + II) fatigue fracture of puddle iron, show significant discrepancies in the expected
fatigue-fracture behavior of puddle iron compared with existing mixed-mode criteria. On the other
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hand, realistic assessment of the structural integrity using modern tools such as the finite element
method [10–12] requires the substitution of growth models for uniaxial states with models for mixed
fracture growth modes. The development of metallurgy at the beginning of the 20th century has
enabled the manufacture of homogenous materials with parameters similar to modern low carbon
structural steels. However, many papers [13–15] reported the deterioration of mechanical properties
caused by the phenomenon of microstructural degradation. In the case of old bridge steels, the same
material properties as for modern steels are often assumed. Similarly to modern structural steels, the
fatigue crack propagation behavior studies have been limited to uniaxial state analyzes. This paper is
intended to contribute to fill the existing gap in literature analyzing the fatigue crack growth process
for typical fatigue crack load schemes, i.e., tension and shear (I + II), occurring at the riveted crack
initiation points [16], and bending and torsion (I + III), occurring at the bridge structural members [17].
Due to the lack of available experimental data for objects erected at the beginning of the 20th century, it
was decided to focus the research on material samples from a structural part extracted from a repaired
existing steel bridge (1899–1902) located in Poland [18].

2. Materials and Methods

2.1. Material Data

For mixed-mode fatigue crack growth studies, old mild steel extracted from the old railway bridge
is considered. The mentioned bridge is part of railway line 143 (Kalety–Wrocław Mikołajów) and is
located in Kluczbork, Poland. The chemical composition analysis was carried out in order to identify
the tested steel. Chemical composition of this steel, as well as reference values of typical puddle iron
and old mild steel are presented in Table 1. Presented data suggested that the steel from Kluczbork
Bridge belongs to an old mild steel group. Before mechanical testing, the metallographic study was
performed for the analyzed material. The microstructure of the tested steel is shown in Figure 1. A
ferrite grain structure with non-metallic inclusions is observed, corresponding well with carbon content.
Static tensile testing was also performed and reported in [18]. A representative true stress–strain curve
is shown in Figure 2, from which is reported the following mechanical properties [18]: Young modulus,
E = 212 GPa; ultimate tensile strength, σu = 416 MPa; yield tensile strength, Re = 304 MPa.

Table 1. Chemical composition of the investigated steel and typical values for puddle iron and old
mild steel [18].

Materials C [%] Mn [%] Si [%] P [%] S [%]

Investigated steel 0.1 0.52 0.0004 0.028 0.03
Typical values for puddle iron <0.8 0.4 n/a <0.6 <0.04

Typical values for old mild steel <0.15 0.2–0.5 variable <0.06 < 0.15

Figure 1. The microstructure of the tested long-term operated mild steel.
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Figure 2. Representative room temperature tensile true stress-true strain curve obtained from the
uniaxial tensile test for the old mild steel.

2.2. Mixed-Mode Fatigue-Fracture Characterization—Experimental Details

In order to assess the fatigue-fracture behavior under mixed-mode loading conditions (I + II,
I + III), two kinds of experiments were performed in order to determine the fatigue crack propagation
rates. For the experimental campaign, two types of specimen were designed (Figure 3). In Figure 3a,
the main dimensions of Compact Tension Shear (CTS) specimens according to the original concept of
Richard [19] are shown. For mode I + III, the prismatic specimen with the lateral notch was designed
and prepared, see Figure 3b.

Figure 3. Geometry and dimensions (in mm) of specimens used in both the experimental and numerical
campaign: (a) CTS (Compact Tension Shear) specimen (thickness—8 mm); (b) specimen subjected for
mode I + III testing.

2.2.1. Mode I + II Test

CTS specimens used in this study presented an initial notch with dimensions: Length, l = 20 mm
and root radius, ρ = 0.16 mm. Detailed geometry of the used specimen is presented in Figure 3a.
These notches were cut using electro-discharged machining (EDM).

The main advantage of the CTS specimen is the fact that the mixed-mode loading condition can
be performed using a uniaxial hydraulic pulsator. The experimental setup is presented in Figure 4.
An unique clevis and gripping system are necessary for testing the CTS specimen. Due to changing
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the θ angle (defined in Figure 4a), it is possible to generate pure mode I experiment (θ = 0◦) as well
as “pure shear” state (θ = 90◦). Between θ = 0◦ and θ = 90◦ mixed-mode loading conditions are
generated. All specimens were pre-cracked under pure mode I condition and preserving the linear
elastic fracture mechanics conditions. After pre-cracking, the proper mixed-mode experiments were
performed for load angle θ = 30◦ and θ = 45◦, respectively. Experimental setup (see Figure 4b) consists
of a 100 kN load cell (1), clevis (2), CTS specimen holder (3), light source with polarized filters (4),
DinoLite Microscope (5) as well as integrated measurement system operated by computer with MTS
FlexTest controller software (6). Tests were conducted with a frequency, f = 10 Hz, constant force
amplitude, F = 10 kN, and load ratio, R = 0.1. During the experiment, an additional imaging system
was involved in order to periodically capture crack tip point images.

(a) (b)

Figure 4. Experimental mixed-mode I + II loading test: (a) Definition of load angle, θ; (b) measurement
stand: 1—load cell, 2—gripping system, 3—CTS clevis, 4 – light source, 5—digital microscope,
6—imaging system.

2.2.2. Mode I + III Test

The specimens subjected to mixed mode (I + III) condition showed an external, unilateral notch,
which was a0 = 2 mm deep and its root radius was, ρ= 0.2 mm. The notches in specimens were cut with
a cutter, and their surfaces were polished with progressively finer emery papers. The tests combining
bending with torsion (mode I + III) were performed on the fatigue test stand MZGS–100 [20–22],
enabling the realization of cyclically variable and static (mean) loading. The fatigue test stands
MZGS–100 (Figure 5, Opole University of Technology, Opole, Poland) consists of power, control,
and loading units. Cyclic loading is obtained by vertical movements of the lever (2) motion in the
vertical plane, generated by the inertial force of the rotating disk (1) mounted on flat springs (5). A
spring-loaded actuator (3) is fixed to the fatigue testing machine base. The tests were conducted under
controlled force (the amplitude of bending moment was controlled) with the frequency of 28.4 Hz. The
tests were performed at a constant moment amplitude Ma = 17.19 N ·m and stress ratio, R = 0. The
specimen during a test is shown in Figure 5b. The crack growth was observed by an optical method on
specimen lateral surfaces with a magnification of 25 times, by recording the number of load cycles
through the control box (6). Proportional bending with torsion, for α = 30◦ and 45◦, was obtained after
proper head rotation (4).
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(a) (b)

Figure 5. Fatigue test stand MZGS-100: (a) Overview; (b) specimen during the test.

2.3. Stress Intensity Factors Calculations

In order to evaluate experimental results, stress intensity factors are needed (to calculate values
of ΔKI,II,III). In literature, some formulas can be found for CTS specimen cases (Equations (1) and
(2)) [19,23]. Nevertheless, these formulas are only valid for initial conditions, i.e., when the crack tip is
in the symmetry plane of specimen:

KI =
F· √πa0· cosθ

Wt
(
1− a0

W

)
√√√√√ 0.26 + 2.65

( a0
W−a0

)
1 + 0.55

( a0
W−a0

)
− 0.08

( a0
W−a0

)2 (1)

KII =
F· √πa0· sinθ

Wt
(
1− a0

W

)
√√√√√ −0.23 + 1.4

( a0
W−a

)
1− 0.67

( a0
W−a0

)
− 2.08

( a0
W−a0

)2 (2)

where: F—applied force, a0—initial crack length (notch + precrack), θ—loading angle,
W—specimen width.

Analogous formulas for specimens prepared for mode I and III tests are presented in Equations (3)
and (4) [21]:

KI = YIσcos2α
√
π(a0 + a) (3)

KIII = YIIIσcosαsinα
√
π(a0 + a) (4)

In Equations (3) and (4), σ represents stress level, α the loading angle, and YI and YIII are
dimensionless geometric factors defined as [24,25]:

YI =
5√

20− 13
( a0+a

w

)
− 7

( a0+a
w

)2
(5)
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YIII =

√
2w

a0 + a
tan
π(a0 + a)

2w
(6)

Due to the limitations of previous formulae, the finite element method (FEM) was applied to
support the experimental investigations. Abaqus FEM code (version 6.13-2) was used in all cases. The
two-dimensional specimen was modelled using a geometry like the one shown in Figures 6–8. For the
CTS specimen, boundary conditions used in the analysis are presented in Figure 6a. Force components
were defined to show a resultant force in the desired direction and a null resultant moment. Forces
satisfying these conditions were calculated as presented in Equations (7)–(9). Pins were modelled as
kinematic couplings, but rotation about the z-axis was allowed to prevent over stiffness. Discretization
was made mostly using CPS4R elements (4-noded bilinear plane stress quadrilateral elements with
reduced integration and hourglass control). Near the crack tip, triangular elements were used to
ensure that contours will be of circular shape. The Contour Integral Method requires that all elements
are of the same type, so triangular elements were automatically converted from quadrilaterals with
one side collapsed. The finite element mesh is presented in Figure 6b. Stress intensity factors were
calculated using the Contour Integral Method. To handle singularity problem, nodes at the crack tip
were translated by 0.25 times of the element length. The whole process of determining stress intensity
factors during crack growth consisted of simulation for every observed crack growth increment. During
the simulation, the re-meshing approach has been adopted. However, it is worthwhile to underline
that the presented approach is sensitive to a length scale. Therefore, the authors selected this crack
growth increment that allows predicting results in the same manner as in the experimental campaign.
For every simulation, the direction of fatigue crack growth and crack growth increment corresponds
with the real crack paths registered during the experiments.

A similar approach was successfully implemented in previous authors’ papers devoted to mixed
mode fatigue crack growth in 19th century puddle iron [7,8]. For modern constructional steels [21], the
MTS (Maximum Tangential Stress) criterion works well enough, and it allows for the prediction of
the fatigue crack path in the numerical environment, but in case of the long-term operated metallic
material, it can lead to errors [7,8]. On the other hand, for the long-term operated materials, it is more
reasonable to implement real crack paths (and crack growth increments) from the experiments. This
approach was selected because the criterion used in Abaqus (version 6.13-2) allows for the prediction
of the crack growth direction using conventional SED (Strain Energy Density) or MTS criteria. In the
presented case, the MTS criterion does not predict well enough fatigue crack growth direction—see
results in Section 3.1. This procedure was automated using an Abaqus script (version 6.13-2) written
in Python (version 2.6.2). SIFs obtained in that way are in reasonable conformity with analytical
formulas (Equations (1) and (2)) for the cases where these formulas are valid. Figure 7 illustrates the
Huber–Mises stress distribution in a CTS specimen loaded at a load angle, θ = 45◦. The same figure
also represents a geometric model defined for a real crack measurement. This geometric model is
afterwards used to compute the the SIF using the described numerical model.

F1 = F·
(
0.5 cosα+

c
b

sinα
)

(7)

F2 = F· sinα (8)

F3 = F·
(
0.5 cosα− c

b
sinα

)
(9)
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(b)

Figure 6. CTS specimen numerical analysis: (a) Boundary conditions; (b) finite element mesh with
detail overview near the crack tip.

(b)

Figure 7. (a) Huber–Mises stress distribution in CTS specimen (load angle θ = 45◦) with 3 mm long
mixed-mode fatigue crack length; (b) predicted (posterior—based on the real crack path) crack trajectory
in the discrete model used for stress intensity factors calculation.

Numerical simulations using the Finite Element Method for the mixed-mode I + III condition were
also performed based on a solid model. The discrete model of the specimen is shown in Figure 8a. The
mesh is coarse in the gripping part and more refined in the notch volume. The boundary conditions
are established by fixing one side of the specimen and applying concentrated load to imitate bending
and torsion on the other side into a reference point. This reference point was then connected to the
specimen by a kinematic coupling.
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(a) (b)

Figure 8. Rectangular specimen subjected to mode I + III testing: (a) Notch mesh density; (b) principal
stress distribution at the initial stage of the crack growth for load angle, α = 30◦.

3. Results

In general, the nonlinear crack path can be observed during experiments, and its plastic deformation
in the last part of the crack path. Due to the plane constraint of the specimen and linear elastic fracture
mechanics (LEFM) limitations, not all crack tip points from real crack paths were considered in all
calculations. This posterior crack path was generated step-by-step via python script in Abaqus Simulia
(version 6.13-2) environment in order to provide good conformity with a real crack growth trajectory.
From the experiment, the a-N curves were collected, see Figure 9. Experimentally determined fatigue
crack growth curves were analyzed for θ = a = 30◦, and θ = a = 45◦. Then, kinetic fatigue-fracture
diagrams (KFFD) including crack growth rates, da

dN were constructed as a function of ΔKi for different
loading modes i. The KFFDs are presented in Figures 10 and 11.

(a) (b)

Figure 9. Fatigue crack growth curves for: (a) Mode I and II; (b) mode I and III.
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(a) (b)

Figure 10. Comparison of the fatigue crack growth rates vs. ΔK vs. for α = θ = 30◦ : (a) Mode I and II;
(b) mode I and III.

(a) (b)

Figure 11. Comparison of the fatigue crack growth rates vs. ΔK for α = θ = 45◦ : (a) Mode I and II;
(b) mode I and III.

It is worth to note that for increasing load angle (for all combinations of modes I + II and I + III)
the higher fatigue lifetime of the specimen is observed. As it is also noticeable, for each case of
mixed-mode I + II testing, the fatigue crack growth rates are higher for mode II in comparison with
mode I. According to the KFFDs, the same slope of both curves seems to confirm a similar mechanism
of fatigue crack growth for lower and higher mode mixity level. On the other hand, in the case of the
combination mode I + III, it is noticeable that fatigue crack growth rate is higher for mode I in case of
loading angle, a = 30◦. However, increasing the mode mixity level and shear stress state for a = 45◦
seems to change this tendency, for a relatively high level of K > 18 MPa·m0.5. This phenomenon should
be reflected in the topography of the fatigue-fracture surfaces.

3.1. Fatigue Crack Paths Study and Sem Analysis of Fracture Surfaces for Mixed-Mode I + III Loading

According to reference [26], the most widely used crack branching criterion is the Maximum
Tangential Stress (MTS) criterion, where the initial angle of crack growth satisfies the following
Equation (10):

KI sinθ+ KII(3 cosθ− 1) = 0 (10)

and finally, allow determining the initial angle ψ of mixed-mode fatigue cracking:

tan
(
ψ

2

)
1,2

=
KI

4KII
± 1

4

√
(KI/KII)

2 + 8 (11)
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Figure 12 shows the crack propagation angles measured after experiments in cracked CTS
specimens along with predictions based on MTS criterion.

Figure 12. Crack initiation angles, according to MTS (Maximum Tangential Stress) criterion and
experimental data for mode I + II.

As it is noticeable, the initial fatigue crack angles do not follow the MTS criterion, which suggests
further modification of the crack initiation angles prediction models. This situation can be associated
with material damage accumulation after 100 years of operation. In the case of long-term operated
steels, this phenomenon should be further investigated.

On the other hand, fatigue tests at mixed I-III loading show that the smaller the amplitude of mode
III loading (through deviation of the movable capture of specimens at the angles of 30 and 45 degrees),
the higher the fatigue life of the specimens (6 × 104 and 5.5 × 104, respectively). Investigations of the
topography of the fatigue-fracture surfaces of specimens show a significant effect of component III
already at the macro level. During fatigue tests at mode I, fracture surfaces are usually formed normally
oriented with respect to the direction of the acting stresses. Whereas, under the combined action of
bending and torsion, the macro fracture surfaces of the specimens deviated from this orientation when
approaching to their side surfaces. Moreover, the higher amplitude of the loading component KIII,
the greater the angle of deviation of the fracture surface was observed (Figure 13a). Also, this higher
amplitude caused the more enormous heights of the ridges in the main direction of crack growth
formed on the fracture surfaces (Figure 13b–d). These ridges correspond to the interface of local parts
of the fracture surfaces with different orientations relative to the normal orientation in the center of the
section of the specimens along with their thickness. Such a stepwise transition from one local part
of the fracture surface to another ultimately ensured its deviation at the macro level of the regarding
observed near side surfaces of specimens.

The zones of the initial stage of the fatigue crack growth, its accelerated growth, when the angle
of inclination of the fracture surfaces became more noticeable, and spontaneous growth zones were
observed on the macro fracture surfaces of the specimens (Figure 13a). The fatigue crack growth
features at the micro-level were analyzed at the center parts of the fracture surfaces of the specimens
by their thickness and near their side surfaces.
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Figure 13. Profiles of the fracture surfaces of mode I-III test specimens: (a) Overview; (b–d) fracture
features on the macro-level of the specimens.

A common feature of all fracture surfaces was their damaging due to the contact of the conjugated
fracture surfaces in the loading cycle (Figure 14a), due to the crack closure effect. The fracture surface
obtained at the minimum loading amplitude according to the mode III loading type (at 30 degrees)
was the most damaging due to the crack closure effect. The remains of an undamaged fatigue relief
were found on this fracture surface only along the centerline of the specimen thickness. This is due
to the smallest height of the ridges at the interfaces of adjacent local parts on the fracture surfaces
due to the gradual reorientation of their inclination to the fracture surface. It is clear that they were
completely damaged by the friction of surfaces during the specimen test. Therefore, the residues of the
typical fatigue relief (undistorted by the friction of surfaces during this specimen test) could be only
observed in the deepenings at the base of the ridges on this fracture surface. In this case, the small
fragments with typical relief of fatigue striations perpendicular to the main direction of crack growth
were observed (Figure 14b).

Fracture surfaces of the specimens tested at higher loading amplitudes of KIII type (at 45 degrees)
were more suitable for fractographic studies. The higher height of the ridges on the fracture surfaces
connecting with their reorientation under the influence of the KIII type loading component enables
for the preservation of a higher number of fracture areas, with typical fatigue relief observed against
the background of artefacts formed during contact of the mating surfaces in each loading cycle. At
both loading amplitudes under the KIII type, the typical fatigue features were observed on the fracture
surfaces. In particular, among such features were the festoons elongated in the macro direction of
crack growth. Within each of them, the same direction of local crack growth was observed, and fatigue
striations oriented across them covered their surfaces (Figure 15). The influence of the load, according
to KIII type, was manifested in the following. At the loading of specimens according to KI type, the
flat festoons delimiting the areas with locally unidirectional crack growth are usually observed [27].
However, under the influence of KIII type, loading the surfaces of each from the festoons revealed the
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fracture surfaces of specimens were curved. This was especially noticeable in the transitions between
adjacent festoons. Obviously, during the testing of specimens according to the KI–KIII type, the festoons
were not merged by cleavage way (as it takes place after testing at the KI type loading), but due to the
plastic stretching of the bridges between adjacent festoons with the formation of curvilinear ridges
between them. The role of the loading amplitude according to scheme KIII is almost levelled at the
stage of accelerated crack growth with the expected increase of the spaces between fatigue striations.

(a) (b)

Figure 14. Typical illustrations of the fatigue-fracture surfaces of a specimen tested at a minimum
amplitude of KIII type (30 degrees): (a) Traces of contact between the conjugated surfaces in the load
cycle; (b) fatigue striations at the final stage within starting zone of the crack growth (at the crack length
near 2 mm) in the middle of the specimen thickness.

The most interesting difference between the analyzed fracture surfaces from the observed
specimens loading under KI type consists of the following. With the specimens tested at the KI–KIII
loading type, the direction of crack propagation is changed with its growth into the deep of the
cross-section of specimens. In the middle of their thickness, the traditional mutually perpendicular
orientation of the fatigue striations regarding the main direction of crack growth is observed. Near
the end of the starting fatigue zone, more and more areas were recorded on the fracture surfaces with
other orientations (Figure 16a,b). The orientation of the fatigue striations gradually changed, and at
approaching the side surfaces of the specimen, it could even become parallel to the main direction of
crack growth. In other words, the crack propagation from the middle part of the specimen along their
thickness in the directions to the side surfaces has begun.

(a) (b)

Figure 15. Cont.
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(c)

Figure 15. Fractograms in the center of the specimen thickness of the fracture surface: (a) Within the
starting fracture zones; (b–c) within the zones of accelerated crack growth of the specimens, KI–KIII

with load angle a = 45◦.

(a) (b)

Figure 16. Fractograms of specimens obtained at a distance between 1 and 3 mm from their side-surfaces
at the final stage of the starting fracture zones of specimens loaded at KI–KIII type: (a) Up to 30 degrees
by KIII; (b) up to 45 degrees by KIII.

The characteristic elements of a ductile fracture with a typical dimple relief were observed within
the zone of the spontaneous crack growth of tested specimens (Figure 17). It was only noted the
significant contribution of shear deformations to the formation of dimples since parabolic ridges
delineated them.

It was concluded that regardless of the amplitude of the KIII type loading, the initiation of the
fatigue crack growth in the specimens begins from stress concentrators in the middle of their thickness
due to KI type stress effect. Up to a certain depth of crack growth, their propagation rates along this
centerline were significantly higher compared to realising ones with approaching to the side surfaces
of the specimens. Nevertheless, at the final stage of the starting zones of fatigue crack growth, the local
directions of the crack growth on the fracture surfaces deviate away from the centerline (along with
the thickness of the specimens) due to KIII type stress effect. In this case, the reorienting of the crack
growth direction in the direction of the side surfaces of the specimens was taking place. It means the
role of the KIII type loading is to the reorientation of the fatigue crack growth direction.
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(a) (b)

Figure 17. Fractograms of the specimen loaded according to the KI–KIII scheme (with the KIII type
loading up to 45 degrees), at the stage of spontaneous crack growth: (a) 10 μm; (b) 2 μm.

4. Conclusions

The following conclusions from the test results for fatigue crack growth in long operated bridge
steel under mixed-mode (I + II, I + III) loading conditions can be drawn:

• Under mixed modes condition, I + II the fatigue lifetime increase with the increase of loading
angle θ value. It is caused by the decreasing of the ΔKI.

• Increase of the angle α determining a ratio of the torsional moment to the bending moment causes
a decrease of the fatigue life.

• For α = 45◦ and mode I-III, a higher crack growth rate is observed for mode I, which goes into
mode III domination. Fatigue crack closure effect evidence is noticeable under mixed-mode I + III
configuration, the sliding mode fracture type is observed. However, it is more likely that is caused
by damaged fracture surfaces during multiaxial loading.

• The initiation angle is lower than predicted by MTS criteria. It might be caused by the material
degradation—microstructure and additional internal stresses, strains (the similar effect was
observed by authors in physically prestrained specimens from modern P355NL1 steel [27] and in
reported results published in [28]) after 100 years operating time, but this phenomenon should be
further investigated.

Author Contributions: Conceptualization, G.L and M.S.; methodology, J.C. and A.D.J.; validation, G.L., M.S. and
R.M.; formal analysis, G.L., H.K., O.S., D.R.; investigation, G.L., D.R. and M.S.; resources, G.L.; data curation,
G.L. and M.S.; writing—original draft preparation, J.C., H.K., O.S.; writing—review and editing, M.S. and R.M.;
visualization, A.D.J.; supervision, G.L., A.D.J., J.C.; project administration, G.L.; funding acquisition, G.L. All
authors have read and agreed to the published version of the manuscript.

Funding: This work was supported in a part by grant number 2018/02/X/ST8/02041 (02NA/0001/19) financed
by the Polish National Science Centre (Narodowe Centrum Nauki, NCN). Additionally, this research was
supported by the research unit CONSTRUCT (POCI-01-0145-FEDER-007457, UID/ECI/04708/2019, FEDER, and
FCT/MCTES) and to the SciTech-Science and Technology for Competitive and Sustainable Industries, R & D project
NORTE-01-0145-FEDER-000022 financed by Programa Operacional Regional do Norte (“NORTE2020”), through
Fundo Europeu de Desenvolvimento Regional (FEDER).

Conflicts of Interest: The authors declare no conflict of interest.

References
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