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Building extraction from remote sensing data plays an important role in urban planning, disaster
management, navigation, updating geographic databases, and several other geospatial applications [1].
Even though significant research has been carried out for more than two decades, the success of
automatic building extraction and modelling is still largely impeded by scene complexity, incomplete
cue extraction and sensor dependency of data. Most recently, deep neural networks (DNN) have been
widely applied for high classification accuracy in various areas including land-cover and land-use
classification [2]. Therefore, intelligent and innovative algorithms are in dire need for high success
of automatic building extraction and modelling. This Special Issue focuses on the newly-developed
methods for classification and feature extraction from remote sensing data for automatic building
extraction and 3D roof modelling.

In the Special Issue, the published papers cover a wide range of related topics including building
detection [3], boundary extraction [4] and regularization [5], 3D indoor space (room) modelling [6],
land cover classification [7], building height model extraction [8], 3D roof modelling [6,9] and change
detection [9].

In terms of datasets, some of the published works use publicly available benchmark datasets,
e.g., ISPRS (International Society for Photogrammetry and Remote Sensing) urban object extraction
and modelling datasets [4,5,10]; ISPRS 2D semantic labelling datasets [1]; Inria aerial image labelling
benchmark datasets [11–13]; and IEEE (Institute of Electrical and Electronics Engineers) DeepGlobe
Satellite Challenge datasets [14].

The proposed methods fall into two main categories depending the use of the input data sources:
Methods based on single source data, and methods that use multi-source data. Methods based on
single source data can use point cloud data [9], aerial imagery [4] and digital surface models (DSM) [8].
The multi-source data-based methods can use the same types of data, e.g., panchromatic band and
multispectral imagery [7], optical imagery and light detection and ranging (LiDAR) data [4].

Recently, the rapid development of DNNs has been focused in remote sensing, and the networks
have achieved remarkable progress in image classification and segmentation tasks [11]. The majority
of the articles published in the Special Issue propose classification based on the DNN [1–6,8,11–13].
There are also a small number of methods based on segmentation [6] and morphological filtering [15].

Using aerial LiDAR data, Awrangjeb et al. [16] introduce a new 3D roof reconstruction technique
that constructs an adjacency matrix to define the topological relationships among the roof planes. This
method then uses the generated building models to detect 3D changes in buildings.

Remote Sens. 2020, 12, 549; doi:10.3390/rs12030549 www.mdpi.com/journal/remotesensing1
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Among the methods that integrate data from multiple sources, Lai et al. [16] apply a particle swarm
optimization algorithm for building extraction based on the fusion of LiDAR point cloud and texture
features from the elevation map which is generated from the LiDAR point cloud. Ying et al. [1] combine
the optical imagery and LiDAR data in a robust classification framework using the convolutional
neural networks (CNN) and active contour model (ACM) to overcome the current limitations (e.g.,
salt and pepper artefacts) in algorithms for building boundary extraction. The influence of vegetation
and salt and pepper artefacts in the extracted buildings is reduced. Li et al. [14] propose a DNN
to fuse high-resolution satellite images and multi-source GIS data for building footprint extraction.
This method offers better results than the top three solutions in the SpaceNet building detection
competition. Dong et al. [10] present a framework for detecting and regularizing the boundary of
individual buildings using a feature-level-fusion strategy based on features from dense image matching
point clouds, orthophoto and original aerial images. Song et al. [7] present a comparative study on
image fusion methods, that achieves the complementarity information of the panchromatic band and
multispectral bands in high spatial resolution remote sensing images.

By using optical imagery only, Lu et al. [3] propose a building edge detection model using a richer
convolutional features (RCF) network. The RCF-building model can detect building edges accurately
and completely, with at least 5% better performance than the baseline methods. Wu et al. [17] present
a boundary regulated network called BR-Net for accurate aerial image segmentation and building
outline extraction. The BR-Net achieves significantly higher performance than the state-of-the-art
U-Net model. Yang et al. [1] propose a novel deep network based on DenseNets and the attention
mechanism, called the dense-attention network (DAN), to overcome the difficulty with using both
high-level and low-level feature maps in the same network. The results show that DAN offers better
performance than other deep networks. Yi et al. [14] effectively perform urban building segmentation
from high resolution imagery using a DNN and generate accurate segmentation results. This method
outperforms the six existing methods and particularly shows better results for irregular-shaped and
small-sized buildings. Zhang et al. [18] use a nested network architecture for building extraction from
aerial imageries. It can even extract the building areas covered by shadows. Kang et al. [13] design a
dense spatial pyramid pooling to extract dense and multi-scale features simultaneously, to facilitate the
extraction of buildings at all scales. He et al. [18] present an effective approach to extracting buildings
from Unmanned Aerial Vehicle (UAV) images through the incorporation of superpixel segmentation
and semantic recognition. Pan et al. [13] propose a generative adversarial network with spatial and
channel attention mechanisms (GAN-SCA) for the robust segmentation of buildings in remote sensing
images. Experimental results show that the proposed GAN-SCA achieves a higher accuracy than
several state-of-the-art approaches.

Among the other published papers, Cui et al. [6] present a novel method coupling linear structures
with three-dimensional geometric surfaces to automatically reconstruct 3D models using point cloud
data from mobile laser scanning [6]. A new morphological attribute building index (MABI) and
shadow index (MASI) are proposed in Ma et al. [15] for automatically extracting building features from
high-resolution remote sensing satellite images. In experiments, this method shows better performance
than the two widely used supervised classifiers, namely the support vector machine (SVM) and random
forest (RF). Misra et al. [8] compare the digital building height models extracted from four freely
available but coarse-resolution global DSMs. Thus, these DSMs can help to cost effectively analyse
the vertical urban growth of rapidly growing cities. Xie et al. [5] propose a hierarchical regularization
method for noisy building boundary points, through fusion of aerial laser scanning or photogrammetric
point clouds. This is formulated as a Markov random field and solved efficiently via graph cut.
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Abstract: Automatic building extraction from high-resolution remote sensing images has many
practical applications, such as urban planning and supervision. However, fine details and various
scales of building structures in high-resolution images bring new challenges to building extraction.
An increasing number of neural network-based models have been proposed to handle these issues,
while they are not efficient enough, and still suffer from the error ground truth labels. To this end,
we propose an efficient end-to-end model, EU-Net, in this paper. We first design the dense spatial
pyramid pooling (DSPP) to extract dense and multi-scale features simultaneously, which facilitate the
extraction of buildings at all scales. Then, the focal loss is used in reverse to suppress the impact of
the error labels in ground truth, making the training stage more stable. To assess the universality of
the proposed model, we tested it on three public aerial remote sensing datasets: WHU aerial imagery
dataset, Massachusetts buildings dataset, and Inria aerial image labeling dataset. Experimental
results show that the proposed EU-Net is superior to the state-of-the-art models of all three datasets
and increases the prediction efficiency by two to four times.

Keywords: building extraction; high-resolution aerial imagery; fully convolutional network;
semantic segmentation

1. Introduction

Land cover and land use (LCLU) classification is the fundamental task in remote sensing image
interpretation, with the goal of assigning a category label to each pixel of an image [1]. It provides the
opportunity to monitor and analyze the evolution of global earth and key regions, and has spawned
many new applications, e.g., precision agriculture [1], population density estimation [2], location
information service [3]. Among these applications, automatic building extraction with optical remote
sensing (ORS) images is one of the most popular research directions [4–7], owing to its convenience
and feasibility.

As the resolution of ORS images has reached the decimeter level, more and more elaborate
structure, texture and spectral information of buildings has become available. Meanwhile,
the increasing intra-class variance and decreasing inter-class variance in VHR images make it more
difficult to manually design classification features [8,9]. Therefore, the traditional methods based on
hand-crafted features are no longer suitable for building extraction in VHR images [10–13]. Fortunately,
the rise of deep learning, especially the convolutional neural network (CNN), has brought us new

Remote Sens. 2019, 11, 2813; doi:10.3390/rs11232813 www.mdpi.com/journal/remotesensing5



Remote Sens. 2019, 11, 2813

solutions, as it can automatically learn effective classification features. In recent years, with the
development of semantic segmentation technology, building extraction from ORS images has been
continuously improved.

In earlier studies, semantic labels have been independently determined pixel by pixel using
patch-based CNN models, which predict the label relying on only a small patch around the target
pixel and ignores the inherent relationship between patches. Patch-based CNN models have achieved
remarkable performance in building extraction, while they cannot guarantee the spatial continuity and
integrity of the building structures [14,15]. Moreover, patch-based CNN methods are time consuming.

To overcome the problems of patch-based CNNs, Long et al. [16] proposed the fully convolutional
networks (FCNs), which have become a new paradigm for semantic segmentation. FCNs replace the
fully connected layers in traditional CNNs with convolutional layers and upsampling layers. Based
on the basic FCN8 model [16], several modifications of FCNs have been proposed. For example,
DeconvNet [17], SegNet [18] and U-net [19] used the encoder-decoder structure to improve
the segmentation accuracy, FastFCN [20] proposed Joint Pyramid Upsampling (JPU) to extract
high-resolution feature maps and DeepLab [21] used the dilated convolution to enlarge model
receptive field.

To train supervised neural network models, datasets with large number of tagged samples are
necessary. In recent years, as more and more remote sensing datasets have become available, FCNs have
drawn increasing attention in building extraction research and demonstrated remarkable classification
ability on different datasets such as the WHU dataset [22,23], the Massachusetts dataset [6,24], and the
Inria Aerial Image Labeling dataset [7,25,26].

Compared with the natural image semantic segmentation tasks, there are two challenges for
building extraction from high-resolution ORS images. One is how to accurately extract the regularized
contours of buildings. The other one is that buildings in different areas show complex shapes and
diverse scales. The scales of different buildings may vary by dozens of times.

Regardless of the diversity of building shapes, they have clear contours. The most commonly used
loss function in building extraction is cross-entropy loss function, but it only focuses on the accuracy of
single pixel classification. Therefore, the spatial continuity of building shapes is entirely dependent on
the features extracted by the models. In order to get accurate contours, some researchers choose to use
post-processing methods. A common post-processing method to capture fine edge details is conditional
random fields (CRFs) [27]. Shrestha et al. [28] proposed a ELU-FCN model, which replaced the rectified
linear unit (ReLU) in FCN8 with the exponential linear unit (ELU) [29], to extract preliminary building
maps and then used CRFs to recover accurate building boundaries. Alshehhi et al. [30] extracted
features with a single patch-based CNN architecture and integrated them with low-level features of
adjacent regions during the post-processing stage to improve the performance. Another branch to
solve the contour problem is to use the generative adversarial networks (GANs)[31]. GANs have
achieved great success in image conversion [32,33] and super-resolution reconstruction [34,35]. A GAN
model consists of two parts: a generator network and a discriminator network. These two networks are
trained with adversarial strategy alternatively until the discriminator cannot distinguish the generated
image from the real one. Many researchers believe that the GANs can enforce spatial label continuity
to refine the building boundaries [8,25]. Li et al. [25] adopted a stable learning strategy to train a
GAN model and tested it on the Inria dataset and the Massachusetts dataset. Although this model
gave the state-of-the-art results on the Inria dataset, it needed 21 days to train even on a NVIDIA
K80 GPU. In addition, the GAN model is prone to collapse, leading to an extremely unstable training
procedure. In contrast to the above methods only using RGB images, some studies improved the
extraction accuracy of building boundaries by introducing additional geographic information (digital
elevation model (DEM), digital surface model (DSM), etc.) [36,37].

Besides the contour problem in building extraction, the buiding sizes can vary greatly, even in one
remote sensing image. To deal with the multi-scale problem, one way is to keep the network model
unchanged and train the model with input images of different scales. Ji et al. [5] used the original
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images and double down-sampled images to train one Siamese U-Net (SiU-Net) model simultaneously
and share weights between two networks. Although the model can simultaneously learn multi-scale
features of the buildings, the training resources are double, which greatly reduces the training efficiency.
In order to improve efficiency, researchers reuse single-scale inputs and hope that deep networks
can simultaneously exploit multi-scale features extracted by different layers. There are two branches
here. The first is to study multi-scale feature extraction block and output one building extraction
map [22,24,38]. The JointNet [24] gave a new dense atrous convolution block (DACB), which used
dense connectivity block and atrous convolution to acquire multi-scale features. Through extensive
use of the DACB modules, the JointNet has achieved the best results on the Massachusetts dataset,
while consuming a large amount of GPU memory. Another branch uses the multiple outputs of the
middle layer to constrain the model [39–42]. Ji et al. [40] proposed a scale-robust FCN (SR-FCN) and
trained it with five outputs of two atrous spatial pyramid pooling (ASPP) structures.

On the one hand, high-resolution focal detail features are indispensable to improve the accuracy of
building contour extraction. On the other hand, in order to extract buildings with varying morphologies
and scales, global semantic features are the key. Furthermore, to use more context information, models
tend to enlarge receptive fields [24,40], which will further increase the difficulty of extracting accurate
contours. To solve this conflict, Liu et al. [22] proposed an SRI-Net model to handle the balance
between discrimination and detail-preservation abilities. To this end, the SRI-Net used large kernel
convolution and the spatial residual inception (SRI) module to preserve detail information while
obtaining a large receptive field. These strategies made SRI-Net achieve the best results on the WHU
dataset, but also made it computationally expensive.

Although FCNs-based models have achieved great success in remote sensing building extraction
task, the accuracies of existing results are still not satisfactory due to the poor prediction of boundaries.
Moreover, the state-of-the-art models are complex and inefficient, i.e., they are difficult to train and
time-consuming to forecast. Furthermore, they are not versatile and can only achieve good results on a
single dataset. To solve the foregoing problems, we proposed a simple but efficient U-Net for building
extraction, named EU-Net. The main contributions of this paper can be summarized as follows.

1. A simple but efficient model EU-Net is proposed for optical remote sensing image building
extraction. It can be trained efficiently with large learning rate and large batch size.

2. By applying the dense spatial pyramid pooling (DSPP) structure, multi-scale dense features can
be extracted simultaneously from more compact receptive field and then buildings of different
scales can be better detected. By using the focal loss in reverse, we reduced the impact of error
labels in the datasets on model training, leading to a significant improvement of the accuracy.

3. Exhaustive experiments were performed for evaluation and comparison using three public remote
sensing building datasets. Compared with the state-of-the-art models on each dataset, the results
have demonstrated the universality of the proposed model for building extraction task.

This paper is organized as follows. Some preliminary concepts of neural network are introduced
in Section 2. Section 3 details the proposed EU-Net and the loss function used in this paper. Then,
the datasets, implementation settings and experiment results are illustrated in Section 4. A series of
comparative experiments are discussed in Section 5. Finally, a conclusion is made in Section 6.

2. Preliminaries

A standard CNN model consists of convolutional layers, nonlinear layers, pooling layers and
fully connected layers. To build the encoder-decoder structure, FCNs-based models replace the fully
connected layers with different kinds of upsampling layers, such as the transposed convolutional
layers and the uppooling layers. In addition, many other kinds of layers such as dropout layers [43]
and SoftMax layers [44], etc. are also often used in these models. In the following, we only introduce
each of the basic layers used in the proposed model.
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• Standard convolutional layer: The standard convolutional layers are usually used for different
purposes with different convolution kernel sizes. For example, convolution with 3*3 kernel is
the most common choice for feature extraction and convolution with 1*1 kernel is always used
to reintegrate features from different sources in concatenate layer or reduce feature channels.
In order to use the spatial context information around the pixel, the convolution kernel is at least
a 3*3 convolution kernel. Compared with larger kernel convolution, cascade 3*3 convolutions can
get the same receptive field with fewer parameters and introduce more nonlinear functions at the
same time. As for 1*1 kernel, the fewest parameters can be used to reduce feature channels.

• ReLU layer: The rectified linear unit (ReLU) [45] is the preferred nonlinear activation function for
most neural network models. The function of ReLU is very simple, keeping the positive values
while setting negative values to zero, i.e., max(0,x).

• Pooling layer: Pooling is a general option for downsampling feature maps along the spatial
dimension. The max-pooling is adopted by most models and we also use it in our model.

• Dilated convolution layer: By adjusting the dilated rate, the dilated convolution can change the
receptive field without changing the number of parameters. Therefore, the dilated convolution is
used to expand receptive field and simultaneously acquire features of different scales.

• Transposed convolution layer: Transposed convolution is used to recover the resolution of
feature maps and implement pixel-to-pixel prediction. Different with the uppooling used in
U-Net or SegNet, the transposed convolution is trainable and more flexible.

• Batch normalization layer: Batch normalization (BN) is used to accelerate model training by
normalizing layer inputs [46]. By doing this, the internal covariate shift can be suppressed, and
much higher learning rate can be used.

• Concatenate layer: Concatenate layer is used to connect feature maps from different sources.

3. Methodology

In this paper, we designed a simple but effective FCNs-based model for remote sensing images
building extraction. The complete network of our proposed model is illustrated in Figure 1. As shown
in the figure, we divide the model into three parts, namely encoder, DSPP and decoder.

Figure 1. Architecture of the proposed EU-Net, which consists of three parts: encoder, DSPP
and decoder.
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3.1. Encoder

Currently, model training generally uses small sample slices. As the resolution of ORS images has
reached the centimeter level, a large building can cover a large part of a slice. Moreover, background
information plays an important role in building extraction. In order to detect large buildings, we use
input images with larger size. Though large images will increase the training time, an efficient encoder
is chosen to improve the efficiency of our model. We compared the floating-point operations per
second (FLOPs) and training parameters of several commonly used encoders in Table 1. VGG16 has
the fewest layers but the least efficiency. Xception41 seems to best meet our needs. However, due to the
use of depthwise separable convolution, Xception41 needs to consume more GPU memory. Limited by
the hardware resources, if we use the Xception41, we can only use a smaller batch size, which shows
an adverse effect on BN layers [47]. We note that the parameters and computational cost of VGG16 are
mainly concentrated in the last three convolutional layers. If we only use the first 13 layers of VGG16,
we can get an encoder that meets both less parameters and low GPU memory cost requirements.

Table 1. Comparison of FLOPs and training parameters for different encoder structures.

Encoders FLOPs (M) Parameters (M)

VGG16 [16] 268.52 134.27
VGG16 (first 13 layers) 29.42 14.71

ResNet50 [48] 76.06 38.07
ResNet101 [48] 149.66 74.91
Xception41 [49] 62.54 31.33
Xception65 [49] 96.94 48.57

It should be noted that many researchers only use three [23,50] or four [49,51,52] downsampling
layers to retain more detail features, while we keep all five pooling layers to reduce the need for
hardware, mainly referring the consumption of GPU memory. As for the detail information, it is
handled by the decoder. All convolutions in the encoder use 3*3 kernels and the ReLU activation
function is used after each convolution. We only add a BN layer before each pooling layer rather than
after each convolution layer. With this encoder, we can use larger input images and larger batch size at
the same time.

3.2. DSPP

In our model, we use a dense spatial pyramid pooling (DSPP) structure after the encoder to
increase the receptive field and acquire multi-scale features. The receptive field of our encoder is
212*212 which is smaller than the input image size we used. Considering that the effective receptive
field was significantly smaller than the theoretical receptive field [53], we use two dilated convolution
with rate = 3 (404*404) and rate = 6 (596*596) to make sure that the receptive field can cover the entire
input image. However, we notice that the receptive field of DSPP is much bigger than the receptive
field of encoder and the moderate features between them are ignored. Thus, we add a standard 3*3
convolution whose receptive field is 276*276. In addition, we add a 1*1 convolution to reintegrate the
pooled features and an image pooling to get the importance of different feature channels. Consequently,
dense and multi-scale features can be extracted by the proposed structure, and this is the first reason
we call it DSPP.

Thereafter, the concatenation of the five outputs passes a 3*3 standard convolution. Compared
with the 1*1 convolution in ASPP, a 3*3 convolution can better integrate more information while
reducing the feature dimension. As shown in Figure 2, the numbers represent the rates of different
dilated convolutions, where 0 represents the 1*1 convolution. The position of the number indicates
which feature on the input image can be used by a single pixel on the output image. Through the
comparison we can see, a 1*1 convolution can only integrate very sparse features in a 15*15 pixels area,
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but a 3*3 convolution can nearly cover all pixels. This is another reason we call it DSPP. Finally, we
add a BN layer after the 3*3 convolutional layer.

(a) (b)

Figure 2. A comparison of which features on the input image can be used by a single pixel on the
output image when a different size convolution kernel is used at the end of the DSPP. (a) Use a 1*1
convolution. (b) Use a 3*3 convolution.

3.3. Decoder

The decoder is used to restore output resolution. We use five transposed convolutions with an
upsampling factor of 2 in our decoder. In contrast to the U-Net, we do not use extra 3*3 convolutions
to refine the features as shown in Figure 1, since the decoder of U-Net cannot predict accurate building
boundaries. To solve this problem, we use a short connection to concatenate the outputs of the first
four transposed convolution layers with the corresponding low-level layers in the encoder. However,
as mentioned in paper [49], it is not the best choice to directly use the low-level features with many
channels, which may outweigh the high-level semantic features and affect the final classification
accuracy. Therefore, we first apply a 1*1 convolution on the low-level features before the connection to
reduce the number of channels. For the best channel ratio of low-level and high-level features, we will
further discuss it in Section 5. After the short connection, another 1*1 convolution is used to reintegrate
features and then a BN layer is applied to accelerate model training.

3.4. Loss Function

Cross-entropy loss (CE) is the most commonly used loss function in semantic segmentation task.
For binary classification, CE loss function can be described as:

CE(p, y) =

{
−log(p) i f y = 1

−log(1 − p) otherwise.
(1)

where y ∈ {0, 1} is the ground truth label and p ∈ [0, 1] is the prediction result. For notational
convenience, here we define the probability pt as:

pt =

{
p i f y = 1

1 − p otherwise.
(2)

Then, we can rewrite the loss function in (3) as:

CE(pt) = −log(pt) (3)

Focal loss (FL) [54] is proposed to address extreme imbalances between foreground and
background classes in dense object detection. Now, it is also often used to deal with category imbalances
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in semantic segmentation. Focal loss is improved from CE loss. To address class imbalance, an intuitive
idea is to use weighting coefficients. The modified CE loss function can be expressed as:

CE(pt) = −αtlog(pt) (4)

αt ∈ [0, 1] is the weighting factor for the two classes, which is defined analogously to pt.
Based on this, FL adds a modulating factor (1 − pt)γ to further reduce the loss of the easy

classification category. γ ≥ 0 is a tunable focusing parameter. FL function can be described as:

FL(pt) = −αt(1 − pt)
γlog(pt). (5)

As pt → 1, the factor (1 − pt)γ → 0, i.e., samples that have been correctly classified tend to show a
reduced impact on the model training. Conversely, samples that are difficult to classify will determine
the subsequent model training. Through the focusing factor γ, the rate at which easy samples are
downweighted can be smoothly adjusted. FL is equivalent to CE when γ = 0.

In our task, the error ground truth labels instead of the category imbalance are the most serious
impact that constrains the effectiveness of the model training. We can regard the error labels as hard
examples in FL function, and eliminate the influence of error labels by constraining its weight in the
later stages of training. Therefore, our final loss function is:

Loss = CE(pt)− β · FL(pt). (6)

β is the weighting factor to control the weight of FL in total loss. The larger the β, the smaller the
impact of the difficult (error) sample on the model training. By using the FL in reverse, we can reduce
the impact of error labels in CE. Lin et al. [54] pointed out the best choice was α = 0.25 and γ = 2
and α = 0.5 worked nearly as well. In our task, two typical error labels, the missing of buildings
and the error classification of buildings, are considered. We think these two kinds of error labels
should be treated equally, and thus we set α = 0.5. As for the γ, we follow the setting in [54] as γ = 2
(Appendix A).

4. Experimental Results

In this section, we first present detailed dataset description, implementation settings, evaluation
metrics and comparative methods. Then, extensive experiments were performed to evaluate the
performance of the proposed EU-Net.

4.1. Dataset Description

In this paper, we evaluate the proposed EU-Net on three publicly available building datasets
for semantic labeling. The metrics of subsequent experiments are evaluated on the test sets of
three datasets.

WHU Building Dataset: This dataset is proposed in [5] and includes both aerial and satellite
images. In this paper, we only use the aerial imagery dataset (0.3 m ground resolution) which has
higher label accuracy. Therefore, we use this dataset to evaluate the accuracy of building extraction.
The aerial dataset contains 8189 tiles with 512*512 pixels. Paper [5] divided the samples into three
parts: a training set (4736 tiles with 130,500 buildings), a validation set (1036 tiles with 14,500 buildings)
and a test set (2416 tiles with 42,000 buildings). An example is shown in Figure 3.
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(a) (b)

Figure 3. An example of the WHU dataset. (a) Original image. (b) Ground truth label.

Massachusetts Building Dataset: This dataset is proposed in [6]. Unlike the WHU dataset,
the ground resolution of this dataset is 1m, which is relatively low. The label accuracy of this dataset is
also lower than the WHU dataset. Thus, we use this dataset to evaluate the ability to handle fuzzy
images. There are 151 images with 1500*1500 pixels and paper [6] divided them into three parts: a
training set of 137 images, a validation set of 4 images and a test set of 10 images. An example is shown
in Figure 4.

(a) (b)

Figure 4. An example of the Massachusetts dataset. (a) Original image; (b) Ground truth label.

Inria Aerial Image Labeling Dataset: This dataset is proposed in [7] and includes 180 images
with public labels and 180 images without public labels. For quantitative analysis, we only use the
former in this paper. There are five dissimilar urban settlements (Austin, Chicago, Kitsap County,
Western Tyrol and Vienna) with 36 images respectively, ranging from densely populated areas to alpine
towns. Since the label accuracy of this dataset is lower than the first dataset, we use this dataset to
evaluate the generalization ability of the model. The ground resolution of this dataset is also 0.3 m and
image size is 5000*5000 pixels. The first five images of each city are set as test images. An example is
shown in Figure 5.
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(a) (b)

Figure 5. An example of the Inria dataset. (a) Original image; (b) Ground truth label.

4.2. Implementation Settings

Due to hardware limitations, raw images are too large to be directly used for training. In this
paper, the raw images are cropped into 512*512 patches in preprocessing with no overlap. The WHU
dataset has 4736 512*512 patches, the Massachusetts dataset has 1065 512*512 patches, and the Inria
dataset has 15,500 512*512 patches. Then, in each iteration, a batch is clipped to 256*256 pixels using
the same random cropping to further increase the diversity of the training samples. Except for random
cropping, we do not use other data augmentation tricks such as rotation and flip.

We implemented our EU-Net model based on the Keras API in TensorFlow framework. In the
experiments, we did not use any pre-training parameters. The convolution kernels were initialized
with Glorot uniform initializer [55] and the biases were initialized to 0. Our proposed network was
trained from scratch using SGD optimizer with batch size 64, momentum 0.9. Unlike most literature,
we did not use any learning rate adjustment strategies. For the WHU dataset and the Inria dataset,
the learning rate was set to 0.2. And for the Massachusetts dataset, the learning rate was set to 0.5.
As for the β in (6), we set 0 for the WHU dataset, and 2 for the Massachusetts dataset and the Inira
dataset. This was because the WHU dataset had a high-precision label and therefore did not require the
FL. The model was trained using two NVIDIA GeForce GTX 1080Ti and tested with one. We trained
EU-Net 300 epochs with WHU dataset, 2000 epochs with Massachusetts dataset, and 400 epochs with
Inria dataset.

4.3. Evaluation Metrics

To assess the quantitative performance, four benchmark metrics are used, i.e., recall (Rec),
precision (Pre), F1 score (F1) and intersection over union (IoU). These four metrics are defined as:

Recall =
TP

TP + FN
. (7)

Precision =
TP

TP + FP
. (8)

F1 =
2 ∗ Rec ∗ Pre

Rec + Pre
. (9)

IoU =
TP

TP + FP + FN
. (10)

where TP, FP and FN are the number of true positives, false positives and false negatives, respectively.
In addition, we will give the normalized confusion matrix, following [56,57]. The form of normalized
confusion matrix is shown in Figure 6. The indexes in the ith row denote the rates of the pixels that are
classified as each class from the ith class.
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Figure 6. The form of normalized confusion matrix.

As we all know, every building has a clear boundary, no matter how the shape of the building
changes. Therefore, in addition to using the original mask labels, we also create contour labels to
evaluate the model. The criterion for judging whether a building pixel belongs to the contour is based
on whether there are background pixels among its four adjacent pixels. If the judgment is true, then
the pixel is a contour pixel, and vice versa. An example of the contour label in WHU dataset is shown
in Figure 7.

(a) (b) (c)

Figure 7. An example of the contour label extracted from the mask label. (a) Original image. (b) Mask
label. (c) Contour label.

The four metrics based on mask labels and contour labels are both presented in the
subsequent experiments.

In addition to extraction accuracy, the efficiency of the model is also our focus. Considering
that the size of the original image in the WHU dataset is only 512*512 pixels, we use the number of
images processed per second by the model as a metric. As for the other two datasets, we use the time
processing an image as the metric.

4.4. Comparing Methods

To demonstrate its superior performance, the proposed EU-Net is compared with the
state-of-the-art methods on each dataset. In this subsection, we will give a brief introduction of
the best performing model on each dataset. In addition, we use the results of DeepLabv3+ and
FastFCN as the benchmarks for all three datasets.

SRI-Net: Liu et al. [22] proposed SRI-Net for building detection, which was tested on the WHU
dataset and the Inria dataset. According to our research, it achieved the best performance on the
WHU dataset. We reproduced the SRI-Net with the Keras API and retrained it on the WHU dataset.
We followed the training settings in [22]: an Adam optimizer was initialized with a learning rate of
1 × 10−4, the learning rate was decayed at a rate of 0.9 per epoch, L2 regularization was introduced
with a weight decay of 0.0001. Cross-entropy was used as loss function. We trained SRI-Net 300 epochs
on WHU dataset.

JointNet: Zhang et al. [24] proposed JointNet for building detection, which was tested on the
Massachusetts dataset. According to our research, it achieved the best performance on this dataset. We
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reproduced the JointNet with the Keras API and retrained it on the Massachusetts dataset. We followed
the training settings in [24]: an Adam optimizer was initialized with a learning rate of 1 × 10−4,
and focal loss was used as loss function. We trained JointNet 400 epochs on Massachusetts dataset.

Web-Net: Zhang et al. [38] proposed a nested encoder-decoder deep network for building
extraction, named Web-Net. To balance the local cues and the structural consistency, the Web-Net used
the Ultra-Hierarchical Sampling (UHS) blocks to extract and fuse the inter-level features. According to
our research, it achieved the best performance on the Inria dataset. In order to achieve the best result,
Web-Net had to use the pretrained parameters from ImageNet.

FastFCN: The FastFCN model was proposed by Wu et al. [20] and achieved the state-of-the-art
results on the ADE20K dataset and the PASCAL Context dataset. We reproduced the FastFCN with the
Keras API. We trained FastFCN 300 epochs on WHU dataset, 1600 epochs on Massachusetts dataset,
and 350 epochs on Inria dataset. FastFCN was trained with SGD, of which the momentum was set to
0.9 and the weight decay was set to 1 × 10−4. We set the learning rate to 0.1 and reduced it following
the ‘poly’ strategy. Loss function was kept same with EU-Net.

DeepLabv3+: The DeepLab networks were proposed by Chen et al. and have been improved
several times, including v1 [21], v2 [58], v3 [59], and v3+ [49]. The DeepLabv3+ achieved the
state-of-the-art results on the Cityscapes dataset and the PASCAL VOC 2012 dataset. We reproduced the
DeepLabv3+ with the Keras API. We trained DeepLabv3+ 300 epochs on WHU dataset, 1600 epochs on
Massachusetts dataset, and 400 epochs on Inria dataset. DeepLabv3+ was trained with SGD, of which
the momentum was set to 0.9 and the weight decay was set to 1 × 10−4. We set the learning rate to
0.01 for WHU dataset, 0.5 for Massachusetts dataset, and 0.01 for Inria dataset. We also reduced the
learning rate following the ’poly’ strategy. Loss function was kept same with EU-Net.

4.5. Comparison with Deep Models

4.5.1. WHU Dataset

Table 2 gives the quantitative evaluation indexes of different models on the test images of the
WHU dataset. Our proposed EU-Net outperforms SRI-Net, FastFCN, and DeepLabv3 on all the four
metrics, except for the precision of SRI-Net. However, the precision of our EU-Net is only 0.23% lower
than that of SRI-Net, and our EU-Net makes a better balance between recall and precision, as can
be intuitively seen from the F1. The mask IoU metrics are all higher than 85% and our EU-Net even
exceeds 90%. This is because the WHU dataset is of higher quality and is easier to distinguish than
the other two datasets [22]. Compared with the result of SRI-Net in [22], our EU-Net improved the
mask IoU by 1.47%. Moreover, our model can process 16.78 images per second, while SRI-Net can only
process 8.51 images per second. In other words, our model efficiency is approximately twice that of
the latter. The FastFCN and the DeepLabv3+ are also much slower than our model. As a reference,
we also presented the normalized confusion matrix for EU-Net in Figure 8.

Figure 8. The normalized confusion matrix of EU-Net on WHU dataset.
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Table 2. Evaluation results on the test set of WHU dataset. The best values are masked as bold.

Recall (%) Precision (%) F1 (%) IoU (%) Images/s

Web-Net [38] (report) mask - - - 88.76 -
SRI-Net [22] (report) mask 93.28 95.21 94.23 89.09 -

SRI-Net [22] mask 91.92 92.75 92.33 85.75 8.51contour 36.65 37.36 37.00 22.70

FastFCN [20] mask 81.37 87.98 84.55 73.23 9.78contour 20.27 16.61 18.26 10.05

DeepLabv3+ [49] mask 92.99 93.11 93.05 87.00 9.44contour 40.49 40.67 40.58 25.45

EU-Net mask 95.10 94.98 95.04 90.56
16.78contour 48.73 49.10 48.91 32.38

Figure 9 shows the visual performance of four different scenarios. The first scenario is an example
of an oversized building. The result of FastFCN was very terrible where the oversized building was
almost undetected. SRI-Net and DeepLabv3+ misclassified the cement floor in the lower middle area
into buildings, while our EU-Net successfully avoided this error. The second scenario is sparsely
distributed medium-sized buildings. Only our EU-Net successfully detected the building in the upper
left corner and all four models misclassified the containers in the lower right corner into buildings.
The third scenario is densely distributed small-sized buildings. All four models missed several
buildings of very small size. The fourth scenario is a negative sample. Only our EU-Net gave the right
prediction and the other three models had more or less misclassifications. In summary, our EU-Net
gives the best results both on the integrity of building shapes and the accuracy of building contours.

image label SRI-Net FastFCN DeepLabv3+ EU-Net

Figure 9. Examples of building extraction results produced by four models on the WHU dataset.
The first three rows are examples of oversized building, medium-sized buildings and small-sized
buildings, respectively. The last row is an example which has no buildings. Columns 2-6 are the ground
truth labels and prediction maps from SRI-Net, FastFCN, DeepLabv3+, and EU-Net, respectively.
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4.5.2. Massachusetts Dataset

In this dataset, we predicted the test images in blocks of 512*512 pixels, with a sliding stride
of 256 pixels. Table 3 gives the quantitative evaluation indexes and time costs of processing one
image for different models. It is clear that our proposed EU-Net outperforms JointNet, FastFCN,
and DeepLabv3+. Compared with the results of the WHU dataset, all metrics are much lower for the
four models. There are two reasons for the results. First, the scenes of the Massachusetts dataset are
more complicated. Especially the shadows of high buildings bring great difficulties to the classification.
Second, the Massachusetts dataset has a lower resolution and label quality. As shown in Table 3, recall
metrics for all models are much lower than the precision metrics and our model has the smallest gap
between the two metrics. Compared with the report result of JointNet in [24], our EU-Net improved
the IoU by 1.94%. In terms of processing efficiency, the FastFCN is almost the same as the DeepLabv3+,
and the time to process one image is nearly twice that of our model. The most time-consuming JointNet
takes more than three times as much as our model. As a reference, we also presented the normalized
confusion matrix for EU-Net in Figure 10.

Figure 10. The normalized confusion matrix of EU-Net on Massachusetts dataset.

Table 3. Evaluation results on the test set of Massachusetts dataset. The best values are masked as bold.

Recall (%) Precision (%) F1 (%) IoU (%) Time (s)

JointNet [24] (report) mask 81.29 86.21 83.68 71.99 -

JointNet [24] mask 79.85 85.21 82.44 70.13 4.16contour 27.30 27.32 27.31 15.82

FastFCN [20] mask 65.70 78.83 71.67 55.85 2.19contour 13.13 14.38 13.73 7.37

DeepLabv3+ [49] mask 69.90 83.21 75.98 61.26 2.20contour 21.38 22.50 21.92 12.31

EU-Net mask 83.40 86.70 85.01 73.93
1.13contour 28.23 29.44 28.83 16.84

Figure 11 shows the visual performance of four different scenarios. The odd rows are original
images and the even rows are the regions of interest selected by red boxes in the original images.
The first scenario showed the impact of high-rise shadows on the accuracy of building extraction.
It could be seen that the buildings predicted by four models were all incomplete and the integrity of
DeepLabv3+ was the worst. Although the integrity of FastFCN was better than DeepLabv3+, there
was a significant sawtooth effect on the building contours. Our EU-Net gave the most complete and
accurate building extraction results. The main problem was that the shadows in the middle of the
buildings cannot be accurately classified. As mentioned before, there exist obvious wrong labels in
Massachusetts dataset. An example of error labels is shown in the 4th and 8th row of Figure 11, where
the ground truth presents a wrong label on the grassland area. The last two scenarios were used
to show the performance of four models for detecting buildings of different sizes. For small and
medium-sized buildings, JointNet, DeepLabv3+ and EU-Net had similar performance. Meanwhile, for
oversized buildings, only our EU-Net gave a relatively complete prediction.
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image label JointNet FastFCN DeepLabv3+ EU-Net

Figure 11. Examples of building extraction results produced by four models on the Massachusetts
dataset. The even rows are the enlargements of the red box selected areas in the odd rows. The red box
selected areas in the odd rows are error label examples. Columns 2–6 are the ground truth labels and
prediction maps from JointNet, FastFCN, DeepLabv3+, and EU-Net, respectively.
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4.5.3. Inria Dataset

The test image size is the same as the Massachusetts dataset. Table 4 gives the quantitative
evaluation indexes and time costs of processing one image for different models. Similar conclusions
can be drawn from Table 4. The results on the Inria dataset are also worse than the WHU dataset,
but better than the Massachusetts dataset. The latter is because the resolution of the Inria dataset is
higher than the resolution of the Massachusetts dataset. Compared with the WHU dataset, the Inria
dataset has a lower quality where some obvious error labels can be found in the ground truth. Moreover,
the scenes of the Inria dataset are more complicated, as there are five different cities in the dataset.
These factors cause the results on the Inria dataset to be worse than the WHU dataset. Compared with
the result of Web-Net reported in [38], our EU-Net improved the mask IoU by 0.4%. According to
paper [38], the Web-Net takes 56.5 s to process one image, while the EU-Net only needs 14.79 s, i.e.,
our model has improved the efficiency four times compared with the Web-Net. As a reference, we also
presented the normalized confusion matrix for EU-Net in Figure 12.

Figure 12. The normalized confusion matrix of EU-Net on Inria dataset.

Table 4. Evaluation results on the test set of Inria dataset. The best values are masked as bold.

Recall (%) Precision (%) F1 (%) IoU (%) Time (s)

SRI-Net [22] (report) mask 81.46 85.77 83.56 71.76 -
2-levels U-Nets [60] (report) mask - - - 74.55 208.8
Building-A-Net [25] (report) mask - - - 78.73 150.50

Web-Net [38] (report) mask - - - 80.10 56.50

FastFCN [20] mask 83.55 87.51 85.48 74.64 29.12contour 11.31 11.07 11.18 5.92

DeepLabv3+ [49] mask 84.00 87.88 85.90 75.28 29.61contour 13.94 15.85 14.84 8.01

EU-Net mask 88.14 90.28 89.20 80.50
14.79contour 19.81 21.18 20.47 11.40

We also test the performance of EU-Net on five cities respectively, showed in Table 5. Compared
with Web-Net, the proposed EU-Net gained better performance on Austin, Chicago, and Vienna.
But for Kitsap and Tyrol-w, Web-Net performed better. In general, the overall performance of the
proposed EU-Net is slightly better than Web-Net.

Table 5. IoU metrics (%) for each city of test set in Inria dataset. The best values are masked as bold.

Austin Chicago Kitsap Tyrol-w Vienna Overall

Web-Net [38] (report) 82.49 73.90 70.71 83.72 83.49 80.10
FastFCN [20] 75.56 70.05 64.37 74.10 78.97 74.64

DeepLabv3+ [49] 78.89 69.93 66.11 73.09 79.24 75.28
EU-Net 82.86 76.18 70.68 80.83 83.55 80.50

We selected a representative image from each of the five cities, as shown in Figure 13.
The buildings in Kitsap County (the third row in Figure 13) are randomly scattered throughout
the image and the buildings in Western Tyrol (the fourth row in Figure 13) are concentrated in parts
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of the image. The buildings of the other three cities are densely distributed throughout the images.
Among them, the buildings in Chicago (the second row in Figure 13) are neatly distributed, while the
buildings in Austin (the first row in Figure 13) and Vienna (the last row in Figure 13) are irregular.
Compared with Austin, the building size varies drastically in Vienna.

image label FastFCN DeepLabv3+ EU-Net

Figure 13. Examples of building extraction results produced by three models on the Inria dataset. Five
scenarios from top to bottom are chosen from Austin, Chicago, Kitsap, Tyrol and Vienna. Columns 2–5
are the ground truth labels and prediction maps from FastFCN, DeepLabv3+, and EU-Net, respectively.

Roughly speaking, the three model predictions are visually similar. In order to compare the
details, we enlarged the red boxes in Figure 13, shown in Figure 14. From top to bottom are Austin,
Chicago, Kitsap, Tyrol and Vienna. For the large buildings in Austin, the predictions of FastFCN and
our model were more complete than DeepLabv3+, and the contour accuracy of DeepLabv3+ and our
model was better than that of FastFCN. Moreover, there were some misclassifications of small-size
buildings in the predictions of FastFCN and DeepLabv3+. For the Chicago, there are many neatly
arranged buildings. In the prediction of FastFCN, the adjacent buildings were treated as a whole.
The prediction of DeepLabv3+ was slightly better, and only EU-Net successfully distinguished these
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buildings. In addition, the selected areas in Chicago showed some error labels. Although all three
models gave correct predictions for these areas, they gave some false alarms as shown in the yellow
rectangles. Moreover, the large building in the prediction of DeepLabv3+ obviously missed the right
piece. As for the Kitsap, all buildings in the selected area were error labels. Our EU-Net showed a
bad performance while the predictions of DeepLabv3+ and FastFCN only had a few noises in the
selected area. We ascribed the bad performance to the simple encoder of EU-Net. Compared with the
other four cities, there were much fewer buildings in Kitsap, and thus it was difficult for models to
learn enough effective features to correctly extract the buildings in Kitsap, especially for our simple
encoder. This conclusion can be also drawn from the quantitative indexes on Kitsap among the five
cities. Because there were few buildings in the Kitsap, the error labels had a great influence on the
evaluation metrics, leading to abnormally low metrics in this area. If we ignored these obviously error
labels, the IoU metrics for EU-Net, DeepLabv3+ and FastFCN could be improved by 4.91%, 7.83% and
7.50%, which were obvious improvements. There are four large buildings in Tyrol. The prediction
results of FastFCN and DeepLabv3+ missed two of them while the EU-Net extracted four buildings.
As for the enlarged areas in Vienna, the buildings in yellow box were under construction. It is clear
that the FastFCN and DeepLabv3+ both failed to extract the two buildings, and the proposed EU-Net
successfully detected one of them.

image label FastFCN DeepLabv3+ EU-Net

Figure 14. The enlargements of red box selected areas in Figure 13. Five scenarios from top to bottom
are Austin, Chicago, Kitsap, Tyrol and Vienna. Columns 2–5 are the ground truth labels and prediction
maps from FastFCN, DeepLabv3+, and EU-Net, respectively. The red box selected areas have error
labels and correct predictions. The yellow box selected area has correct label and error prediction.
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5. Discussion

5.1. Channel Ratio in Short Connection

Unlike natural objects, buildings are a type of artificial objects with clear boundaries. Therefore,
we hope to obtain more accurate building contours when improving the overall classification accuracy.
As we know, shallow focal features have more detailed information, while rich semantic information
in deep global features is more conducive to overall classification. Consequently, we want to choose a
best channel ratio between shallow features and deep features in the short connection. A comparative
experiment of the channel ratios versus IoU is presented in Figure 15, where 0 means no short
connection is used, and 1 means the shallow features have the same channels with deep features.
Obviously, the result is much worse without using short connections. Basically, the contour IoU
increases as the channel ratio increases and the mask IoU increases first and then decreases. When the
ratio is less than 1/4, the addition of shallow features can provide more accurate position information
for the semantic features, thereby improving the segmentation accuracy. When the ratio exceeds 1/4,
the model will pay too much attention to detail accuracy and ignore the semantic integrity. When ratio
is 1/4, the mask IoU achieves the maximum value and therefore the channel ratio is set as 1/4.

Figure 15. Mask IoU histogram and contour IoU line for different channel ratios of shallow features to
deep features used in the short connections.

5.2. Larger Sample Size or Larger Batch Size

Training sample size has a strong influence on the training model since models can potentially
capture more fine-grained patterns with higher resolution samples [61]. In the case of limited hardware
resources, the batch size must be reduced to increase the sample size. However, as mentioned before,
BN is sensitive to input batch size. Considering the performance of BN layers, the batch size should
not be too small. So, which one is more important for building extraction, the larger sample size or the
larger batch size?

To make full use of GPU memory, we set up three sets of comparison experiments for (sample
size, batch size), which are (256*256, 64), (354*354, 32) and (512*512, 16). Table 6 lists the IoU metrics of
each set on the three datasets. We can see that increasing the sample size and reducing the batch size
make the mask IoU metrics worse on three datasets, i.e., for building extraction, a larger batch size is
more important than a larger sample size. In addition, the metric gaps on the Inria dataset were the
smallest. For the other two datasets, the results of (512*512, 16) had a significant drop. We think this is
because there are no sufficient training samples for the first two datasets when sample size is 512*512.
Specifically, the WHU dataset has 4737 samples and the Massachusetts dataset only has 1065 samples.
Conversely, for the Inria dataset with sufficient samples, the contour IoU metric of (512*512, 16) is even
better than that of (354*354, 32). Overall, the best parameter setting is (256*256, 64).
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Table 6. IoU metrics (%) of EU-Net prediction results using different parameter pairs on the test set of
three datasets.

(256*256, 64) (354*354, 32) (512*512, 16)

WHU mask 90.56 90.35 89.00
contour 32.38 32.22 29.91

Massachusetts mask 73.93 73.75 70.42
contour 16.84 16.78 14.99

Inria mask 80.50 80.24 80.20
contour 11.40 11.27 11.30

To further verify the impact of batch size and sample size on model training, we used the Inria
dataset to supplement three sets of contrast experiments (224*224, 64), (256*256, 32) and (256*256, 16).
When training model with the latter two sets of parameters, only one NVIDIA GeForce GTX 1080Ti
was used. The IoU metrics are list in Table 7. As expected, compared with the results in Table 6, the IoU
continues to decrease as the batch size decrease when the sample size is fixed. And the IoU increases
as the sample size increases when batch size keeps same. Consequently, we think that our EU-Net will
work better when trained with large sample size and large batch size at the same time.

Table 7. IoU metrics (%) of EU-Net prediction results using different batch sizes on the test set of
Inira dataset.

(224*224, 64) (256*256, 32) (256*256, 16)

mask IoU 79.83 80.22 80.01
contour IoU 11.12 10.91 10.87

5.3. DSPP

In this subsection, we will verify the effect of DSPP block by ablation experiment. Training sample
size and batch size are set to 256*256 and 64. The EU-Net model without DSPP block is denoted
as EU-Net-simple. We tested the EU-Net-simple with three datasets and compared them with the
previous experiment results. The IoU metrics are showed in Table 8, and we can see that the IoU
metrics have improved on all three datasets by using the DSPP. The minimum increase is 0.35% on the
WHU dataset and the maximum increase is 1.76% on the Inria dataset.

Table 8. Comparison of IoU metrics (%) with or without DSPP block on the test sets of three datasets.

WHU Massachusetts Inria

EU-Net mask 90.56 73.93 80.50
contour 32.38 16.84 11.40

EU-Net-simple mask 90.21 73.07 78.74
contour 32.13 16.52 10.61

We propose to use DSPP to acquire multi-scale features, which can improve the extraction accuracy
of buildings of different sizes, especially the medium-sized and oversized buildings. For a clearer
visualization, we chose an obvious area from each dataset. The selected areas are shown in Figure 16.
For the WHU block, part of the roof parking was misclassified in the result of EU-Net-simple. For the
Massachusetts block with multi-scale buildings, the extraction accuracy of EU-Net was higher for
all buildings of different sizes. As for the Inria block, the results of the small-sized buildings had
no significant difference. EU-Net clearly performed better on the large building extractions. All the
above results demonstrate that DSPP does play its intended role. The red box selected areas in the
Massachusetts block and the Inria block are error ground truth labels, and both models gave the
right predictions.
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(a) (b) (c) (d)

Figure 16. Sample comparison of prediction results with or without DSPP. Three scenarios from
top to bottom are from WHU, Massachusetts and Inria. (a) Original image. (b) Ground truth label.
(c) Prediction of EU-Net. (d) Prediction of EU-Net-simple. The red box selected areas have error labels.

Moreover, adding DSPP block does not significantly reduce the efficiency of the model.
We compare the time of processing one image in the Inria dataset. The EU-Net-simple took 13.95 s,
and the EU-Net took 14.79 s. After adding DSPP block, consuming time to process a 5000*5000-pixel
image only increased 0.84 s. This time increase is worthwhile compared to the increase in metrics.

5.4. Loss Function

The error labels can hinder model training. To overcome this problem, we introduced FL in
reverse to reduce the gradient generated by the error labels. We also verified the performance of FL
through comparative experiments. We set β = 0 to remove the FL from loss function and performed
the EU-Net on the Massachusetts dataset and the Inria dataset. Training sample size and batch size
were still set to 256*256 and 64. The IoU metrics are listed in Table 9. The mask IoU has been improved
on the Massachusetts dataset by 1.1% and improved on the Inria dataset by 0.05%. It turns out that
negative FL does work. In addition, we can see that even without using FL, the results of our EU-Net
are better than the state-of-the-art results on these two datasets.

Table 9 proved that negative FL does work. To analyze the influence of the FL weight, we changed
β to 1 and 3, and retrained EU-Net on Massachusetts dataset. The IoU metrics are listed in Table 10.
For both mask IoU and contour IoU, the maximums were obtained when β was 2. Therefore, we set β

to 2 when training the model on Massachusetts dataset and Inria dataset.
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Table 9. IoU metrics (%) of prediction results with or without FL on the test set of Massachusetts
dataset and the test set of Inria dataset.

Massachusetts Inria

CE+FL mask 73.93 80.50
contour 16.84 11.40

CE mask 72.83 80.45
contour 16.53 11.32

Table 10. IoU metrics (%) of prediction results with different β on the test set of Massachusetts dataset.

β 1 2 3

mask 73.67 73.93 73.51
contour 16.62 16.84 16.65

5.5. Learning Rate and Epoch

The learning rate and number of epochs can greatly affect the model performance. In order to
obtain the optimal hyperparameters, we conducted some comparative experiments. As we know,
the learning rate affects the convergence speed of the model, and increasing the learning rate in a
certain range can speed up the network convergence. Therefore, we used different learning rates and
fixed the number of epochs to test the convergence speed of the network. Taking the Massachusetts
dataset as an example, we started with the learning rate of 0.01 and then increased to 0.1, 0.2, 0.5
and 0.8. For different learning rates, we fixed the number of epochs to 500. As shown in Figure 17,
the convergence speed continues to increase until the learning rate reaches 0.5. While continuing to
increase to 0.8, the convergence speed has no obvious increasing. Consequently, we use learning rate
of 0.5 to train EU-Net on Massachusetts dataset.

Figure 17. The EU-Net training loss curves for different learning rate on Massachusetts dataset.

After determining the appropriate learning rate, we trained our model with more epochs.
As shown in Figure 18a, the valid_accuracy curve tends to be flat when the number of epochs
increases to 300, and the valid_loss curve has no obvious upward trend, which means that model
has no overfitting. Consequently, 300 epochs are sufficient to train EU-Net on WHU dataset. We can
see from Figure 18b,c that although the valid_accuracy curves have not decreased, the valid_loss
curves have begun to increase. In other words, continuing to train the model may lead to overfitting.
Therefore, 2000 epochs and 400 epochs are sufficient to train EU-Net on Massachusetts dataset and
Inria dataset.
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(a) (b) (c)

Figure 18. The loss curves and accuracy curves on training set and validation set for three datasets.
(a) WHU dataset. (b) Massachusetts dataset. (c) Inria dataset.

6. Conclusions

In this paper, we proposed an effective FCN-based neural network model for building extraction
from aerial remote sensing images. The proposed network consists of three parts: encoder, DSPP
block and decoder. In order to save GPU memory cost, we chose the first 13 layers in VGG16 as our
encoder. Then, we can train our model with large batch size and learning rate to improve training
efficiency. The DSPP block was proposed to enlarge the receptive field and extract dense multi-scales
features. In the decoder, by adjusting the channel ratio of the deep features and the shallow features,
we can achieve higher building contour accuracy as much as possible while improving the semantic
segmentation accuracy.

The experiments were conducted on three datasets. Experimental results show that the
DSPP block can improve the extraction accuracy of multi-size buildings. The impact of error
labels in training samples could be successfully suppressed by using the focal loss in reverse.
Without any post-processing, our model refreshed the state-of-the-art performance on the three
datasets simultaneously.

Although our model has achieved satisfactory results, the building boundary accuracy is still
very low. In future studies, we will try to modify the loss function or adjust the network structure to
improve the extraction accuracy of the building contours.
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Appendix A. Derivatives

We use y = 1 to specify the building label and y = −1 to specify the others. A pixel in output map
has two predictions, which we denote as x for label y = 1 and x̂ for label y = −1. Before calculating the
loss, we use SoftMax to calculate the probability p that a pixel belongs to building. p can define as:

p =
ex

ex + ex̂ . (A1)

Derivative for p regarding x is:
∂p
∂x

= p(1 − p). (A2)
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Then, we use pt to specify the pixel belongs to different classes. pt can defined as:

pt =

{
p y = 1

1 − p y = −1.
(A3)

This is compatible with Equation (2). According to the chain rule, derivative for pt regarding x is:

∂pt

∂x
=

∂pt

∂p
∂p
∂x

= yp(1 − p). (A4)

According to Equations (3) and (5), we can get the derivatives for CE and FL regarding pt are:

∂CE
∂pt

= − 1
pt

. (A5)

∂FL
∂pt

= αt(1 − pt)
γ(

γlog(pt)

1 − pt
− 1

pt
). (A6)

According to the chain rule, derivatives for CE and FL regarding x are:

∂CE
∂x

= y(pt − 1), (A7)

∂FL
∂x

= yαt(1 − pt)
γ(γptlog(pt) + pt − 1). (A8)

According the definition of loss function in Equation (6), derivative for our loss regarding x is:

∂Loss
∂x

= y(pt − 1)− βyαt(1 − pt)
γ(γptlog(pt) + pt − 1). (A9)

It is obvious that the proposed loss function is globally continuous and differentiable.
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Abstract: 3D modelling of indoor environment is essential in smart city applications such as
building information modelling (BIM), spatial location application, energy consumption estimation,
and signal simulation, etc. Fast and stable reconstruction of 3D models from point clouds has
already attracted considerable research interest. However, in the complex indoor environment,
automated reconstruction of detailed 3D models still remains a serious challenge. To address these
issues, this paper presents a novel method that couples linear structures with three-dimensional
geometric surfaces to automatically reconstruct 3D models using point cloud data from mobile laser
scanning. In our proposed approach, a fully automatic room segmentation is performed on the
unstructured point clouds via multi-label graph cuts with semantic constraints, which can overcome
the over-segmentation in the long corridor. Then, the horizontal slices of point clouds with individual
room are projected onto the plane to form a binary image, which is followed by line extraction and
regularization to generate floorplan lines. The 3D structured models are reconstructed by multi-label
graph cuts, which is designed to combine segmented room, line and surface elements as semantic
constraints. Finally, this paper proposed a novel application that 5G signal simulation based on the
output structural model to aim at determining the optimal location of 5G small base station in a
large-scale indoor scene for the future. Four datasets collected using handheld and backpack laser
scanning systems in different locations were used to evaluate the proposed method. The results
indicate our proposed methodology provides an accurate and efficient reconstruction of detailed
structured models from complex indoor scenes.

Keywords: 3D reconstruction; indoor modelling; mobile laser scanning; point clouds; 5G signal
simulation

1. Introduction

Three-dimensional (3D) reconstruction of the indoor environment has received significant attention
due to the development of smart cities. However, the automation of generating high-quality models
remains to be a challenging issue due to the complexities of the indoor environment. The industry
foundation classes (IFC) defines building information modelling (BIM) as having rich semantic
information, 3D structural information, spatial relationships, and interoperable geometry [1]. BIM
has been used in a number of applications, such as indoor navigation [2,3], space management [4,5],
energy simulation [6] and real-time emergency response [7,8]. Primary indoor locations utilizing BIM
include indoor offices, parking lots, and commercial establishments, which are commonly comprised of
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basic elements, such as the ceilings, floors, walls, windows, doors, and pillars, and not objects, such as
furniture. 3D Indoor models are often generated manually by creating geometric representations using
point cloud data and commercial software. This often requires significant investment in time and in
training personnel [9]. To accelerate the efficiency of data acquisition and improve the automation of
reconstructed models, various laser scanning technologies and automated modelling methods have
been developed. Over the past few years, terrestrial laser scanning (TLS) has been used to obtain
high-quality data in the indoor scene, but often suffers from low mapping efficiency due to laborious
scan station resetting, protracted registration procedures, and high costs. Thus, its application has
excluded large-scale indoor data acquisition. RGBD panorama is acquired by a camera and a depth
sensor [10], with added advantages of affordability and convenience of use. However, the image
distorted and noisy that lead to difficultly build accurate models in large scale scenes. With the
development of the simultaneous localization and mapping (SLAM), various types of mobile laser
scanning (MLS) devices have been used for data acquisition, such as handheld, backpack, push-cart
and robot mobile laser scanners. MLS systems can obtain point clouds by moving from different spaces
and measure from different locations. The easy-to-use and affordable indoor MLS systems are mostly
used for data acquisition of large indoor scenes [11]. While MLS ensures good coverage for indoor
environment mapping, the data can be affected by a number of factors (e.g., moving objects, multiple
reflections, and dynamic occlusions) resulting in quality losses, which present serious challenges in
model reconstruction.

Recently, numerous studies have focused on modelling the indoor environment. For example,
some research [10,12–22] segmented the unstructured points clouds into individual rooms to provide
a prior knowledge in building the indoor model. The over-segmentation often occurs in the spatial
partition of long corridors [13,14], creating a substantial challenge when segmenting long corridors.
Neoteric methods [9,15,22–31] have focused on extracting piecewise planar surfaces to construct the
model. Although the results of room segmentation have been satisfactory, indoor models still are
difficult to accurately reconstruct because of high levels of occlusion and noisy point cloud data, while
still requiring interaction [22]. Large scale scene modelling based on surface elements has significant
computational challenges. In order to increase computational efficiency, many line-based reconstructed
methods have been proposed [32–40]. Their results have shown that line-based methods are efficient
and effective, which can produce accurate and complete line segments. However, the reconstructed
models are only represented in vector line structure without room semantic information, even when
these elements are unconnected. Furthermore, a satisfactory solution for indoor interior reconstruction
has not been developed due to the complexity of the indoor environment and unfiltered data noise.

In this study, a novel method is developed that combines line structures and 3D surface geometry
to automatically build a 3D indoor model with detailed structural and semantic information using
MLS point clouds. A fully automatic room segmentation was performed on unstructured point clouds
via multi-label graph cuts, which can solve the over-segmentation in long corridors. Point cloud slices
of individual rooms are transformed as a binary image, from which extraction, and regularization of
line elements, aimed at improving the computational efficiency and structural accuracy. 3D structured
models were reconstructed using multi-label graph cuts, and room segmentation and lines were used as
semantic and structural constraints of 2D floorplan, with surfaces providing 3D geometric information.
Finally, an innovative approach was employed using 5G signal simulation based on the reconstructed
model, where the basic structural elements (e.g., windows, doors, pillars, walls, ceilings, and floors)
have a critical effect on the signal transmission.

This study offers two major contributions. First, room segmentation was employed to semantically
label the unstructured point clouds using multi-label graph cuts with semantic constraints of openings
that can overcome the over-segmentation in corridors. Point cloud slices of individual rooms
are transformed into images, which are then extracted and regularized into the floorplan lines.
This innovation contributes to improving the efficiency and precision of extracting structural elements.
Second, 3D structured models were reconstructed using multi-label graph cuts with room segmentation
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and 2D floorplan lines, and with 3D surfaces used as constraints. The resulting structured models
provided room adjacency relationship, geometric characteristics, and semantic information, which are
then applied to the signal simulation to provide the optimal location of the 5G small base station in
indoor environment for future.

2. Related Work

In the last decade, various approaches designed for indoor modelling using 3D laser scanning
have been developed, which mostly consisted of three fundamental steps: (1) room segmentation,
(2) reconstruction of indoor space, and (3) indoor model application.

2.1. Room Segmentation

Room segmentation is key semantic information used in model reconstruction. Ikehata et al. [10]
proposed the segmentation method of rooms, which repeated k-medoids algorithm to cluster
sub-sampled pixels, the distance metric for clustering is based on a binary visibility vector of scanning
center. Mura et al. [12] presented an approach that established a global affinity measure between
cells by diffusion maps, and partitioned rooms by clustering 2D cells iteratively. Ochmann et al. [13]
proposed a method that segmented indoor point clouds into individual rooms by the visibility-based
and class-conditional probabilities, which based on initial knowledge of scans and scan positions;
however, the over-segmentation occurs in long corridors. Turner et al. [14] proposed an approach
that triangulated a 2D sampling of wall positions and separated these triangles into interior and
exterior domains. The room segmentation can be obtained by Graph-cut in the triangulated map.
However, these methods of room partition are limited to depend on TLS the scanning position, but not
for MLS point clouds. Wang et al. [17] employed the hierarchical clustering method for partitioning
rooms, which established diffusion maps to merge the over-segmented spaces. The method uses
scan trajectories instead of scanner positions. Díaz-Vilariño et al. [18] proposed a method that
used the timestamp information to determine the visible point clouds of each trajectory point and
constructed the energy minimization function for global spatial optimization to complete individual
room segmentation. Their method relies heavily on data quality and integrity and has been shown
effective in simple scenarios. Li et al. [19] proposed a comprehensive segmentation method that is
created by a morphological erosion and connectivity analysis methods on the floor space, which
overcomes over-segmentation in long corridors. Similarly, Ochmann et al. [22] proposed a fully
automatic room segmentation that performed visibility tests by the ray casting between point patches
on surfaces to build visibility graph, and then the nodes of this graph are clustered by the Markov
Clustering method [21].

2.2. Reconstruction of Indoor Space

Current methods for the reconstruction of indoor spaces are mainly based on the extraction of
surfaces [9,15,22–31] and lines [32–40].

(1) Surface-Based Reconstruction

The accuracy of reconstruction models mostly depends on the extraction of surfaces. Bassier and
Vergauwen [9] proposed an innovative approach to segment walls using the Conditional Random
Field and concluded that the generated wall clusters were better than traditional region growing.
Other researchers have also extracted unconnected planes from 3D point clouds [23,24], but only
enabled visualization and excluded the spatial topological relationship. Monszpart et al. [25] proposed
an effective approach to extract Regular Arrangements of Planes (RAP) from unstructured point
clouds in rebuilding man-made scenes. However, the method requires long computing time for the
reconstruction of large scenes. Awrangjeb et al. [26] proposed a novel 3D roof reconstruction technique
that constructs an adjacency matrix to define the topological relationships among the detected roof
planes, in addition, used the generated building models to detect 3D change in buildings. Xiao and
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Furukawa [27] employed constructive solid geometry (CSG) operations to generate volumetric wall
model, which focused on the large-scale reconstruction without semantic information. To overcome
this deficiency, Ochmann et al. [15] extracted the piece planar surfaces by the RANSAC approach [28],
constructed partitions based on the wall surfaces, utilized the global optimization to reconstruct
wall elements, and then finally built the volumetric model of single room by extruding the walls.
However, the thickness of model walls was assigned a fixed threshold that led to significant errors.
Mura et al. [29] extracted the permanent components used in constructing adjacent relations and
partitions of 3D polyhedral cells. The final general three-dimensional interior model was reconstructed
using multi-label to optimize cell selection; however, this method was only applied to small-scale
scenes. Ochmann et al. [22] extracted wall candidates and formulated the optimization method to
arrange volumetric wall entities to build the structural model. Reconstructing the model presents
latent difficulties due to occlusion and clutter point clouds in the indoor environment. While this
approach can reshape the model manually, its main limitation includes slanted walls, ceilings and
floors, and detailed pillar reconstruction.

(2) Line-Based Reconstruction

Many researchers have also studied indoor reconstruction based on lines. Lin et al. [32] proposed
a method where line segments can accurately be extracted from unorganized point clouds. However,
the line elements remained completely isolated and devoid of information about topological relations.
Similarly, Xia and Wang [33], Lu et al. [34] extracted unstructured line elements from point clouds.
Liu et al. [35] proposed the FloorNet where a deep neural architecture can automatically reconstruct
the floorplan from RGBD videos with camera poses. Extracting initial line structures from labeled
points, Wang et al. [37] proposed a conditional Generative Adversarial Nets (cGAN) deep learning
method to optimize the detected lines to rebuild line frameworks with structural representation in
the cluttered indoor environment. Bauchet et al. [38] proposed an approach that extract flexibility
on polygon shape, which better recover geometric patterns but still lacks topological information.
Sui et al. [39] introduced an automatic method for extracting floorplans from slices that correct both
normal vector and position to obtain accurate boundaries, which are then used in propagating to the
other floors. However, the reconstructed models are only applicable for visualization and cannot be
used for geometric manipulation. For the underground infrastructure, Novakovic et al. [40] extracted
the 2D profile from the point cloud data of tunnel, built the spatial parameter model and simulated
cargo tunnel pass.

2.3. Indoor Model Application

Previous studies have investigated the various applications of the BIM model. Díaz-Vilariño
et al. [3] proposed an approach based on the BIM model that determined the optimal scan positions in
planning the shortest route for an automatic robot visit. Boyes et al. [4] proposed the combined use
of BIM and GIS for spatial data management (e.g., location queries). Tomasi et al. [5] introduced the
use of the BIM model in computing for the optimal coverage of Wireless sensor networks (WSNs).
Rafiee et al. [6] applied the methods transforming BIM model with geometric and semantic information
into geo-referenced vector model for view and shadow analyses, which are useful in urban spatial
planning. Tang and Kim [7] introduced a dynamic fire simulation based on the Fire Dynamics Simulator
(FDS) and BIM model, which included simulation control, fire and smoke modelling, and occupant
evacuation in the indoor environment. Boguslawski et al. [8] introduced that the route planning
of indoor fire emergency based on BIM model. Thus, the indoor model reconstruction has become
extremely valuable in urban development.

2.4. Summary

These surface-based reconstruction methods [9,15,22–31] mostly depend on the accuracy of surface
extraction. In complex indoor scenes, the efficiency of surface extraction is low and contains excessive
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noise. Line-based reconstruction methods [32–40] can be used to completely represent the geometric
information; however, these do not contain semantic information and adjacency relationship of rooms,
leaving the reconstructed models to be useful only for visualization. In order to address the above
shortcomings, we propose an innovative approach combining the rich structure of 2D lines with
3D geometry of surfaces to automatically build 3D structured models using MLS point cloud data.
The output structural model presents novel applications in signal simulation, including the capability
of providing optimal locations for 5G small base stations in the future.

3. Methodology

The complete flowchart is illustrated in Figure 1, showing the four key steps in the proposed
methodology: room segmentation, floorplan extraction and regularization, structural model
reconstruction, and 5G signal simulation. For the room segmentation, the door position and the
simulated visible point clouds of sample trajectories are used to establish the initial space, while
the global optimization of the indoor space is solved by the energy minimization function via
multi-label graph cuts. For the floor extraction and regularization, the line elements are processed,
which included the following steps: (1) the 3D point cloud slices are transformed into a binary
image, and the line elements are extracted from the image; (2) the correction of line elements are
based on global optimization; and, (3) similar lines are clustered to remove redundant line elements.
The three-dimensional structural models are reconstructed via multi-label graph cuts, with room
segmentation, 2D line elements, and 3D surfaces as semantic constraints. Finally, the signal intensity of
5G small base station is simulated using the structural models in the indoor environment.

Figure 1. Flowchart of the proposed method.
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3.1. Room Segmentation

The input of our approach, consists of unstructured point clouds and trajectories acquired from
the mobile laser scanner system. In the indoor scene, every room has at least one door, representing a
transition from one indoor space to another. For room segmentation, the position of detected doors
and the simulated visible point clouds of sample trajectories are used to establish the initial space,
while the global optimization of the indoor space is solved using the energy minimization function via
multi-label graph cuts.

3.1.1. Detection of Openings

Since openings are generally attached to wall surfaces and as holes in the point clouds of wall
surfaces, the extraction of doors and windows is based on the hierarchical relationship of plane-contour.
The surfaces are first extracted based on the previous plane segmentation [31] (see wall surfaces
illustrated in Figure 2a). The 3D point clouds of wall surfaces are projected into a 2D plane using the
following conversion:

Xv =
(0,0,1)×(nx,ny,nz)

|(0,0,1)×(nx,ny,nz)| Yv =
Xd×(nx,ny,nz)

|Xd×(nx,ny,nz)| Zv = (nx, ny, nz)
T

T = (Xv, Yv, Zv) (x, y, z)·T = (x2, y2, z2)
(1)

where (nx, ny, nz) are normal vectors of 3D plane; Xv, Yv, Zv are vectors of the 3D plane coordinate axis
that constituted the transformation matrix T; (x, y, z) are coordinates of 3D plane; (x2, y2) are the 2D
coordinates of the transformed plane; and, z2 is depth.

 
(a) 

 
(b) 

 
(c) 

(d) 

Figure 2. Detection of openings. (a) Extracted wall surfaces. (b) Wall surfaces converted into binary
image. (c) Template match. (d) Detected doors.
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The 2D projected points are converted into a binary image, as shown in Figure 2b. For every
binary image, morphological corrosion transformation is used to remove noise. The find-contour
method [41] is then applied during the extraction of plane outline to get sets of contour points, such that
every contour is independent. Afterward, the bounding boxes of contours are calculated. Based on
the size of the bounding box, the contours are categorized into doors, windows, invalid. The invalid
consists of holes resulting from occlusion and undetected openings. In our study, the template match
method, which is implemented in the OpenCV library [42], is applied to extract undetected openings.
(In Figure 2c, an extracted opening as the template that encircled in red; in Figure 2d, the identified doors
are shaded in green). Compared with the previous method [31], the extracted opening boundaries are
visually more defined. As for the extraction of pillars, the technique is similar to extracting openings.

3.1.2. Room-Space Segmentation

The segmentation of rooms is accomplished by first simulating the visible point clouds from the
MLS trajectory based on the line-of-sight. The position of doors is then used to limit the range of visible
point clouds and to partition the trajectory segments in establishing the initial space. Finally, similar
visible points between scanning trajectories are automatically clustering using global optimization
based on multi-label graph cuts.

Inspired by the previous room segmentation [31], the visibility analysis is that simulating the
visible point clouds along sample trajectory of the MLS and the grid cells’ center point based on the
line-of-sight. Instead of being dependent on segmented planes, the original point clouds are divided
into uniform grids and the sampled point is one of every 200 trajectory points from the original
trajectories. Figure 3 shows the flowchart, which illustrates the intersections between rays and all
the other cells found along the line-of-sight. The points in the target cell are only visible if the point
number of the cell where the ray passes through is within the threshold. Figure 4a shows the simulated
visible point clouds of the three sample trajectories, some points are collected by different rooms due to
the openings. Thus, the position of doors can be used to separate different spaces by limiting the range
of visible points, as shown in Figure 4b.

(d) (a) 

(b) (c) 

Figure 3. The diagram of visible point clouds of simulated trajectory points. (a) Original point clouds.
(b) Original point clouds divided into uniform grids. (c) Sample trajectory points. (d) Visibility analysis
based on line-of-sight.
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(a) 

 
(b) 

Figure 4. Simulating visible point clouds of sample trajectories. (a) The visible points of the three
trajectory points 26, 30, and 33. (b) Visible points limited by door.

The location of doors plays an important role in room segmentation. In our proposed methodology,
the location of doors is used to subdivide the trajectories into initialized subspaces. Figure 5b illustrates
how the trajectories are segmented by each door. Each trajectory segment corresponds to only one
room, but not all rooms are depicted by a single segment. Trajectories in the same space have similar
visible point clouds, so the individual room can be segmented, which regard as automatic clustering of
similar visible point clouds by the global optimized method.

 

(a) (b) 

Figure 5. Position of doors subdivide trajectory segments. (a) Sample trajectory points. (b) Partition of
trajectory segments.

The global optimization of indoor spaces is performed by solving an energy minimization function
via multi-label graph cuts. The optimization function consists of a unary and smooth term, which
is expressed as Equation (2), where weight parameters α,γ are used in balancing the data term and
the smooth term in the energy function. The initial trajectory is first segmented using the doors
as positional constraints, then, its corresponding clustering spaces are determined by minimizing a
predefined energy function.
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E = min(ED + ES)

E(l) = min(
∑

v∈V
α·Dv(lv) +

∑
(v,w)∈E

γ·Bv,w(lv, lw)) (2)

Data term. ED is the sum of unary functions; and, Dv(lv) is the difference in visual area between
trajectory i and every trajectory segment φv, which is expressed in Equation (3):

ro =
oi∩Gφv

Gφv

Dv(lv) = Iv − ro

(3)

where lv is the label for the trajectory i belonging to trajectory segment φv; Iv is the ideal value for the
label lv; ro is the ratio of the overlapping area between trajectory i and each trajectory segment φv; oi is
the visual area of trajectory i, and Gφv is the visual area of trajectory segment φv;

{
φ1, . . . φv . . . φθ

}
are

the set of initial trajectory segments, where φv, v ∈ {1, . . . ,θ}. Lower Dv(lv) values mean less penalty
when assigning the sample trajectory point i to the trajectory segment φv. The overlap between the
visible area of two trajectory points is calculated using the number of the same index for visible cells.

Smoothness term. ES is the sum of binary functions Bv,w(lv, lw) and is used to regularize label by
penalizing the assignment of different labels to adjacent trajectories, as defined by Equation (4):

Bv,w(lv, lw) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
( 1

2 e(−
dis(i, j)

Δd ) + 1
2 e−(1−o(i, j))) i f (lv � lw)

0 otherwise

o(i, j) =
1
2 (

oi∩oj
oi

+
oi∩oj

oj
)

(4)

where i is the sampled trajectory point; and let i be as center point and get its k-nearest neighbor (KNN)
trajectory points, j ∈ K; oi, oj are visible area of trajectory points i and j, respectively; dis(i, j) is the
distance between trajectory points i and j, O(i, j) is the overlapping ratio of visual area of trajectory
points i and j; Δd is a distance threshold. The smoothness term indicates the penalty between adjacent
trajectory points. If a pair of neighboring trajectory points belong to the same space, the smooth cost
between them is 0; otherwise, this value is closer to 1 as the overlapping ratio is greater and the distance
of the adjacent trajectory points is smaller. The smooth term can reduce the number of redundant
spaces, thus solving the over-segmentation problem in long corridors for complex indoor environment.
Again, the global optimization of the indoor space is solved by an energy minimization function
via multi-label graph cuts [43–45] to automatically cluster similar visible point clouds. The room
segmentation results are shown in Figure 6b.

 
(a) (b) 

Figure 6. Point clouds before and after space labeling. (a) Original point clouds. (b) Point clouds after
space labeling.

3.2. Floorplan Extraction and Regularization

These methods [15,22,27,29] extracted mainly the piecewise planar surfaces to reconstruct indoor
models. However, due to the complexity of the indoor environment, the quality of point clouds can
suffer significantly from a number of factors such as moving objects, multiple reflections, and occlusions.

39



Remote Sens. 2019, 11, 2262

Building high-accuracy indoor model automatically becomes complex, which may require interaction.
Since lines are commonly used in expressing key information in modelling, line-based reconstruction
ensures the efficiency and precision of the model. In this study, our method combines lines and surfaces
in building the 3D structured model of the indoor scene. The extraction and regularization of lines are
conducted prior to the reconstruction of the vector model with more detailed features.

3.2.1. Floorplan Line Extraction

The horizontal slices of the point clouds with individual room are determined based on certain
heights from the ceiling. Connectivity analysis is performed to filter outliers from the point cloud
slicing (results are shown in Figure 7a). Line segments are then extracted based on the image gradient,
which recovers detailed structural features and greatly improves computational efficiency. The point
clouds of horizontal slices are converted into a binary image, as shown in Figure 7b, with a pixel size
of 5 cm. We use the Line-Segment-Detector (LSD) [46] method to extract lines from the binary image,
which region-growing method is applied to the image gradient clustering. The larger gradient is used
as the seed point, while the given angle threshold is used as the growing condition. The line extraction
results are shown in Figure 7c with the line elements of different rooms presented in varying colors.

 
(a) 

 
(b) 

(c) 

Figure 7. Floorplan Line extraction. (a) Split labeled point clouds from given height. (b) The conversion
of projected points into a binary image. (c) Extraction of line elements with label information.
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3.2.2. Line Global Optimization

Figure 7c shows that the extracted initial lines are able to preserve detailed features. However,
due to laser point clouds with information loss, holes, noise, etc., the extracted results mainly have four
kinds of errors: angle deviation, distance deviation, excessive redundancy, and incomplete boundaries.
Inspired the method [38], the angle and distance deviations of the line-segments are corrected by global
optimization, as shown in Figure 8a,b. The problem is expressed as an energy function, as shown in
Equation (5), which is minimized by g2o that called a general framework for graph optimization [47].
The weight parameter λ is used for balancing the different terms.

E(x) = (1− λ)·D(x) + λ·B(x) (5)

For angle correction, the data term D(x) is used to correct the angle deviations corresponding to
the initial orientation, as expressed by:

D(x) =
1
n

n∑
i=1

( xi
θmax

)2
(6)

where the correction value xi ∈ [−θmax,θmax] can be added to the initial orientation of the line i with
respect to its center; clockwise direction indicates positive value; θmax is the angle threshold adjustable
based on the quality of point clouds; and n is the number of extracted initial lines.

The smooth term B(x) is used to correct the geometric relationship of the adjacent lines, as expressed
by:

B(x) =
1∑n

i=1
∑k

j=1 uij

n∑
i=1

k∑
j=1

uij

∣∣∣θi j − (
∣∣∣xj

∣∣∣+ |xi|)
∣∣∣

4θmax
(7)

θi j =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

θi j ± 2π i f ( 7
4π ≤

∣∣∣θi j
∣∣∣ ≤ 2π)

θi j ± 3
2π i f ( 5

4π ≤
∣∣∣θi j

∣∣∣ ≤ 7
4π)

θi j ±π i f ( 3
4π ≤

∣∣∣θi j
∣∣∣ ≤ 5

4π)

θi j ± 1
2π i f ( 1

4π ≤
∣∣∣θi j

∣∣∣ ≤ 3
4π)

θi j otherwise

uij =

⎧⎪⎪⎨⎪⎪⎩
1 i f (

∣∣∣θi j
∣∣∣ < 2θmax)

0 otherwise

(8)

where θi j is the angle between adjacent lines si, sj (such that θi j ∈ [−2π, 2π]). The adjacent lines are
encouraged which are nearly-parallel or nearly-orthogonal or nearly-themselves. The angle θi j is
adjusted to close to the coordinate axis, as expressed by Equation (8). In addition, the following
conditions are satisfied: if

∣∣∣θi j
∣∣∣ < 2 ∗ θmax, uij = 1, otherwise uij = 0. k is the number of lines adjacent

to line si; which can be obtained that si is as the center and search its KNN from all other lines.
The distance correction is similar to the angle, as expressed by:

D(x) = 1
n

n∑
i=1

( xi
dmax

)2

B(x) = 1∑n
i=1

∑k
j=1 uij

n∑
i=1

k∑
j=1

uij

∣∣∣dij−(
∣∣∣xj

∣∣∣+|xi |)
∣∣∣

4dmax

uij =

⎧⎪⎪⎨⎪⎪⎩ 1 i f (
∣∣∣dij

∣∣∣ < 2dmax)

0 otherwise

(9)
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where xi ∈ [−dmax, dmax] is added on the line si along its normal direction; and, dij is the distance between
adjacent parallel lines si, sj. If

∣∣∣dij
∣∣∣ < 2 ∗ dmax, then uij = 1, otherwise uij = 0. The global optimization

results for the lines are shown in Figure 8c, which contains the correct geometric information.

 
(a) 

 
(b) 

(c) 

Figure 8. Global optimization of lines. (a) Correction of angle. (b) Correction of distance. (c) The global
optimization results.

3.2.3. Clustering Similar Lines

After optimization, the whole scene consists of a set of small lines with different labels requiring
further refinement. Inspired by [46], the following region growing algorithm incrementally merges
adjacent basic units with similar features into a set of main lines. The number of line similar with each
line is estimated, which is qualified to meet the user-defined angle and distance thresholds between
lines. Seed lines with more similar line number are tested first as they are more likely to belong to the
mainline. Each line region starts primarily with just a seed line. The orientation and distance of other
lines from the seed line are estimated whether they meet the certain threshold, given by:

ΔD = snx·xm + sny·ym + so f f set ΔD < dthreshold

ΔA = a cos( sn·son
|sn ||son | ) ΔA < athreshold

(10)
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where (snx, sny, so f f set) are the seed line parameters, sn is its normal vector; (xm, ym) is the midpoint
coordinate of other line, son is its normal vector. The lines that meet the threshold are then added to the
seed line.

Lastly, the main lines consist of line groups. A mainline is determined at least by a starting point,
an endpoint, an offset, and a normal vector. The normal vector of the seed line and the mean offset
serve as the final parameters for the mainline. The line groups with different labels are then projected
onto the mainline to find the endpoints and create the bounding boxes (see Figure 9a). The final main
lines are presented in Figure 9b.

 
(a) 

(b) 

Figure 9. Clustering similar lines. (a) The line groups project onto the cluster line. (b) The final
main lines.

3.3. Structured Model Reconstruction

3.3.1. Model Reconstruction

Figure 9b shows the line segments are incomplete due to missing point clouds. The lines are
extended to form the enclosed floorplans (shown in green lines in Figure 10). Lines in the enclosed
floorplans have topology and the point clouds in the segmented rooms have semantic information.
Thus, the line segments and point clouds with individual rooms are can be used as constraint conditions
in building the two-dimensional floorplan using multi-label graph cuts. The labelled Point clouds are
projected on the 2D polygon floorplan is shown in Figure 10. Each cell is assigned a label from set
{l1, . . . , lNrooms, lout}, which includes one label for each room plus an additional label lout for the outer
space. Each line cell is assigned a label from the initial {l1, . . . , lNrooms, lout}. The labelled line segments
are used to segregate cells from adjacent region, of which cell labels should be different. Our approach
differs from Ochmann’s work [15,22] such that the line segments are projected directly on the floorplan
and divided into 2D line cells to improve the accuracy and efficiency of the model. With the approach
expressed as an energy minimization function [31], the 2D polygons and lines are globally optimized
to build the floorplan model, which are then extended to the estimated the floor and ceiling heights
from segmented surfaces to build 3D room models. Figure 11 shows that the reconstructed model can
better retain the details of indoor scene.
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Figure 10. Line segments and point clouds as constraint conditions.

 
Figure 11. The reconstructed room models.

3.3.2. Room Structured Connection

The above reconstructed models are expressing room semantic and geometric information, but still
lacks room topological connection types. In the last step, the room’s structural connection is recreated.
For indoor scenes, the space created by a door is a type of connection space. Thus, the door’s position
is used to analyze the room connection types. In this study, the doors were extracted based on the
segmented surfaces, and the model reconstruction is based on the horizontal slice of the segmented
rooms. To correct some distance errors introduced during reconstruction, the detected door are attached
to the walls if the following conditions must be satisfied: (a) the door must be parallel to a wall; (b) the
distance along the normal should be less than the threshold of 0.2 m; and, (c) the door completely
overlaps with the walls. The door connecting adjacent rooms is a subspace with thickness. Figure 12
shows the structured model with the reconstituted doors.

 
Figure 12. The structured model with openings.

Every room is associated with geometry elements that ceiling, floor, walls, doors and windows.
In our work, openings between neighboring rooms are detected to obtain a room connectivity graph,
in addition, for each wall of the room, we search a matching, approximately parallel surface with
opposing normal orientation within user-defined distance and angle thresholds. Each matching pair of
wall surfaces forms adjacent rooms. According to these rules, a building’s room topology graph is
constructed. If a space that is connected to more than three rooms and has many doors that is labeled a
corridor. The rooms with topological relationship are shown in Figure 13, which can be applied to a
service application in an indoor environment.
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Figure 13. The rooms with topological relationship (the solid lines are connected by the doors, and the
dotted lines are the connected by adjacent walls).

3.3.3. G Signal Intensity Simulation

In the 5G era, 5G devices have design features that support higher signal frequency and the shorter
wavelength to generate faster transmission speed; however, this leads to diminished capability of
penetrating through walls [48]. With 80% of today’s businesses occurring indoors, setting up large-scale
small base stations to increase signal intensity has become a common occurrence. However, due to the
complexities of the indoor environment (e.g., occlusion problems), network construction has become a
challenging undertaking.

In this study, the output structured models have three properties: semantic, geometric, and
connection types. These models are made up of basic building elements, such as the ceilings, floors,
walls, windows, doors and pillars, which have direct effect on signal propagation in the real world.
Thus, the structured model can become an important tool in analyzing 5G signal simulation.

According to the standard of 3GPP [49], the non-line-of-sight signal propagation loss model of
indoor space is expressed:

L f s,dB = 32.4 + 31.9·lg(dp) + 20·lg( f ) (11)

where L f s,dB is the propagation loss; dp is the max propagation distance (100 m); and, f is frequency of
the electromagnetic wave (0.5 GHz− 100 GHz). The formula suggests that greater propagation loss
occurs with larger wave frequency or with longer propagation distance. In an ideal indoor environment
(no attenuation losses), when the frequency remains constant, the propagation loss increases with
increasing distance, which then decreases the power received by the receiver.

The indoor environment is comprised of open cubicles, walled offices, open areas, corridors, etc.
In this study, the 5G base stations were assumed to be located at the height of 2 m, near the ceilings.
The ray-tracing solution is adopted to provide a detailed multipath and accurately simulate the spatial
variation. Figure 14 illustrates the principle of single signal propagation, where the intensity multipath
results from the reflection of walls and transmission of openings.

Figure 14. Principle of signal propagation (the signal intensity changes from strong to weak that
corresponds to color from red to blue).

In our experiment, the signal propagation intensity was simulated in the structured model.
Three base stations were mounted at the corridor and a room, as shown in Figure 15a. Every base
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station was assumed to be at the center of a sphere, randomly launching 150 rays. Using a frequency of
100 GHz, the intensity was calculated within a range of 100 m using the signal propagation loss model
(see Figure 15b). The profile provided an effective means of measuring the changes of signal intensity
and became a useful tool in visualization and inspection of 3D interpolation results. Therefore, the
interpolation method of Inverse Distance Weight method (IDW) used in simulating the intensity profile
can be calculated with:

P =
n∑

i=1

εiPi εi =

1
(Di)

m

n∑
i=1

1
(Di)

m

(12)

where the intensity value P of the interpolation point is defined as the weighted average value of
known point intensity value Pi; Di is the Euclidean distance from interpolation point to its nearest
sampling point; and, m is the power exponent. Finally, the profile result is shown in Figure 15c.

 
(a) 

 
(b) 

(c) 

Figure 15. Signal intensity simulation. (a) Setting three base stations. (b) Multipath signal propagation.
(c) Horizontal profile of signal intensity.

4. Experiment

4.1. Datasets

The proposed method was tested on four datasets acquired by MLS in different indoor scenes,
as shown in Figure 16. Table 1 lists the technical specifications of system, and the Table 2 details the
specifications of the point clouds. The first dataset, the ISPRS Benchmark Data [50], was captured using
a handheld scanner, Zeb-Revo, in one of the buildings at the Technical University of Braunschweig,
Germany. The data were acquired from across two floors connected via a staircase. The point clouds
and trajectories are shown in Figure 16a. The walls had different thicknesses, the ceilings were of
different heights, and the level of point cloud quality was high. The second dataset was captured in the
14th floor of the Technology Building of Shenzhen University, using our own developed backpack laser
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scanning (BLS), which contains a 16-beam 3D laser scanner. The location was in a corridor with glass
walls and contains a number of moving objects; the collected point clouds had a high level of noise,
as shown in Figure 16b. The third and fourth datasets were acquired on a corridor and a parking lot
by the backpack mapping system of Xiamen University (shown in Figure 16c,d). This laser scanning
system [37] contains two 16-beam laser scanners and can obtain higher quality 3D point cloud data.

  

(a) 

 
(b) 

 
(c) (d) 

Figure 16. The experiment data. (a) Benchmark point clouds and trajectories acquired by handheld
laser scanning (HLS), ZEB-REVO. (b) Point clouds acquired by Shenzhen University (BLS) system of
Shenzhen University. (c) A closed-loop corridor by BLS system of Xiamen University. (d) Parking lot
by BLS system of Xiamen University.

Table 1. Technical specifications of the laser scanning system.

Sensor ZEB REVO BLS (Shenzhen University) BLS (Xiamen University)

Max range 30 m 100 m 100 m

Speed (points/sec) 43 × 103 300 × 103 300 × 103

Horizontal Angular Resolution 0.625◦ 0.1–0.4◦ 0.1–0.4◦

Vertical Angular Resolution 1.8◦ 2.0◦ 2.0◦

Angular FOV 270 × 360◦ 30 × 360◦ 2 × 30 × 360◦
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Table 2. Specifications of point clouds.

Dataset
Benchmark

Data
Corridor (Shenzhen

University)
Corridor (Xiamen

University)
Parking lot (Xiamen

University)

Number of points 21.560.263 1.980.911 2.098.634 7.683.766

Clutter Low High Low High

4.2. Parameters

The parameters of the proposed indoor structural model method for four datasets are listed in
Table 3. Based on preliminary findings from the experiments, proposed methods showed robustness,
and most of the parameters were insensitive to point cloud data in various indoor scenes and did not
require manual modification. For opening extraction, the point clouds were transform into 2D image,
where C2D is the pixel size, wd and hd are the width and height of the regularized door; and, ww and hw

are the width and height of the regularized window. For room segmentation, the point clouds were
transformed into 3D grids, where C3D is the size of 3D grid; and, α,γ are weight parameters used for
balancing importance between data term and smooth term in the energy function. For the line global
optimization, the θmax and dmax were used to correct the angle and distance value of line; K is the
nearest neighbor number of every line; and, λ is weight parameter used for balancing different terms in
the energy function. For clustering similar lines, athread and dthread were the angle and distance threshold.
In 5G signal intensity simulation, dp is the signal propagation distance, f is the frequency of the
electromagnetic wave, and m is the power exponent by IDW interpolation method. These parameters
can be depended on the point cloud data from different indoor scenes with similar characteristics.

Table 3. Parameters of the proposed indoor structural model method.

Parameters Values Descriptions

Extracting Openings
C2D 0.05 m The size of the pixel (point clouds transform into image)

wd/hd
0.7 m ≤ wd ≤ 1.5 m
1.8 m ≤ hd ≤ 2.2 m The width and height of regularized door

ww/hw
0.5 m ≤ ww ≤ 1.5 m
0.5 m ≤ hw ≤ 1.5 m The width and height of the regularized window

Segmentation of Rooms
C3D 0.1 m The size of the 3D grid (point clouds transform into 3D grid)
α,γ 1.0/0.5 Parameters of data term and smooth term of the energy function

Line Global Optimization
θmax 0◦ ≤ θmax ≤ 45◦ Angle correction of lines
dmax 0 ≤ dmax ≤ 0.1 m Distance correction of lines

K 50 k-nearest of lines
λ 0.9 The weight parameter of line global optimization

Cluster Similar Lines
athread 5◦ Angle threshold of merging similar lines
dthread 0.1 m Distance threshold of merging similar lines

5G Signal Intensity Simulation
dp 100 m The signal propagation distance
f 100 GHz The frequency of the electromagnetic wave

m 1 The power exponent by IDW interpolation

4.3. Results

The algorithm was implemented in C++, edited by Microsoft Visual Studio 2017. All experiments
were performed with a Window 10, 64-bit operating system with an Alienware Intel (R) Core (TM)
i7-7700HQ CPU @ 2.80 GHz and a 16GB RAM.

Preliminary visual results of the structured model showed correctness and completeness of the
model. For the benchmark data (shown in Figure 17a), the width and length of the extracted doors
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(green) and windows (yellow) were close to the true value. The room segmentation results of the first
and second floors (as shown in Figure 17b) showed that the unstructured point clouds were correctly
partitioned based on the multi-label graph cuts. In order to ensure the model accuracy, the structural
model was reconstructed using visible point clouds, which eliminated the error from wall thickness
estimation. Figure 17c,d show the reconstructed models to have detailed wall information. The doors
(yellow) and windows (red) were correctly positioned and completely embedded within the walls,
and the adjacent rooms had different heights. The structured model and original point clouds were
well-matched, as shown in Figure 17e.

 
 

(a) 

  

(b) 

  

(c) 

  
(d) 

  
(e) 

Figure 17. Opening extraction, room segmentation, structural model and wireframe model results
with the benchmark point clouds. (a) Doors (green) and windows (yellow) of the first and the second
floors. (b) Segmented rooms of the first and second floors. (c) The structural models with doors and
windows of the first and the second floors. (d) The wireframe models with doors and windows of the
first and second floors. (e) Matching between the point clouds and the structured models on the first
and second floors.
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For the corridor data of Shenzhen University, the acquired point clouds suffered from multiple
reflections and refraction due to the glass walls, which resulted in the dramatic challenges during
model reconstruction. Figure 18a shows the structured models, while Figure 18b shows that the
detailed vector models of walls, pillars, the doors (green). The closed-loop polyhedron was created
using the constrained Delaunay triangulation [51], which the detected closed polygons are as boundary
rings. Figure 18c,d illustrate that the reconstructed models and point clouds are well matched. For the
Xiamen University corridor, a high accuracy indoor structured model was obtained. Figure 19a,b
show the structural models and the wall models, which are presented with detailed regularization
information and accurate room representation with uneven ceiling heights. The doors (green) and
windows (red) were correctly detected and completely embedded within the walls. The point clouds
and the reconstructed model are well-matched, as presented in Figure 19c,d.

 

(a) (b) 

 

(c) (d) 

Figure 18. Structural model results of the corridor at the Shenzhen University. (a) The structural model.
(b) Vector model of walls and pillars. (c) Matching between point clouds and the structural model.
(d) Matching between point clouds and vector model of walls and pillars.
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(a) (b) 

 
 

(c) (d) 

Figure 19. Structural model results of the corridor at the Xiamen University. (a) The structural
model. (b) Vector model of walls. (c) Matching between point clouds and structured model.
(d) Matching between.

For the parking lot in Xiamen University, the point clouds showed an excessively high level of
noise. However, our proposed framework is still well-built even with incomplete data caused by severe
occlusion (see Figure 20a,b). Our approach can auto-complete and generate closed-loop polyhedrons,
and also correctly reconstruct the slant ceiling, floor, vertical walls, and regularized pillars. However,
some curved walls are represented by many small polygons. The reconstructed models matched well
with the original point clouds, as shown in Figure 20c,d.
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(a) (b) 

 
(c) (d) 

Figure 20. Structural model results of the parking lot at the Xiamen university (a) The structural model
with slant floor and ceiling. (b) Vector model of walls and pillars. (c) Matching between point clouds
and structured model. (d) Matching between point clouds and the vector model of walls and pillars.

More details of the results are displayed in Figure 21, despite the presence of noises and
incomplete in the point clouds, our reconstructed models are of high correctness and well fit to the
original point clouds.

For 5G signal intensity simulation, we tested our method on the structural model reconstructed
from the benchmark data, as shown in Figure 22. The signal intensity is shown to drastically decrease
from the base stations when three were mounted on the first floor, as illustrated by the changing
colors of intensity (red to blue) in Figure 22a. In order to visualize the trend of signal intensity loss,
a horizontal intensity profile was generated using the IDW interpolation method and is shown in
Figure 22b. Similarly, the results from the multipath signal propagation and horizontal profile from
the second floor are shown in Figure 22c,d. In Figure 22e, the received energy value is shown to
significantly decrease with increasing distance under the path loss model.
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(a) 

 

 

 

 
(b) 

 
 

(c) 

  
(d) 

Figure 21. Close-up views of selected details. (a) Benchmark point clouds and reconstructed model.
(b) The point clouds and reconstructed model of the corridor at the Shenzhen University. (c) The
point clouds and reconstructed model of the corridor at Xiamen University. (d) The point clouds and
reconstructed model of the parking lot at Xiamen University.

53



Remote Sens. 2019, 11, 2262

 
(a) 

 
(b) 

 
(c) 

 
(d) 

(e) 

Figure 22. 5G signal intensity simulation based on the structural model by benchmark data. (a) The
multipath signal propagation on the first floor. (b) Horizontal profile of signal intensity on the first
floor. (c) The multipath signal propagation on the second floor. (d) Horizontal profile of signal intensity
on the second floor. (e) Received energy value.
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5. Evaluation and Discussion

Four real-world datasets captured using MLS were used to test our proposed methodology.
Field experiments were used to analyze the visualization results and correctness of the semantic
information and the spatial and topological relations of reconstructed models, as shown in Figures 17–21.
The quantitative evaluation of the model included basic element extraction, running time, and geometric
errors, as shown in Tables 4–6 and Figure 23.

Table 4. Results of basic element extraction.

Description
Number of

Points
Actual/Detected

Doors
Actual/Detected

Windows
Actual/Detected

Rooms
Actual/Detected

Pillars

Benchmark data 11,628,186 51/42 21/8 25/25 0/0

Corridor
(Shenzhen University) 1,980,911 4/4 0/0 1/1 6/6

Corridor
(Xiamen University) 7,683,766 8/8 11/11 1/1 0/0

Parking Lot
(Xiamen University) 2,098,634 0/0 0/0 1/1 23/18

Table 5. Running time for different scenes.

Description
Surface

Extraction (s)
Opening

Detection (s)
Room

Segmentation (s)

Line Regularization
and Model

Reconstruction (s)

Total
Time (s)

Benchmark data 80 19 287 49 435

Corridor
(Shenzhen University) 9 4 0 24 37

Corridor
(Xiamen University) 7 6 0 20 33

Parking Lot
(Xiamen University) 28 0 0 32 60

 

Figure 23. Euclidean distance deviation distribution map.
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5.1. Quantitative Evaluation

Tables 4 and 5 enumerate key properties of the reconstructed model, including the number of
points, actual and extracted basic elements, and runtime. For the statistical analysis of geometric errors,
the reconstructed results with real data did not contain ground-truth data, so we used the distance
from each original point cloud to its corresponding model plane as geometric error. The summary is
presented in Table 6 and Figure 23.

In Table 4, for the benchmark data, 42 doors and 8 windows were correctly detected: 20 doors
and 1 window on the first floor and 22 doors and 7 windows on the second floor. The closed doors
cannot be detected. The detection failure for the other windows was due to high sparsity and noise
in the wall point clouds. However, all rooms and corridors were correctly segmented and had no
under-segmentation or over-segmentation. The Shenzhen corridor dataset had high levels of noise and
sparsity due to multiple reflections of moving objects and refraction from the glass wall. However,
the structured information of pillars and doors were accurately extracted. For the Xiamen corridor
dataset with high-quality point clouds, all openings were correctly detected. For the Xiamen parking
lot dataset, 18 pillars were correctly detected. In terms of time efficiency, the reconstruction of the
four real-world datasets required little runtime (see Table 5), with only the room segmentation taking
relatively more processing time. The results indicate our proposed methodology has high modelling
efficiency with wide-ranging applications in different indoor scenes.

The summary of Euclidean distance deviation and diagram are shown in Table 6 and Figure 23.
The reconstruction accuracy from the Xiamen corridor was highest, having 75.83% of point distance
deviation within the 0.05 m range. The two floors from the benchmark showed comparable results
with 51.50% (1st floor) and 52.31% (2nd floor) of deviations coming from the 0.05 m range. For the
Shenzhen Corridor and Xiamen parking lot, the percentage of deviation within 0.05 m reached 25.10%
and 32.82% respectively. This indicates that when using our approach, the reconstruction quality is
heavily dependent on the quality of point clouds. Nevertheless, our method shows it can provide
reliable and accurate reconstruction of indoor scenes within the 0.10 m range without the need for
manual intervention.

5.2. Limitations

A major technical limitation of our method is that the detection of openings are highly dependent
on the geometric quality of point clouds, which for indoor scenes with high amount of noise, could
be very problematic. Also, the curved walls are represented with many small polygons, indicating
that irregular structures could not be expressed as meshes. Then, the output results in this study are
surface models; however, BIM standard models are often represented as volumetric building entities
with walls, floors, ceilings, and topological information, thus, the surface models will lead to limit the
expression of model thickness in practice. Lastly, in 5G signal simulation, the type of wall materials,
which could create varying degrees of signal loss, was ignored for simplification, which results in some
errors with actual situation.

6. Conclusions and Outlook

The current bottleneck in 3D indoor reconstruction is the low level of automation and accuracy
in the reconstruction of the complex indoor environment. To address this problem, we proposed a
novel method that combines the rich structures of lines and 3D geometric information of surfaces
to automatically build a three-dimensional structured model from MLS point clouds. First, a fully
automatic room segmentation is performed on the unstructured point clouds via multi-label graph
cuts to overcome over-segmentation problems. The floorplan lines are then extracted and regularized
from the image to obtain detail structural information. Finally, the segmented room, line, and surface
elements are used as semantic information, and the 3D structured models are reconstructed by
multi-label graph cuts. We showed how our proposed approach is able to accurately reconstruct
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real-world datasets without requiring manual operation. Also, the signal intensity simulation for 5G
small base station was conducted using the results of our 3D model, which showed how our proposed
technique can be very useful in such an application.

We tested our method on four real-world datasets acquired using the MLS. In analyzing the
results, we included the assessment of the geometric elements, time-efficiency, and geometric errors
in the evaluation. Experimental results show that the reconstructed structured models, including
ceilings, floors, walls, doors, windows, and pillars, etc. The Combination of linear structures with
3D geometric surfaces to reconstruct structured models, which improve the computational efficiency
and structural accuracy. The resulting models show that the geometric error of is within 0.1m for
different indoor scenes. The detection of geometric elements is highly dependent on the geometric
quality of point clouds. For our future endeavors, we will try to combine image and point clouds to
further enrich the model results, which could help improve opening detection and compensate for poor
point cloud quality. We will also reconstruct the full volumetric models using the extracted geometric
elements, and further close to the requirements for Building Information Modeling. Finally, we will be
investigating further the use of our approach in optimal location for 5G small base stations and other
similar technologies, as well as considering other applications that may benefit from our approach.
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Abstract: How to efficiently utilize vast amounts of easily accessed aerial imageries is a critical
challenge for researchers with the proliferation of high-resolution remote sensing sensors and
platforms. Recently, the rapid development of deep neural networks (DNN) has been a focus in
remote sensing, and the networks have achieved remarkable progress in image classification and
segmentation tasks. However, the current DNN models inevitably lose the local cues during the
downsampling operation. Additionally, even with skip connections, the upsampling methods cannot
properly recover the structural information, such as the edge intersections, parallelism, and symmetry.
In this paper, we propose the Web-Net, which is a nested network architecture with hierarchical
dense connections, to handle these issues. We design the Ultra-Hierarchical Sampling (UHS) block to
absorb and fuse the inter-level feature maps to propagate the feature maps among different levels.
The position-wise downsampling/upsampling methods in the UHS iteratively change the shape of
the inputs while preserving the number of their parameters, so that the low-level local cues and
high-level semantic cues are properly preserved. We verify the effectiveness of the proposed Web-Net
in the Inria Aerial Dataset and WHU Dataset. The results of the proposed Web-Net achieve an overall
accuracy of 96.97% and an IoU (Intersection over Union) of 80.10% on the Inria Aerial Dataset, which
surpasses the state-of-the-art SegNet 1.8% and 9.96%, respectively; the results on the WHU Dataset
also support the effectiveness of the proposed Web-Net. Additionally, benefitting from the nested
network architecture and the UHS block, the extracted buildings on the prediction maps are obviously
sharper and more accurately identified, and even the building areas that are covered by shadows can
also be correctly extracted. The verified results indicate that the proposed Web-Net is both effective
and efficient for building extraction from high-resolution remote sensing images.

Keywords: remote sensing; deep learning; building extraction; web-net; ultra-hierarchical sampling

1. Introduction

Large numbers of satellites and drones have been launched alongside the rapid development
of aerospace technology. Hence, high-resolution remote sensing images are getting easier to acquire.
An important use for remote sensing images is extracting and mapping artificial objects, such as
buildings [1], roads [2], and vehicles [3] at the pixel-level. Among them, building extraction is the
most critical task, and it is commonly applied to monitor the subtle changes in urban areas, urban
planning, and estimating the population. However, different from roads and vehicles, building areas
always contain complex scenic backgrounds. Meanwhile, in some areas, the visual features (shapes
and colours) of buildings and that of other natural objects (hills and lakes) are highly similar, which
makes the building extraction task greatly challenging, not only for designing auto-detection models,
but also for the artificial labelling tasks in the remote sensing field. In general, a high-quality image
provides more cues for identifying the building areas, whereas the abundant local information that is
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provided by the remote sensing images with higher resolution also raises higher requirements for the
models’ denoising and feature extraction abilities.

1.1. Building Extraction with Machine Learning

The building extraction task has drawn the attention of researchers over recent years. Before
the common application of deep learning, there were massive machine learning models that tried to
handle this task. In general, the pixel-wise labelling model consists of two sub-modules: the feature
descriptor for extracting the semantic features from the original images and the pixel-wise classifier for
determining the classes of the pixels. Some carefully designed feature descriptors were widely used in
early approaches. Tuermer et al. [4] firstly used the histogram of gradient (HOG) feature descriptor
in remote sensing for detecting vehicles. The Haar feature is applied in [5] for detecting buildings’
outlines and determining the location of buildings’ corners. Additionally, Yang et al. [6] applied the
Scale-invariant feature transform [7] (SIFT) for classifying objects in remote sensing images. Unlike
the artificially designed feature descriptors, the trainable models are the mainstream for the choices
of classifiers. In [8], Mountrakis et al. reviewed the early applications of Support Vector Machines
(SVMs) on remote sensing images. They stated that there are hundreds of relevant papers that apply
SVMs to remote sensing images for various tasks. Except for SVMs, [9] researched the Bayes classifier
and demonstrated that the naive Bayes can achieve comparable performance under most conditions.
In [10], an assembly model, called the Fuzzy Stacked Generalization (FSG), which combined the
detection results of multiple classifiers under a hierarchical architecture, was designed such that the
building extraction performance can be further boosted. Although models that were based on classical
machine learning methods achieved remarkable results in building extraction, how to properly and
automatically extract the building areas are still challenging and expensive due to the time consuming
artificial feature selections and the poor generalization abilities of the aforementioned classifiers.

1.2. Building Extraction with Deep Learning

Recently, with the rapid improvement of GPU computing, deep convolutional neural networks
have become cornerstone in computer vision and remote sensing areas due to their great capability of
extracting hierarchical features in an end-to-end fashion. Fully Convolutional Networks (FCNs) [11] are
the common choice for most current deep learning models for the pixel-level labelling task. Within the
framework of FCN, there are two keypoints affecting the performance with respect to the segmentation
accuracy. The first one is the feature extraction backbone network, and the other is the upsampling
design that preserves the features’ structural consistency. VGG [12], ResNet [13], Inception [14],
and their mutation models [15,16] are the most popular backbones because of their high structural
flexibilities and great generalization abilities. Recently, DenseNet [17] and its dense connection patterns
have become the mainstream backbones due to the efficiency of their feature reuse. By extending the
FCN architectures, U-Net [18] and SegNet [19] propose an encoder-decoder structure to compensate
the semantic features with local cues and enhance the structural consistency of the prediction map.
In addition, Deeplab [20] proposed Atrous Spatial Pyramid Pooling (ASPP) to encode the context
and scene information via a pyramid scene parsing (PSP) [21] structure and atrous convolution [22].
Deeplab made great progress on semantic segmentation tasks by embedding the ASPP into the
encoder-decoder architectures. In the remote sensing area, according to the mentioned properties
of high-resolution remote sensing images, some carefully designed models have been proposed
and optimized for building extraction tasks that are based on these above semantic segmentation
approaches. In early research, [23,24] used naive FCN architectures with deconvolutional layers
to extract buildings or roads, and these works demonstrated the effectiveness and efficiency of the
FCN architecture. [25,26] trained FCNs to extract the buildings using the patch-wise method. In [27],
Wu et al. built a multi-constraint network to sharpen the boundaries of artificial object predictions.
A trainable block, called the field-of-view (FoV), is proposed in [28] to boost the performance of the FCN.
With the successful applications of U-Net in the pixel-wise area labellings, most current models [28–33]
use encoder-decoder architectures. The mutation models enhance the buildings’ semantic boundaries
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by introducing a new loss or fusing features in more effective ways. Moreover, Yang et al. [29] proposed
an encoder-decoder network that was based on DenseNet and an attention mechanism, which is
called the dense-attention network (DAN), which achieves remarkable improvements in building
extraction. Meanwhile, Mou et al. analyzed and encoded the long-range relationships in remote
sensing images over sequences of time. Furthermore, [30,31] applied the recurrent neural networks
to fuse the hierarchical features from the different levels of the FCN. Audebert et al. [32] proposed
an efficient multi-scale approach to leverage both a large spatial context and the high-resolution data
and investigated the early and late fusion of Lidar and multispectral data to cover the scale variance
of buildings from different areas. In [33,34], the extra geographical information (DSM, DEM, and
Lidar images) are fed into a carefully designed FCN, together with high-resolution RGB images, and
the results indicate that abundant features always lead to sharper predicted building boundaries.
Moreover, post-processing methods, such as Guider Filter [1] and Conditional Random Field (CRF)
methods [35,36], have been heavily researched and attempted to preserve the structure consistency
between the building predictions and the original images.

1.3. The Motivation and Our Contribution

As mentioned in 1.2, the models that are based on the encoder-decoder framework have achieved
the best performance on building extraction tasks; however, there are three main dilemmas that remain
for the current building extraction tasks. (1) Early approaches easily classify non-buildings as buildings.
This is caused by the semantic feature maps that still contain noises and the long-range reliabilities not
being properly extracted. Generally, it is an inevitable problem for Convolutional Neural Network
(CNN)-based models, since its denoising operation, such as Max-pooling and Average-pooling,
is always accompanied by local cue losses. (2) The contours of the extracted building maps are blurred
and irregular. (3) The generalization abilities of the current building extraction models are weak,
as described in [37], since FCN-based networks only get high-quality predictions for areas where the
landforms are highly similar to that of the training areas; meanwhile, we found that the building
areas that are covered by shadows are likely to be labelled as non-buildings. To some extent, these
three dilemmas are partly conflictive. (1) requires less noises in the feature maps, while (2) needs
more local information to obtain the regular contours and retain the structural consistency. Although
(3) could be relieved by applying deeper networks, the deeper network that apparently needs many
more parameters also faces training difficulties and overfitting issues. In this paper, we propose a
novel nested encoder-decoder deep network, named Web-Net, to simultaneously overcome the above
conflicting obstacles that exist in the building extraction task. The main contributions of this paper can
be listed, as follows.

1. We first propose a cobweb-like fully nested and symmetric network architecture, named Web-Net.
Following the dense connection patterns, the output of every node layer is fed into all the subsequent
node layers in both the horizontal and vertical directions. The harmony nested and dense-connected
fashion leads to better features reuse abilities and generalization abilities.

2. We build a novel feature sampling and feature fusing block, named Ultra-Hierarchical Sampling
(UHS), which is applied to every node layer in the proposed Web-Net. The UHS block consists of a pair of
position-wise downsampling and upsampling sub-layers: an Ultra-Hierarchical Downsampling (UHDS)
sub-layer and an Ultra-Hierarchical Upsampling (UHUS) sub-layer. By iteratively feeding the feature maps
from different levels into the UHDS and the UHUS, they can be reshaped to a fixed size and then embedded
together. Benefitting from the fully position-wise operation in the down/upsampling, the number of the
feature map parameters and their spatial structure are preserved. Therefore, UHS achieves a better balance
between the preservation of local cues, the structural consistency, and feature denoising as compared
with normal downsampling and upsampling methods, which results in more accurate building extraction
contours and better classification accuracies.

3. We analyze the effects of the deep supervision methods on the nested Web-Net. Based on the
pruning of Web-Net, we propose the efficient mode, the balance mode, and the high-performance
mode for the proposed Web-Net to make it more flexible and easier to adopt in either time-sensitive
tasks or accuracy sensitive tasks.
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This paper is organized, as follows. After Section 1 introduced the building segmentation in
remote sensing image processing, Section 2 details the semantic segmentation frameworks that are
related to our work. Subsequently, Section 3 gives the proposed method, describes the architecture of
Web-Net, and lists the implementation details of the UHS block and the deep supervision method.
The experimental results and discussions are illustrated in Section 4. Finally, we provide a conclusion
in Section 5.

2. Related Work

In this part, we review the early classical network architectures and the state-of-the-art models for
object segmentation tasks. These architectures are widely applied to remote sensing object extraction
and other similar binary semantic segmentation tasks.

2.1. Fully Convolution Methods

In early research, the patch-based CNN was commonly used and it was the mainstream method
in the remote sensing building extraction field. In it, the images are firstly divided into several mini
patches and then fed into CNN networks to extract the semantic features. Afterwards, fully connected
(FC) layers are used to classify each pixel. The patch-based CNN is strictly restrained by the number
of parameters, and the extremely small patches (always less than 25 pixels) would consume a large
amount of memory. Therefore, the final prediction usually lacks structural integrity, especially in the
large scale building areas. The FCN [11] replaces all of the FC layers with convolution layers, and
this procedure is mainly based on the assumption that every patch in an image follows the same
probability distribution; hence, applying convolutional layers whose parameters are locally shared can
achieve comparable performance with FC layers with several orders of magnitude fewer parameters.
Therefore, when encountering fixed GPU memory, an FCN can achieve a larger image patch as its
input and better long-range reliabilities can be obtained, which significantly improves the prediction
quality with fewer structural errors. Meanwhile, fewer parameters also benefit the model’s robustness
and ease the difficulties of training.

2.2. Encoder-Decoder Architectures

The encoder-decoder structure is widely applied on pixelwise labelling tasks, such as semantic
segmentation, object segmentation, etc. [18], first built a highly symmetric architecture, called U-Net,
in which the structures and dimensions of the decoders mirror the encoders. The outputs of each
level from the encoder are directly linked to the corresponding level of the decoder as inputs through
the jump connection. When compared with FCN-based networks, U-Net built a more sophisticated
decoder to gradually upsample the semantic feature maps to the original image size, and the local
cues from the encoder are compensated at the corresponding decoder level, which enhances the
predicted contours. SegNet [19], which was further extended from U-Net, implemented a memorized
Max-pooling operation in the encoder model that stores the indices of the maximum pixel, and the
decoders in SegNet upsample its input feature maps while using the memorized max-pooling indices.
Rather than ordinary max-pooling, the memorized max-pooling preserves the location information
of the maximum pixel in an adjacent area, which allows for the upsampling in the decoder blocks to
better recover the lost local cues.

2.3. Nested Connected Architectures

Motivated by the idea of densely connected networks, the nested connected architectures are
designed to reuse more features. Nested architectures always have sophisticated and carefully
designed adjacent/jump connections, and different bundles of the inner layer can be explicitly assigned
to corresponding sub-networks architectures. To the best of our knowledge, GridNet [38] is the
first approach towards implementing a nested connected architecture in the semantic segmentation
area. The feature propagation paths in GridNet can be separately divided into the U-Net, the FCN,
the Fully Resolution residual Network [39], and other symmetric or asymmetric encoder-decoder
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architectures, which allow for the model to contain more complicated feature paths and extract deeper
semantic features. Furthermore, Unet++ [40] introduces the idea of nested architecture into U-Net;
there are various levels of U-Nets that are stacked in Unet++, and hence the entire structure of Unet++
looks similar to an equilateral triangle (the same number of layers on every edge). One of the most
critical contributions of Unet++ is introducing the Deep Supervision [41] method (DS) into the nested
architecture networks. Unet++ applies the DS method on every sub-U-Net. Benefitting from the DS
method, Unet++ can be easily trained and it achieves better performance on the segmentation task,
rather than early nested networks.

3. Proposed Method

3.1. Overview of the Proposed Networks

Figure 1 shows the high-level structure of the proposed Web-Net and its skip connection patterns.
Different from the encoder-decoder architectures, such as U-Net [18] and SegNet [19], the proposed
network consists of a backbone encoder and nests of node layers (decoders). These node layers absorb
the feature maps from the adjacent node layers (Figure 1a) and the long-range node layers (Figure 1b)
in the horizontal direction (red dotted line) and the vertical direction (green and blue dotted lines).
Benefitting from the nested connection pattern, the node layers can simultaneously work as parts of
the encoder and decoder in the proposed framework. Apparently, in the vertical direction, the input
hierarchical features from different levels of Web-Net need to be resized to the same size for further
processing for every node layer; therefore, we propose the carefully designed Ultra-Hierarchical
Sampling (UHS) block to accomplish this. Web-Net can be seen as the densest version of the nested
encoder-decoder networks by applying the UHS block in every node layer. The implementation of the
UHS blocks and then the abundance of message paths and the deep supervision method for Web-Net
will be described in Sections 3.2 and 3.3, respectively.

Figure 1. Architecture of the proposed Web-Nets. (a) shows the structure of Web-Net with adjacent
connections. The five blocks in the grey areas represent the encoder backbone. The compression
blocks are linked behind each level of encoder blocks to reduce the dimensions, and the solid arrow
shows the normal downsampling (Max Pooling) operation. The light blue area is the decoder part
of Web-Net, and the outputs of every node layers in the decoder are only fed into the node layers of
upper levels in the vertical direction. The purple triangular area located at the corner of the Web-Net
architecture is the node layers, which work as both encoders and decoders. The node layers obtain the
features from their neighbouring layers, and then we simultaneously fuse the features and feed them
into the adjacent node layers. The green, blue and red dotted lines indicate the feature transfers in
the top-bottom, bottom-top and horizontal directions, respectively. (b) details the skip connections
in Web-Net. The red dotted line represents the horizontal skip connections among the same levels,
the green dotted lines denote the hierarchical top-bottom skip connections, and the blue dotted lines
show the hierarchical bottom-top jump connections. Apparently, each regular triangle with different
coloured edges constructs a mini encoder-decoder architecture.
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3.2. Node Layer and Ultra-Hierarchical Sampling Block

As the corner components of the proposed network structure, Figure 2 details the workflow of
Ultra Hierarchical Sampling (UHS) block in the node layer, which down-samples/up-samples the
dimensions of inputs by iteratively applying the position-wise reshape operation. At first, as shown in
Figure 1, the input features from both adjacent and long-range node layers are fed into the Feature
Gather block. Depending on which levels the inputs coming from, the inputs are divided into three
groups, which are top-bottom, bottom-top, and horizontal groups, and they are represented by green,
blue, and red dotted lines, respectively. Subsequently, these hierarchical features with the different
shapes are fed into Ultra-Hierarchical Sample (UHS) block to reshape them into the same size and
concatenate them together for further processing. Finally, the outputs of the UHS block are delivered
into the Feature Fusing sub-block, which contains two 3× 3 convolution layers with an Relu Activation
function and Batch Normalization Layer and a Squeeze and Excitation (SE) Block [42]. Here, the SE
block adaptively recalibrates features with channel dimensions through a simple gate mechanism.
For further convenient analysis, we define the necessary symbolic representations for the node layer in
priority. Assuming that the scale factor between two neighbored levels in Web-Net is d, in general d is
set to 2. The specified node layer is represented as N(i, j), where i, j ∈ [0, n− 1], i indicates which level
the node layer belongs to and j is the index of the node layers in the ith level. After the compression
block, the shapes of the feature maps in level i are (Ci, Hi, Wi). Moreover, the relationship of the feature
map shapes between the level a and the level b can be computed as in Equation (1):

(Cb, Hb, Wb) =
(
db−aCa, da−bHa, da−bWa

)
(1)

Figure 2. The workflow of Node Layer for Node(1,2). C, H, W represent channel numbers, heights, and
widths, respectively, of the feature maps in level 1. For clear visualization, the intermediate feature
maps coming from intra-level and inter-level node layers are summarized with the dimension channels.

As mentioned above, the hierarchical input features need to be reshaped to the same shape.
The early methods usually apply the classical down-sampling methods (Max Pool, Mean Pool, et.al),
which simply select the maximum value or the averaged value from each pooling grid and the classical
up-sampling methods (Bilinear, Nearest, et.al), which complement the missing values in each pooling
grid through the Bilinear or Nearest interpolation methods. As analyzed in Section 1.3, the local
cues lose during pooling operation cannot be recovered in the up-sampling processing. There are
two keypoints in order to preserve the local cues: one is that every value in the feature map cannot
be directly dropped out, in another word, the total amount of the feature map parameters needs to
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be unchanged. Another is that the structural consistency of the feature map must be kept. For this,
we design the position-wise operations to change the shape of the feature maps in the UHS block.
As shown in Figure 3, the position-wise here means the operation just acts on the positions of each pixel
in the feature map, the parameter amount and their corresponding values are unchanged. Assuming
that the feature maps of three dimensions (channel, height, width) of A (B) is the result of applying
the position-wise downsample (position-wise upsample) on B (A), c, i, and j are the indices of the
produced feature maps, the output of the position-wise downsample (position-wise upsample) can be
calculated as Equations (2) and (3), where | and % indicate the exact division and remainder operations.

A(c, i, j) = B(c|s2,s i+c%s2 |s, s j+c%s2%s) (2)

B(c, i, j) = B(cs2+(i+ j)%s2, i|s, j|s) (3)

 

Figure 3. Diagram of the position-wise operations where the red, blue, green, and yellow cubes indicate
pixels of different positions in the feature map respectively. The position-wise Downsample operation
halves the size of the original feature map while the dimensions are stretched for four times. In contrast,
the position-wise Upsample operation doubles the size of the feature map and reduces the dimension
channel according to the position of every pixel.

As shown in Figure 4, the proposed UHS block involves a position-wise Downsample (PW-DS)
flow and a position-wise Upsample (PW-US) flow. In the PW-DS flow, we simultaneously use four
ordinary pooling layers with different hyperparameter initializations on the input features to simulate
the position-wise down-sampling operation. For the kernel size s, when s = 1, every pixel in the
feature map would be properly preserved. With the increasing of s, the larger pooling kernel size can
filter out noises but blur the local cues. The pooling stride is set to 2, while the padding is (0, 0, 0, 0),
(0, s− 1, 0, 0), (s− 1, 0, 0, 0), and (s− 1, s− 1, 0, 0) individually, and each pooling layer would reduce
the size of the feature maps by half, the results of four pooling layers would be concatenated together
as the final output. The PW-DS operation is iteratively applied on the input feature map until the
output is reshaped to the target size. Assuming that the scale factor between the input feature map
and the output target is f , the number of iterations is equal to log2 f . In simple terms, the PW-DS
squeezes the input feature maps into the target size, the local cues and structural information are
encoded into the dimension channels. In the PW-US flow, similar to Dense Upsampling Convolution
(DUC) [43], the position-wise up-sampling operation doubles the size of the input feature map and it
reduces the input channel number to a quarter in each iteration, the PW-US operation is looped on the
input feature map until the size of output is enlarged to the target. For example, if the input shape
and the target shape are

(
d4c, h, w

)
and

(
c, d2h, d2w

)
, respectively, the PW-US would be applied twice.

In the first iteration, every feature strip with the shape
(
d4c, 1, 1

)
is reshaped to

(
d2c, d, d

)
, therefore the

feature map after the first iteration of PW-US has a shape of
(
d2c, dh, dw

)
. Similarly, the output shape
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of the second iteration of PW-US is changed to
(
c, d2h, d2w

)
. Corresponding to the PW-DS stream, the

PW-US stream can be seen as flattening the squeezed feature map back to a specific shape, it decodes
the local cues and structural information into the high-resolution feature maps.

 

Figure 4. The workflow of the Ultra-Hierarchical Sampling (UHS) blocks. Similar to Figure 1, the green,
red, and blue cubes indicate the feature maps from the top, horizontal, and bottom levels respectively.
c, h, w represent the dimensions of the input for the position-wise Downsample (PW-DS) and the
position-wise Upsample (PW-US). The downsample and upsample rates for position-wise downsample
and position-wise upsample are initialized to 2. In the PW-DS flow, the yellow, dark green, bright red, and
purple cubes indicate the results of four individual pooling layers with different padding initializations.

3.3. Dense Hierarchical Pathways and Deep Supervision

As described in Section 3.1, the proposed Web-Net contains the dense skip pathways, both in
the horizontal and in the vertical directions. The horizontal connections just work like DenseNets,
where all the preceding feature maps in the same level would pass directly to the layers behind them
as part of the input feature maps. In the vertical direction, profiting by the proposed UHS block,
the encoder and decoder node layers can also gather the preceding hierarchical feature maps as the
inputs, the dense connection patterns can greatly shorten the message paths in both directions. Suppose
that the feature fuse function and outputs of the node layer (i, j) are H(i, j) and X(i, j), respectively,
the transform functions for the up stream and the down stream are defined as PWUS and PWDS,
respectively, and w, m, n are the indexs of feature maps from corresponding levels, the transform of
Node(i, j) is shown as Equation (4).

X(i, j) = H(i, j)(Cat([Xi,w
∣∣∣w ∈ [0, j− 1]], PWUS

(
Xm,i+ j−m

∣∣∣m ∈ [ j + 1, i + j]
)
,

PWDS(Xn, j
∣∣∣n ∈ [0, i− 1])))

(4)

It can be seen that the Web-Net is a densest connected, symmetric, and elegant architecture, where
the features can efficiently propagate to each node in every level within the shortest path. Additionally,
the nested architecture makes the Web-Net contain numbers of Web-Nets with smaller levels in it.
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In Figure 5, there are eight different encoder-decoder feature propagation paths in a basic 3 level
Web-Net, and each graph describes a special encoder-decoder structure. Specifically, the input features
of every node layer are coming from other small Web-Net architecture, therefore, the semantic feature
can be not only extracted in the nested pattern, but also compensated with the local cues by jump
connections, this results in a sharper and more accurate prediction. Moreover, in Web-Net, there are just
a few extra parameters when compared with the U-Nets architecture with the same encoder backbone,
because we share and reuse the feature maps rather than create new ones. Hence, as compared with
other complicated network structures, the proposed Web-Net can partly avoid the over-fittings that
are caused by the large parameter amounts of deeper encoder or wider decoder benefitting from the
elegant feature reuse manners.

 

Figure 5. The 8 encoder-decoder structures in a basic 3-level Web-Net. The red lines in each graph
constitute an independent encoder-decoder structure.

Profiting from the nested design of Web-Net, all of the outputs of the node layers in level 0 have
full resolutions as Ground Truths; therefore, we can apply the deep supervision method on them.
For the prediction layer Node(i, j), we use ln to represent its loss function. ln is the fusion loss, which is a
linear weighted summary of the binary cross-entropy (BCE) and the Dice coefficient. The final loss L is
simply a combination of ln, as shown in Equations (5) and (6):

li = −(ω1
1
N

YlogŶi +ω2
2Y ∗ Ŷi + ε

Y + Ŷi + ε
) (5)

L =
4∑

i=1

li(Y, Ŷi) (6)

where Y and Ŷ denote the ground truth and prediction probabilities, respectively, and ε is set as 0.01 to
prevent the value of the denominator from being 0. ω1 and ω2 are the coefficients that balance the
Binary Cross-Entropy and Dice loss. As depicted in [13], the identity mapping that is constructed by
residual connections in the UHS blocks ensures that the optimization loss L is equal to the optimizing
series of encoder-decoder sub-networks; this indicates that the performance of Web-Net would not be
worse than anyone of sub-networks even in the worst case. Section 4,discusses pruning and ablation
studies that are applied to exploit the benefits of deep supervision methods.

4. Experiments and Discussions

In this section, to demonstrate the efficiency and effectiveness of the proposed Web-net, we have
evaluated it for the building extraction task on very high-resolution remote-sensing images among
different areas.
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4.1. Training Details

4.1.1. Datasets

We conduct all experimental evaluations on the challenging Inria Aerial Image Labelling
Dataset [37] and WHU Dataset [44]. The Inria dataset mainly contains five open-access land-cover
types from Austin, Chicago, Kitsap County, Vienna, and West Tyrol. There are 36 ortho-rectified images
that cover 81 km2 for each region. Additionally, the five areas cover abundant landscapes ranging
from highly dense metropolitan financial districts to alpine resorts, as shown in Figure 6.

 

Figure 6. Visual close-ups of the Inria dataset images from five different regions and their corresponding
reference data.

The images in this dataset contain three bands (RGB) with very high spatial resolution (0.3 m).
There are just two semantic labels of building and nonbuilding, and the target area in the dataset is the
footprint of the roof. Therefore, it is completely suitable for our research purposes and convenient for
validating model performances. In our experiments, we split each image into 100 sub-images, with a
resolution of 500 × 500. In total, there are 18000 split images. Because the test set reference data is not
publicly released, we choose the first five unsplit images from each area as the test set (images 1–5
for the testing and images 6–36 for the training) following the official validation suggestions [37] to
achieve fair results and comparisons.

The WHU Dataset contains 8189 tiles of 512 × 512 pixels with more than 187,000 well-labelled
buildings in New Zealand as compared to the Inria Dataset. The dataset covers approximately 450 km2

and it has the same spatial resolution of 0.3 m as that of the Inria Dataset. This dataset was officially
divided into a train set, a validation set, and a test set, consisting of 4736 images, 1036 images, and
2416 images respectively.

4.1.2. Metrics

The intersection over union (IoU) of the positive class (building) and the overall accuracy are
applied as the evaluation criteria to evaluate the performance of the different building extraction
methods on the remote sensing images, which are also following the official guidance of the Inria
Dataset [37]. The Overall Accuracy can actually evaluate the percent of the correctly predicted pixels.
For the balanced dataset, the overall accuracy can objectively represent the model’s classification
ability. However, the buildings always cover small areas on the aerial imageries and they are easy to
be ignored. In the extreme situation, only one small building is located in a large area. Regardless of
whether the model can correctly extract the building or not, there are few differences in the overall
accuracy metric. The Intersection over Union (IoU), which is a widely used non-linear measure that
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robustly evaluates how close two distributions are, is introduced in the segmentation task to overcome
the effect of the unbalanced phenomenon.

4.1.3. Implement Details

We build the proposed Web-Net based on the PyTorch library [45]. We train the models both from
scratch and fine-tune the encoder backbones using the pretrained parameters from ImageNet [46].
We apply the Adam algorithm [47] with the default settings (β1 = 0.9, β2 = 0.999, and the weight
decay is 0) to optimize the model parameters during training. We follow the popular polylearning rate
schedule that is computed as Equation (7) to adjust the learning rate:

lr = lrinit(1− iter
max_iter

)
power

(7)

where the initial learning rate lrinit is 0.001, power = 8, and the max iterations is set to 30. In addition,
in each iteration, the whole training set is sequentially fed into the model. It takes approximately 27
hours to train our model with the Inria dataset on one NVIDIA GTX1080Ti.

4.2. Ablation Evaluation

In this section, we aim to study how the proposed Web-Net works with the different backbones
and the sampling methods. For convenient analysis, we build all the ablation experiments on the Inria
Aerial Dataset.

4.2.1. Backbone Encoder Evaluation

In this section, we evaluate the performance of the proposed Web-Net with different backbone
encoders that are trained from scratch. VGG [12], ResNet [13], [17], ResNext [15], Xception [16], and
DenseNet [17] are applied as the encoders; in addition, the pooling size in the UHS is set to 2 and the
batch size is fixed as 4 in each model in order to obtain fair comparisons. The other hyperparameter
settings follow the description of Section 4.1.3. Table 1 lists the results.

Table 1. The Intersection over Union (IoU) and Acc.. of various backbone encoders for the validation set.

Backbones IoU (%) Acc. (%) 1 TT(Min) 2 MS(GB)

VGG-16 75.10 96.10 50 6.86
Res-50 75.33 96.06 62 5.88
Res-101 75.58 96.17 70 7.07

ResNext-50 76.23 96.25 52 5.91
ResNext-101 76.39 96.30 87 7.68
Dense-121 75.93 96.20 - -
Dense-161 76.58 96.38 - -
Xception 75.58 96.14 58 7.72

1 Training time per epoch, 2 Memory space cost on a GPU.

From Table 1, it can be seen that even the encoder with a very basic VGG-16 can acquire
a quite good result on the validation dataset, which proves the effectiveness of the proposed
Web-Net architecture. Furthermore, ResNet achieves comparable metric scores as the VGG network,
but it requires considerably fewer parameters, since it benefits from the residual learning method.
A significant performance boost comes from the ResNxet network that replaces the convolution layers
in it with aggregated sets of sub-convolution layers, which is also known as group convolution.
Similar to ResNext, Xception also applies group convolution operations, but it obtains lower metrics
than ResNext due to the lake of residual transform. Unexpectedly, there is little improvement when
we apply the widely used DenseNet as the encoder backbone in Web-Net. We believe that it is because
the proposed nested hierarchical structure has applied the dense connection patterns among the node
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layers, and so the dense connections in the encoder backbone blocks are not as critical and necessary.
The original DenseNet that is implemented in deep learning platforms is computationally expensive,
since the high frequency concatenating operations exponentially expand the memory costs, and the
Efficient-DenseNet [48] may save memory, but it decreases the training efficiency. Therefore, we do
not test their training time and memory costs in Table 1. Furthermore, we apply deeper backbones to
evaluate time and memory consumptions. The deeper networks, such as Xception, Dense-161, and
ResNext-101 obtain less than a 1% improvement with respect to the IoU, while they take much more
training time and consume more GPU memories. Therefore, we choose ResNext-50 as the backbone in
further experiments to retain the best balance between the model’s performance, time and memory
costs. At the same time, an oracle model (best performance) is proposed in Section 4.3.

4.2.2. Ultra-Hierarchical Samplings Evaluation

As mentioned in Section 3.2, the size of the pooling kernels in the PWDS flow is vital to the
performance of the UHS block, since the pooling size determines the capability to balance the
denoising and information preservation. Meanwhile, we create four comparable down-up sampling
blocks by replacing the PWDS and the PWUS with max pooling/average pooling and a bilinear
interpolation/Deconv layer, respectively, in order to evaluate the effectiveness of the proposed UHS
block. These four blocks are named the Max-Bilinear, Avg-Bilinear, Max-Deconv, and Avg-Deconv.
The best results for each model are given in Table 2, and Figure 7 shows how the IoU scores vary with
the kernel sizes of the downsampling operations.

Table 2. Evaluation of Web-Net for the validation set.

Models IoU (%) Acc. (%)

Max-Bilinear 75.96 96.19
Avg-Bilinear 75.82 96.16
Max-Deconv 76.20 96.25
Avg-Deconv 76.23 96.25

UHS 76.50 96.33

Figure 7. IoU line chart of Web-Net with the UHS block, Max-Linear, Avg-Linear, Max-Deconv, and
Avg-Deconv operations.

From Table 2, the proposed Web-Net with the UHS blocks achieves the best results with an IoU
of 76.50% and an Acc. of 96.33%, which are observably higher than those the other four comparable
models. Additionally, the learnable upsampling method deconvolution reaches nearly 76.20% with
respect to the IoU. The Web-Nets with the naive Max-Bilinear and Avg-Bilinear acquire the worst
performance with respect to both the IoU and Acc. These results in Table 2 verify that the structure of
the UHS block, as well as the position-wise down/upsample operations in Web-Net, play pivotal roles
on boosting the model’s performance. In Figure 7, it can be seen that the IoU of the UHS increases
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as the kernel size increases from 1 to 5 and then slowly decreases as the kernel size further increases.
In addition, with the increase of the pooling size, the IoU curves of the other four models fluctuate
more and are more chaotic. Meanwhile, the optimal kernel size of the UHS is 5, which is nearly
twice as large as those of other models. These observations support the assumptions that the highly
symmetric structures of the down/upsampling methods in the UHS blocks generate better and more
stable denoising and local cue preservation abilities. Figure 8 lists some representative predictions
from the Bilinear, Deconv, and the UHS-based Web-Net. It can be seen that the Web-Net with the UHS
acquires sharper boundaries for larger buildings, and buildings with surrounding vegetation, which
are easy to misclassify, are correctly extracted. All of these observations prove that the UHS block has
better denoising and feature preservation abilities.

 

Figure 8. Examples (500 × 500 patches) of Web-Net with UHS, Max-Bilinear, and Max-Deconv blocks.

4.2.3. Pruning and Deep Supervision Evaluation

In this section, we prune the Web-Net into four scales according to the depth level to prove the efficiency
and adaptability of the proposed Web-Net for both time-sensitive task and performance-sensitive task.
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Due to the highly symmetric structure of Web-Net, we can partly supervise the outputs of
Node(0,1), Node(0,2), Node(0,3), and Node(0,4) to individually simulate the Web-Net with different
depths, which are represented as Web-Net-Ln, where n is the depth.

Table 3 reports the metric scores of each sub-Web-Net on the Inria Dataset. Web-Net-L0 is much
worse than the others due to the different numbers of parameters and network depth. Web-Net-L1

achieves a 6.18% higher IoU than Web-Net-L0, and the further improvements of the depth gradually
increase the IoU to 76.50%. From Figure 9, it can be seen that the feature map of Web-Net-L0 obtains
significant low-level information, and the object maps are incomplete while lots of non-building areas
are detected. The deeper and more complicated structures of Web-Net can efficiently extract the
semantic information and involve fewer local features and details. It should be noted that the contours
of the feature map from Web-Net-L3 are not blurred, which proves that the proposed Ultra-Hierarchical
Upsampling sub-block is effective for completely eliminating the local cues from the features that are
encoded in the channel dimension. Meanwhile, Table 3 lists the time costs of each pruned model.
Apparently, except for L0, every five extra seconds of inference time can increase the IoU by at least
1.2%. Therefore, there are three modes that are involved in Web-Net to make inferences balanced with
different accuracies and time costs, which are efficient (L1), balanced (L2), and effective (L3) modes.

Table 3. Model Pruning.

Models IoU (%) Acc. (%) Time(s)

Web-Net-L0 67.90 94.73 15.4
Web-Net-L1 74.02 95.94 18.7
Web-Net-L2 75.20 96.14 23.2
Web-Net-L3 76.50 96.33 28.8

 

Figure 9. Comparison of the heat maps from different nodes in level 0. (a) is the original image, (b) is
the ground truth, and (c–f) are the heat maps from different output nodes.
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4.3. Best Performance and Comparisons with Related Networks

In this part, we investigate the best performance of the proposed Web-Net using four NVIDIA
GTX1080Tis, and we then compare the Web-Net and the related state-of-the-art models to verify the
effectiveness and efficiency of the proposed Web-Net.

4.3.1. Best Performance Model

A series of ablation experiments are built to determine the best performance of the proposed
model. We just start with the basic encoder-decoder model (ResNext-50) and iteratively improve
the performance by applying the proposed UHS blocks, nested structures, and learning strategies.
Moreover, we apply the parameters that are pretrained on ImageNet to initiate the model. Bigger
training sample sizes and deeper basic encoder structures are also used to obtain a better performing
model with respect to the metrics. Table 4 shows the results.

Table 4. Various Design Results.

Web-Net

Unet++ (ResNext50 × 32 × 4d)
Web-Net (ResNext50 × 32 × 4d)

Pretrained
DS 1

Web-Net (ResNext101 × 64 × 4d)
Batch = 16
Acc. (%) 95.79 96.33 96.65 96.72 96.86 96.97
IoU (%) 73.32 76.50 78.37 78.69 79.52 80.10

1 Deep supervision.

Rather than the basic U-Net architectures, the Web-Net architecture improves the IoU by 3.54% and
the Acc. by 0.58%. The pretrained encoder backbone (ResNext-50) also results in a 1.87% improvement
compared with training from scratch. The deep supervision method obtains small but consistent
improvements of 0.32% and 0.07% for the IoU and Acc., respectively. Applying the deeper ResNext-101
as the encoder backbone could further obtain additional 0.83% and 0.14% improvements in the IoU
and Acc, respectively, over ResNext-101. Finally, a large batch size (16) results in the best performance
of the proposed Web-Net with an IoU of 80.10% and an Acc. of 96.97%.

4.3.2. Comparison Experiments on the Inria Aerial Dataset

Next, we provide the performance comparisons of the proposed Web-Net and other aforementioned
state-of-the-art models on the Inria Aerial Dataset, and the results are listed in Table 5. Compared with
the FCN-based baselines in [37], Web-Net outperforms the FCN and multi-layer perceptron (MLP)
by 26.28% and 15.43%, respectively, for the IoU. Moreover, the result of Web-Net is 6.10% higher
than that of the recurrent network in fully convolutional network (RiFCN), which applies a time
consuming recurrent backward stream to fuse the hierarchical features in the time sequence. Web-Net
achieves a 20.57% higher IoU when comparing the proposed Web-Net with the Mask R-CNN, which is
a popular framework that simultaneously conducts instance detection and semantic segmentation
tasks. The naive SegNet acquire a 70.14% IoU and a 95.17% overall accuracy, which indicates that the
mainstream encoder-decoder architecture can work well on the extracted building areas. Including the
latest nested Unet++, we can observe an improvement of at least 7.1% among all Unet and SegNet
models with respect to the IoU. By combining the encoder-decoder architecture with dense connection
patterns into the Dual-Resolution U-Net, the two-level U-Net acquires remarkable performance for
the building extraction task. When compared with them, Web-Net acquires 5.88% and 5.55% higher
IoUs, respectively. The recent GAN [49]-based approaches, Building-A-Net, acquire the state-of-the-art
results on the Inria Aerial Dataset. Benefiting from the great generalization abilities of the GAN,
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the original Building-A-Net with 52 layers achieves a 74.75% IoU, and the deeper version further
acquires an impressive IoU and Acc. of 78.73% and 96.71%, respectively. Although it is not fair to
compare Web-Net with Building-A-Net, the Web-Net architecture can be easily embedded into the
GAN framework. Thus, we build the corresponding Web-Net-ResNext50 and Web-Net-ResNext101,
where the numbers of parameters are similar to the generated Building-A-Net with 52 and 152 dense
layers, respectively, to verify the effectiveness of Web-Net. Compared with the Building-A-Net-52, The
50-layer Web-Net obtains 1.75% better performance, while the 101-layer Web-Net with the pretrained
parameter initialization achieves an 80.10% IoU, which is 1.37% higher than the performance of
the 152-layer pretrained Building-A-Net. Figure 10 lists some randomly chosen prediction maps
from the MLP, SegNet, Unet++, and Web-Net, in order to provide a more intuitive view. It can be
seen that there is a vital performance improvement from Web-Net on the large-sized building areas.
The MLP and SegNet frequently misclassify the building pixels that are located in shadows into
non-buildings, and therefore there are many “holes” in their prediction maps due to their weak abilities
for extracting long-range correlations. Although the nested connections in Unet++ can partly relieve
this phenomenon, the shadows in the building areas still have negative effects on the accuracy of the
building extraction. The proposed Web-Net achieves a surprising prediction quality for large-sized
building areas and shadow areas (red circle areas). Additionally, the false extractions and missed
extractions of Web-Net are significantly reduced (yellow circle areas), and the boundaries of the
extracted building maps are sharper than those of the other models. In Table 5, we also compare the
efficiency of Web-Net with the other models.

Table 5. Numerical Results of the State-of-the-art models on the Inria Dataset.

Methods Acc. (%) IoU (%) Time (s)

FCN [50] 92.79 53.82
Mask R-CNN [51] 92.49 59.53 -

MLP [50] 94.42 64.67 20.4
SegNet (Single-Loss) [52] 95.17 70.14 26.0

SegNet (Multi-Task Loss [52] 95.73 73.00 -
Unet++ (ResNext-50) [40] 95.79 73.32 26.5

RiFCN [30] 95.82 74.00 -
Dual-Resolution U-Nets [53] - 74.22 -

2-levels U-Nets [54] 96.05 74.55 208.8
Building-A-Net (Dense 52 layers) [55] 96.01 74.75 -

Proposed (ResNext-50) 96.33 76.50 28.8
Building-A-Net (Dense 152 layers pretrained) [55] 96.71 78.73 150.5

Proposed (ResNext-101 Pretrained) 96.97 80.10 56.5

Although we apply the overlapping-tile strategy [18], the proposed Web-Net only takes 56.5 s to
process one 5000 × 5000 image, which is three times faster than the state-of-the-art building-A-Net
method. Meanwhile, the lighter version of Web-Net that applies ResNext50 as the encoder just takes
28.8 s and it also achieves a satisfactory extraction result. The efficiency of Web-Net mainly arises from
the efficient backbone encoders (ResNext) structure and a smaller number of layers in the decoder that
are built by the parameter-efficient UHS block. The run time of Web-Net is even similar to the FCN
with the same encoder structure.

We test the performance of the Web-Net and other models [30,37,40,52] on five areas with the
different landforms from the Inria Dataset to verify the performance of the Web-Net for buildings of
various styles. Table 6 shows the results.

When compared with the basic SegNet, the proposed Web-Net gains +7.68%, +21.07%, +2.65%,
+18.04%, and +10.59% better IoUs for Austin, Chicago, Kitsap Country, Western Tyrol, and Vienna,
respectively. Additionally, Web-Net outperforms Unet++ by +7.8%, +6.73%, +6.61%, +8.66%, and
+5.45% with respect to the IoU, respectively. From Figure 10, we can observe that the performance
boost of Web-Net mostly comes from the sharper building contours and the areas that are covered
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by vegetation and shadows. Furthermore, we find some inaccurate labels in Chicago and Vienna
according to the abnormally low IoUs and Accs., and some examples are shown in Figure 11.

 

Figure 10. The images in each row are randomly chosen from Austin, Chicago, Kitsap, Tyrol, and
Vienna, and the patch size is 1000 × 1000. Columns 2–6 are the ground truth and prediction maps from
MLP, SegNet, Unet++, and Web-Net, respectively. The areas in red circles are correct predictions in
shadowed areas, and the yellow circles are correct classifications where other models fail.

Table 6. Numerical Results among Cities.

Methods Austin Chicago
Kitsap

Country
Western

Tyrol
Vienna Overall

SegNet (Single-Loss) [52] IoU 74.81 52.83 68.06 65.68 72.90 70.14
Acc. 92.52 98.65 97.28 91.36 96.04 95.17

SegNet (Multi-Task Loss [52] IoU 76.76 67.06 73.30 66.91 76.68 73.00
Acc. 93.21 99.25 97.84 91.71 96.61 95.73

Unet++ (ResNext-50) [40] IoU 74.69 67.17 64.10 75.06 78.04 73.32
Acc. 96.28 91.88 99.21 97.99 93.61 95.79

RiFCN [30] IoU 76.84 67.45 63.95 73.19 79.18 74.00
Acc. 96.50 91.76 99.14 97.75 93.95 95.82

Proposed (ResNext-101 Pretrained) IoU 82.49 73.90 70.71 83.72 83.49 80.10
Acc. 97.47 93.90 99.35 98.73 95.35 96.97
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Figure 11. Examples of some mismatched ground truth labels on Inria Aerial Image Labelling Dataset,
mislabelled areas are annotated by the red circles.

4.3.3. Comparison Experiments on WHU Dataset

We construct a comparison between the Web-Nets and a number of state-of-the-art encoder-decoder
architectures on the WHU Dataset, where the distribution is different from that of the Inria Aerial
Dataset, in order to test the generalization abilities and robustness of the proposed Web-Net, which has
shown great performance on the Inria Aerial Dataset. All the models are trained from scratch and
Table 7 lists the results.

Table 7. Numerical Results of the State-of-the-art models on WHU Dataset

Methods Acc. (%) IoU (%)

SegNet [51] 98.12 84.47
U-Net [18] 98.45 86.80

Unet++ [41] 98.48 87.30
Web-Net(Proposed) 98.54 88.76
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It can be seen from Table 7 that the very simple encoder-decoder architecture such as SegNet,
can achieve a satisfying result (98.12% and 84.47% on Acc and IoU, respectively) on WHU Dataset.
With the more complicated encoder-decoder architecture, Unet achieves 2.33% higher scores than
SegNet on the IoU metric. The naive nested encoder-decoder architecture Unet++ also works well on
the WHU Dataset and gains an improvement of 2.83% on the IoU against SegNet. When compared
with the aforementioned architectures, the proposed Web-Net shows great building extraction ability
where the Acc. and IoU of the Web-Net is 98.54% and 88.76%, respectively, which is even 0.06% and
1.46% higher than the Acc. and IoU of the state-of-the-art Unet++. In addition to the quantitative
analysis, we also perform a visual analysis on WHU Dataset, illustrating some randomly chosen
prediction maps that are listed in Figure 12.

 

Figure 12. Samples of binary predictions of SegNet, Unet, Unet++, and Web-Nets with corresponding
aerial imageries and ground truths employing the WHU Dataset.

Apparently, the prediction maps of naive encoder-decoder architectures such as SegNet and
Unet, implemented on the WHU Dataset achieves better performance than that employing the Inria
Labelling Dataset benefitting from the lower image complexities and higher labelling accuracies.
However, the nested encoder-decoder architecture Unet++ still outperforms the naive encoder-decoder
architecture on the visual effect such that the consistency of the prediction maps of Unet++ is much better
than that of SegNet and Unet; in other words, there are fewer holes and discrete small misclassified
areas on the prediction maps. When compared with Unet++, the proposed Web-Net obviously
enhances the visual result of building extraction with much sharper and more accurate contours and
higher accuracy in extracting the small scale buildings. The quality and visual analysis both prove the
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generalization abilities of the proposed Web-Net, which can robustly achieve state-of-the-art building
extraction results on imageries from different areas.

5. Conclusions

In this paper, we proposed a novel fully convolutional network, called the Web-Net, which uses the
UHS block to perform the building extraction on high-resolution remote sensing images. In particular,
the architecture of the proposed model looks similar to a spider web, and except for the encoder nodes,
every node is connected to its neighbours, highlighting our reason for naming it Web-Net. Inspired by
DenseNet, we designed the dense jump connections in both the vertical direction and in the horizontal
direction to efficiently extract and utilize more abundant features. To fuse the hierarchical features from
the different levels, we also designed the UHS block to iteratively change the shape of the feature maps
while using position-wise upsampling/downsampling operations, and the UHS block is applied on
every node of the Web-Net. The key benefit of the UHS block is that the local cues can be preserved and
encoded into the channel dimension during the downsampling, while no extra parameters are added
during upsampling. This is helpful for retaining the consistency of the semantic cues and the structural
information. Within the highly symmetric and harmonious architecture of Web-Net and the UHS block,
the proposed method can extract and propagate the low-level and high-level features throughout
the network in an efficient way. With the benefits that are outlined above, the proposed Web-Net
can significantly improve the ability to fuse the high-level semantic features and the boundary-aware
low-level features and achieve a higher quality building extraction result. Moreover, by replacing
the encoder with other backbones, further improvements of the deep neural networks can be easily
embedded into the proposed Web-Net architecture to further boost the performance. The experiments
that were executed on the Inria Aerial Image Labelling Dataset have demonstrated that the proposed
Web-Net outperforms other encoder-decoder-based models on both the IoU and Acc metrics and it
extracts sharper and more accurate building predictions. In addition, the time costs of the proposed
Web-Net are significantly shorter than those of other state-of-the-art models. Moreover, the proposed
Web-Net performed well in the extraction of buildings that were mixed with vegetation or shadows.
Nevertheless, the buildings in high-resolution aerial imageries have extremely complex morphological
characteristics, such as straight lines, curves, and orientations. These characteristics cannot be directly
extracted by the FCN-based networks, and determining how to embed morphological characteristics
into CNN structure is an open and urgent problem.
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Abstract: Urban building segmentation is a prevalent research domain for very high resolution
(VHR) remote sensing; however, various appearances and complicated background of VHR remote
sensing imagery make accurate semantic segmentation of urban buildings a challenge in relevant
applications. Following the basic architecture of U-Net, an end-to-end deep convolutional neural
network (denoted as DeepResUnet) was proposed, which can effectively perform urban building
segmentation at pixel scale from VHR imagery and generate accurate segmentation results. The
method contains two sub-networks: One is a cascade down-sampling network for extracting feature
maps of buildings from the VHR image, and the other is an up-sampling network for reconstructing
those extracted feature maps back to the same size of the input VHR image. The deep residual
learning approach was adopted to facilitate training in order to alleviate the degradation problem
that often occurred in the model training process. The proposed DeepResUnet was tested with
aerial images with a spatial resolution of 0.075 m and was compared in performance under the
exact same conditions with six other state-of-the-art networks—FCN-8s, SegNet, DeconvNet, U-Net,
ResUNet and DeepUNet. Results of extensive experiments indicated that the proposed DeepResUnet
outperformed the other six existing networks in semantic segmentation of urban buildings in terms of
visual and quantitative evaluation, especially in labeling irregular-shape and small-size buildings with
higher accuracy and entirety. Compared with the U-Net, the F1 score, Kappa coefficient and overall
accuracy of DeepResUnet were improved by 3.52%, 4.67% and 1.72%, respectively. Moreover, the
proposed DeepResUnet required much fewer parameters than the U-Net, highlighting its significant
improvement among U-Net applications. Nevertheless, the inference time of DeepResUnet is slightly
longer than that of the U-Net, which is subject to further improvement.

Keywords: semantic segmentation; urban building extraction; deep convolutional neural network;
VHR remote sensing imagery; U-Net

1. Introduction

One of the fundamental tasks in remote sensing is building extraction from remote sensing
imagery. It plays a key role in applications such as urban construction and planning, natural disaster
and crisis management [1–3]. In recent years, owing to the rapid development of sensor technology,
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very high resolution (VHR) images with spatial resolution from 5 to 30 cm have become available [4],
making small-scale objects (e.g., cars, buildings and roads) distinguishable and identifiable via semantic
segmentation methods. Semantic segmentation as an effective technique aims to assign each pixel
in the target image into a given category [5]; therefore, it was quickly developed and extensively
applied to urban planning and relevant studies including building/road detection [6–8], land use/cover
mapping [9–12], and forest management [13,14] with the emergence of a large number of publicly
available VHR images.

In previous research, some machine learning methods were adopted to enhance the performance of
VHR semantic segmentation with focus on the feature learning methods [15–18]. Song and Civco [19]
adopted the support vector machine (SVM) with the shape index as a feature to detect roads in
urban areas. Tian et al. [20] applied the random forest classifier to classify wetland land covers from
multi-sensor data. Wang et al. [21] used the SVM-based joint bilateral filter to classify hyperspectral
images. Das et al. [22] presented a probabilistic SVM to detect roads from VHR multispectral images
with the aid of two salient features of roads and the design of a leveled structure. As pointed by
Ball et al. [15], traditional feature learning approaches can work quite well, but several issues remain in
the applications of these techniques and constrain their wide applicability.

The last few years witnessed the progress of deep learning, which has become one of the most
cutting-edge and trending technologies thanks to hardware development of graphics processing
unit (GPU). Owing to the successful application of deep convolutional neural network (DCNN) in
object detection [23–25], image classification [26,27] and semantic segmentation [28–31], deep learning
was introduced to remote sensing field for resolving the classic problems in a new and efficient
way [32]. DCNN was adopted in many traditional remote sensing tasks, such as data fusion [33],
vehicle detection [34,35] and hyperspectral classification [36,37]. As for building extraction, many
DCNN-based methods have been proposed by many researchers [38–40]. For example, Saito et al. [41]
directly extracted roads and buildings from raw VHR remote sensing image by applying a single
convolutional neural network, and an efficient method to train the network for detecting multiple types
of objects simultaneously was proposed. Marmanis et al. [4] proposed a trainable DCNN for image
classification by combining semantic segmentation and edge detection, which significantly improved
the classification accuracy. Bittner et al. [42] proposed the Fused-FCN4s model consisting of three
parallel FCN4s networks to learn the spatial and spectral building features from three-band (red, green,
blue), panchromatic and normalized digital surface model (nDSM) images. Vakalopoulou et al. [43]
combined the SVM classifier and the Markov random field (MRF) model as a deep framework for
building segmentation with Red-Green-Blue and near-infrared multi spectral images in high resolution.
In contrast to feature learning approaches, deep learning approaches took advantage of several
significant characteristics as summarized in Ball et al. [15]. However, adopting very successful deep
networks to fit remote sensing imagery analysis can be challenging [15].

Very recent studies indicated that a deeper network would have a better performance when it
came to object detection, visual recognition and semantic segmentation tasks. However, the deeper
the network, the more significant the issues such as vanishing gradients. In order to account for this,
He et al. [44] presented a deep residual learning approach, which reformulated the layers as learning
residual functions with reference to the layer inputs, instead of learning unreferenced functions and
achieved training of residual nets of 152 layers. This is eight times deeper than the VGG network
while still maintaining lower complexity. Ronneberger et al. [30] presented a network and training
strategy named U-Net, which performed data augmentation to make efficient use of annotated samples.
High-level semantic information and low-level detailed information were combined by using the
concatenate operation, and such a network can be trained in an end-to-end fashion from very few
training images and still outperform the previous best approach.

In this paper, an end-to-end deep convolutional neural network (denoted as DeepResUnet)
was proposed to complement semantic segmentation at pixel scale on urban buildings from VHR
remote sensing imagery. Since according to the literature [15,26], a deeper network would have better
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performance for semantic segmentation, we decided to follow network structure that enables the
existence of larger number of layers in the network without running into training problems, thus
the idea of residual learning is adopted in our network. Following the basic structure of U-Net, the
proposed DeepResUnet contains two sub-networks: a cascade down-sampling network which extracts
feature maps of buildings from the VHR image; and an up-sampling network which reconstructs the
extracted feature maps of buildings back to the same size of the input VHR image. The deep residual
learning approach was adopted to facilitate training in order to alleviate the degradation problem that
often occurred in the model training process, and finally a softmax classifier was added at the end of
the proposed network to obtain the final segmentation results.

To summarize, the main contributions of this paper are as follows. First, an end-to-end
deep convolutional neural network, i.e., DeepResUnet, was proposed for complex urban building
segmentation at pixel scale with three-band (red, green, blue) VHR remote sensing imagery. No
additional data or any post-processing methods were adopted in this study. Second, in the DeepResUnet,
the residual block (ResBlock) was designed as the basic processing unit to optimize model training and
deep residual learning approach was applied to alleviate gradient-related issues. Third, in addition
to comparing the performance of different deep models, the applicability of deep models was also
explored by testing the trained models in a new urban area. Results indicated that DeepResUnet has
the ability to identify urban buildings and it can be applied to dense urban areas such as big cities and
even megacities. The purpose of this paper is not just to come up with a novel approach with better
performance, it means more than just a higher accuracy. Our work can generate raw data (e.g., building
boundaries) for geographical analysis such as urban planning and urban geography study. Only with
more accurate raw data to begin with can those geographical analysis be accurate and instructive. We
also used another totally new dataset to test and show that our proposed method is transferable with
other datasets and can still maintain high performance, which means this method can have a very
wide range of application. Last but not least, we hope that our proposed network structure can inspire
scholars to build an even greater network.

Following the introduction, the remainder of this paper is arranged as follows: Section 2 introduces
the architecture of the proposed DeepResUnet, with a focus on ResBlock, the down-sampling network,
and up-sampling network. Detailed implementations of the DeepResUnet, extensive experimental
results, and comparisons with other existing networks are presented in Section 3. The discussion is
provided in Section 4, followed by Section 5 with the conclusions.

2. Methodology

DeepResUnet is an end-to-end DCNN that follows the basic structure of U-Net. DeepResUnet
contains two sub-networks: A cascade down-sampling network for extracting building feature maps
from the VHR image, and an up-sampling network for reconstructing the extracted building feature
maps back to the same size of input VHR image. To reduce gradient degradation in model training, the
deep-residual-learning approach was adopted in model training and a softmax classifier was used at
the end of the network to obtain the final segmentation results. Figure 1 shows the detailed architecture
of the proposed DeepResUnet network.
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Figure 1. The architecture of the proposed DeepResUnet network. The input layer is an aerial image
with three channels (red, green, blue) and the output is a binary segmentation map. The left part
represents a down-sampling sub-network and the right part represents an up-sampling sub-network.

Table 1 presents the detailed information of DeepResUnet network. The input layer is a VHR
aerial image with three channels (red, green, blue), and the output image is a binary segmentation map
in which the pixel in white denotes the building and the pixel in black denotes the background. Similar
to the U-Net, the architecture of DeepResUnet is mostly symmetrical but much deeper than that of
U-Net. To accelerate the training, the batch normalization [45] layer was used after each convolutional
layer. Note that no fully connected layers were used in DeepResUnet.

In the following subsections, we first give a brief description of the ResBlock architecture used in
DeepResUnet and then provide the down-sampling and up-sampling sub-networks in detail.

Table 1. The architecture of the proposed DeepResUnet network.

Name Kernel Size Stride Pad Output Size

Down-sampling network

Input – – – 256 × 256 × 3
Conv_1 5 × 5 1 2 256 × 256 × 128

Pooling_1 2 × 2 2 0 128 × 128 × 128
ResBlock_1 3 × 3/3 × 3/1 × 1 1 1 128 × 128 × 128
ResBlock_2 3 × 3/3 × 3/1 × 1 1 1 128 × 128 × 128

Add_1 – – – 128 × 128 × 128
Pooling_2 2 × 2 2 0 64 × 64 × 128

ResBlock_3 3 × 3/3 × 3/1 × 1 1 1 64 × 64 × 128
ResBlock_4 3 × 3/3 × 3/1 × 1 1 1 64 × 64 × 128

Add_2 – – – 64 × 64 × 128
Pooling_3 2 × 2 2 0 32 × 32 × 128

ResBlock_5 3 × 3/3 × 3/1 × 1 1 1 32 × 32 × 128
ResBlock_6 3 × 3/3 × 3/1 × 1 1 1 32 × 32 × 128

Add_3 – – – 32 × 32 × 128
Pooling_4 2 × 2 2 0 16 × 16 × 128

ResBlock_7 3 × 3/3 × 3/1 × 1 1 1 16 × 16 × 128
ResBlock_8 3 × 3/3 × 3/1 × 1 1 1 16 × 16 × 128

Add_4 – – – 16 × 16 × 128
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Table 1. Cont.

Name Kernel Size Stride Pad Output Size

Up-sampling network

UpSampling_1 2 × 2 2 0 32 × 32 × 128
Concat_1 – – – 32 × 32 × 256
Conv_1U 1 × 1 1 0 32 × 32 × 128

ResBlock_1U 3 × 3/3 × 3/1 × 1 1 1 32 × 32 × 128
ResBlock_2U 3 × 3/3 × 3/1 × 1 1 1 32 × 32 × 128

UpSampling_2 2 × 2 2 0 64 × 64 × 128
Concat_2 – – – 64 × 64 × 256
Conv_2U 1 × 1 1 0 64 × 64 × 128

ResBlock_3U 3 × 3/3 × 3/1 × 1 1 1 64 × 64 × 128
ResBlock_4U 3 × 3/3 × 3/1 × 1 1 1 64 × 64 × 128

UpSampling_3 2 × 2 2 0 128 × 128 × 128
Concat_3 – – – 128 × 128 × 256
Conv_3U 1 × 1 1 0 128 × 128 × 128

ResBlock_5U 3 × 3/3 × 3/1 × 1 1 1 128 × 128 × 128
ResBlock_6U 3 × 3/3 × 3/1 × 1 1 1 128 × 128 × 128

UpSampling_4 2 × 2 2 0 256 × 256 × 128
Concat_4 – – – 256 × 256 × 256
Conv_4U 1 × 1 1 0 256 × 256 × 128

ResBlock_7U 3 × 3/3 × 3/1 × 1 1 1 256 × 256 × 128
ResBlock_8U 3 × 3/3 × 3/1 × 1 1 1 256 × 256 × 128

Conv_5U 1 × 1 1 0 256 × 256 × 2
Output – – – 256 × 256 × 2

2.1. ResBlock

With increasing depth of deep neural networks, problems like vanishing gradients start to emerge.
To resolve this issue, the deep residual framework (ResNet) was proposed to ensure the gradient be
directly propagated from top to bottom of the network during the backward propagation [44]. Previous
studies suggested that the residual framework can improve accuracy considerably with increased layer
depth and is easier to optimize [46].

Formally, by denoting the input as xl, the output of a residual unit as xl+1 and the residual function
as F(·), the residual unit can be expressed as:

xl+1 = F(xl) + xl (1)

Inspired by the ResNet, the residual block (ResBlock) was designed as the basic processing unit
in DeepResUnet to optimize model training. Figure 2 illustrates the structure of different types of
Resblocks. In general, they are all shaped like a bottle neck. A 1 × 1 convolutional layer following
two successive 3 × 3 convolutional layers in the ResBlock with ReLU as activation function between
successive layers was designed to account for gradient degradation of image in the training process.
For better performance, two successive 3 × 3 convolution kernels were adopted in DeepResUnet by
following the suggestions from other studies [47,48]. It is worthwhile mentioning that the number
of channels of the first 3 × 3 convolution layer was twice than that of the latter. A small number of
channels of the first 3 × 3 convolutional layer can reduce model parameters without losing too much
image information. Additionally, a 1 × 1 convolution layer was added to the ResBlock.
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Figure 2. Illustration of the ResBlock structure. (a) plain neural unit used in U-Net; (b) basic residual
unit used in ResNet-34; (c) “bottleneck” shaped residual unit used in ResNet-50/101/152; (d) the
designed ResBlock used in DeepResUnet.

2.2. Down-Sampling Network

Inspired by ENet [49], early downscale-sampling method was employed after the input layer in
the proposed DeepResUnet network. The assumption behind this is that the feature maps from the
initial image layer contain adverse noise that would directly contribute to segmentation, which should
be filtered. Therefore, max-pooling layer with the size of 2 × 2 was added to reduce the input size.
It is worthwhile mentioning that although the pooling operation is capable of reducing the learning
parameters while keeping scaling invariant, spatial information essential for pixelwise segmentation
was indeed partially lost in this process [15]. To keep as much spatial information as possible, a 5 × 5
convolutional layer with 128 channels was added before the first max-pooling layer to gain a larger
receptive field.

As exhibited in Figure 1, two successive ResBlock modules were set after the first max-pooling
layer to obtain image features, and then a 2 × 2 max-pooling layer was added to reduce the learning
parameters while keeping scaling invariant for enlarging the receptive field. To make better use of the
previous features and propagate the gradient, the feature maps from the pooling layer were added
to the output of two successive ResBlock modules in a residual manner. The detailed description
of the down-sampling process is exhibited in Figure 3a. The input of the latter pooling layer was
computed by:

y = f ( f (P(x))) + P(x) (2)

where P(·) represents the pooling function, f(·) represents the ResBlock operation, x represents the input,
and y is the output which is used as the input for the subsequent pooling and up-sampling operations.

To effectively exploit image information, a down-sampling network with two successive ResBlock
layers and one pooling layer repeated for three times was developed in DeepResUnet. Consequently,
the size of the input image was reduced from 256 × 256 to 16 × 16. In addition, two successive ResBlock
layers without pooling layer were employed at the end of down-sampling network to serve as a bridge
connecting the down-sampling and up-sampling networks.
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(a) (b) 

Figure 3. The details of the down-sampling (a) and up-sampling structures (b).

2.3. Up-sampling Network

Similar to the U-Net, our up-sampling network was symmetric to the down-sampling network.
As illustrated in Figure 1, the up-sampling operation functions in recovering the details of feature
maps. For pixelwise segmentation, aggregating multi-context information can effectively improve the
performance of deep learning models [50]. The intuition is that low-level features contain finer details
which can compensate for high-level semantic features [51]. In the up-sampling network, the low-level
features at a pixel scale were propagated to the corresponding high levels in a concatenation manner,
and then a 1 × 1 convolutional layer was employed to change the output channels. Subsequently, two
successive ResBlock modules were added after the concatenation operation. As illustrated in Figure 3b,
the output of ResBlock can be formulated as:

y′ = f ( f ( f1×1(U(x′) ⊗ y))) (3)

where f1 × 1 (·) is the 1 × 1 convolutional operation, U(·) is the up-sampling operation, x’ is
the previous feature maps from the down-sampling network, and the symbol of ⊗ denotes the
concatenation operation.

Different from the down-sampling network, the up-sampling network adopted the up-sampling
layer instead of the max-pooling layer. Four up-sampling layers were used in the up-sampling
network to facilitate reconstructing the feature maps to the same size as the input image. Following
the last ResBlock layer in the up-sampling network, a softmax layer was used to derive the final
segmentation maps.

3. Experiments and Results

In this section, we first describe the dataset used in the experiments and experimental setting.
We then provide qualitative and quantitative comparisons of performances between DeepResUnet
and other state-of-the-art approaches in semantic segmentation of urban buildings from the same data
source (VHR remote sensing imagery).

3.1. Dataset

Large-scale training samples are required for deep learning models to learn various features.
Aerial images with a spatial resolution of 0.075 m and the corresponding building outlines were
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collected from a public source (https://data.linz.govt.nz) as our experiment dataset. The aerial images
covered an urban area of Christchurch City, New Zealand, and were taken during the flying season
(summer period) 2015 and 2016. Note that the aerial images had been converted into orthophotos
(three-band, red-green-blue) by the provider and were provided in format of tiles. The pixel value of
the aerial image varies from 0 to 255. The image we selected was mosaiced with 335 tiles covering
25,454 building objects, and the mosaic image is 38,656 × 19,463 pixels, as shown in Figure 4. To
train and test the DeepResUnet, the mosaic image was split into two parts for training and testing,
with almost equivalent areas including 12,665 and 12,789 building objects, respectively (Figure 4).
Meanwhile, the building outlines corresponding to the aerial image, which were stored as polygon
shapefiles, were similarly converted into a raster image and further sub-divided into two parts as was
done to the aerial image. In the experiment, the building outlines were regarded as the ground truth to
train and evaluate the methods. Note that here the elevation data like the digital surface model (DSM)
were not used in the dataset, and data augmentation algorithms were not used in this study.

Figure 4. Overview of the dataset (an urban area of Christchurch City, New Zealand) used in the
present study. The black dotted line separates the image into training and testing datasets for evaluating
the performance of the proposed DeepResUnet by comparing it with other state-of-the-art deep
learning approaches.

3.2. Experimental Setup

DeepResUnet was implemented in Keras using the Tensorflow framework as the backend. In the
experiment, the aerial imagery of the training area was split into patches with the size of 256 × 256 by
using a sliding window algorithm with a stride of 128. Thus, a total of 17,961 training patches of the
same size (256 × 256 image block) were prepared. During training, 80% of training patches were used
to train the models while the remaining 20% was used for cross-validation. The proposed network and
other comparison ones were trained on a NVIDIA GeForce GTX 1080Ti GPU (11 GB RAM). The glorot
normal initializer [52] was used to initialize weights and parameters of networks, and the cross-entropy
loss was employed in training process. The Adam optimizer [53] was adopted to optimize the training
loss. Due to the limited memory of GPU, the batch size of 6 was chosen in the experiment. The learning
rate was set at 0.001 initially, but it was gradually reduced by a factor of 10 in every 11,970 iterations.
In this experiment, the proposed DeepResUnet converged after 35,910 iterations.
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During the inference phase, the aerial imagery of the test area was also split into patches with the
size of 256 × 256 given the limitation of GPU memory. To reduce the impact of boundaries, a sliding
window algorithm with a stride of 64 was applied to generate the overlap images and the predictions
of overlap images were averaged as final segmentation results. For the purpose of clearly reflecting the
performance of the DeepResUnet, no post-processing methods such as the filters [54] and conditional
random field [55] were used in the study in order to guarantee that a fair comparison in terms of the
pure network performance.

3.3. Results

To evaluate the performance of DeepResUnet, six existing state-of-the-art deep learning approaches
(i.e., FCN-8s, SegNet, DeconvNet, U-Net, ResUNet and DeepUNet) were selected for comparison in
the exact same experimental environment. Each network was trained from scratch, without using
pretrained models, and all networks converged during training. The inference procedure of six existing
deep learning approaches was the same as that of DeepResUnet. The overall results from different
networks of a randomly selected test area are shown together in Figure 5.

 
(a)         (b)        (c)         (d)        (e)         (f)         (g)         (h)  

Figure 5. Visual comparison of segmentation results (an urban area of Christchurch City, New Zealand)
obtained by seven approaches. The first row shows the overall results of a randomly picked test
area generated by the seven networks, while the last three rows exhibit the zoomed-in results of the
corresponding regions that were also randomly picked from the test area. In the colored images of the
last three rows, the white, red and green colors represent true positive, false positive and false negative
predictions, respectively. (a) Image. (b) FCN-8s. (c) SegNet. (d) DeconvNet. (e) U-Net. (f) ResUNet.
(g) DeepUNet. (h) DeepResUnet.

By visual inspection, it appears that DeepResUnet outperformed the other approaches. As
illustrated in Figure 5, the major parts of buildings were accurately extracted by DeepResUnet, while
more false positives (red) and more false negatives (green) were found in the semantic segmentation of
urban buildings by the other approaches, especially SegNet, DeconvNet and U-Net. Visually, FCN-8s,
ResUNet and DeepUNet models performed better than other three approaches selected for comparison,
but they still did not accurately identify small-size buildings in dense building area and FCN-8s model
often misclassified roads as buildings. It is worthwhile mentioning that ResUNet and DeepUNet
models as the improved versions of U-Net, outperformed the original U-Net model, similar to the
proposed DeepResUnet, but more false positives (red) occurred in their segmentation results. There
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were few misclassifications (false positive) in the segmentation results of SegNet model, but many
false negatives (green) appeared in the segmentation results, indicating that many buildings were not
accurately identified by SegNet. The DeconvNet and U-Net models frequently misclassified roads
and bare surfaces as buildings, and many false positives (red) were obtained in the corresponding
segmentation results, implying that these models did not make full use of the image features. Overall,
DeepResUnet outperformed the other six approaches with less false negatives and false positives in
the semantic segmentation image of urban buildings.

For further comparison, the partial results of the test area for semantic segmentation of urban
buildings are presented in Figure 6. It is also clear that all the seven tested approaches can identify
the regular shaped buildings in general with acceptable accuracy, such as rectangle and square
shaped buildings. However, for small-size and irregularly shaped buildings (as shown in Figure 6),
DeepResUnet had very competitive performance on better preservation of patch edges, followed
by DeepUNet, while more false positives (red) and false negatives (green) were obtained by the
other approaches. Among these approaches, SegNet, DeconvNet and U-Net generated considerably
more incomplete and inaccurate labelings than FCN-8s and ResUNet did. Although the proposed
DeepResUnet was not yet perfect in the semantic segmentation of urban buildings, relatively more
accurate extraction of building boundaries and relatively coherent building object labeling with fewer
false positive returns made it rank in a high position among all the seven compared state-of-the-art
deep networks.

 
(a)         (b)        (c)        (d)         (e)         (f)         (g)         (h)  

Figure 6. Visual comparison of segmentation results by seven approaches. In the colored images,
the white, red and green colors represent true positive, false positive and false negative predictions,
respectively. (a) Image. (b) FCN-8s. (c) SegNet. (d) DeconvNet. (e) U-Net. (f) ResUNet. (g) DeepUNet.
(h) DeepResUnet.

To quantitatively evaluate the performance of DeepResUnet, five conventionally used criteria,
including precision, recall, F1 score (F1), Kappa coefficient and overall accuracy (OA), were employed.
The Kappa coefficient and OA are the global measures of segmentation accuracy [56]. Precision
measures the percentage of matched building pixels in the segmentation map, while Recall represents
the proportion of matched building pixels in the ground truth. F1 is the geometric mean between
precision and recall, which is formulated as:

F1 = 2 × Precision × Recall
Precision + Recall

(4)

As illustrated in Table 2, DeepResUnet had the best performance among all networks in terms
of all the five criteria, followed by DeepUNet. All evaluation criteria were improved a considerable
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amount in the test area by the proposed DeepResUnet in this study. Among these deep models, SegNet
and DeconvNet had the worst performance, followed by U-Net, ResUNet and FCN-8s. It is worthwhile
mentioning that both ResUNet and DeepUNet models had a better performance than the original
U-Net model, indicating the effectiveness of the combined methods. Although most models achieved
relatively high values in one of the evaluations metrics, none of them have good performance in all
metrics. For instance, DeepResUnet outperformed SegNet in term of Precision index only by about
0.7%. However, in terms of Recall index, DeepResUnet outperformed SegNet more than by 12%. The
proposed DeepResUnet had the best performance in terms of the Recall index compared with other six
networks, indicating that DeepResUnet was more effective in suppressing false negatives in semantic
segmentation of urban buildings. With respect to the F1 score, Kappa coefficient and OA, the proposed
DeepResUnet in this study was still the best among all deep models. This further demonstrated the
superiority of the proposed network in semantic segmentation of urban buildings from VHR remotely
sensed imagery.

Table 2. Quantitative comparison of five conventionally used metrics obtained from the segmentation
results (for an urban area of Christchurch City, New Zealand) by FCN-8s, SegNet, DeconvNet, U-Net,
ResUNet, DeepUNet and the proposed DeepResUnet, where the values in bold format are the highest
numbers for corresponding metrics.

Models Precision Recall F1 Kappa OA

FCN-8s [28] 0.9163 0.9102 0.9132 0.8875 0.9602
SegNet [29] 0.9338 0.8098 0.8674 0.8314 0.9431

DeconvNet [31] 0.8529 0.9001 0.8758 0.8375 0.9413
U-Net [30] 0.8840 0.9190 0.9012 0.8709 0.9537

ResUNet [51] 0.9074 0.9315 0.9193 0.8948 0.9624
DeepUNet [57] 0.9269 0.9245 0.9257 0.9035 0.9659
DeepResUnet 0.9401 0.9328 0.9364 0.9176 0.9709

4. Discussion

4.1. About the DeepResUnet

DeepResUnet adopted the U-Net as its basic structure and meanwhile took advantages of deep
residual learning by replacing the plain neural units of the U-Net with the residual learning units to
facilitate the training process of the network. Although some combined approaches of the U-Net with
the deep residual network have been reported in recent studies [51,57,58], significant differences can
be found between their network architectures and that of ours.

First, in the network architecture, a new residual block, namely, Resblock, was designed as the
basic processing unit to learn various representations of remote sensing images. ResBlock consisted of
two successive 3 × 3 convolutional layers and a single 1 × 1 convolutional layer, which was designed
to replace the basic residual unit that was used by other combined approaches of combining U-Net
with the residual learning approach. Although a single 1 × 1 convolutional layer has been proved
effective in dimension reduction [26], some important information for pixelwise segmentation might
be compressed under the limited number of network layers and consequently would cause the loss of
the transferred information, thus affecting the final performance of the deep network. For resolving
this knotty problem, we made a tradeoff between the number of parameters and network layers by
using two successive 3 × 3 convolutional layers and a single 1 × 1 convolutional layer in the ResBlock
and the number of channels of the latter 3 × 3 convolution layer doubles that of the former. Hence, the
structure of DeepResUnet is much deeper than that of U-Net.

Second, the main purpose of this study was to perform semantic segmentation of urban buildings
from VHR remotely sensed imagery. To some extent, the proposed network was designed for pixel-level
urban building semantic segmentation, and it may be applied to dense urban areas such as big cities
and even megacities. For clearly and fairly reflecting the performance of different networks, any
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post-processing operations, such as the filters or conditional random field, were not applied in the
proposed DeepResUnet. Additionally, the infrared band data and DSM data, which are the two data
sources that have much potential in improving the final performance if combined with aforementioned
post-processing operations, were also not used in this study. In addition, the performance of these
combined approaches (i.e., ResUNet [51] and DeepUNet [57]) was compared in the Section 3.3. Among
all combined models, the proposed DeepResUnet model achieved the best performance, indicating the
effectiveness of DeepResUnet. Note that those combined models obtained very high values compared
with the original U-Net model; therefore, the combination of different methods will be a new trend to
improve the performance in the future.

4.2. Effects of Resblock

To further confirm the effectiveness of Resblock, the performances of DeepResUnet (Baseline +
Resblock) and its variants were compared and are summarized in Table 3. Here, baseline refers to the
basic structure of our network which is "U" shaped. The basic residual unit refers to the structure used
in ResNet-34. Bottleneck refers to the "bottleneck" shaped residual unit used in ResNet-50/101/152.
Plain neural units are just convolution layers that do not use the residual structure. As shown in Table 3,
the performance of Baseline + bottleneck was similar to that of Baseline + plain neural unit, close to
that of Baseline + basic residual unit, indicating that the bottleneck cannot improve the performance of
the baseline model. However, the Baseline + basic residual unit outperformed Baseline + plain neural
unit, implying that the residual learning is effective in building semantic segmentation task. The poor
performance of Baseline + bottleneck indicated that the 1 × 1 convolutional layer in the bottleneck
may have a negative impact on information transmission, and more research is needed to confirm this.
A comparison between Baseline + bottleneck and Baseline + basic residual unit, Baseline + Resblock
(i.e., DeepResUnet) achieved better segmentation results. This implies the effectiveness of replacing
the 1 × 1 convolutional layer in bottleneck with a 3 × 3 convolutional layer and also indicates that
reducing the number of channels by half in the first 3 × 3 convolution layer has little to almost no
effect on the accuracy of the segmentation result, but this procedure greatly reduces the number of
parameters which would benefit the training process and create a more robust model.

Table 3. Comparisons of building segmentation results and model complexity among the different
variants of DeepResUnet.

Metrics
Baseline + Plain

Neural Unit
Baseline + Basic

Residual Unit
Baseline +
Bottleneck

Baseline +
Resblock

(DeepResUnet)

Precision 0.9234 0.9329 0.9277 0.9401
Recall 0.9334 0.9330 0.9321 0.9328

F1 0.9283 0.9329 0.9299 0.9364
Kappa 0.9068 0.9129 0.9089 0.9176

OA 0.9669 0.9691 0.9677 0.9709

Parameters (m) 4.89 4.89 3.06 2.79
Training time

(second/epoch) 1485 1487 1615 1516

Inference time
(ms/image) 63.5 63.8 72.5 69.3

In terms of complexity, Baseline + Resblock requires fewer parameters than the other models
because a small number of channels was applied in the first convolutional layer of Resblock (as exhibited
in Figure 2). Although the structure of Resblock is similar to that of the bottleneck, Baseline + bottleneck
requires a longer training time and inference time than Baseline + Resblock. In addition, Baseline +
Resblock needs a slightly longer training time and inference time than Baseline + plain neural unit

96



Remote Sens. 2019, 11, 1774

and Baseline + basic residual unit, but generated better segmentation results. Overall, the structure of
Resblock has an obvious effect in improving the performance of deep models.

4.3. Complexity Comparison of Deep Learning Models

In recent years, with the rapid advancement of the computer hardware, high-end GPU or GPU
clusters have made network training easier, and some deeper networks have been proposed, such
as DenseNets [59] and its extended network [60]. However, for experimental research and practical
application, the trade-offs among the layer depth, number of channels, kernel sizes, and other attributes
of the network must still be considered when designing the architectures of networks [61], given the
concern of cost-effectiveness in training time and commercial cost.

To evaluate the complexity of DeepResUnet, the number of parameters, training time and inference
time were compared with six existing state-of-the-art deep learning approaches (i.e., FCN-8s, SegNet,
DeconvNet, U-Net, ResUNet and DeepUNet). It is worthwhile mentioning that the running time of
deep models including training and testing time can be affected by many factors [62], such as the
parameters and the model structure. Here, we simply compared the complexity of deep models. As
shown in Table 4, DeconvNet has the largest number of parameters, and the longest training time and
inference time among all models. The numbers of parameters of DeepResUnet are much fewer than
most networks except the DeepUNet, because DeepUNet adopted a very small convolutional channel
(each convolutional layer with 32 channels). Even though the proposed DeepResUnet followed the
basic structure of U-Net, the number parameters of U-Net are nearly eleven times higher than that
of DeepResUnet. However, DeepResUnet requires a longer training time and inference time than
U-Net and its combined networks. The main reason may be that the deep residual learning may have
a negative effect on model operations. The training time and inference time of ResUNet are longer
than those of U-Net, also indicating the negative impact of deep residual learning. Additionally, the
structure of DeepResUnet is much deeper than those of deep networks, which may also increase the
operation time of DeepResUnet. Compared with FCN-8s and SegNet, they require less training time
than DeepResUnet, but the inference time of DeepResUnet is shorter than that of FCN-8s, close to that
of SegNet. From the viewpoint of accuracy improvement and reducing computing resources, such a
minor time increase should be acceptable. Overall, DeepResUnet achieves a relative trade-off between
the model performance and complexity.

Table 4. Complexity comparison of FCN-8s, SegNet, DeconvNet, U-Net, ResUNet, DeepUNet and the
proposed DeepResUnet.

Model Parameters (m)
Training Time

(Second/Epoch)
Inference Time

(ms/image)

FCN-8s [28] 134.27 979 86.1
SegNet [29] 29.46 1192 60.7

DeconvNet [31] 251.84 2497 214.3
U-Net [30] 31.03 718 47.2

ResUNet [51] 8.10 1229 55.8
DeepUNet [57] 0.62 505 41.5
DeepResUnet 2.79 1516 69.3

4.4. Applicability Analysis of DeepResUnet

To further explore the applicability of DeepResUnet, the urban area of Waimakariri, New Zealand
was used to test the effectiveness of DeepResUnet. The aerial images of Waimakariri were taken during
2015 and 2016, with a spatial resolution of 0.075 m. The corresponding building outlines were also
provided by the website (https://data.linz.govt.nz). The aerial image of Waimakariri is 13,526 × 12,418
pixels. Note that DeepResUnet was trained using the aerial images of Christchurch City, New Zealand,
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and we did not train DeepResUnet again on other images. Additionally, any pre- and post-processing
methods were not applied when testing the aerial images of Waimakariri.

The results of the Waimakariri area are presented in Figure 7. Many false negatives (green)
appeared in the segmentation results of SegNet model and many misclassifications (false positive)
in the segmentation results of DeconvNet model. It is obvious that FCN-8s and DeepResUnet
outperformed the other approaches. Neither ResUNet nor DeepUNet performed well in this new
urban area, indicating the relatively poor applicability of these combined models. As exhibited in
last three rows of Figure 7, few false positives (red) and false negatives (green) were obtained in
the segmentation results of DeepResUnet model. DeepResUnet accurately identified small-size and
irregularly shaped buildings. Quantitative results are provided in Table 5. The overall performance of
DeepResUnet in this study was the best among deep models, followed by FCN-8s and ResUNet. The
performance of these deep models was basically consistent with the testing results of Christchurch
City, indicating that DeepResUnet has the ability to identify urban buildings and it can be applied to
dense urban areas such as big cities and even megacities.

 
(a)         (b)        (c)        (d)         (e)         (f)         (g)         (h) 

Figure 7. Visual comparison of segmentation results by seven approaches (for an urban area of
Waimakariri, New Zealand). The first row shows the overall results, and the last three rows exhibit the
zoomed-in results. In the colored figures, the white, red and green colors represent true positive, false
positive and false negative predictions, respectively. (a) Image. (b) FCN-8s. (c) SegNet. (d) DeconvNet.
(e) U-Net. (f) ResUNet. (g) DeepUNet. (h) DeepResUnet.

Table 5. Quantitative comparison of five conventionally used metrics (for an urban area of Waimakariri,
New Zealand) obtained from the segmentation results by FCN-8s, SegNet, DeconvNet, U-Net, ResUNet,
DeepUNet and the proposed DeepResUnet, where the values in bold format are the highest numbers
for corresponding metrics.

Models Precision Recall F1 Kappa OA

FCN-8s [28] 0.8831 0.9339 0.9078 0.8807 0.9581
SegNet [29] 0.9475 0.6174 0.7477 0.6944 0.9079

DeconvNet [31] 0.8004 0.9135 0.8532 0.8080 0.9306
U-Net [30] 0.8671 0.8621 0.8646 0.8263 0.9403

ResUNet [51] 0.9049 0.8895 0.8972 0.8683 0.9549
DeepUNet [57] 0.8305 0.9219 0.8738 0.8356 0.9412
DeepResUnet 0.9101 0.9280 0.9190 0.8957 0.9638

The bolded numbers indicate the largest number in the column, easier to find out which one performs better in
this format.

98



Remote Sens. 2019, 11, 1774

4.5. Limitations of Deep Learning Models in This Study

Although deep learning models achieved impressive results in semantic segmentation, some
limitations exist in those models due to the complexity of remotely sensed images. As can be seen in
Figure 8, in some particular areas, many false positives appeared in the result of building segmentations
of all networks used in this paper. This problem may be caused by the phenomenon of "different objects
with the same spectral reflectance" or "same objects with the different spectral reflectance". Actually, this
phenomenon extensively exists in remotely sensed images. For DCNN-based methods, it is difficult to
learn robust and discriminative representations from insufficient training samples and to distinguish
subtle spectral differences [32]. In addition, many buildings were not fully identified by deep learning
models because of roadside trees or shadows. This is also a challenge for DCNN-based methods.

Recently, some studies [63–66] found that the effective fusion of color imagery with elevation
(such as DSM) might be helpful to resolving these problems. The elevation data containing the height
information of the ground surface make it easy to discriminate the building roofs from impervious
surfaces. Additionally, only three-band (red, green, blue) images were used to extract buildings. The
near-infrared band was not used in the study which might be helpful to identify vegetation. In the
future work, the use of elevation data and multispectral images (including the near-infrared band) will
be considered for alleviating these issues.

 

(a)        (b)         (c)          (d)        (e)         (f)          (g)         (h) 

Figure 8. Visual comparison of urban building segmentation results by using different networks. In the
colored figures, the white, red and green colors represent true positive, false positive and false negative
predictions, respectively. (a) Image. (b) FCN-8s. (c) SegNet. (d) DeconvNet. (e) U-Net. (f) ResUNet.
(g) DeepUNet. (h) DeepResUnet.

5. Conclusions

An end-to-end DCNN, denoted as DeepResUnet, for VHR image semantic segmentation of urban
buildings at pixel scale, was proposed by adopting the architecture of U-Net as the basic structure.
Specifically, the proposed DeepResUnet contains two sub-networks, that is, a cascade down-sampling
network that is used to extract building feature maps from the VHR image, and an up-sampling
network that is used to reconstruct the extracted feature maps of buildings back to the same size of
input VHR image. To reduce gradient degradation, deep residual learning was incorporated in the
proposed network.

To evaluate the performance of DeepResUnet, six existing state-of-the-art deep networks, including
FCN-8s, SegNet, DeconvNet, U-Net, ResUNet and DeepUNet were selected for comparison in the
exact same experiment environment, both visually and quantitively. Each network was trained from
scratch rather than being pretrained before the experiments. One of the advantages of DeepResUnet
was that it requires far less parameters than most methods except DeepUNet. However, it does require
slightly longer inference time than some other networks. For visual comparison, it was clear that all
the seven tested networks were capable of extracting the regular-shape buildings, such as rectangle
and square shaped buildings. However, other networks were less capable in accurate extraction of
the irregularly shaped buildings, demonstrating that the proposed DeepResUnet outperformed the
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other six networks in a way that fewer false negatives and false positives appeared in the semantic
segmentation image of urban buildings. Five conventionally used criteria, that is, precision, recall, F1
score (F1), Kappa coefficient and overall accuracy (OA), were used to evaluate the performance of
the networks quantitatively, where DeepResUnet outperformed all the others because it suppressed
false negatives, especially in semantic segmentation of irregular-shape and small-size buildings with
higher accuracy and shape entirety. DeepResUnet is relatively better at suppressing false negatives as
shown by its superior recall. Compared with the U-Net, DeepResUnet increased the F1 score, Kappa
coefficient and overall accuracy by 3.52%, 4.67% and 1.72%, respectively. Additionally, DeepResUnet
was further tested using the aerial images of an urban area of Waimakariri, New Zealand, further
indicating the effectiveness and applicability of DeepResUnet.

More research is needed to improve DeepResUnet to better discriminate different objects with
similar spectral characteristics or the same objects with different spectral characteristics. To some
extent, the proposed network was designed for pixel-level urban building semantic segmentation and
it may be applied to dense urban areas such as big cities and even megacities. As a continuation of this
work, the fusion of image with elevation data (such as DSM) may be considered in the future to refine
the performance of the proposed method.
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Abstract: Building extraction is an important way to obtain information in urban planning,
land management, and other fields. As remote sensing has various advantages such as large coverage
and real-time capability, it becomes an essential approach for building extraction. Among various
remote sensing technologies, the capability of providing 3D features makes the LiDAR point cloud
become a crucial means for building extraction. However, the LiDAR point cloud has difficulty
distinguishing objects with similar heights, in which case texture features are able to extract different
objects in a 2D image. In this paper, a building extraction method based on the fusion of point cloud
and texture features is proposed, and the texture features are extracted by using an elevation map that
expresses the height of each point. The experimental results show that the proposed method obtains
better extraction results than that of other texture feature extraction methods and ENVI software in
all experimental areas, and the extraction accuracy is always higher than 87%, which is satisfactory
for some practical work.

Keywords: LiDAR point cloud; building extraction; elevation map; Gabor filter; feature fusion

1. Introduction

Remote sensing is the acquisition of information about objects or phenomena without physical
contact [1]. A large amount of remote sensing data has been generated and applied, and improvements
in the spatial and temporal resolution of remote sensing images have made them become the main
data source for object extraction [2], such as tree crown extraction [3], coastal zone detection [4], road
recognition [5], etc. Buildings constitute the main component of urban areas, and building extraction
using remote sensing images has become a hot research topic as remote sensing technology has the
advantage of being fast, large-scale, and economical. Some researchers provided information of the
spectral, geometrical, contextual, and rooftop segment patch via the morphological building index
(MBI) and saliency cue to extract building information, which had good performance and versatility
under different image conditions. However, the image-based building extraction technique is limited
by large intra-class differences and small inter-class differences in spectral features [6,7]. 3D information
is valid for buildings, especially elevation information, while for the image. it is complicated to realize,
and it is mainly reflected by the change of elevation, which is important information of buildings.

As one of the active remote sensing data sources, LiDAR uses laser pulses to measure the
distance between the sensor and different objects. It is widely used in geodesy [8], geo-statistics [9],
archeology [10], geography [11], the control and navigation of autonomous vehicles [12], etc. Compared
with 2D images, which only provide position and shape information, LiDAR can conveniently acquire
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3D information on objects in terrain. Therefore, many studies have applied the LiDAR point cloud to
conduct building extraction [13]. Wang et al. adopted a building extraction technique based on the
point voxel group by using the class-oriented fusion method and “horizontal hollow ratio”, which
was effective for large-scale and complex urban environments [14]. Qin et al. demonstrated the
use of geometric and radiation features of the waveform and the point cloud with parametric and
non-parametric classification methods. The experimental results suggested that it was efficiently used
for urban land cover mapping [15]. Zhao et al. utilized connected operators to extract building regions
from LiDAR data, neither producing new contours, nor changing positions, which was effective, and
the average offset values of simple and complex building boundaries were 0.2–0.4 m [16]. Huang
et al. proposed a novel object and region-based top-down strategy to extract buildings, and the
experimental result proved that the proposed method achieved good performance and was robust
when parameters were within reasonable ranges [17]. Yi et al. detailed a method for reconstructing the
volume structure of urban buildings directly from the original LiDAR point cloud. The experimental
results demonstrated the advantage of the approach in terms of effectiveness on large-scale and raw
LiDAR point data [18].

However, the discreteness of the point cloud may lead to the loss of some features, and it is
difficult to distinguish objects with similar heights, while it is able to extract different objects with
texture features in 2D images. As elevation map is a kind of 2D image obtained by projecting the point
cloud onto 2D planes, and it can provide abundant texture features and has been utilized in the field
of building extraction. Fasahat et al. realized building extraction by transforming the point cloud into
an elevation map and analyzing gradient information from the elevation map. Experimental results
showed the effectiveness in eliminating trees, extracting buildings of all sizes, and extracting buildings
with and without a transparent roof [19]. Liu et al. combined remote sensing data of multiple sources
to draw height maps of different object types for land cover and land use mapping, which coincided
well with the ground survey data with an accuracy of 5.7 m by root mean squared error (RMSE) [20].
Kang et al. achieved the rendering of barren terrain by enhancing the geometric features of elevation
maps and increased the number of landscape features, which was most suitable for rendering barren
terrain or planet surfaces [21]. He et al. proposed to organize LiDAR point data as three different
maps: dense depth map, height map, and surface normal map. It was proven to recover successfully
object hierarchies, boundary sharpness, and global integrity regardless of point cloud sparsity, large
loss, and 3D to 2D degradation uncertainty [22]. In addition, the texture feature extraction method
can be used to obtain features to extract objects on the basis of the elevation map, which can robustly
detect buildings from satellite images and outperforms state-of-the-art building detection method [23].
Cao et al. constructed a unified multilevel channel characteristic framework and realized target
detection based on histograms of oriented gradient (HoG) features. The experimental results showed
that this method could reduce the missed detection rate and improve the detection speed [24]. Du et al.
used the gray level co-occurrence matrix (GLCM) features to obtain textures from an elevation map
and combined them with point cloud information to achieve area and object-level building extraction,
and the results suggested a good potential for large-sized LiDAR data [25]. Niemi et al. inventoried
soil damage from forwarding trails and fitted a logistic regression model for predicting the event
of soil damage, which showed that DTM-derived local binary patterns (LBP) were useful in terrain
trafficability mapping [26].

Point cloud information can reflect the spatial structure of ground objects, but its discrete type
may lead to the lack of correlation information of each part. Texture features can reflect the correlation
of each part and help to distinguish different objects. Therefore, point cloud and texture features can
be fused to achieve complementarity, as well as reflect the features of objects from multiple dimension
so as to obtain better results. However, the increased data dimension may lead to an increase in time
complexity, and feature selection is always utilized to solve the problem. As the essence of feature
selection is a combinatorial optimization problem, which means selecting a satisfactory feature subset
to conduct building extraction, it is usually solved by swarm intelligence algorithms [27]. In this paper,

106



Remote Sens. 2019, 11, 1636

by fusing the point cloud and texture features, as well as conducting feature selection, a building
extraction technique is realized. Point cloud features are extracted based on the eigenvalue, density,
and elevation, and the point cloud is also transformed into an elevation map to extract texture features.
After that, the fusion of the point cloud and texture features is used to extract buildings from different
experimental areas. Among various swarm intelligence algorithms, particle swarm optimization (PSO)
is easy to implement,and stably converges to the optimal solution. Therefore, it is adopted to obtain
the superior feature subset for building extraction in the paper.

This paper is structured as follows. In Section 2, the core method and basic principles of this
paper are elaborated in detail. The steps of the method are described in Section 3. Section 4 describes
the experiments that are carried out according to the method, the experimental data, the final results,
and the evaluation of the accuracy. Section 5 summarizes the work of this paper and research prospects.

2. Basic Theory of Gabor Filters

As for 2D images, the Gabor filter is one of the efficient filtering techniques and is based on a
sinusoidal plane wave. Its use has been explored in many applications [28,29]. The Gabor filter can
not only characterize the spatial frequency structure of an image, but also retain spatial relationship
information, and the spatial frequency positioning ability is essential to extract orientation-dependent
frequency content from the pattern [30]. Furthermore, as the Gabor filter is invariant to zoom, rotation,
and translation, it is suitable for texture representation and recognition [31]. In the spatial domain, a
2D Gabor filter is a Gaussian kernel function modulated by a sinusoidal plane wave, which consists of
a real part and an imaginary part representing the orthogonal direction. These two parts can either
form a plurality or be used separately [32,33].

The formula for the Gabor filter is expressed as below:

g(x, y) =
(

1
2πσxσy

)
exp

(
−1

2

(
x̄2 + ȳ2

σ2
x + σ2

y

)
+ 2π jWx̄

)
(1)

x̄ = xcosθ + ysinθ ȳ = −xsinθ + ycosθ (2)

where σx and σy are parameters that describe the spread of the current pixel in the neighborhood in
which weighted summation occurs, W is the central frequency of the complex sinusoid, θ ∈ [0, π)

is the orientation of the horizontal to vertical stripes in the equation above, and æ represents the
imaginary unit.

The extraction of texture features using the Gabor filter includes two main processes: filter design
and the effective extraction of texture feature sets from the filter’s output. The process of acquiring
texture features from an image using the Gabor filter is as follows. Firstly, the input image is divided
into blocks. Secondly, the Gabor filter banks are established, and thirdly, we convolve the Gabor filter
templates with each image block in the spatial domain; each image block obtains the filter outputs.
These outputs are of the image blocks’ size. Fourthly, each image block is passed through the outputs
of the Gabor filter templates and is “condensed” into the texture feature of the image block [34].

3. Building Extraction Based on the Fusion of Point Cloud and Texture Features

3.1. Point Cloud Features

At first, as the LiDAR system generates a number of noise points when acquiring data, which is
usually manifested as elevation anomaly points and will affect the accuracy of building extraction,
the point cloud is denoised, and elevation anomalies are filtered out. After that, the features of the
point cloud, which include various eigenvalues, are obtained. Unlike eigenvectors, eigenvalues have
good rotationally-invariant properties [35], and therefore, feature extraction based on the point cloud’s
eigenvalues was used for building extraction. Besides, density and elevation are both critical attributes
of point cloud. Thus, features based on eigenvalues, density, and elevation were extracted as the
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reference data of building extraction. The specific meanings and formulas used in the calculations are
shown in Table 1.

Table 1. Point cloud features.

Category Name Abbreviation Meaning Formula

Eigenvalue-based features

Sum SU Sum of eigenvalues λ1 + λ2 + λ3
Total variance TV Total variance (λ1λ2λ3)

1/3

Eigen entropy EI Characteristic entropy − 3
∑

i=−3
λi · In(λi)

Anisotropy AN Anisotropy (λ1 − λ3)/λ1
Planarity PL Planarity (λ2 − λ3)/λ1
Linearity LI Linearity (λ1 − λ2)/λ1

Surface roughness SR Surface roughness λ3/(λ1 + λ2 + λ3)
Sphericity SP Sphericity λ3/λ1

Density-based feature Point Density PD Point Density 0.75 ∗ N3D
πr3

Elevation-based features
Height above HA

The height difference between the
current point and the lowest point Z − Zmin

Height below HB
The height difference between the
highest point and the current point Zmax − Z

Sphere Variance SPV
Standard deviation of the height

difference in the spherical neighborhood −

√
n
∑

i=1
(Zi−Zave)2

n−1

λ1, λ2, and λ3 are eigenvalues of the point cloud, where λ1 < λ2 < λ3. An analysis of the
eigenvalues and eigenvectors can often provide important information for extraction decisions.
According to the points in the neighborhood, the covariance matrix of the center point was calculated,
and then the eigenvalues of the point were obtained. Based on these eigenvalues, 12 kinds of features
can be calculated, including sum of eigenvalues (SU), total variance (TV), eigenvalues (EI), anisotropy
(AN), planarity (PL), linearity (LI), surface roughness (SR), and sphericity (SP). AN refers to the
uniformity of the point distribution on three arbitrary vertical axes, which helps to separate anisotropic
structures, such as power lines and buildings, from vegetation. PL is a measurement of planar
characteristics of the point cloud, and planar structures have high PL values. As the surface of a
building’s roof reflects laser directly, this feature is remarkable. LI is a measurement of the linear
attributes of a point cloud. The power lines and edges of buildings have obvious linear structures,
and the linearity of these points is characterized by high values. SR is the average number of points
allocated by the point cloud in three directions. The distribution of vegetation points in all directions
has no tendency, so the SR values of vegetation are high. The density of the point cloud in the
neighborhood of penetrable targets, such as vegetation, reflects the distribution of the point cloud
and is usually higher than that of buildings. In the vicinity of the cylinder at the center point, the
height differences, including that between the current point and the lowest point (height above (HA))
and that between the highest point and the current point (height below (HB)), were calculated. The
standard deviation of the elevation included the elevation of each point in the spherical and cylindrical
neighborhoods. Zave is the average of the current neighborhood’s interior point elevation; n is the
number of points in the current neighborhood’s interior point cloud; and Zi is the i-th point in the
neighborhood. The sphere variance (SPV) value is high for objects with few changes in elevation [36].
For high-rise building facades and roofs, the differences between the current and the lowest elevation
are usually much larger than that of other points. Therefore, building facades can be distinguished
effectively, while the standard deviations of elevations in spherical neighborhoods can be used to
identify ground and other horizontal planes. All of the mentioned features above show the properties
of point clouds from the point of view of eigenvalues, elevations, and densities. They can provide
more effective information for building extraction than single-scale features [37].

3.2. Texture Feature Extraction Based on the Elevation Map

In this study, the point cloud was transformed into an elevation map for texture feature extraction.
The process of transformation was based on the elevation distribution of the point cloud, and it was
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easy to operate. Firstly, the grid size was set as 1 m, and then, the point cloud was rasterized according
to its x and y coordinates, while each grid corresponded to one pixel in the elevation map [38]. After
that, the height threshold was set, and the elevation variance of all points in the corresponding grid of
each pixel was calculated. If the variance was below the threshold, the average elevation of points in
the gird was selected as the gray reference value of the corresponding pixel. Otherwise, the height
distribution curve was interpolated based on triangulation in the natural neighborhood, and half
of the peak value was taken as the gray reference value. For a grid with few or even no points, the
median elevation value of the points in the K-nearest-neighbor was taken. After all the above, the gray
reference values were normalized to 0–255. In this way, the elevation map corresponding to the point
cloud can be obtained as shown in Figure 1.

Figure 1. Point cloud rendering image (left) and elevation map (right).

After the elevation map was obtained, the corresponding texture features were extracted for
further building extraction. Compared with other methods, the Gabor filter can capture those
features that correspond to different spatial frequencies (scales) and orientations, so it can be used to
discriminate features of images. In this study, a 2D Gabor filter was used to extract texture features.
The texture features of elevation maps in different orientations and scales were obtained by changing
the values of the orientation and frequency parameters. The orientation and frequency values were
updated as follows:

θ(i) =
(i − 1)π

O
, where i = 1, 2, ..., O (3)

f (i) =
fmax√
(2)i−1

, where i = 1, 2, ..., S (4)

where θ(i) is the orientation parameter, O is the number of orientation parameters, f (i) is the frequency
variable, and S is the number of frequency variables. In this study, four frequency values and six
orientation values were combined to obtain 24 texture features. The frequency values changed
gradually with 0.2, 1.414, 0.1, and 0.0707. The Gabor filter convolution kernel functions were in six
different orientations: 0, π/6, π/3, π/2, 2π/3, and 5π/6 with the same frequency value.

3.3. Feature Selection for Reducing the Number of Features

In this paper, PSO was used for feature selection to decrease the data dimension, which is a kind
of swarm intelligence algorithm using a group of particles. It has been noted that members of a group
seem to share information among themselves, which is a fact that leads to increased efficiency of the
group. A particle moves toward the optimum based on its present velocity, its previous experience,
and the experience of its neighbors. In an n-Dimensional search space, the position and velocity of
the i-th particle are represented as vectors Xi = xi1, ..., xin and Vi = vi1, ..., vin. Let Pbesti and Gbest be
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the best position of the i-th particle and the group’s best position so far, respectively. The velocity and
position of each particle are updated as follows [39]:

Vk+1
i = ω · Vk

i + r1 · c1 · (Pbestk
i − Xk

i ) + r2 · c2 · (Gbestk − Xk
i ) (5)

Xk+1
i = Xk

i + Vk+1
i (6)

where Vk
i is the velocity of the i-th particle at iteration k, ω is the inertia weight factor, c1 and c2 are the

acceleration coefficients, r1 and r2 are random numbers between zero and one, and Xk
i is the position

of the i-th particle at iteration k. In the velocity updating process, the values of the parameters such
as ω, c1, and c2 should be determined in advance, which makes it cumbersome to solve large-scale
optimization problems.

However, decimal coding may not be suitable for discrete optimization such as feature selection;
thus, the position vector of a particle should be coded as a binary form. The velocity of the i-th element
in the i-th particle is related to the possibility that the position of the particle takes a value of one
or zero. It is implemented by defining an intermediate variable S(vk+1

ij ), called a sigmoid limiting
transformation, as follows [40,41]:

S(vk+1
ij ) =

1
1 + exp(−vk+1

ij )
(7)

The value of S(vk+1
ij ) can be interpreted as a probability threshold. If a random number selected

from a uniform distribution in [0,1] is less than the threshold, the value of the position of the j-th
element in the i-th particle at iteration k + 1 (i.e., xk+1

ij ) is set to one, and otherwise to zero, and the
position vector is replaced as follows:

xk+1
ij =

⎧⎨⎩1 i f rand < S(vk+1
ij )

0 otherwise
(8)

where rand denotes random numbers uniformly distributed between zero and one; S(vk+1
ij ) is a

sigmoid limiting transformation.
In this paper, PSO was used to extract as high an accuracy as possible with few features.

To improve the training process, the feature combination was adjusted by PSO, and the optimized
results could be obtained by choosing the feature combination with the minimum error as the most
suitable one [42]. Finally, a reasonable combination of point cloud and texture features was obtained
for building extraction, and the whole process is shown in Figure 2.

Figure 2. The process to obtain the optimal combination of features.
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3.4. Definition of the Objective Function

To obtain the results of high extraction accuracy and reduce the number of features, an objective
function was defined as an auxiliary in this paper. As the Fisher discriminant criterion has been shown
to have good performance in building extraction and other extraction problems that include two
categories, maximizing the differences between classes and minimizing the differences within classes,
and accurately identifying the target category from other classes, it was used to define the objective
function for feature selection [43]. The formula of the objective function is expressed as follows:

f it =
(μ1 − μ2)

2

(σ2
1 + σ2

2 ) · n
(9)

where f it represents the value of the objective function, μ1 and μ2 are the eigen mean vectors of two
types of objects, σ1 and σ2 are the eigen variance vectors of two types of objects, respectively, and n is
the number of points. The output of point cloud features was the vectors. The texture features were in
the form of a 2D image. They can be converted into vectors, and finally, these two kinds of features
can be merged into a vector, while a higher feature vector dimension of each point can be obtained
by combining the two vectors. Besides, the larger value of the objective function demonstrated better
quality of classification.

3.5. Implementation of the Proposed Method

The proposed method was easy to implement, and the key issues of building extraction were the
fusion of point cloud and texture features, as well as feature selection. The process of the proposed
method is shown as follows:

• Step 1: Input the testing images, and compute the feature vectors of the point cloud. Generate
elevation maps, and extract texture features via the Gabor filter from them.

• Step 2: Build the training and testing samples based on the fusion of point cloud and
texture features;

• Step 3: Randomly generate the initial population of PSO in the range of −10–10 via decimal
coding, and transform it into binary coding;

• Step 4: Conduct building extraction, and compute the fitness value of each particle by Equation (9);
• Step 5: Operation of PSO:

Step 5-1: Update the velocity of each particle by using Equation (5);

Step 5-2: Switch the population into the form of binary coding by Equation (8);

• Step 6: Conduct building extraction, and compute the fitness value of each particle by Equation (9);
• Step 7: If the solution is better, replace the current particle; otherwise, the particle does not change,

and then, find the current global best solution;
• Step 8: Judge whether the maximum number of iterations is reached, and if it is, go to Step 9;

otherwise, go to Step 5;
• Step 9: Output the optimal feature combination, and compare it with other building extraction

methods via the extraction accuracy.

4. Experimental Results and Discussion

The experimental environment in this study was a computer with a 2.30-GHz CPU and 8 G
of RAM. The data-processing operation was realized using MATLAB 2016a and VS2017 software.
The manual extraction process was accomplished using LiDAR software and visual interpretation by
researchers with relevant working experience.
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4.1. Experimental Platform and Data Information

The data used in this study were point cloud data obtained from a Riegl LMS-Q780 laser scanner
in Fuzhou, China. The experimental data included five non-overlapping urban areas, which contained
buildings, vegetation, and other types of objects. Since the high density of the experimental point
cloud may result in a large amount of calculation, it was necessary to down-sample the data in order
to reduce the amount of calculation. According to the density of the point cloud after down-sampling,
the data areas were divided into Low-Density Region 1 (LDR 1), LDR 2, the medium-density region
(MDR), High-Density Region 1 (HDR 1), and HDR 2. Details on the experimental data are shown in
Table 2.

Table 2. Experimental data information. LDR, low-density region; MDR, medium-density region;
HDR, high-density region.

Experimental Data Data Area Number of Points Point Cloud Density

(m2) Original Data After Dilution Original Data After Dilution

LDR 1 174,080 4,486,763 19,320 25.799339 0.111040
LDR 2 155,595 3,989,310 21,926 25.683631 0.140958
MDR 186,147 585,024 23,675 26.261592 0.183575
HDR 1 99,470 2,283,275 29,127 23.062170 0.294197
HDR 2 68,040 1,897,760 20,663 27.936171 0.303810

The experimental data were colored according to the elevation rendering, and the results of the
manual extraction are shown in Figures 3–7.

Figure 3. LDR 1 elevation coloration and manual extraction results.

Figure 4. LDR 2 elevation coloration and manual extraction results.

112



Remote Sens. 2019, 11, 1636

Figure 5. MDR elevation coloration and manual extraction results.

Figure 6. HDR 1 elevation coloration and manual extraction results.

Figure 7. HDR 2 elevation coloration and manual extraction results.

4.2. Extraction of Texture Features

The process of extracting texture features using the Gabor filter in this study is shown below:
Figure 8 shows the process of the Gabor filter, where it is formed on the basis of different values

of the orientation and frequency parameters. Different texture features can be yielded after elevation
map convoluting with templates. A group of parameter combination results is shown in Figure 8 with
the same frequency value of 0.2, and the orientation varied from 0–5π/6 via steps of π/6, while the
local display of the common part is also shown on the right side. It can be concluded that variation of
the parameter combination caused the change of the convolution module and resulted in differences
in texture features, especially on the edge and corner of the buildings.
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Figure 8. Texture features extraction using the Gabor filter.

4.3. Comparative Analysis and Accuracy Evaluation of Building Extraction

In order to prove the effectiveness of the proposed method, the experimental results were
compared with those obtained using GLCM, LBP, and HoG for texture feature extraction. Those
of building extraction based only on point cloud features (OPCF), building extraction with no feature
selection (NFS), and building extraction using ENVI software were also compared in this paper. The
extraction accuracy of different methods is shown in Table 3, and the building extraction locations of
different experimental areas are shown in Figures 9–13.

Table 3. Comparison of the experimental results with other methods for building extraction (%). OPCF,
only point cloud features; NFS, no feature selection.

Experimental Data GLCM HoG LBP OPCF NFS ENVI Proposed

LDR 1 86.9984 75.9503 88.3870 80.4586 78.7330 87.4203 90.4238
LDR 2 65.5523 85.1865 74.5297 85.5651 89.6949 91.3310 92.2558
MDR 75.8902 78.9356 73.3347 81.7022 82.3527 83.5180 87.1679
HDR 1 87.5064 90.8264 90.0470 87.4961 81.6047 90.2660 92.1138
HDR 2 62.3917 76.6975 75.2795 79.4367 84.2762 86.2752 89.1207

From Table 3, it can be seen that the extraction accuracy with the proposed method was superior
to other texture feature extraction methods and ENVI software. For HDR 2, the extraction accuracy
of the proposed method was over 10% higher than that of GLCM HoG and LBP. Especially for LDR
2 and HDR 2, the extraction accuracy of GLCM was only around 60%, while the proposed method
could still achieve an extraction accuracy higher than 87%. Although the extraction accuracy by using
ENVI software exceeded 80%, and even reached 90% for LDR 2 and HDR 1, the extraction accuracy
of the proposed method could still be 1.2874% higher than ENVI software. Comparing with the
result of NFS, this suggested that feature selection benefited the building extraction by improving
its extraction accuracy and efficiency. In all, when the follow-up operations were the same, the final
results obtained by the Gabor filter applied in this paper were more accurate than those of other texture
feature extraction methods. After feature selection, not only the extraction accuracy was higher, but
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also the computational time was shorter, as the data dimension was decreased. Besides, using about 10
features, we were able to achieve such satisfactory results.

(a)result of GLCM (b)result of HoG

(c)result of LBP (d)result of ENVI

(e)result of OPCF (f)result of NFS

(g)result of the proposed method

Figure 9. Building extraction results of LDR 1.
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(a)result of GLCM (b)result of HoG

(c)result of LBP (d)result of ENVI

(e)result of OPCF (f)result of NFS

(g)result of proposed method

Figure 10. Building extraction results of LDR 2.
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(a)result of GLCM (b)result of HoG

(c)result of LBP (d)result of ENVI

(e)result of OPCF (f)result of NFS

(g)result of proposed method

Figure 11. Building extraction results of MDR.
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(a)result of GLCM (b)result of HoG

(c)result of LBP (d)result of ENVI

(e)result of OPCF (f)result of NFS

(g)result of proposed method

Figure 12. Building extraction results of HDR 1.
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(a)result of GLCM (b)result of HoG

(c)result of LBP (d)result of ENVI

(e)result of OPCF (f)result of NFS

(g)result of proposed method

Figure 13. Building extraction results of HDR 2.

As shown in Figures 9–13, the experimental results of the proposed method were superior to
other texture extraction methods, such as GLCM, HoG, and LBP, as well as NFS, OPCF, and ENVI
software in the five experimental areas, as it generated a lower number of errors in the building’s
interior area. In addition, the proposed method preserved shape better and the interior integrity of the
building. HoG and NFS were incapable of extracting complete buildings in LDR1, and the proposed
method was better at preserving the integrity of the large complex building on the top left corner than
LBP. For LDR2, GLCM and LBP were unable to be applied for building extraction, and the proposed
method produced more correct results obviously, especially in the red circle in Figure 10g, than other
methods. For MDR, only ENVI software and the proposed method extracted the complete building in
the red circle in Figure 11g. However, less points were extracted as building points by the proposed
method in other non-building areas than ENVI software. For HDR1, all of the methods, except NFS,
obtained good results in most of the test area. However, more non-building points were obviously
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extracted as building points in the area of the red circle, which is shown in Figure 12d, and there were
also some discrete errors in the non-building areas for other methods, while the proposed method
obtained better extraction results, as Figure 12g shows. Furthermore, more buildings were extracted
correctly by GLCM, LBP, and OPCF than other methods in HDR2, and for the proposed method, this
was less in the red circle areas in Figure 13g.

5. Conclusions

This paper presented a building extraction method based on the fusion of point cloud and texture
features, by calculating the feature values, elevation, and density of the point cloud and transforming
the point cloud into an elevation map. The Gabor filter was used to extract texture features based on
the elevation map, and the features could be assigned to the point cloud again. Then, point cloud
and texture features were fused, and feature selection was done to realize more accurate and efficient
building extraction. The experiments showed that the fusion of point cloud and texture features was
able to obtain higher extraction accuracy than other methods. Besides, because of the large number of
features, PSO was used to select a better feature combination to realize building extraction from the
point cloud. Compared with the results from other building extraction methods, as well as NFS, OPCF,
and ENVI software, the extraction accuracy by using the proposed method could satisfy practical
applications preferably. In summary, the proposed method was proven to be efficient and valid for
building extraction, with satisfactory extraction accuracy, which always exceeded 87%. It could provide
a convenient and effective way to extract buildings in urban areas. On the basis of this work, future
work will be performed on the optimization of the texture feature extraction method in the entire
data-processing process.
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Abstract: The efficient and accurate application of deep learning in the remote sensing field largely
depends on the pre-processing technology of remote sensing images. Particularly, image fusion is
the essential way to achieve the complementarity of the panchromatic band and multispectral bands
in high spatial resolution remote sensing images. In this paper, we not only pay attention to the visual
effect of fused images, but also focus on the subsequent application effectiveness of information
extraction and feature recognition based on fused images. Based on the WorldView-3 images of
Tongzhou District of Beijing, we apply the fusion results to conduct the experiments of object
recognition of typical urban features based on deep learning. Furthermore, we perform a quantitative
analysis for the existing pixel-based mainstream fusion methods of IHS (Intensity-Hue Saturation),
PCS (Principal Component Substitution), GS (Gram Schmidt), ELS (Ehlers), HPF (High-Pass Filtering),
and HCS (Hyper spherical Color Space) from the perspectives of spectrum, geometric features,
and recognition accuracy. The results show that there are apparent differences in visual effect
and quantitative index among different fusion methods, and the PCS fusion method has the most
satisfying comprehensive effectiveness in the object recognition of land cover (features) based on
deep learning.

Keywords: image fusion; high spatial resolution remotely sensed imagery; object recognition;
deep learning; method comparison

1. Introduction

With the development of earth observation technology, a large number of remote sensing satellites
have been launched, which further improves the acquisition ability of high spatial resolution and high
spectral resolution imagery, and provides extensive data sources for applications [1]. Object recognition
of urban typical land features from High Spatial Resolution Remote Sensing Imagery (HSRRSI) is
an active and important research task driven by many practical applications. Traditional methods are
based on hand-crafted or shallow-learning-based features with limited representation power [2].

In recent years, the application of deep learning in the field of remote sensing has become more
and more extensive, and its progress has solved many problems, especially in target detection [3],
target recognition [4], and semantic segmentation [5], which has taken the current research to a new
height. High spatial resolution remotely sensed imagery often contains multiple types of land-cover
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with distinct spatial, spectral, and geometric characteristics, and the manual labeling sample is not
enough, which limits the applications of deep learning in object recognition from HSRRSI [6].

Over the last decades, a number of relevant methods have been proposed by combining the spatial
and the spectral information to extract spatial–spectral features [7–19]. In a recent study, Cheng propose
a unified metric learning-based framework to alternately learn discriminative spectral-spatial features;
they further designed a new objective function that explicitly embeds a metric learning regularization
term into SVM (Support Vector Machine) training, which is used to learn a powerful spatial–spectral
feature representation by fusing spectral features and deep spatial features, and achieved state-of-the-art
results [20]. It is now commonly accepted that spatial–spectral-based methods can significantly improve
the classification performance, which also reflects the importance of spatial and spectral features of
image data in application-level in deep learning. However, the number of labeled samples in HSRRSI
is quite limited because of the high expense of manually labeling, and even the available labels are not
always reliable. Making full use of HSRRSI to produce high-quality training data will be a challenge.

The Worldview-3 images used in this study are composed of the panchromatic band
and multispectral bands. The former has high spatial resolution and the latter has high spectral
resolution. The questions remains of how to effectively utilize these remote sensing image data
and take them as a whole to the greatest extent for comprehensive analysis and application.
Spatial–spectral fusion can solve the constraints between spatial resolution and spectral resolution.
In the processing stage, remote sensing images with different spatial and spectral resolutions in
the same region are fused to obtain images with both high spatial resolution and high spectral
resolution. Panchromatic-multispectral fusion is the most classical method of spatial–spectral fusion
and the first choice for various applications. The fusion technology originated in the 1980s [21–23].
Since the SPOT-1 satellite system first provided panchromatic and multispectral images simultaneously
in 1986, panchromatic-multispectral fusion technology has developed rapidly; a lot of methods have
been proposed [24–26].

In general, the existing mainstream panchromatic and multispectral fusion methods can
be divided into four categories: component substitution-based fusion [27,28], multi-resolution
analysis-based fusion [29,30], model optimization-based fusion [31,32], and sparse expression-based
fusion methods [33]. Although there are many existing fusion methods, it is still challenging to find
a suitable image fusion method for specific data sources and specific application scenarios.

In this study, six traditional spatial–spectral fusion methods are selected for panchromatic
and multispectral bands in the study area to generate remote sensing images with both high spatial
resolution and high spectral resolution. Then, we apply image fusion results to conduct the experiments
of land cover (features) object recognition for remote sensing images based on Mask R-CNN [34].
The experimental results demonstrate the effectiveness of the proposed method and reveal the potential
application of image fusion technology in target recognition and feature-oriented primitive processing,
analysis, and understanding. By comparing the recognition results of different fusion methods,
we obtain a fusion image that is more suitable for network generalization ability. It also verifies that
a fusion image with high spatial resolution and high spectral resolution achieves better recognition effect.

2. Methodology

2.1. Image Fusion Methods

In order to improve the quality of remote sensing image data, such as resolution, contrast,
integrity, and other indicators, various fusion methods have been developed. The common methods
are IHS (Intensity-Hue Saturation), PCS (Principal Component Substitution), ELS (Ehlers) [35,36], GS
(Gram Schmidt), HPF (High-Pass Filtering) [21], and HCS (Hyper spherical Color Space). In this study,
we use these six methods to evaluate the adaptability of six fusion methods to high-resolution imagery
and their effectiveness of land cover (features) object recognition based on deep learning.
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IHS transformation can effectively separate spatial (intensity) and spectral (hue and saturation)
information from a standard Red-Green-Blue (RGB) image [37]. First, the IHS method transforms
an RGB image into the IHS image space. The IHS color space is represented by Intensity (I), Hue (H),
and Saturation (S). The effect of this representation of remote sensing images aligns better with
human visual habits, making the image objects look more similar to the color changes of real objects,
and closer to the human perception mechanism of color. Next, the intensity component (I) is replaced
by the panchromatic image. Then, an inverse IHS transformation is performed to obtain a fused image
that has high spatial resolution and hyperspectral resolution. The specific process is shown in Figure 1.
The fused image obtained by transformation, substitution, and inverse transformation not only has
the advantage of high resolution of panchromatic image, but also maintains the hue and saturation
of the multispectral image. These characteristics will be beneficial to the subsequent deep learning
models to capture the fine features of the complex land-use images used for generalization.

 
Figure 1. IHS (Intensity-Hue Saturation) fusion flow chart.

Compared with IHS transformation, the Principal Component Substitution (PCS) technique uses
Principal Component Transformation (PCT), with which number of input bands is not limited to three.
PCS is a multi-dimensional linear transformation fusion based on image statistical features, which can
concentrate variance information and compress data. When using the PCT in image fusion, the first
component of the low spatial resolution images is replaced by the high spatial resolution images.
The fused images are obtained by applying an inverse PCT on the new set of components [38,39].
This fusion method has a wide range of applications, and the image after inverse transformation
of principal components is clearer and richer. It can more accurately reveal the internal structure
of multi band remote sensing information data, thereby reducing the difficulty and complexity of
the subsequent deep learning feature extraction model. The specific process is shown in Figure 2.

GS fusion method mainly uses Gram–Schmidt Transformation in mathematics, which can
effectively eliminate the correlation between multi-spectral bands. It is similar to the Principal
Component Transform (PCA) method and is commonly used in mathematics. GS fusion firstly obtains
a low-resolution panchromatic image from a multi-spectral image and uses the image as the first band
of multi-spectral image to recombine with the original multi-spectral image. Then, GS transformation
is applied to the reconstructed multi-band image. Equation (1) is the concrete equation of the GS
transformation. The panchromatic image is used to replace the first band of the image after GS
transformation. Lastly, the fused image is obtained by GS inverse transformation. GS transformation
gives the image higher contrast, and can better maintain the spectral information of the original image
with less information distortion. This algorithm can weaken the correlation between multispectral bands,
thus reducing information redundancy, highlighting more useful or discriminative information in
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the data itself, thus increasing the effectiveness of land cover (features) object recognition based on
deep learning.

GST(i, j) = (BT(i, j) − μT) −
T−1∑
i = 1

(∅(BT, GSi) ×GSi(i, j)

μT =

∑N
j = 1

∑M
i = 1 BT(i,j)

M×N

∅(BT, GSi) =
[

δ(BT ,GSi)

δ(GSi,GSi)
2

]

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎭
(1)

In Equation (1), GST denotes the T orthogonal component after GS transformation; BT represents
the T band of the original low spatial resolution remote sensing image; M and N represent the total
number of rows and columns of the image; i and j represent the rows and columns of the original
low spatial resolution image, respectively; μT is the mean of the gray value of pixels in the T band
of the original low spatial resolution remote sensing image; ∅(BT, GSi) is the covariance between
the T band of the original low spatial resolution image and GSi.

 
Figure 2. Principal Component Transformation (PCT) fusion flow chart.

The difference between GS and PCA is that the information contained in the PCA is mainly in
the first component with the most information, and its information decreases in turn in the remaining
color components, while the components transformed by Gram-Schmidt are only orthogonal,
and the amount of information contained in each component is not significantly different [40].
Therefore, the GS transform can preserve the spectral information of original multispectral images
and the spatial texture features of panchromatic images to the greatest extent, so as to solve the problem
of excessive concentration of the first component in PCT. However, the GS transformation is relatively
complex and unsuitable for large-scale image fusion.

Both IHS and PCS fusion methods pertain to component substitution methods, which are
remarkable image fusion techniques that are able to meet user’s needs in most application scenarios.
Insufficiently, the computational complexity of these methods is too high to merge massive volumes
of data from new satellite images quickly and effectively. For that reason, many research studies
have been carried out to develop an advanced image fusion method with a fast computing capability
and to preserve the high spatial and spectral quality [41]. One of the improved standard data fusion
techniques is the Ehlers fusion method. The Ehlers fusion algorithm was founded by Professor
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Manfred Ehlers of the University of Osnabluk. The basic principle of the Ehlers fusion algorithm
is to sharpen the panchromatic band by using Fast Fourier Transform (FFT filtering), and then use
the IHS transform for image fusion. The advantage of this algorithm is that it provides three preset
filtering models for different regional images, which are urban, suburban, and suburban mixed areas,
respectively. This feature preserves the same spatial characteristics of the fused image as the original
image. The specific process of the ELS fusion method are shown in Figure 3.

  I LP

 
Figure 3. The Ehler transformation flow chart.

High-Pass Filtering is often used in image texture and detailed processing to improve
the high-frequency details of images, and highlight the linear features and edge information of images.
For a remote sensing image, the spectral information of the image is included in the low-frequency part,
and the details, edges, and textures of the image are included in the high-frequency part. The basic
principle of High-Pass Filtering (HPF) fusion is to extract the high-frequency part of the image and apply
it to the low-resolution image (multi-spectral image) to form the high-frequency feature prominent
fusion image [42], which can improve the application accuracy of image target recognition. Equation (1)
is the concrete equation of the GS transformation.

HPi = (Wa ×MSIiLP) + (Wb × PANHP), (2)

In Equation (2), Wa and Wb are weighted, respectively, and added to 1; MSIiLP represents the result
of low-pass filtering of low-resolution image (multi-spectral image) in band i, PANHP represents
the result of high-pass filtering of high-resolution image (panchromatic image), and HPi represents
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the fusion image of original multi-spectral image in band i after the above processing. This method not
only effectively reduces the low-frequency noise in high-resolution images, but also can be used in all
multi-spectral bands after filtering.

Hyper spherical Color Sharpening (HCS) is a fusion method suitable for multi-band images.
For a remote sensing image with N bands, it is shown as a strength I component and N-1 angle
component on the hypersphere. The mathematical function of the fusion of HCS method is shown in
Equation (3), in which xi is the i component of the original color space.

I =
√

x2
1 + x2

2 + x2
3 + . . . x

2
n

ϕ1 = arctan(

√
x2

n+x2
n−1+x2

n−2+...x
2
2

x1
)

ϕn−2 = arctan(

√
x2

n+x2
n−1

xn−2
)

ϕn = arctan( xn
xn−1

)

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(3)

This method converts multi-band remote sensing data into the hyper spherical color space by
constructing models and simulating the panchromatic band I component, so as to obtain a sharpened
panchromatic band I component, and finally to reverse the data to obtain the fusion image. The fusion
image of this method highlights the edge contour of the object, improves the utilization rate of image
information, improves the accuracy and reliability of subsequent computer interpretation, and is
conducive to feature extraction and classification recognition of a subsequent deep learning model.

The aforementioned six methods extract the most valuable information from the original image
according to their own characteristics and fuse it into high-quality images, which can improve the spatial
resolution and spectral resolution of the original image. In the subsequent experiments, for the optimal
fusion results, we demonstrate the effectiveness and practicability of the image in land cover (features)
object recognition based on deep learning.

2.2. Object Recognition Method based Mask R-CNN

2.2.1. Mask R-CNN Network Architecture

In recent years, deep learning has been applied to remote sensing measurements in replacement
of the empirical feature design process by automatically learning multi-level representations [43].
Since 2012, Convolutional Neural Networks (CNN) have been widely used in image classification.
Novel CNN structures, such as AlexNet [4], VGGNet [44], GoogLeNet [45], and ResNet [46], have been
shown to be remarkable.

Since 2015, a special CNN structure, known as region-based models, which detects objects by
predicting a bounding box of each object, have been developed for pixel-wise semantic segmentation
and object detection [43]. For example, these region-based models include R-CNN [47], Fast R-CNN [48],
Faster R-CNN [49], and Mask R-CNN [34]. In this paper, the most representative Mask R-CNN in
the current field is used as the basic model.

Mask R-CNN is a two-stage framework (Figure 4). The first stage scans the image and generates
proposals. The second stage classifies proposals and generates bounding boxes and masks. The backbone
network of Mask R-CNN is ResNet101 and FPN (Feature Pyramid Networks). ResNet is the champion
of the classification task of the ImageNet competition in 2015, which can increase the network depth
to hundreds of layers and has excellent performance. FPN utilizes the feature pyramid generated
by ResNet to fully fuse the high-resolution and high-semantic information of low-level features of
the image and generates feature maps of different scales into RPN (Region Proposal Networks) and ROI
(Region of Interest) Align layers by top-down up sampling and horizontal connection processes. RPN is
a lightweight neural network that scans images with sliding windows and searches for areas where
objects exist. ROI Align is a regional feature aggregation method proposed by Mask-RCNN, which solves
the problem of misalignment caused by two quantifications in ROI Pooling operation. After using
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RoIAlign, the accuracy of the mask is improved from 10% to 50%. Another breakthrough of the model
is the introduction of semantic segmentation branch, which realizes the decoupling of the relationship
between mask and class prediction. The mask branch only does semantic segmentation, and the task of
type prediction is assigned to another branch.

 

  .............

  .............

  .............

Figure 4. Mask R-CNN network architecture.

2.2.2. Network Training

As an initial experiment, we trained a Mask R-CNN model on the RSSCN7 Dataset [50]
and RSDataset [51]. The pixel resolution of the above dataset is 0.3m. We selected 996 images
as training data and 200 images as testing data (Table 1). Several typical landmark, including buildings
and water bodies, a=were selected as marking samples (Figure 5). All target objects in training
and testing data sets were labeled manually, including attributes and masking information of objects.
Figure 6 is the examples of training sample masks of Figure 5.
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Table 1. The strategy of training and testing division for different datasets.

Class Dataset Training Samples Testing Samples

Building RSSCN7 708 19,116 100 2174
RSDataset 98 2641 25 676

Total 806 21,757 125 2850

Water
RSSCN7 100 117 50 66

RSDataset 90 99 25 30

Total 190 216 75 96

Figure 5. Examples of training samples covering water bodies (a1–a10) and buildings (b1–b10).
The pixel resolution of each sample is 0.3 m.
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Figure 6. Examples of training sample masks from Figure 5 (color = positive; black = negative).

Based on Tensorflow, keras, and Anaconda deep learning libraries, we use NVIDIA GeForce
GTX 1060 with a single GPU to train 996 training data samples (21,757 buildings, 216 water bodies)
and generate a recognition model. The total training time is 58 hours. The main parameters of the Mask
R-CNN model are set in Table 2. We use the trained model to recognize buildings and water bodies
in 200 test data sets, including 3254 buildings and 185 water bodies. Figures 7 and 8 are examples
of recognition results of buildings and water bodies, respectively. Table 3 reflects the recognition
accuracy. The precision and recall rate of building recognition reached 0.8275 and 0.7828, respectively,
and the precision and recall rate of water body recognition reached 0.8529 and 0.9062, respectively,
which confirm the availability of the model.
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Table 2. Main parameters information of model.

Parameter Values Parameter Values

GPU_COUNT 1 TRAIN_ROIS_PER_IMAG 200

IMAGES_PER_GPU 1 MAX_GT_INSTANCES 200

BACKBONE ResNet DETECTION_MAX_INSTANCES 200

BACKBONE_STRIDES [4, 8, 16, 32, 64] Batch Size 1

NUM_CLASSES 3 Epochs 30

RPN_ANCHOR_SCALES (32, 64, 128, 256, 512) LEARNING_RATE 0.0001

RPN_ANCHOR_RATIOS [0.5, 1, 2] LEARNING_MOMENTUM 0.9

RPN_NMS_THRESHOLD 0.7 WEIGHT_DECAY 0.0001

Figure 7. Examples of building recognition result for (a1–a4) original image. (b1–b4) Examples of test
sample masks (color = positive; black = negative). (c1–c4) Building recognition result (color mask is
recognition mark).
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Figure 8. Examples of water recognition result for (a1–a4) original image. (b1–b4) Examples of test
sample masks (color = positive; black = negative). (c1–c4) Water recognition result (color mask is
recognition mark).

Table 3. Accuracy evaluation of test dataset recognition results.

Class Actual Detection Matching Precision Recall

Buildings 2850 2696 2231 0.8275 0.7828
Water 96 102 87 0.8529 0.9062

3. Experiment

3.1. Experimental Area

This study chooses the high-resolution remote sensing image data of Tongzhou New Town in
Beijing City acquired by Digital globe’s WorldView-3 satellite on September 19, 2017, as the research
area, including panchromatic and multispectral images (Figure 9). The longitude and latitude ranges
are nwLat = 39◦96′, nwLong = 116◦63′, seLat = 39◦84′, seLong = 116◦78′. The image is geometrically
corrected to ensure the effect of data fusion. Because cloud cover is only 0.004 when the image of
the study area is acquired, there is no atmospheric correction operation. This area contains countryside,
residential, cultural, and industrial areas. Various and versatile architecture types of Surface Coverage
Elements with different color, size, and usage make it an ideal study area to evaluate the potential of
a building extraction algorithm.
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Figure 9. Study areas (a) and image data. (b) Multispectral image. (c) Panchromatic image, including
the WorldView-3 images of Tongzhou new town.

In this study, 800 pixels × 800 pixels were selected as the experimental area (Figure 10). The Mask
R-CNN algorithm used in this experiment supports three-band images. Generally, the information
content of the three bands is sufficient to support the research of land features (cover) recognition.
In this study, a 0.3-m panchromatic image and the R, G, and B bands of a 1.24-m multispectral image
are fused by six methods. Finally, a 0.3-m true color high resolution remote sensing image is obtained,
which is conducive to subsequent artificial visual interpretation and qualitative and quantitative
analysis. This experimental area contains trees, houses, roads, grasslands, and water bodies. The types
of land cover are diverse to ensure the effectiveness of the experiment.
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Figure 10. Image sample of experimental area-1.

3.2. Experimental Method

In this study, the model based on Mask R-CNN is used to recognize the typical urban features from
the fused high-resolution remote sensing images. This paper compares and evaluates the adaptability
of IHS, PCS, GS, ELS, HPF, and HCS fusion methods to the object recognition of surface coverage
(elements) based on deep learning from three aspects: visual effect, quantitative analysis, and object
recognition accuracy.

3.3. Result and Discussion

3.3.1. Visual Assessment

The results of six fusion methods are shown in Figure 11. By checking whether the spectral
resolution of the fused image is maintained and whether the spatial resolution is enhanced, the quality
of the fused image and the adaptability of the method can be evaluated on the whole.
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Figure 11. Comparison between the original images. (a) Multispectral image and (b) Panchromatic
image and six methods (c–h) for the WorldView-3 multispectral and pan images. Fused images from
(c) Intensity-Hue Saturation (IHS), (d) Principal Component Substitution (PCS), (e) Gram-Schmidt
Transformation (GST), (f) Ehlers Fusion (ELS), (g) High Pass Filter Resolution Merge (HPF), and (h)
Hyper spherical Color Space (HCS) methods.

In order to achieve a more detailed visual interpretation effect, this study fuses the images of
water, vegetation, roads, playgrounds, and bare land to establish the corresponding atlas (Table 4).

Firstly, we analyze the spectral feature preservation ability of fused images. Compared with
the original multispectral image, the fused image basically maintains the spectral characteristics,
but there are also significant differences in local color.

The overall color of IHS, PCS, and HCS fusion images is consistent with the original multi-spectral
remote sensing image, and the color contrast is moderate. The color of construction land in the GS fusion
image is brighter than that of original image combination, and the color of river water changes from
grass green to dark green compared with original image combination. After ELS fusion, the brightness
of the fused image is darker and the contrast of the image is reduced. After HPF fusion, the edge of
the fused image is obvious and the sharpening effect is outstanding.

In terms of spatial information enhancement ability, by comparing the results of the six methods
with panchromatic images, we can find that the linear objects, such as roads, water bodies, playgrounds,
and residential contours, can be better distinguished and the texture structure of fused images
becomes clearer.

PCS, GS, and HPF fusion images have better visual effects, with prominent edges and clear
textures of residential areas, roads, playgrounds, water, and woodlands, which are easy to visually
interpret. Compared with the three aforementioned methods, IHS and HCS fusion images have some
deficiencies in texture clarity of woodland and water bodies, and the other features are very similar
in both spectral and spatial characteristics. The ELS transform has serious duplication and blurring
phenomena on the boundaries of roads, playgrounds, water, and woodland. In the interlaced area of
woodland and architecture, the land features appear inconsistent.

By subjective evaluation of the color, texture structure, clarity, and spatial resolution of the fused
image, the quality of the fused image and the superiority of the fusion method can be evaluated
as a whole. However, the subtle differences of spectral and spatial characteristics of many fusion images
cannot be well distinguished by visual assessment alone. It is necessary to use objective evaluation
methods to quantitatively describe the differences between different algorithms.
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Table 4. Fusion effect of six fusion methods and multispectral image.

Image

Methods
Water Vegetation Road Roof

Playground
Greenspace

Playground
Runway

Pan

Mul

IHS

PCS

GS

ELS

HPF

HCS

3.3.2. Quantitative Assessment

This Quantitative evaluation of fusion effect is a complex problem. The objective evaluation
method is to determine the statistical parameters of fused images. This method greatly improves
the certainty and stability of evaluation.

In this paper, the mean value of each band of the fused image is used to reflect the overall
brightness of the image. The main expression is as follows:

μ =
1

M×N

M∑
i = 1

N∑
j = 1

F(i, j), (4)

F (i, j) is the gray value of the fused image F at the pixels (i, j), M and N are the size of image F.
The higher the mean value is, the brighter the overall brightness of the image is.

Standard deviation and information entropy are used as quantitative indicators to evaluate
image information richness. The standard deviation is obtained indirectly from the mean value,
which indicates the degree of dispersion between the gray value and the mean value of the image pixel.
The expression of the standard deviation is as follows:

Std =

√√√√
1

M×N

M∑
i = 1

N∑
j = 1

(F(i, j) − μ)2, (5)

The information entropy of fusion image can reflect the amount of image information. Generally,
the larger the entropy of the fused image is, the better the fusion quality will be. The calculation
equation is as follows:

Ce = −
L∑

i = 0

Pilog2Pi, (6)

Ce is the information entropy; Pi is the occurrence probability of the gray value i of the pixel in
the image; L is the maximum gray level of the image.
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The definition of the average gradient response image is used to reflect the contrast of minute
details and texture transformation features in the image simultaneously. The main expression is
as follows:

G =
1

M×N

M∑
i = 1

N∑
j = 1

√
((
∂F(i, j)
∂i

)
2

+ (
∂F(i, j)
∂j

)
2

)/2, (7)

Spectral distortion degree is used to evaluate the spectral distortion degree of the fused image
relative to the original image. The spectral distortion expression is defined as:

Warp =
1

W

∑
i

∑
j

|V′i,j −Vi,j|, (8)

W is the total number of pixels in the image, V′i,j and Vi,j are the gray values of the fused image
and the original image (i, j).

The correlation coefficient with each band of the multispectral image and coefficient of correlation
between each band of the fused image and panchromatic image are used as quantitative indicators
to measure the spectral fidelity (i.e., the degree of preservation of the advantages of the original
panchromatic band and the multispectral band in both geometric and spectral information). The related
expression is as follows:

Cc =

∑M
i = 1

∑N
j = 1 (F(i, j) − μF)(A(i, j) − μA)√∑M

i = 1

∑N
j = 1(F(i, j) − μF)

2(A(i, j) − μA)
2

, (9)

where μF and μA represent the average gray level of fusion image and source image, respectively.
The larger the correlation coefficient, the more information the fusion image gets from the source
image, the better the fusion effect.

Table 5 shows the statistical analysis between different fusion methods. Comparing the brightness
information of fused images, we find that PCS has the largest mean value in R and G bands. The values
of the two bands are 322.45 and 396.63, respectively. ELS has the largest mean value in the B band
with 397.25 values. The brightness information of GS(R band: 313.25; G band: 380.74; B band: 243.82),
HPF(R band: 312.58; G band: 379.63; B band: 242.70,) and HCS(R band: 313.43; G band: 381.05; B band:
243.88) is not significantly different from that of the original multispectral image (R band: 313.08;
G band: 380.13; B band: 243.20). Compared with other fusion methods, these three methods have more
scene reductively.

Firstly, we can evaluate the spatial information of fused images by standard deviation.
From the comparative analysis of standard deviation information, the values of PCS, HCS, HPF,
and HCS are stable, which are close to or higher than the original multispectral images. It shows that
the gray level distribution of the images is more discrete than the original ones, and the amount of
image information has increased, among which PCS (R band: 95.694; G band: 167.71; B band: 173.94)
has achieved the best results. The standard deviation of IHS (B band: 88.860) and ELS (B band: 82.816)
in the B band is small, which indicates that the gray level distribution of the image is convergent
and the amount of image information is reduced.

From the information entropy index, the information entropy of each fusion image is close to or
higher than that of the original multi-spectral image. The increase of information entropy indicates
that the information of each fusion image is richer than that of the pre-fusion image. In the R band,
IHS and ELS reached 1.558 and 1.583 above average, respectively. PCS and HCS fusion methods
achieve the overall optimal effect in the G (PCS: 1.328; IHS: 1.324) and B bands (PCS: 1.557; IHS: 1.558),
indicating that the information richness of PCS and HCS fusion images are higher than that of other
fusion images.
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Table 5. Statistical analysis between different fusion methods.

Method

Band μ Std Ce G Warp Spectral Spatial

Panchromatic 287.77 124.60 0.788 13.096 — — 1.0

Multispectral (R) 313.08 90.577 0.649 15.019 — 1.0 0.903

IHS 241.94 159.00 1.558 9.5800 105.40 0.872 0.939
PCS 322.45 95.694 0.679 8.7229 27.949 0.941 0.981
GS 313.25 88.027 0.596 8.0980 24.963 0.942 0.976
ELS 229.04 159.71 1.583 10.839 112.68 0.887 0.929
HPF 312.58 90.577 0.644 11.954 18.465 0.946 0.894
HCS 313.43 96.929 0.682 12.597 16.723 0.946 0.895

Multispectral (G) 380.13 155.30 1.307 27.238 — 1.0 0.929

IHS 377.14 152.98 1.291 12.883 27.602 0.966 0.954
PCS 396.63 167.71 1.328 15.227 47.888 0.944 0.983
GS 380.74 154.66 1.244 13.999 42.345 0.944 0.976
ELS 373.31 157.02 1.288 15.443 31.553 0.954 0.917
HPF 379.63 155.30 1.301 20.634 31.649 0.946 0.915
HCS 381.05 160.66 1.324 15.787 19.539 0.973 0.929

Multispectral (B) 243.20 158.38 1.554 25.665 — 1.0 0.941

IHS 310.06 88.860 0.572 9.7820 96.955 0.914 0.951
PCS 259.94 173.94 1.557 15.321 48.605 0.946 0.978
GS 243.82 160.02 1.497 14.266 43.372 0.944 0.978
ELS 397.25 82.816 1.131 10.366 165.51 0.852 0.881
HPF 242.70 158.37 1.511 20.892 32.541 0.946 0.927
HCS 243.88 160.53 1.558 10.907 12.685 0.988 0.944

Symbolic Meaning: μ =mean value; Stud = standard deviation; Ce = Information entropy; G =Mean gradient;
Warp = Distortion degree; Spectral = Spectral correlation coefficient; Spatial = Spatial correlation coefficient.

From the analysis of the definition (average gradient) of the fused images, the average gradient of
the six fusion images in the G and B bands is close to or higher than that of the original multi-spectral
images, except for the R band. This shows that the six fusion methods have been enhanced in spatial
information, and the expression effect of detailed information is higher. The HPF fusion method
performs best in image clarity.

Comparing the spatial correlation coefficients of six fused images with the original color images,
we find that PCS(R band: 0.981; G band: 0.983; B band: 0.973) and GS(R band: 0.976; G band:
0.976; B band: 0.978) achieve better results, indicating that the geometric details of fused images are
more abundant, and the spatial correlation between the PCS fusion image and the original image is
the highest.

The correlation coefficients of images need to consider not only the ability of the processed image
to retain the spatial texture details of the original high spatial resolution image, but also the ability of
the image to retain spectral characteristics. Comparing the spectral correlation coefficients between
the fused image and the original multi-spectral image, we find that the fused image of PCS, GS, HPF,
and HCS has a high correlation with the original image, among which the HCS fusion method has
the lowest change in spectral information and the strongest spectral fidelity.

From the analysis of spectral distortion degree, the distortion of IHS in the R band and B band is
105.40 and 96.95, respectively, and ELS (R band: 112.68; B band: 165.51) is much higher than other
methods. However, in the G band, the distortion of IHS and ELS is 27.602 and 31.553, respectively, while
PCS obtained the maximum distortion of all methods of 47.888, which shows that the performance of
different methods in different bands is greatly different. Overall, the distortion degree of his (R band:
105.40; G band: 27.602; B band: 96.955), ELS (R band: 112.68; G band: 31.553; B band: 165.51), and PCS
(R band: 27.949; G bands: 0.976; B band: 0.978) is too large, which indicates that the distortion degree
of image spectra is greater. The spectral distortion of GS, HPF, and HCS fusion methods is small,

139



Remote Sens. 2019, 11, 1435

which indicates that the spectral distortion of fusion images is low, among which HCS (R band: 0.946;
G band: 0.973; B band: 0.988) achieves the best effect.

3.3.3. Accuracy Assessment of Objectification Recognition

Figure 12 is the recognition result of six fusion methods using the Mask-RCNN model.
In Figure 12c–h, the fusion images generated by different fusion methods have different recognition
results for buildings, water bodies, and playgrounds. Among them, the overall recognition results
obtained by GS and PCS are better, followed by HPF and HCS. The results for IHS and ELS have
less satisfying effect. Figure 13 is the recognition result of typical buildings in the fusion image
of six methods. The building recognition effect of the left-upper region (Building A, B, C, and D)
and right-upper region (Building F), with obvious edge differences, achieves good performance,
and almost all of them can be recognized correctly.

The confidence level of object recognition is shown in Table 6. The confidence of PCS in five
buildings with clear outlines is the only one of the six methods where all values reach above 0.95.
In building A, B, and F, the confidence of PCS is the highest, at 0.933, 0.974, and 0.983, respectively.
In building C and D, the confidence of IHS is the highest, at 0.984 and 0.996, respectively. Building E in
the lower left area interwoven with vegetation or shadows is shown to be partially unrecognizable.
Among the recognition results of building E, the masks based on six fusion methods cannot clearly
depict the edges of buildings. The confidence of the recognition results is the lowest among all building
individuals. IHS achieves the highest value of 0.970, and PCS achieves confidence of 0.950.

The buildings with small building areas in the middle region (Area M) are easy to be missed due
to the interference of spectral characteristics and shadows. Occasionally, buildings with prominent
roof structures are misidentified as multiple buildings, resulting in repeated detection. Area N in
Figure 13 is composed of stairs and lawns. Except for ELS and HPF, there is no misidentification in
other methods. Area G is actually empty space. The HPF method misidentified area N as a building.

Considering the overall effect of building recognition, PCS is the best, achieving more accurate
segmentation of building edges, followed by IHS, GS, and HCS, and lastly ELS and HPF, which have
different degrees of omission and misidentification.

Table 6. Comparison of building confidence level of six fusion methods and multispectral images.

Building
Method

MUL IHS PCS GS ELS HPF HCS

A 0.870 0.993 0.993 0.993 0.993 0.982 0.983
B 0.914 0.964 0.974 0.972 0.965 0.973 0.968
C 0.874 0.984 0.958 0.951 0.982 0.969 0.942
D 0.963 0.996 0.971 0.973 0.991 0.959 0.962
E 0.830 0.970 0.950 0.932 0.941 0.900 0.911
F 0.930 0.918 0.983 0.978 0.982 0.972 0.969

AVERAGE 0.897 0.971 0.972 0.967 0.977 0.959 0.956
Max Number - 4 3 1 1 - -
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Figure 12. Comparison of recognition effect between the (b) Multispectral image and six fusion methods
(c–h) for the WorldView-3 multispectral and pan images. Fused images from (c) Intensity-Hue
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Saturation (IHS), (d) Principal Component Substitution (PCS), (e) Gram-Schmidt Transformation (GST),
(f) Ehlers Fusion (ELS), (g) High Pass Filter Resolution Merge (HPF), and (h) Hyper spherical Color
Space (HCS) methods.

 

Figure 13. Comparison of accuracy of building recognition between the (b) Multispectral image and six
fusion methods (c–h) for the WorldView-3 multispectral and pan images. Fused images from
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(c) Intensity Hue Saturation (IHS), (d) Principal Component Substitution (PCS), (e) Gram-Schmidt
Transformation (GST), (f) Ehlers Fusion (ELS), (g) High Pass Filter Resolution Merge (HPF), and (h)
Hyper spherical Color Space (HCS) methods.

Figure 14 is the result of water body recognition in the fusion image of six methods. PCS, GS,
and HPF have better segmentation effect. PCS and GS work better in segmentation of water body
edges. The confidence of the two methods is 0.994 and 0.995 (Table 7), respectively. IHS, ELS, and HCS
cannot distinguish the confusing parts of water bodies and vegetation shadows.

Table 7. Comparison of water confidence level of six fusion methods and a multispectral image.

Category
Method

Mul IHS PCS GS ELS HPF HCS

Water 0.986 0.985 0.994 0.995 0.991 0.981 0.984

Figure 14. Comparison of accuracy of water recognition between the (b) Multispectral image and six
fusion methods (c–h) for the WorldView-3 multispectral and pan images. Fused images from (c) Intensity
Hue Saturation (IHS), (d) Principal Component Substitution (PCS), (e) Gram-Schmidt Transformation
(GST), (f) Ehlers Fusion (ELS), (g) High Pass Filter Resolution Merge (HPF), and (h) Hyper spherical
Color Space (HCS) methods.

In order to further verify the land cover (features) object recognition efficiency of the model for
buildings by using six fusion methods, we selected an experimental area with denser buildings and more
building types for building recognition (Figure 15). In total, 50 single buildings in the experimental
area were identified by visual interpretation, and six complex building areas were divided for
overall analysis.
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Figure 15. Experimental Area-2. (1–50) A total of 50 single buildings. (A–F) A total of six complex
building areas.

Through the recognition results in Figure 16, we find that the image recognition effect after fusion
has been greatly improved. The recognition results of multi-spectral remote sensing images have
significant instances of misidentification and omission.

The IHS fusion method missed three buildings, ELS and HPF methods have miss one building.
And PCS, GS, and HCS miss no detection. The six methods have achieved effective case segmentation
for 40 single buildings. Combined with the data comparison results of Table 8 for confidence level,
PCS (0.973) > HCS (0.965) > GS (0.956) > ELS (0.948) > HPF (0.930) > IHS (0.929), we can conclude that
the PCS method achieves the best results. Through the recognition results of complex building areas,
we find that multi-spectral remote sensing images are recognized as blurred edge masks, which cannot
distinguish building units. A–F regions are irregular composite buildings. The recognition results of
six fusion images show different degrees of fragmentation, which also provides a breakthrough point
for our subsequent training of neural networks and the transformation of the network structure.
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Figure 16. Comparison of accuracy of building recognition between the (b) Multispectral image and six
fusion methods (c–h) for the WorldView-3 multispectral and pan images. Fused images from
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(c) Intensity Hue Saturation (IHS), (d) Principal Component Substitution (PCS), (e) Gram-Schmidt
Transformation (GST), (f) Ehlers Fusion (ELS), (g) High Pass Filter Resolution Merge (HPF), and (h)
Hyper spherical Color Space (HCS) methods.

Table 8. Comparison of Building Confidence level of six fusion methods and the multispectral image.

Building
Method

Mul IHS PCS GS ELS HPF HCS

1 0.851 0.994 0.994 0.990 0.993 0.983 0.993
2 - 0.993 0.990 0.994 0.990 0.979 0.996
3 - 0.991 0.989 0.990 0.990 0.985 0.991
4 0.965 0.990 0.988 0.981 0.993 0.974 0.993
5 - 0.864 0.829 0.869 0.932 0.866 0.836
6 0.906 0.995 0.994 0.987 0.995 0.982 0.994
7 - - 0.907 0.828 0.779 0.904 0.875
8 - 0.978 0.977 0.978 0.982 0.982 0.982
9 0.807 0.995 0.996 0.994 0.996 0.985 0.995
10 0.846 0.978 0.977 0.979 0.982 0.978 0.987
11 0.788 0.983 0.986 0.978 0.985 0.979 0.985
12 - - 0.965 0.735 0.964 0.904 0.725
13 - 0.988 0.993 0.991 0.992 0.984 0.992
14 - 0.992 0.986 0.990 0.990 0.977 0.989
15 - 0.994 0.990 0.992 0.996 0.987 0.996
16 - 0.986 0.991 0.992 0.994 0.987 0.992
17 - 0.993 0.994 0.994 0.995 0.988 0.994
18 - 0.991 0.989 0.983 0.995 0.991 0.991
19 - 0.861 0.891 0.932 0.879 0.783 0.870
20 - 0.988 0.992 0.984 0.985 0.977 0.99
21 - 0.997 0.997 0.990 0.995 0.985 0.996
22 - 0.994 0.997 0.994 0.996 0.992 0.996
23 - 0.988 0.994 0.983 0.992 0.950 0.991
24 - 0.996 0.997 0.993 0.994 0.990 0.996
25 0.896 0.960 0.995 0.991 0.994 0.982 0.994
26 0.901 0.993 0.993 0.993 0.991 0.967 0.993
27 - 0.980 0.989 0.974 0.978 0.805 0.976
28 - 0.985 0.978 0.976 0.982 0.915 0.984
29 - 0.995 0.996 0.997 0.996 0.994 0.997
30 - 0.987 0.993 0.994 0.994 0.990 0.995
31 - 0.979 0.979 0.968 0.987 0.976 0.985
32 0.916 0.988 0.990 0.991 0.990 0.976 0.992
33 0.951 0.995 0.993 0.994 0.993 0.989 0.995
34 0.951 0.994 0.996 0.995 0.996 0.988 0.996
35 0.953 0.979 0.972 0.952 0.918 - 0.939
36 - 0.987 0.952 0.744 0.976 0.935 0.939
37 - 0.890 0.908 0.866 0.776 0.888 0.902
38 - 0.986 0.987 0.983 0.987 0.972 0.984
39 - 0.986 0.794 0.738 - 0.767 0.792
40 - 0.985 0.986 0.982 0.991 0.973 0.991

AVERAGE - 0.929 0.973 0.956 0.948 0.930 0.965
MaxNumber - 11 17 3 13 1 12

In order to further quantitatively evaluate the recognition effect, we evaluate the detection accuracy
of buildings in the experimental area by calculating precision and recall. Table 9 shows the results
of six fusion methods and multispectral imagery. PCS achieves precision of 0.86 and recall of 0.80.
These two indicators are the highest in the six methods. The precision of the multispectral image is
only 0.48 and the recall is only 0.197, which also proves that image fusion can significantly improve
the effectiveness of object recognition based on deep learning.
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Table 9. Comparison of building detection results of six fusion methods and the multispectral image.

Index
Method

Mul IHS PCS GS ELS HPF HCS

Detected objects 28 53 57 51 53 52 55
Matched objects 12 45 49 43 42 44 46

Precision 0.480 0.849 0.860 0.843 0.792 0.846 0.836
Recall 0.197 0.738 0.803 0.705 0.689 0.721 0.754

In addition, we selected two experimental areas (Figure 17) with similar and scattered water
bodies to further verify the recognition efficiency of water bodies in the image generated by six fusion
methods. The water bodies in the selected experimental area are different in size. Dense vegetation
and shadows are interlaced with water bodies, which are liable to cause confusion.

 
Figure 17. Water experimental area.

Through the recognition results of Figure 18, we find that in the multispectral remote sensing
image, the edges of water bodies in regions A and B are significantly confused with vegetation,
and the green space is mistaken for a water body. There is a serious missing detection phenomenon
in regions C–G. Compared with this, the recognition results of six fusion methods have been greatly
improved. PCS can better distinguish the confusing parts of water bodies and vegetation shadows.
PCS has the best edge segmentation effect. There is no large area of water missing or overflowing in
the segmentation mask. Table 10 shows the data comparison of confidence level, PCS (0.982) > GS
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(0.944) >HCS (0.934) > IHS (0.931) >HPF (0.904) > ELS (0.767), combined with the water detection
results of six fusion methods and multispectral imagery from Table 11, we conclude that PCS has
the best effect.

Figure 18. Comparison of Accuracy of Water Recognition between the (b-1, b-2) Multispectral
image and six fusion methods (c–h) for the WorldView-3 multispectral and pan images. Fused
images from (c1, c2) Intensity-Hue Saturation (IHS), (d1, d2) Principal Component Substitution (PCS),
(e1, e2) Gram-Schmidt Transformation (GST), (f1, f2) Ehlers Fusion (ELS), (g1, g2) High Pass Filter
Resolution Merge (HPF), and (h1, h2) Hyper spherical Color Space (HCS) methods.
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Table 10. Comparison of water confidence level of the six fusion methods and the multispectral image.

Water
Method

Mul IHS PCS GS ELS HPF HCS

A 0.770 0.995 0.994 0.969 0.984 0.965 0.989
B 0.774 0.986 0.985 0.970 0.893 0.936 0.985
C - 0.732 0.982 0.898 - 0.810 0.827
D - 0.941 0.943 0.891 0.777 0.773 0.861
E - 0.946 0.993 0.977 0.837 0.953 0.964
F - 0.931 0.996 0.924 0.898 0.919 0.941
G 0.946 0.984 0.984 0.982 0.984 0.974 0.972

AVERAGE - 0.931 0.982 0.944 0.767 0.904 0.934
MaxNumber - 2 5 - 1 - -

Table 11. Comparison of water detection results of the six fusion methods and the multispectral image.

Index
Method

Mul IHS PCS GS ELS HPF HCS

Detected objects 8 8 7 7 8 8 8
Matched objects 3 7 7 7 5 7 7

Precision 0.428 0.875 1 1 0.625 0.875 0.875
Recall 0.428 1 1 1 0.714 1 1

Table 12 reports the computation times of our proposed methods on three experimental areas
(experimental area-1, water experimental area-1 and area-2). Combined with detection results in
Tables 9 and 11, we can conclude that the computing time is proportional to detection of objects. How to
achieve the balance of efficiency and effect through the improvement of the algorithm is the next
important research direction.

Table 12. Computation time (second) comparison of the six different methods.

Running Time
Method

Mul IHS PCS GS ELS HPF HCS
Average

(6 Methods)

Building 5.430 16.32 16.95 15.35 16.46 15.58 16.65 16.218
Water-1 1.86 4.96 4.81 4.85 5.09 5.01 4.95 4.945
Water-2 4.51 5.13 4.95 4.98 5.01 5.15 5.08 5.050

From the above experiments, we can draw a conclusion that the object recognition method based
on Mask-RCNN applied in this paper can recognize objects. The image recognition effect for two
types of objects largely varies with different fusion methods, and the overall effect of PCS and GS
is better. It is noteworthy that there is a common phenomenon in the results of object recognition.
The segmentation effect of the edge of the mask is not satisfying, and the edge of the mask cannot be
fully fitted to the object for segmentation. In the subsequent sample making and model improvement,
the segmentation effect of the edge of the object needs to be further optimized.

4. Conclusions

Image fusion is the fundamental way to realize the complementary advantages between the high
spatial resolution of the panchromatic band and the high spectral resolution of multispectral bands.
In the pretreatment of model training data, we compared six fusion methods, IHS, PCS, GS, ELS, HPF,
and HCS, by applying them to the same WorldView-3 satellite image. The results show that the fusion
images obtained by different fusion methods are very different in visual effect and quantitative index.

Land cover (features) recognition effectiveness for buildings and water bodies using six fusion
methods are notably different, and the recognition accuracy has been significantly improved compared
with the original multi-spectral remote sensing images. Considering the subsequent segmentation
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and feature-oriented primitive processing, analysis, and understanding, PCS fusion method has the best
comprehensive effect.

We use deep learning to perform typical object recognition of land cover (features) in remote sensing
images, but there is still a long way to go to meet the standards of surveying and mapping products.
Realizing the automation from remote sensing image to sematic vector map production is the ultimate
goal. Compared with the object instance segmentation based on Mask-RCNN, the extraction of building
vector contours based on instance segmentation will be more challenging in the current research field.
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Abstract: Automatic building extraction using a single data type, either 2D remotely-sensed images
or light detection and ranging 3D point clouds, remains insufficient to accurately delineate building
outlines for automatic mapping, despite active research in this area and the significant progress which
has been achieved in the past decade. This paper presents an effective approach to extracting buildings
from Unmanned Aerial Vehicle (UAV) images through the incorporation of superpixel segmentation
and semantic recognition. A framework for building extraction is constructed by jointly using an
improved Simple Linear Iterative Clustering (SLIC) algorithm and Multiscale Siamese Convolutional
Networks (MSCNs). The SLIC algorithm, improved by additionally imposing a digital surface
model for superpixel segmentation, namely 6D-SLIC, is suited for building boundary detection
under building and image backgrounds with similar radiometric signatures. The proposed MSCNs,
including a feature learning network and a binary decision network, are used to automatically learn
a multiscale hierarchical feature representation and detect building objects under various complex
backgrounds. In addition, a gamma-transform green leaf index is proposed to truncate vegetation
superpixels for further processing to improve the robustness and efficiency of building detection,
the Douglas–Peucker algorithm and iterative optimization are used to eliminate jagged details
generated from small structures as a result of superpixel segmentation. In the experiments, the UAV
datasets, including many buildings in urban and rural areas with irregular shapes and different heights
and that are obscured by trees, are collected to evaluate the proposed method. The experimental
results based on the qualitative and quantitative measures confirm the effectiveness and high accuracy
of the proposed framework relative to the digitized results. The proposed framework performs better
than state-of-the-art building extraction methods, given its higher values of recall, precision, and
intersection over Union (IoU).

Keywords: building extraction; simple linear iterative clustering (SLIC); multiscale Siamese
convolutional networks (MSCNs); binary decision network; unmanned aerial vehicle (UAV)

1. Introduction

Building extraction based on remote sensing data is an effective technique to automatically
delineate building outlines; it has been widely studied for decades in the fields of photogrammetry and
remote sensing, and is extensively used in various applications, including urban planning, cartographic
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mapping, and land use analysis [1,2]. The significant progress in sensors and operating platforms has
enabled us to acquire remote sensing images and 3D point clouds from cameras or Light Detection
And Ranging (LiDAR) equipped in various platforms (e.g., satellite, aerial, and Unmanned Aerial
Vehicle (UAV) platforms); thus, the methods based on images and point clouds are commonly used to
extract buildings [3–5].

Building extraction can be broadly divided into three categories according to data source: 2D
image-based methods, 3D point cloud-based methods, and 2D and 3D information hybrid methods. 2D
image-based building extraction consists of two stages, namely, building segmentation and regularization.
Many approaches have been proposed in recent years to extract buildings through very-high-resolution
2D imagery, including the active contour model-based method [6], multidirectional and multiscale
morphological index-based method [7], combined binary filtering and region growing method [8],
object-based method [9], dense attention network-based method [10], and boundary-regulated
network-based method [2]. Although these methods have achieved important advancements, a single
cue from 2D images remains insufficient to extract buildings under the complex backgrounds of
images (e.g., illumination, shadow, occlusion, geometric deformation, and quality degradation), which
cause inevitable obstacles in the identification and delineation of building outlines under different
circumstances. Consequently, differentiating building and non-building objects that carry similar
radiometric signatures is difficult by using spectral information alone. Existing methods focus more on
building qualitative detection than accurate outline extraction, thus requiring further improvement in
building contour extraction to satisfy various applications, such as automatic mapping and building
change detection.

Unlike 2D remotely-sensed imagery, LiDAR data can provide the 3D information of ground objects,
and are especially useful in distinguishing building and non-building objects by height variation.
Various approaches based on LiDAR data, such as polyhedral building roof segmentation and
reconstruction [11], building roof segmentation using the random sample consensus algorithm [12,13]
and global optimization [14], and automatic building extraction using point- and grid-based features [15],
have been proposed for building extraction. However, the utilization of height information alone
may fail to distinguish building and non-building objects with similar heights, such as houses and
surrounding trees with smooth canopies. The accuracy of building extraction often relies on the density
of 3D point clouds, and the outline of poor-quality points at the edge of buildings is challenging
to accurately delineate. Moreover, most LiDAR-based methods may only be applicable to urban
building extraction and may be unsuitable for extracting rural buildings with topographic relief
because of the difficulty in giving a certain height threshold to truncate non-building objects. Aside
from these limitations, automatic building extraction is challenging in the contexts of complex shape,
occlusion, and size. Therefore, automatically extracting buildings by using a single data type, either
2D remotely-sensed images or 3D LiDAR point clouds, remains insufficient.

Many approaches that combine spectral and height information have been proposed to overcome
the shortcomings of building extraction using a single data type. In [16,17], Normalized Difference
Vegetation Index (NDVI) and 3D LiDAR point clouds were used to eliminate vegetation and generate
a building mask, and height and area thresholds were given to exclude other low-height objects and
small buildings. A method based on LiDAR point clouds and orthoimage has been proposed to
delineate the boundaries of buildings, which are then regulated by using image lines [1]. However,
compared with satellite and aerial imagery, LiDAR data are actually difficult to access due to the high
cost involved [5]. Tian et al. [18] proposed an approach to building detection based on 2D images and
Digital Surface Model (DSM); unlike 3D LiDAR point clouds, height information is generated from
stereo imagery by the dense matching algorithm. Moreover, the combination of 2D UAV orthoimages
and image-derived 3D point clouds has been used for building extraction on the basis of low-cost and
high-flexibility UAV photogrammetry and remote sensing [5,19]. Most civil UAVs only acquire remote
sensing images with RGB channels and do not include multispectral bands (e.g., near-infrared bands),
that is, eliminating vegetation by the NDVI is not feasible. As an alternative method, RGB-based
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Multidimensional Feature Vector (MFV) and Support Vector Machine (SVM) classifiers were integrated
by Dai et al. [5] to eliminate vegetation; in this method, buildings are extracted by using a certain height
threshold (e.g., 2.5 m), and building outlines are regularized by jointly using a line-growing algorithm
and a w-k-means clustering algorithm. However, this method is only useful for extracting buildings
with linear and perpendicular edges and not applicable to extract buildings with irregular shapes.

On the basis of the advantages of UAV photogrammetry and remote sensing, this study concentrates
on building segmentation and outline regularization based on UAV orthoimages and image-derived
point clouds. First, image segmentation is implemented to cluster all pixels of UAV orthoimages;
SLIC is a popular algorithm for segmenting superpixels and does not require much computational
cost [20], but it easily confuses building and image backgrounds with similar radiometric signatures.
We accordingly exploit a novel 6D simple linear iterative clustering (6D-SLIC) algorithm for superpixel
segmentation by additionally imposing DSM that is generated from image-derived 3D point clouds;
DSM helps to distinguish objects from different heights (e.g., building roof and road). Second,
the vegetation superpixels are truncated by using a Gamma-transform Green Leaf Index (GGLI). Then,
the boundaries of non-vegetation objects are shaped by merging the superpixels with approximately
equal heights. Inspired by the progresses made in deep learning in recent years, the deep convolutional
neural network is one of the most popular and successful deep networks for image processing because
it can work efficiently under various complex backgrounds [21–26] and is suitable for identifying
building objects under different circumstances. The Fully Convolutional Network (FCN) [27] is
a specific type of deep network that is used for image segmentation and building extraction [28].
U-shaped convolutional Networks (U-Nets) are extended for image segmentation [29] and building
extraction [30]. In this study, buildings are detected by Multiscale Siamese Convolutional Networks
(MSCNs), including a feature learning network and a binary decision network, which are used to
automatically learn a multiscale hierarchical feature representation and detect building objects. Finally,
the building outlines are regulated by the Douglas–Peucker and iterative optimization algorithms.

The main contribution of this study is to propose a method for building extraction that is suitable
for UAV orthoimage and image-derived point clouds. In this method, the improved SLIC algorithm for
UAV image segmentation, which helps accurately delineate building boundaries under building and
image backgrounds with similar radiometric signatures. MSCNs are used to improve the performance
of building detection under various complex backgrounds, and the Douglas–Peucker algorithm and
iterative optimization are coupled to eliminate jagged details generated from small structures as a
result of superpixel segmentation.

The remainder of this paper is organized as follows. Section 2 describes the details of the
proposed method for building extraction. Section 3 presents the comparative experimental results in
combination with a detailed analysis and discussion. Section 4 concludes this paper and discusses
possible future work.

2. Proposed Method

The proposed framework for building extraction consists of three stages, as presented in Figure 1.
In the segmentation stage, 6D-SLIC is used to segment superpixels from UAV orthoimages and DSM
(generated from image-derived point clouds), and the initial outlines of ground objects are shaped by
merging the superpixels. In the building detection stage, a GGLI is used to eliminate vegetation, and
the buildings are detected by using the proposed MSCNs (including a feature learning network for
deep feature representation and a binary network for building detection). In the regularization stage,
the building boundaries are decimated and simplified by removing insignificant vertices using the
Douglas–Peucker algorithm. At the same time, the building outlines are regulated by using a proposed
iterative optimization algorithm. Finally, the building outlines are validated and evaluated.
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Figure 1. The proposed framework for building extraction.

2.1. D-SLIC-Based Superpixel Segmentation

Image segmentation is a commonly used and powerful technique for delineating the boundaries of
ground objects. It is also a popular topic in the fields of computer vision and remote sensing. The classical
segmentation algorithms for remotely-sensed imagery, such as quadtree-based segmentation [31],
watershed segmentation [32], and Multi-Resolution Segmentation (MRS) [33], often partition an image
into relatively homogeneous regions generally using spectral and spatial information while rarely
introducing additional information to assist segmentation (e.g., height information) despite various
improved methods for finding solutions to some image datasets [9,34–36]. Therefore, the commonly
used segmentation methods that are highly dependent on spectral information cannot still break
the bottleneck, i.e., sensitivity to illumination, occlusion, quality degradation, and various complex
backgrounds. Especially for UAV remote sensing images, a centimeter-level ground resolution provides
high-definition details and geometric structural information of ground objects but also generates
disturbances, which pose a great challenge in accurately delineating boundaries.

Examples of four types of buildings are given in Figure 2a. The best results of segmentation
obtained from classical methods are exhibited in Figure 2b,c; such results are achieved through multiple
tests to find the optimal parameters (e.g., scale: 300, shape: 0.4, compactness: 0.8 in MRS). MRS
performs better than quadtree-based methods do, but the building boundaries under MRS are still
incomplete or confused with backgrounds relative to ground-truth outlines (Figure 2d) because the
spectral difference is the insignificant gap at building edges. The accurate outlines of buildings are
difficult to delineate from the spectral and spatial information of UAV images. Many strategies can be
used to merge the segmented regions to the entities, but finding a generic rule to achieve a perfect
solution in a single data source is actually difficult. Most classical algorithms (e.g., MRS) are time and
memory consuming when used to segment large remotely-sensed imagery, because they use a pixel
grid for the initial object representation [37].
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Original image Quadtree MRS Ground truth 

    

    

   

    

(a) (b) (c) (d) 

Figure 2. Comparison of building extraction from UAV images using two classical segmentation
methods. Column (a) includes four types of buildings in urban and rural areas. Columns (b,c) are the
results of quadtree and MRS, respectively; the red lines are the outlines of ground objects. Column
(d) is the ground-truth outlines corresponding to (a), with the red regions denoting the buildings.

Many deep learning-based algorithms, such as multiscale convolutional network [38], deep
convolutional encoder–decoder [39], and FCN [40], have been proposed for the semantic segmentation
of natural images or computer vision applications, and prominent progress has been made. However,
deep learning-based methods dramatically increase computational time and memory and are thus
inefficient for the fast segmentation of large UAV orthoimages. In the current study, a 6D-SLIC algorithm
is used to extract initial building outlines by joining height information. SLIC is a state-of-the-art
algorithm for segmenting superpixels that does not require much computational resource to achieve
effective and efficient segmentation.

In the 6D-SLIC algorithm, superpixels are generated by clustering pixels according to their color
similarity and proximity in the 2D image plane space; in this way, the proposed algorithm is similar to
the SLIC algorithm [20]. Compared to the five-dimensional (5D) space [l, a, b, x, y] in the SLIC algorithm,
the height information obtained from image-derived 3D point clouds is then used to cluster pixels.
Hence, a 6D space [l, a, b, x, y, z] is used to generate compact, nearly uniform superpixels, where [l, a, b]
is defined by the pixel color vector of the CIELAB color space and [x, y, z] is the 3D coordinate of a pixel.
The pixels in the CIELAB color space are considered perceptually uniform for small color distances,
and height information z is used to cluster the pixels into the building area with approximately
equal heights.
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Unlike that in the SLIC algorithm, the desired number of approximately equally sized superpixels
K is indirectly given in the 6D-SLIC algorithm but is computed on the basis of the minimum area Amin,
as follows:

K =
N ·R2

Amin
, (1)

where N is the number of pixels in an image and R denotes the ground resolution (unit: m). Amin

is commonly given as 10 m2 with reference to the minimum area of buildings in The literature [5],
whereas 5 m2 is given to consider small buildings in the current study; each superpixel approximately
contains N/K pixels, and a superpixel center would exist for roughly equally sized superpixels at every
grid interval S =

√
N/K. K superpixel cluster centers Ck = [lk, ak, bk, xk, yk, zk] with k = [1, K] at regular

grid intervals S are selected. Similar to the SLIC algorithm, the search area of the pixels associated with
each cluster Ck is assumed to be within 2S× 2S of the 2D image plane space. The Euclidean distance of
the CIELAB color space and height are used to define pixel similarity, which is useful in clustering
pixels for small distances. The distance measure DS of the proposed 6D-SLIC algorithm is defined
as follows:

DS = α · dlab + (1−α) · dh +
m
S

dxy, (2)

where DS is the sum of the lab distance dlab, height difference dh, and the 2D image plane distance dxy

normalized by the grid interval S; α represents the weight to emphasize the contribution of dlab and dh,
and it is the SLIC distance measure when α is set as 1, the weight α can be determined by selecting
several building samples from the segmented data and performing multiple trials to obtain the optimal
superpixel segmentation effect; and m is a variable that can be given to control the compactness of a
superpixel. The distances of di,Ck

lab , di,Ck
h , and di,Ck

xy between a pixel i (i ∈ R2S×2S) and the cluster center Ck
can be computed as follows:

di,Ck
lab =

√
(lk − li)

2 + (ak − ai)
2 + (bk − bi)

2

di,Ck
xy =

√
(xk − xi)

2 + (yk − yi)
2

di,Ck
h = |zk − zi|.

(3)

As a result of the high-definition details of UAV images, noisy pixels may be considerable and
should be avoided in the selection of a cluster center. A 3D gradient is proposed to control the sampling
of K cluster centers and move them to the lowest 3D gradient position in a 3×3 neighborhood to avoid
placing a cluster center at the edge of buildings. The 3D gradients G(x, y, z) are computed as

G(x, y, z) = GI + Gz, (4)

where GI and Gz denote the gradients of image intensity and height difference, respectively. The two
gradients can be computed as

GI(x, y) = ‖I(x + 1, y) − I(x− 1, y)‖2 + ‖I(x, y + 1) − I(x, y− 1)‖2
Gz(x, y) = ‖DSM(x + 1, y) −DSM(x− 1, y)‖2 + ‖DSM(x, y + 1) −DSM(x, y− 1)‖2,

(5)

where I(x, y) and DSM(x, y) represent the lab vector and height corresponding to the pixel at position
(x, y), respectively; and ‖.‖ denotes the L2 norm. DSM is generated from image-derived 3D point clouds.
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All the pixels of the UAV images are associated with the nearest cluster center on the basis of the
minimum distance of DS. The cluster center Ck is then updated by

lk =

nk∑
i=1,i∈RCk

li,k

nk
, ak =

nk∑
i=1,i∈RCk

ai,k

nk
, bk =

nk∑
i=1,i∈RCk

bi,k

nk

xk =

nk∑
i=1,i∈RCk

xi,k

nk
, yk =

nk∑
i=1,i∈RCk

yi,k

nk
, zk =

nk∑
i=1,i∈RCk

zi,k

nk
,

(6)

where nk is the number of pixels that belong to the cluster center Ck. The new cluster center should be
moved to the lowest 3D gradient position again on the basis of the values of Equations (4) and (5).
The processes of associating all pixels to the nearest cluster center and recomputing the cluster center
are iteratively repeated until the convergence of distance DS.

After all pixels are clustered into the nearest cluster center, a strategy of enforcing connectivity is
employed to remove the small disjoint segments and merge the segments in terms of the approximately
equal height in each cluster. Therefore, the initial boundaries of ground objects are shaped by connecting
the segments in the vicinity. This definition satisfies the constraint in Equation (7), and clusters i and j
are regarded to belong to the same ground object.∣∣∣∣mean_z(Ci) −mean_z

(
Cj

)∣∣∣∣ < z_threshold, (7)

where mean_z represents the average operation of height and z_threshold is a given height threshold,
which is set to 2.5 m in this study.

We use an efficient and effective superpixel segmentation on the basis of the SLIC algorithm, which
is regarded as a simple and efficient approach that is suitable for large-image segmentation. 3D space
coordinates, rather than a 2D image plane space, are selected as a distance measure to cluster all pixels
of an image into superpixels. The algorithm is expressed below, and the comparisons of superpixel
segmentation based on the SLIC and 6D-SLIC algorithms are shown in Figure 3. The building areas
are identified by vegetation removal and Siamese-typed networks (described in Sections 2.2 and 2.3),
except for the regions merging on the basis of height similarity.

Algorithm 1: 6D-SLIC segmentation

Input: 2D image I and DSM.
Parameters: minimum area Amin, ground resolution R, compactness m, weight α, maximum number of
iterations max_iters, number of iterations n_iters, minimum distance min_dist.
Compute approximately equally sized superpixels K← N·R2

Amin
.

Compute every grid interval S← √N/K .
Initialize each cluster center Ck = [lk, ak, bk, xk, yk, zk]

T.
Perturb each cluster center in a 3×3 neighborhood to the lowest 3D gradient position.
repeat

for each cluster center Ck do

Assign the pixels to Ck based on a new distance measure (Equation (2)).
end for

Update all cluster centers based on Equations (5) and (6).
Compute residual error between the previous centers and recomputed centers e←

∣∣∣Dprev
S −Dcur

S

∣∣∣ .
Compute n_iters← n_iters + 1 .
until e < min_dist or n_iters > max_iters
Enforcing connectivity.
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Figure 3 depicts that the boundaries of the superpixels at the building edges obtained from
the proposed 6D-SLIC algorithm are closer to the true boundaries of buildings than those obtained
from the SLIC algorithm are. Additionally, other four state-of-the-art methods (e.g., Entropy Rate
Superpixels (ERS) [41], Superpixels Extracted via Energy-Driven Sampling (SEEDS) [42], preemptive
SLIC (preSLIC) [43], and Linear Spectral Clustering (LSC) [44]) are used to compare with the 6D-SLIC
algorithm, as shown in Figure 4, the four methods do not perform better, and the 6D-SLIC algorithm
also shows more similar shapes to the ground-truth maps of the buildings. Moreover, the metrics,
e.g., standard boundary recall BR and under-segmentation error USE [45], are used to measure
the quality of boundaries between building over-segments and the ground-truth. From the visual
assessment and the statistical results of two quantitative metrics in Table 1, it can be inferred that the
6D-SLIC algorithm performs better than the SLIC algorithm and other four state-of-the-art methods do
due to the additional height information used for superpixel segmentation in the 3D space instead of a
2D image plane space.

SLIC Initial building 3D point clouds 6D-SLIC Initial building 

  

  

 

  

(a) (b) (c) (d) (e) 

Figure 3. Comparison of building extraction using SLIC and 6D-SLIC algorithms from four building
examples corresponding to Figure 2a. Columns (a,d) are the superpixels obtained from the SLIC
and 6D-SLIC algorithms, respectively. Columns (b,e) are the initial building areas that are shaped
by merging superpixels on the basis of approximately equal heights. Column (c) shows the 3D point
clouds of the four building examples. A high segmentation performance can be achieved when the
weight α is set to 0.6.
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Figure 4. Cont.
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(d) 

Figure 4. Building extraction using ERS, SEEDS, preSLIC, and LSC algorithms from four building
examples corresponding to Figure 2a. (a–d) include the superpixels and the corresponding initial
building areas obtained from the ERS, SEEDS, preSLIC, and LSC algorithms, respectively.

Table 1. BR and USE values of SLIC, ERS, SEEDS, preSLIC, LSC, and 6D-SLIC in the four images in
Figure 2a.

Dataset Metric SLIC ERS SEEDS preSLIC LSC 6D-SLIC

(1) BR 0.7487 0.7976 0.7161 0.8539 0.9039 0.9076
USE 0.0412 0.0640 0.0378 0.0450 0.0385 0.0231

(2) BR 0.7152 0.6419 0.7070 0.5769 0.8443 0.9286
USE 0.1038 0.1213 0.1027 0.1407 0.0654 0.0443

(3) BR 0.7323 0.8597 0.8608 0.8669 0.8912 0.9629
USE 0.0681 0.0415 0.0522 0.0539 0.0625 0.0311

(4) BR 0.7323 0.7918 0.8810 0.8410 0.9313 0.9795
USE 0.0712 0.0304 0.0413 0.0497 0.0395 0.0325

2.2. Vegetation Removal

In this study, height similarity is not immediately used to merge superpixels for generating
initial building boundaries after 6D-SLIC segmentation because the vegetation surrounding buildings
with similar heights may be classified as part of these buildings. An example is given in Figure 5.
The image-derived 3D point clouds show that the tree canopies have approximately equal heights
relative to the nearby buildings; therefore, the surrounding 3D vegetation points are the obstacle and
noise for building detection. Vegetation removal is used to truncate vegetation superpixels for further
processing to improve the robustness and efficiency of building detection.

  
(a) (b) (c) 

Figure 5. Cont.
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(d) (e) (f) 

  
(g) (h) (i) 

Figure 5. Example to illustrate the vegetation surrounding a building with similar heights. (a–c) are
the orthoimage, 3D point clouds with true color, and 3D point clouds with rendering color, respectively.
(d–i) are the results of NGRDI, VARI, GLI, RI, ExG–ExR, and GGLI. The red lines denote the boundaries
of the superpixels.

The NDVI is commonly used to detect vegetation on the basis of near-infrared information, but it
is unavailable to 3D image-derived point clouds with true color (RGB) in most UAV remotely-sensed
imagery. Thus, many vegetation indices based on the RGB system are proposed, and they include
the normalized green–red difference index (NGRDI) [46], visible atmospherically resistant index
(VARI) [47], green leaf index (GLI) [48], ratio index (RI) [49], and excess green minus excess red
(ExG–ExR) [50]. Figure 4d–h show the extracted vegetation information of Figure 5a using the five
vegetation indices. GLI performs better than NGRDI, VARI, GLI, and ExG–ExR do. A suitable intensity
threshold is actually difficult to set to separate vegetation from the results of the vegetation index
calculation. In [5], a standard SVM classification and a priori training data were employed to extract
vegetation from an MFV, which was integrated by the five vegetation indices. However, the method
may not achieve a satisfying result when a priori training data are not representative, and the poor
vegetation indices also reduce the performance of vegetation extraction. Therefore, in this study,
a GGLI is created to extract vegetation by enhancing vegetation intensity and using a self-adaptive
threshold. The GGLI is defined as follows:

GGLI = 10γ ·
( 2G−R− B

2G + R + B

)γ
, (8)

where γ denotes the gamma value, which is set to 2.5 that is approximately estimated based on the
range of 0 to 255 of GGLI value in this study; and R, G, B are the three components of RGB color.
Figure 5i shows that the proposed GGLI performs better than the other five vegetation indices do.
When the number of pixels belonging to vegetation in the superpixel Ck is more than half of the number
of pixels in the superpixel Ck, then the superpixel Ck is considered a vegetation region. The definition
satisfies the constraint in Equation (9), and the superpixel Ck is classified into a vegetation region.

num
(
Ii; Ii ∈ v∩ i ∈ RCk

)
>

1
2
· num

(
Ii; i ∈ RCk

)
, (9)
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where num denotes the calculation operator of the number of pixels, Ii ∈ v denotes the pixel Ii belonging
to vegetation v, and R

Ck is the region of the superpixel Ck. The GGLI value of a pixel is more than
0.5 times the maximum GGLI value in the entire image, and the pixel is classified into vegetation.
Tests using UAV data, including two urban and two rural areas with different vegetation covers,
are conducted. Figure 6 shows the receiver operating characteristics (ROCs) of the five popular
indices and the proposed GGLI. The true positive rate TPR = TP/(TP + FN) and false positive rate
FPR = FP/(FP + TN) of vegetation are computed on the basis of the number of true positives (TP),
true negatives (TN), false positives (FP), and false negatives (FN). Over 92.3% of vegetation can be
correctly extracted by the proposed GGLI, and the FPs are mainly caused by roads and bare land. Hence,
the proposed GGLI achieves the best performance in vegetation detection among all vegetation indices.
The vegetation superpixels can be effectively detected and removed with the proposed GGLI, and
non-vegetation ground objects are shaped by merging the superpixels on the basis of height similarity.

  
(a) (b) 

  
(c) (d) 

Figure 6. Examples to illustrate the accuracy of vegetation detection by using different datasets. (a,b) are
the results of vegetation detection in two urban areas; (c,d) are the results of vegetation detection in
two rural areas.

2.3. Building Detection Using MSCNs

After the removal of vegetation superpixels, there still exist some non-building superpixels that
are meaningless for further delineation of building outlines and should thus be eliminated. Building
detection is commonly achieved by classification or recognition of ground objects, in which many
types of features, such as color, texture, and geometric structure, are used to directly or indirectly
represent building characteristics by feature descriptors. However, most manually designed features
remain insufficient to extract buildings from UAV images with high-definition details under various
complex backgrounds (e.g., shadow, occlusion, and geometric deformation).
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In this paper, we present MSCNs used in building recognition as feature representation using
a convolutional network can work efficiently under various complex backgrounds. We aim to learn
deep convolutional networks that can discriminate building and non-building ground objects by
2D UAV image and height information. In our case, the discriminative training of buildings does
not rely on labels of individual ground objects but on pairs of 2D UAV images and their height
information. Multiscale Siamese-typed architecture is suitable for achieving this goal due to three
reasons. First, MSCNs are capable of learning generic deep features, which are useful for making
predictions on unknown non-building class distributions even when few examples are available in
these new distributions. Second, MSCNs are easily trained using a standard optimization technique
on the basis of pairs sampled from 2D images and 3D height information. Third, the sizes of buildings
in UAV images vary from small neighborhoods to large regions containing hundreds of thousands of
pixels. The feature maps displayed in Figure 7 indicate that the small local structures of buildings
tend to respond to small convolutional filters, whereas the coarse structures tend to be extracted by
large filters. Thus, multiscale convolutional architecture is suitable to extract the detailed and coarse
structures of buildings.

Figure 7. Example to illustrate the feature maps extracted by convolutional filters with three different
sizes, which are selected from the first layer of an MSCN model.

The architecture of the proposed MSCNs is shown in Figure 8, and it includes input, feature
learning networks, binary decision networks, and output. In this study, input patches are extracted
from the merged superpixels. The feature learning network consists of two streams of convolutional
and max-pooling layers, three convolutional layers are arranged for feature extraction in each stream,
and two max-pooling layers are inserted in between successive convolutional layers to reduce the
number of parameters and the computation in MSCNs. Batch normalization [51] is also inserted into
each convolutional layer before the activation of neurons. Three subconvolutional layers arranged
for the convolutional layers of Conv_x1, Conv_x2, Conv1, and Conv2 are to extract the feature from
multiscale space. The convolutional layers Conv1 and Conv2 in two streams share identical weights,
whereas Conv_x1 and Conv_x2 do not because of the different inputs of x1 and x2. The binary decision
network consists of two fully connected layers, and the outputs of MSCNs are predicted as 1 and 0
corresponding to building and non-building regions, respectively.
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(a) 

 
(b) 

Figure 8. Architecture of MSCNs. In (a), C(n, k, m) denotes the convolutional layer with n filters of
spatial size k× k of band number m. Each max-pooling layer with a max filter of size 2× 2 of stride 2 is
applied to downsample each feature map. F(n) denotes a fully connected layer with n output units.
ReLU represents the activation functions using the rectified linear unit σ(x) = max(0, x). As shown in
(b), x1 and x2 with same size denote the true-color RGB (m = 3) and height intensity (m = 1) patches,
respectively; the extents of x1 and x2 are defined on the basis of the external square and buffer of the
initial outline of a ground object, and x1 and x2 are resampled to a fixed size as input, e.g., a fixed size
of 127× 127 pixels used in this study.

In the proposed MSCNs, the output f l
j of the jth hidden vector in the lth layer via the operators of

linear transformation and activation can be expressed as

f l
j = σ(zl) = σ

⎛⎜⎜⎜⎜⎜⎜⎝
∑

i∈Sl−1

f l−1
i ∗wl

ij,k + bl
j

⎞⎟⎟⎟⎟⎟⎟⎠, (10)

where f l−1
j is the ith hidden vector in the (l− 1)th layer; Sl−1 is the number of hidden vectors in the

(l− 1)th layer; w and b represent the weights (or convolution kernels with size k× k in the convolutional
layers) and biases, respectively; ∗ is the dot product (or convolution operator in the convolutional
layers); and σ(.) denotes the activation function. ReLU is applied to the feature learning and binary
decision networks, and sigmoid is used in the output of MSCNs. In this study, discriminative training
is prone to achieve the binary output of building and non-building probabilities, which are restricted
between 0 and 1. Hence, sigmoid function (σ(x) = 1

1+e−x ), instead of ReLU, is used to compute the
building and non-building probabilities of a ground object, and the global cost function is an alternative
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function of the hinge-based loss function with regard to sigmoid output. The proposed MSCNs are
trained in a supervised manner by minimizing the global cost function L.

L(w, b) =
1
n

n∑
i=1

(1
2

∥∥∥∥h
(
x(i)

)
− y(i)

∥∥∥∥2)
+

λ

2

nl−1∑
l=1

Sl∑
i=1

Sl+1∑
j=1

(
wl

ji,k

)2
, (11)

where h(x) denotes the predicted results of the output layer; y refers to the expected output values
(i.e., 0 and 1 in this study) given in a supervised manner; n and nl are the numbers of trained data
and layers, respectively; λ is a weight decay parameter; and Sl and Sl+1 are the numbers of hidden
vectors in layers l and l + 1, respectively. The optimization of the proposed MSCNs is achieved by
using the standard back-propagation algorithm based on stochastic gradient descent. The update rule
of weights and biases at epoch T can be written as

wl
ij,k = wl

ij,k + ΔwT,l
i j,k

ΔwT,l
i j,k = −η

∂L(w,b)
∂wl

ij,k
+ μΔwT−1,l

i j,k ,
(12)

bl
i = bl

i + ΔbT,l
i

ΔbT,l
i = −η∂L(w,b)

∂bl
i

+ μΔbT−1,l
i , (13)

where η is the learning rate and μ is momentum. We let δl+1
i =

∂L(w,b)
∂zl+1

i
, and the partial derivatives with

respect to the weight and bias between the layer l and the successive layer l + 1 can be computed by

∂L(w, b)

∂wl
ij,k

=
∂L(w, b)

∂zl+1
i

∂zl+1
i

∂wl
ij,k

= δl+1
i

∂zl+1
i

∂wl
ij,k

, (14)

∂L(w, b)

∂bl
i

=
∂L(w, b)

∂zl+1
i

∂zl+1
i

∂bl
i

= δl+1
i

∂zl+1
i

∂bl
i

. (15)

The residual errors δnl
i and δl

i of the output layer and back propagation in the ith feature map of
the lth convolutional layer can be computed as

δ
nl
i =

∂L(w, b; x, y)

∂znl
i

= −
(
yi − f

(
znl

i

))
· f ′

(
znl

i

)
, (16)

δl
i =

⎛⎜⎜⎜⎜⎜⎜⎝
Si+1∑
j=1

wl
jiδ

l+1
i

⎞⎟⎟⎟⎟⎟⎟⎠ · f ′
(
zl

i

)
. (17)

In this study, the two outputs of MSCNs are considered building probability p(b) and non-building
probability p(nb), which are used to define whether a non-vegetation object belongs to a building.
The two probabilities satisfy the constraint in Equation (18), and the non-vegetation object is regarded
as a building region. (

p(b) − p(nb)
)
> T1 ∪ p(b) > T2, (18)

where T1 and T2 are two given thresholds.

2.4. Building Outline Regularization

Once a building and its initial outline have been determined, the next step is to refine the building
outline. An initial outline of a building is shown in Figure 9a. Many points are located in the
same line segment, and the building edges are jagged and disturbed by small structures because of
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pixel-wise segmentation. The initial outline should be optimized by eliminating low-quality vertices
and regularizing line segments. For this task, an iterative optimization algorithm, which utilizes
the collinear constraint, is applied to regulate the building boundary. This algorithm consists of the
following steps:

(1) The Douglas–Peucker algorithm [52,53] is used to optimize building outlines by simplifying
the curves that are approximated by a few vertices; the simplified outline is shown in Figure 9b.

(2) The consecutive collinear vertex vi, which satisfies the condition that the angle θ =

∠
( →
vivi−1,

→
vivi+1

)
(as shown in Figure 9c) between two adjacent line segments θ ∈

[
11π
12 , 13π

12

]
∪
[
0, π

12

]
, is

determined. Vertex vi is added to a candidate point set Sco to be eliminated.
(3) Step (2) is repeated by tracking the line segments sequentially from the first vertex to the last

vertex until all vertex set Vb of the outline is traversed. The vertices of initial outline belonging to the
point sets Sco are eliminated from the vertex set Vb, the vertex set Vb is updated, and the candidate
point set Sco is set as null.

(4) Steps (2) and (3) are repeated until no more consecutive collinear vertex vi is added to the
candidate point set Sco.

(5) The vertex set Vb is tracked sequentially from the first vertex to the last vertex; two adjacent
vertices vi and vi+1 are considered too close if they satisfy the condition that the distance d (as shown
in Figure 9c) between vi and vi+1 is less than a given threshold d < Tvv (0.5 m). One of vi and vi+1 is
eliminated, and the vertex set Vb is updated.

(6) Step (5) is repeated until no more vertex needs to be eliminated, and the outline is reconstructed
by the vertex set Vb.

  
(a) (b) 

  
(c) (d) 

Figure 9. Example to illustrate building outline regularization. (a) is an initial outline of the building,
with the red lines denoting the line segments and the green dots denoting the vertices. (b) is the
simplified outline of the building using the Douglas–Peucker algorithm. (c) describes the angle of
two line segments and the distance of two adjacent vertices. (d) is the regulated outline of building
obtained from the proposed iterative optimization algorithm.
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Figure 9d shows that the proposed iterative optimization algorithm can effectively reduce the
superfluous vertices while reconstructing a relatively regular building shape.

3. Experimental Evaluation and Discussion

3.1. Data Description

Two datasets for building extraction are collected by a UAV aerial photogrammetry system,
which comprises a UAV platform, one digital camera, a global positioning system, and an inertial
measurement unit, to evaluate the performance of the proposed method. The digital camera selected
to capture low-altitude UAV remotely-sensed imagery is a SONY ILCE-7RM2 35 mm camera. The test
datasets were captured over Zunqiao of Jiangxi Province of China (28◦ 21′30′′N, 117◦57′39′′E) in
the summer of 2016, during which the UAV flew upward for approximately 400 m. These study
areas include urban and rural areas, which are characterized by different scales, different roofs, dense
residential, tree surrounding, and irregular shape buildings. Structure from motion [54] and bundle
adjustment are used to yield high-precision relative orientation parameters of all UAV remotely-sensed
images and recover 3D structures from 2D UAV images, which are referenced by using ground
control points collected from high-precision GPS/RTK equipment. Dense and precise 3D point clouds
with an approximately average point spacing of 0.1 m are derived from corresponding UAV images
using a multiview matching method [55] and can thus provide a detailed 3D structure description
for buildings. These image-derived 3D point clouds are also used to generate high-resolution UAV
orthoimages and DSMs. Two subregions of Zunqiao are selected for building extraction with two
datasets of 3501 × 3511 and 1651 × 3511 pixels. The experimental datasets are shown in Figure 10.
The two selected regions include not only urban and rural buildings of different materials, different
spacings, different colors and textures, different heights, and complex roof structures, but also, complex
backgrounds (e.g., topographic relief, trees surrounding buildings, shadow next to buildings, and
roads that resemble building roofs).

To facilitate the comparison, the proposed method was also evaluated on an open benchmark
dataset, the International Society for Photogrammetry and Remote Sensing (ISPRS) 2D semantic
labeling contest (Potsdam), which can be downloaded from the ISPRS official website (http://www2.
isprs.org/commissions/comm3/wg4/2d-sem-label-potsdam.html). The dataset contains 38 patches
(of the same size, i.e., 6000 × 6000 pixels), each consisting of a very high-resolution true orthophoto
(TOP) tile that is extracted from a larger TOP mosaic, and the corresponding DSMs were also provided.
The ground sampling distance of both, the TOP and the DSM, is 5 cm. And the buildings were
labeled in the ground truth. In this study, to be as consistent as possible with the UAV images, and to
evaluate the performance of distinguishing building roof from ground, two very high-resolution true
orthophoto tiles that are partially similar in texture and spectral characteristics (e.g., cement road and
bare land), are selected to evaluate the proposed method, as shown in Figure 11.
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(a) (b) 

(c) (d) 
Figure 10. UAV orthoimages for the test regions (a,b) and the corresponding DSMs (c,d).
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(a) (b) 

(c) (d) 

Figure 11. ISPRS true orthophoto tiles for the test regions (a,b) and the corresponding DSMs (c,d).

We provide the referenced building outlines, namely, ground-truth building outlines, that are
extracted by manually digitizing all recognizable building outlines using ArcGIS software to verify the
accuracy of the proposed method and compare it with other state-of-the-art methods. The boundary
of each building is difficult to manually interpret by UAV orthoimage alone; therefore, we digitize
the boundaries of buildings by the combination of UAV orthoimage and DSM. The two datasets
contain 99 and 34 buildings separately. Figure 10a shows many buildings with boundaries that are
not rectilinear and not mutually perpendicular or parallel. The ground-truth buildings of the four
experimental datasets are given in Figure 12, some buildings with boundaries that are not rectilinear
and not mutually perpendicular or parallel are shown in Figure 12a,c,d.
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(a) (b) 

  
(c) (d) 

Figure 12. Ground-truth buildings of the four datasets. (a,b) are the ground-truth buildings of two
UAV datasets. (c,d) are the ground-truth buildings collected from the ISPRS dataset. White and black
denote building and non-building regions, respectively.

3.2. Evaluation Criteria of Building Extraction Performance

The results of building extraction using the proposed method and other existing methods are
evaluated by overlapping with them with the ground-truth maps on the basis of previous reference
maps of buildings. Four indicators are used to evaluate the classification performance of buildings and
non-buildings: (1) the number of building regions correctly classified as belonging to buildings (i.e., TP),
(2) the number of non-building regions incorrectly classified as belonging to buildings (i.e., FP), (3) the
number of non-building regions correctly classified as belonging to non-buildings (i.e., TN), and (4) the
number of building regions incorrectly classified as belonging to non-buildings (i.e., FN). Three metrics
(i.e., completeness, correctness, and quality) are used to assess the results of building detection, which
are computed as [56]

Comp = TP
TP+FN ,

Corr = TP
TP+FP ,

Qual = TP
TP+FN+FP ,

(19)

where Comp (i.e., completeness) is the proportion of all actual buildings that are correctly identified as
buildings, Corr (i.e., correctness) is the proportion of the identified buildings that are actual buildings,
and Qual (i.e., quality) is the proportion of the correctly identified buildings in all actual and identified
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buildings. The identified building or non-building regions are impossible to completely overlap with
the corresponding regions in the reference maps. Therefore, we define two rules to judge whether a
region is correctly identified to the corresponding category. First, the identified region that overlaps
the reference map belongs to the same category. Second, the percentage of the area of the identified
region that overlaps the reference map is more than 60% [9].

Although Comp, Corr, and Qual are the popular metrics to assess the results of building detection,
these metrics remain insufficient to measure how good the overlap is between an outline of a building
and the corresponding outline in the reference map. Hence, we use three other metrics, i.e., Recall,
Precision, and intersection over Union (IoU) [57], to quantitatively evaluate the delineation performance
of building outline. As shown in Figure 13, A and B are respectively the ground truth and the extracted
building area, then Recall, Precision, and IoU can be computed as

Recall =
Area(A∩ B)

A
, (20)

Precision =
Area(A∩ B)

B
, (21)

IoU =
Area(A∩ B)
Area(A∪ B)

, (22)

 
Figure 13. Overlap of a correctly identified building and the corresponding ground truth. The blue
area is the ground truth. Green area is the intersection part of A and B, and the area within the yellow
line is the union of A and B.

3.3. MSCNs Training

The training datasets of MSCNs are generated from UAV orthoimages and DSMs, which are
obtained by photogrammetric techniques. The datasets include buildings of multiscale, different colors
and heights, and complex roof structures in urban and rural areas. The datasets also contain patches
with complex backgrounds, such as shadows, topographic relief, and trees surrounding buildings.
A total of 50,000 pairs of patches (half building and half non-building patches) with a fixed size of
127 × 127 pixels are extracted in a supervised manner from the UAV orthoimages and DSMs that do not
include the experimental images. The non-building patch examples are generated by two ways. First,
we randomly select patches from non-building areas, which are determined by manually masking
building areas. Second, some examples that are easily confused with buildings are specially selected
from the regions of roads, viaducts, and railways to supplement non-building patches. Furthermore,
150,000 pairs of patches are extended to avoid overfitting by image rotation (e.g., 90◦, 180◦, and 270◦),
Gaussian blur, and affine transformation. Therefore, the total number of patch pairs is 200,000, in which
195,000 and 5,000 pairs of patches are randomly selected as training and test datasets, respectively.

At the training stage of MSCNs, a batch size of 100 is used as the input; hence, 1950 iterations
exist in each epoch. The MSCNs are trained in parallel on NVIDIA GPUs, and training is forced to
terminate when the average value of the loss function is less than 0.001 or the epochs are more than
100. The weights of convolutional and fully connected layers are initialized by random Gaussian
distributions [58]. The momentum and weight decay are fixed at 0.9 and 0.0005, respectively. The
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initial learning rate is set to 0.01 and then gradually reduced by using a piecewise function [25] to
accelerate the training of MSCNs. Another metric, namely, overall accuracy (OA), is used to evaluate
the performance of building and non-building classification for quantitatively assessing the training
performance of the proposed MSCNs. OA is computed as

OA =
TP + TN

TP + FN + TN + FP
, (23)

in which TP, FN, TN, and FP are defined in Section 3.2.
We train three Siamese networks, namely, SCNs3, SCNs5, and SCNs7, to evaluate the effects of

Siamese networks with and without multiscale. Here, a convolution operator is achieved by using one
of the filters with sizes of 3 × 3, 5 × 5, and 7 × 7 in our model. We also evaluate the effect of layer number
in our model by adding one convolutional layer to train and test the datasets, namely, MSCNs(layer+).
The trained model achieves state-of-the-art results in training and test datasets (Table 2), and Figure 14
shows the changes in OA and the losses with increasing epochs during the training of MSCNs. Our
network and the deeper network (layer+) achieve higher accuracies than SCNs3, SCNs5, and SCNs7
do. Although the deeper network (layer+) performs slightly better than MSCNs do, the convergence of
MSCNs(layer+) is slower than that of MSCNs. MSCNs(layer+) converge at nearly 24 epochs (4.68× 104

iterations), whereas MSCNs converge at nearly 30 epochs (5.85× 104 iterations). In addition, MSCNs
perform better than SCNs3, SCNs5, and SCNs7 do in terms of Completeness, Correctness, and Quality.
The experimental results demonstrate the effective performance of MSCNs given the tradeoff between
accuracy and network complexity.

Table 2. Metrics of MSCNs, including Comp, Corr, Qual, and OA.

Model Dataset Comp Corr Qual OA

SCNs3
Training 0.9232 0.9349 0.8674 0.9295

Test 0.8824 0.9230 0.8219 0.9044

SCNs5
Training 0.9440 0.9584 0.9069 0.9515

Test 0.9088 0.9385 0.8577 0.9246

SCNs7
Training 0.9530 0.9686 0.9244 0.9610

Test 0.9226 0.9553 0.8844 0.9397

MSCNs
Training 0.9670 0.9796 0.9479 0.9735

Test 0.9584 0.9689 0.9298 0.9638

MSCNs(layer+) Training 0.9672 0.9798 0.9483 0.9736
Test 0.9594 0.9693 0.9311 0.9645

  
(a) (b) 

Figure 14. Plots showing the OA (a) and loss (b) of SCNs3, SCNs5, SCNs7, MSCNs, and MSCNs(layer+)
in the training epochs.

3.4. Comparisons of MSCNs and Random Forest Classifier

After vegetation removal and superpixel merging, many non-building regions remain.
Postprocessing is needed to further classify building and non-building regions. The identified
vegetation and the remaining regions after vegetation removal are shown in Figure 15. A classifier of
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MSCNs is designed for building detection in this study due to its capability of non-linear estimation
and the robustness of object classification under complex backgrounds. Another classifier, named
Random Forest, has been proven to perform efficiently in the classification of building and non-building
regions in the literature [59], in which an experiment comparing Random Forest with MSCNs was
conducted to test the effectiveness of the MSCN classifier. Multiple features were extracted to classify
using Random Forest and compared to deep features. Table 3 provides the details of multiple features
and the parameters of the Random Forest classifier. The experimental results of the ISPRS dataset are
given in Figure 16, Figure 17 shows the confusion matrices of building and non-building classification
obtained from the Random Forest classifier and MSCNs in the four experimental datasets.

(a) (b) 

(c) (d) 

Figure 15. Cont.
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(e) (f) 

  
(g) (h) 

Figure 15. Results of 6D-SLIC, vegetation removal, and superpixel merging in two UAV datasets.
Red lines in (a,b) show the boundaries of superpixels obtained from the 6D-SLIC algorithm. White
regions in (c,d) are the vegetation obtained from the proposed GGLI algorithm. Green, red, and blue in
(e,f) denote the vegetation, building, and non-building regions, respectively. (g,h) are the buildings
extracted by using the proposed framework, and white color denotes the building areas.

   
(a) (b) (c) 

Figure 16. Cont.
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(d) (e) (f) 

Figure 16. The experimental results of the ISPRS dataset using the proposed method. Red lines in
(a,b,d,e) show the boundaries of superpixels obtained from the proposed 6D-SLIC algorithm. White
regions in (b,e) are the vegetation obtained from the proposed GGLI algorithm. (c,f) are the buildings
extracted by using the proposed framework, and white color denotes the building areas.

Table 3. Parameters of Random Forest classifier. SIFT denotes the feature detected by using scale-invariant
feature transform. Hog denotes the feature represented by using a feature descriptor, namely, histogram
of oriented gradients.

Feature Parameters Description

Color histogram quantization_level = 8 Level of quantization is applied to each image.
color_space = “lab” Image is converted into lab color space.

Bag of SIFT

vocab_size = 50 Vocabulary size is set as 50.
dimension = 128 Dimension of descriptor is set as 128.

smooth_sigma = 1 Sigma for Gaussian filtering is set as 1.
color_space = “grayscale” Image is converted into grayscale.

Hog

vocab_size = 50 Vocabulary size is set as 50.
cell_size = 8 Cell size is set as 8.

smooth_sigma = 1 Sigma for Gaussian filtering is set as 1.
color_space = “rgb” RGB color space is used.

(a) (b) (c) (d)

Figure 17. Comparison of confusion matrices of building and non-building classification in Random
Forest and MSCNs. (a–c) are the confusion matrices of the Random Forest classifier that uses color
histogram, bag of SIFT, and Hog, respectively. (d) is the confusion matrix of the proposed MSCNs.

Figure 17 shows that the performance of the proposed MSCNs is better than that of the Random
Forest classifier that uses the color histogram, bag of SIFT, and Hog in terms of confusion matrices.
Almost all buildings in the two experimental datasets are correctly identified by using the proposed
MSCNs, whereas the building identification accuracy of the Random Forest classifier based on color
histogram and the bag of SIFT is less than 85%, and that based on Hog is less than 90%. This finding is
attributed to two reasons. First, height is combined with spectral information for jointly distinguishing
building and non-building ground objects. This approach helps determine a clear gap between building
and other ground objects that are similar in texture and spectral characteristics (e.g., cement road and
bare land). Second, deep learning-based networks can extract non-linear and high-level semantic
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features that are not easily affected by image grayscale variations, and they show higher robustness
than the other three low-level manually designed features (color histogram, bag of SIFT, and Hog)
do. Figure 18 shows the feature representation of the color histogram, bag of SIFT, Hog, and MSCNs.
The influence of grayscale variations is given by simulation. Hog is more robust to gray variations
than color histogram and SIFT are, the feature vectors extracted by color histogram are easily affected
by image grayscale variations, and the feature vectors extracted by SIFT in the dimension of 0 to 20
are different. Compared with the visualization of the three low-level manually designed features, as
shown in Figure 18i, that of high-level deep features obtained by the proposed MSCNs shows high
similarity to Figure 18a,e under grayscale variations. This result proves that the proposed MSCNs
perform with high stability for feature extraction.

 
   

(a) (b) (c) (d) 

 

(e) (f) (g) (h) 

 (i) 

Figure 18. Comparison of features of the color histogram, SIFT, Hog, and MSCNs. (a) is an example of a
building, and (e) denotes the gray variations (e.g., brightness + 50% and contrast + 50%) corresponding
to (a). (b,f) are the feature vectors of the color histogram of (a,e), respectively. (c,g) are the feature
vectors of SIFT of (a,e), respectively. (d,h) are the feature vectors of Hog of (a,e), respectively. (i) is
the visualization of deep features extracted by MSCNs in the three convolutional layers, i.e., Conv_x,
Conv_1, and Conv_2. Only 12 feature maps are provided in each convolutional layer, and (a)→ and
(e)→ denote the corresponding rows to the images (a,e) that are the feature maps of Conv_x, Conv_1,
and Conv_2.
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3.5. Comparisons of Building Extraction Using Different Parameters

In the 6D-SLIC-based algorithm, the initial size and compactness of superpixels and the weight
of height are the three key parameters that affect the extraction of building boundaries. The metric
(i.e., IoU) are used to evaluate the effects of building extraction. Figure 19 shows the results of
segmentation with different initial sizes of superpixels (e.g., 3, 5, 10, and 15 m2; i.e., 17 × 17, 22 × 22,
31 × 31, and 38 × 38 pixels inferred by Equation (1)), different compactness values (e.g., 10, 20, 30, and
40), and different weights (e.g., 0.2,0.4, 0.6, and 0.8).

   
(a) (b) (c) 

Figure 19. Comparison of the IoU values with different initial sizes, compactness of superpixels, and
weight of height.

Figure 19a depicts that 6D-SLIC at 5 m2 initial size of superpixels performs better than it does at
other sizes in terms of IoU. The superpixel merging of the small size (e.g., 3 m2) is susceptible to UAV
image-derived poor-quality 3D point clouds at the edge of buildings (as shown in Figures 3 and 4) that
result in the shrinkage of building boundaries. By contrast, the superpixel merging of the larger size
(e.g., 10 and 15 m2) may be insensitive to building boundary identification because building details are
ignored. Therefore, the results of 6D-SLIC at 3, 10, and 15 m2 initial sizes are worse than those at 5 m2

initial size. Figure 19b shows a trade-off between spatial proximity and pixel similarity of color and
height information when the compactness value is set to 20. A good segmentation performance can be
achieved when the weight α is set as 0.6 in Figure 19c, which is also a trade-off of the contribution
between lab distance dlab and height difference dh.

3.6. Comparisons of the Proposed Method and State-of-the-Art Methods

Our work uses the proposed 6D-SLIC algorithm as the building outline extractor in the image
segmentation part as it allows the full use of the spectral and terrain information of UAV remotely-sensed
imagery. The proposed MSCNs with nine layers are then used to classify building and non-building
areas. The state-of-the-art results have fewer parameters and involve less computation than the results
of two of the most popular networks for image segmentation, i.e., FCN [27] and U-Net [29], do.

To testify the superpixel segmentation performance of the proposed 6D-SLIC algorithm for
building extraction, ERS, SEEDS, preSLIC, and LSC are used to extract building from the four
experimental datasets. For a fair comparison, the segmented subregions are merged on the basis of the
height similarity in the neighborhoods, and the optimal segmentations of ERS, SEEDS, preSLIC, and
LSC are achieved through many repeated trials. Also, we select three other state-of-the-art methods,
namely, UAV data- (i.e., see Dai [5]), FCN-, and U-Net-based methods, for comparison and analysis to
evaluate the proposed building extraction method. The open-source code and pretrained weights of
FCN and U-Net are respectively collected from the corresponding GitHub to ensure the repeatability
of the experiments. The training samples generated from the UAV images are used for the parameter
fine tuning of FCN and U-Net.

Tables 4 and 5 present the comparative results of Recall, Precision, and IoU values using the six
superpixel segmentation algorithms (i.e., SLIC, ERS, SEEDS, preSLIC, LSC, and 6D-SLIC) before and
after the regularization. 6D-SLIC achieves a better performance than the other five algorithms do in
terms of the Recall, Precision, and IoU values. The building outlines obtained from 6D-SLIC are closest
to the ground-truth maps, whereas the regions at the building edges with similar colors are easily
confused in the other five algorithms and result in poor building extraction. From the comparison of
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before and after the regularization, it can be inferred that the proposed regularization can also improve
the performance of building extraction that uses the six superpixel segmentation algorithms.

Table 4. Superpixel-based building extraction results on the four datasets before regularization stage.

Dataset Metric SLIC ERS SEEDS preSLIC LSC Ours

Dataset1
Recall 0.8833 0.8933 0.8803 0.9113 0.9153 0.9421

Precision 0.8927 0.9027 0.9127 0.8977 0.9143 0.9650
IoU 0.7986 0.8148 0.8119 0.8256 0.8430 0.9109

Dataset2
Recall 0.8994 0.9094 0.8964 0.9304 0.9315 0.9583

Precision 0.8907 0.9107 0.8804 0.8960 0.9220 0.9675
IoU 0.8001 0.8349 0.7991 0.8397 0.8635 0.9285

Dataset3
Recall 0.8104 0.8204 0.8077 0.8414 0.8425 0.8890

Precision 0.8213 0.8413 0.8111 0.8266 0.8526 0.9286
IoU 0.6889 0.7105 0.6798 0.7152 0.7354 0.8321

Dataset4
Recall 0.8317 0.8417 0.8280 0.8667 0.8628 0.9016

Precision 0.8446 0.8476 0.8448 0.8493 0.8754 0.9101
IoU 0.7213 0.7311 0.7187 0.7512 0.7684 0.8279

Table 5. Superpixel-based building extraction results on the four datasets after regularization stage.

Dataset Metric SLIC ERS SEEDS preSLIC LSC Ours

Dataset1
Recall 0.9233 0.9243 0.8943 0.9223 0.9233 0.9611

Precision 0.8969 0.9167 0.9237 0.9119 0.9273 0.9656
IoU 0.8347 0.8527 0.8328 0.8468 0.8609 0.9293

Dataset2
Recall 0.9194 0.9364 0.9165 0.9514 0.9495 0.9683

Precision 0.8929 0.9227 0.8944 0.9102 0.9330 0.9679
IoU 0.8281 0.8683 0.8270 0.8698 0.8889 0.9382

Dataset3
Recall 0.8334 0.8474 0.8278 0.8624 0.8605 0.9190

Precision 0.8393 0.8533 0.8251 0.8408 0.8636 0.9406
IoU 0.7187 0.7396 0.7042 0.7413 0.7575 0.8740

Dataset4
Recall 0.8577 0.8687 0.8421 0.8897 0.8838 0.9416

Precision 0.8756 0.8696 0.8638 0.8675 0.9045 0.9321
IoU 0.7645 0.7685 0.7434 0.7833 0.8084 0.8876

The experimental results of Dai’s method, FCN, U-Net are also given in Table 6. A certain height
threshold (e.g., 2.5 m is used in the method of Dai [5]) is difficult to give for separating building points;
thus, some low-height buildings shown in the results of Dai in Figure 20a,e are incorrectly identified,
resulting in a smaller Recall value than that achieved by the other three methods. The FCN- and
U-Net-based methods, which allow deep neural network-based semantic segmentation that is robust
and steady for pixel-wise image classification, work efficiently for building detection, and almost all
buildings can be identified, as shown in Table 6 and Figure 20. However, the FCN-based method
is sensitive to noise, and it cannot accurately extract the building outlines in some regions, such as
the shadows shown in the result of FCN in Figure 20b. In comparison with the FCN-based method,
the U-Net-based method performs better in single-house-level building outline extraction, as shown in
Figure 20. Overall, our method demonstrates superior performance in terms of major metrics and
building outline delineation.

In addition, it can be inferred that the computational cost of our method is much less than FCN-
and U-Net-based methods because their architectures include more complex convolutional operations
with a high computational cost. During our computational efficiency analysis, our method also shows
a significant improvement in computational cost in terms of testing (less than one-fifth of the time
consumed by the FCN- and U-Net-based methods operated in parallel on NVIDIA GPUs).
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Table 6. Recall, Precision, and IoU values of Dai’ s method, FCN, U-Net, and our method in the
four datasets.

Dataset Metric Dai FCN U-Net Ours

Dataset1
Recall 0.7931 0.9306 0.9523 0.9611

Precision 0.9301 0.8593 0.9547 0.9656
IoU 0.7485 0.8075 0.9112 0.9293

Dataset2
Recall 0.7971 0.9484 0.9566 0.9683

Precision 0.9505 0.9533 0.9587 0.9679
IoU 0.7653 0.9063 0.9187 0.9382

Dataset3
Recall 0.7471 0.8684 0.8836 0.9190

Precision 0.8805 0.8833 0.9005 0.9406
IoU 0.6783 0.7790 0.8050 0.8740

Dataset4
Recall 0.7431 0.8506 0.8793 0.9416

Precision 0.8601 0.7893 0.8965 0.9321
IoU 0.6630 0.6932 0.7983 0.8876

Image 

Dai 

FCN 

U-Net 

Ours 

(a) (b) (c) (d) (e) (f) (g)

Figure 20. Representative results of single-building-level building extraction from Dai’s method, FCN,
U-Net, and our method. (a–g) are the seven examples that are selected to exhibit the experimental
results. The green, red, blue, and white channels in the results respectively represent the TP, FP, FN,
and TN of building areas.

The experimental results indicate that the proposed framework presents more significant
improvements than the other methods do in terms of the effectiveness and efficiency of building
extraction, which can be explained by a number of reasons. First, the point clouds provide valuable
information for building extraction, the 6D-SLIC algorithm can rapidly cluster pixels into superpixels
by utilizing UAV image spectral information and image-derived point clouds; the latter helps accurately
delineate the outline of ground objects despite the existence of similar intensity and texture at building
edges in Figure 3. Second, the proposed GGLI can significantly remove vegetation and improve the
efficiency of building detection. Third, the deep and salient features learned by a Siamese-type network
are more useful and stable in classifying building and non-building areas, even in this case of image
intensity dramatic variations, in comparison with the manually designed features in Figure 18. Finally,
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the proposed building outline regularization algorithm integrates the Douglas–Peucker and iterative
optimization algorithms that can remove superfluous vertices and small structures, i.e., the pruned
processing is useful to improve the precision of building delineation.

In the method of Dai, the height of the off-terrain points is calculated by a certain threshold that is
unstable; thus, some buildings that are not in this threshold are incorrectly identified. The assumption
that only the geometry of two mutually perpendicular directions exists in buildings, i.e., the building
boundary regularization has limitations for accurately delineating non-regular buildings, is referred to.
In the FCN-based method, the subsampling and upsampling operations may cause the information
loss of input images, and thus, the prediction results of buildings often have blurred and inaccurate
boundaries of buildings, as shown in the results of FCN in Figure 20. In the U-Net-based method,
despite the skip connections added to achieve superior performance in comparison with the FCN-based
method, pixel-wise classification solely relies on the features within a localized receptive field; therefore,
it is still insufficient to capture the global shape information of building polygons, and it is sensitive
to noisy data. That is, the architectures of FCN and U-Net are not perfect enough, and there are
restrictions on performance improvement. As a result, small structures may exist in building boundaries.
The experimental results imply that the low-level manually designed features are unsuitable for building
detection because of the influences of grayscale variations. FCN- and U-Net-based methods are difficult
to use in extracting the regulated boundaries of buildings when noisy data are present. Our method
performs better not only because the point clouds provide valuable information but also is much less
computational cost in comparison with FCN- and U-Net-based methods.

4. Conclusions

In this paper, we present a framework to effectively extract building outlines by utilizing a UAV
image and its image-derived point clouds. First, a 6D-SLIC algorithm is introduced to improve
superpixel generation performance by considering the height information of pixels. Initial ground
object outlines are delineated by merging superpixels with approximately equal height. Second,
GGLI is used to eliminate vegetation for accelerating building candidate detection. Third, MSCNs are
designed to directly learn deep features and building confirmation. Finally, the building boundaries are
regulated by jointly using the Douglas–Peucker and iterative optimization algorithms. The statistical
and visualization results indicate that our framework can work efficiently for building detection
and boundary extraction. The framework also shows higher accuracy for all experimental datasets
according to qualitative comparisons performed with some state-of-the-art methods for building
segmentation, such as UAV data-based method and two semantic segmentation methods (e.g., FCN-
and U-Net-based methods). The results prove the high capability of the proposed framework in
building extraction from UAV data.

The proposed building extraction framework highly relies on the quality of photogrammetric
processing. UAV image-derived poor-quality point clouds at building edges can decrease the accuracy
of building boundary extraction. In addition, there are many parameters used in the proposed method,
these parameters are referred from literature or determined based on the best trials.

In future studies, we will optimize our framework to achieve the best performance through a
collinear constraint and by reducing the dependence on the quality of image-derived point clouds.
We will also try to improve the proposed method by reducing the related parameters, and improve the
architecture of U-Net to suit for building extraction from RGB bands and the point clouds for further
comparing with the proposed method.
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Abstract: Segmentation of high-resolution remote sensing images is an important challenge with wide
practical applications. The increasing spatial resolution provides fine details for image segmentation
but also incurs segmentation ambiguities. In this paper, we propose a generative adversarial network
with spatial and channel attention mechanisms (GAN-SCA) for the robust segmentation of buildings
in remote sensing images. The segmentation network (generator) of the proposed framework is
composed of the well-known semantic segmentation architecture (U-Net) and the spatial and channel
attention mechanisms (SCA). The adoption of SCA enables the segmentation network to selectively
enhance more useful features in specific positions and channels and enables improved results closer to
the ground truth. The discriminator is an adversarial network with channel attention mechanisms that
can properly discriminate the outputs of the generator and the ground truth maps. The segmentation
network and adversarial network are trained in an alternating fashion on the Inria aerial image
labeling dataset and Massachusetts buildings dataset. Experimental results show that the proposed
GAN-SCA achieves a higher score (the overall accuracy and intersection over the union of Inria aerial
image labeling dataset are 96.61% and 77.75%, respectively, and the F1-measure of the Massachusetts
buildings dataset is 96.36%) and outperforms several state-of-the-art approaches.

Keywords: high-resolution aerial images; deep learning; generative adversarial network; semantic
segmentation; Inria aerial image labeling dataset; Massachusetts buildings dataset

1. Introduction

With the rapid advancement of aerospace remote sensing, the amount and spatial resolution of
high-resolution remote sensing images are increasing rapidly. As a result, accurate and automatic
semantic labeling of high-resolution remote sensing images is of great significance and receives wide
attention [1]. Large intra-class variance and small inter-class differences of higher spatial resolution
remote sensing images may cause classification ambiguities, which makes semantic segmentation of
high-resolution remote sensing images a challenge. Specific to the buildings in high-resolution aerial
images, buildings in different regions have different characteristics. For instance, some regions have
small and very dense buildings, whilst some other regions have low-density buildings. This variability
brings great challenges to the building segmentation task, and requires strong generalization capabilities
of classification techniques [2,3].
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Over the last few years, deep learning architectures have made breakthroughs in the image
analysis field. Convolutional neural networks (CNNs) have been proposed not only to deal with
object detection and whole image classification but also progress fine inference, such as semantic
segmentation. Semantic segmentation can accomplish pixel-wise prediction, which is a problem to give
each pixel a class label. Long et al. [4] proposed fully convolutional networks (FCNs) to accomplish
pixel-wise classification. They replaced the fully connected layers of whole image classification CNNs
with convolutional layers and utilized deconvolutional layers to upsample feature maps to score map
each class. FCNs created a precedent for pixel-based encoder–decoder architectures. Following this
paradigm, many CNN architectures have been proposed and further improved the segmentation
performance. In [5], U-Net was proposed to modify FCN by concatenating feature maps of encoder
and decoder. Concatenation architecture can take full advantage of both low-level and high-level
features. Hence, more precise segmentation results can be obtained. After that, DeepLab V1 [6] and
V2 [7] were proposed to mitigate the information loss caused by pooling operations. The authors
introduced atrous convolutions to increase receptive field size while maintaining higher resolution
of feature maps, and the fully connected conditional random fields (CRFs) were utilized to further
improve the segmentation performance as post processor. In [8], Noh et al. proposed DeconvNet
which consists of convolution and deconvolution networks. In the deconvolution network, unpooling
layers were applied to upscale feature maps and decovoconvolutional layers were followed to densify
the initially upscaled sparse feature maps. Badrinarayanan et al. presented SegNet [9] which also
included unpooling layers in the decoder stage and with smaller parameterization when compared
with DeconvNet.

Although the CNN-based segmentation methods have achieved promising results, they still have
drawbacks and can be further improved. The main problem is that the pixel-wise prediction of CNN
can guarantee high pixel-wise accuracy, but the relationship between pixels is prone to be ignored.
This may lead to discontinuous segmentation results, and the boundaries of objects are usually not
accurate enough. Therefore, post-processing methods, e.g., fully connected CRFs or Markov random
fields (MRFs), were needed to further improve the raw segmentation results [10–12]. These graphical
regularization models coupled both the input images and the predicted score maps of CNN to refine the
predictions with the color information and pixel position of the original image. In addition, recurrent
neural networks (RNN) can also refine the segmentation results by employing a feedback connection
to form a directed cycle [13]. Bergado et al. [14] proposed to incorporate the recurrent approach in the
semantic segmentation task (ReuseNet) to learn contextual dependencies in the label space, and further
refine the segmentation results. The ReuseNet applied the semantic segmentation operations in R
cycles. Each cycle takes the score map of the previous cycle concatenated with the original image as
input. Moreover, Generative adversarial networks (GANs) [15] based methods can enforce spatial
label contiguity to refine the segmentation results without any time consumption during the testing
phase. In [16], Luc et al. first applied adversarial training strategy to semantic segmentation task.
A segmentation network and an adversarial network were trained in an alternating fashion to make the
generated segmentation results hard to be distinguished from the ground truth. By doing so, the joint
distribution of all label variables at each pixel location can be assessed as a whole, and thus, can enforce
forms of high-order consistency that cannot be enforced by pixelwise classification or pairwise terms.
Xue et al. [17] presented SegAN for medical image segmentation, which is composed of a segmentor
and a critic network. The multi-scale L1 loss function was minimized and maximized alternatively to
train these two networks, and the SegAN received better image segmentation performance than the
original GAN.

In semantic labeling of high-resolution remote sensing images, deep learning architectures
also show excellent performance [18–20]. Saito et al. [21] used patch-based CNN to learn
classification maps from high-resolution images and achieved good results on Massachusetts roads
and buildings datasets [22]. However the patch-based methods suffer from limited receptive
field and large computational overhead, so it was soon surpassed by pixel-based methods.
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Maggiori et al. [23] proposed the Inria aerial image labeling dataset that covers different forms of
buildings and provided a baseline segmentation result by using an FCN-based architecture combined
with multi-layer perceptron. In [24], Bischke et al. introduced a new cascaded multi-task loss to
mitigate the poor boundaries of the existing prediction results. Learning with the proposed loss,
the performance can achieve certain improvement without any changes in the network architecture.
A multi-stage multi-task CNN for building extraction was introduced in [18]. The first stage of the
proposed network provided the segmentation results, while the second stage was aimed to give the
precise location by two branches. In [25], Khalel et al. proposed a stack of U-Nets to automatically
label the buildings from high aerial images, of which each U-Net can be regarded as the post-processor
of the previous U-Net. However, the existing results usually suffered from poor boundaries, and the
accuracy can be further improved.

In this paper, we propose a generative adversarial network with spatial and channel attention
mechanisms (GAN-SCA) for high accurate semantic labeling of buildings in high-resolution aerial
images with precise boundaries. The GAN-SCA is composed of a segmentation network and an
adversarial network, in which the segmentation network is a semantic segmentation network to predict
the pixel-wise labeling results, and the adversarial network is to distinguish whether the inputs are
predicted results of the segmentation network or ground truth. Moreover, we embed channel and
spatial attention mechanisms into the network to selectively enhance useful information, and further
improve the segmentation accuracy.

The main contributions of our work can be summarized as follows:

• A GAN-based network called GAN-SCA is proposed for building extraction from high-resolution
aerial imagery. The architecture is composed of a segmentation network and an adversarial
network. The segmentation network aims to predict pixel-wise labeling maps that are similar
to ground truths, while the adversarial network is set to discriminate different characteristics of
different label maps to further enhance the high-frequency continuity of the prediction maps.

• Spatial and channel attention mechanisms are embedded in the proposed GAN-SCA architecture
to enable selectively attaching important features from both the spatial dimension and
channel relationship.

• The adversarial network and segmentation network are trained to optimize a multi-scale L1 loss
and multiple cross entropy losses combined with a multi-scale L1 loss alternatively. With no
requirements for any post-processing, our proposed network improved the state-of-the-art
performance on both the Inria aerial image labeling dataset and Massachusetts buildings dataset.

The rest of this paper is organized as follows. In Section 2, we introduce the architecture and
training strategy of the proposed network in detail. The dataset description and experimental setting
are presented in Section 3. Section 4 details the experimental results and analyses. Section 5 discusses
the effectiveness of the spatial and channel attention mechanisms and the training strategy. The results
are drawn in Section 6.

2. Methods

2.1. Proposed Network GAN-SCA

As shown in Figure 1, the proposed GAN-SCA is composed of two parts, i.e., the segmentation
network and the adversarial network.
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Figure 1. Architecture of the proposed generative adversarial network with spatial and channel
attention mechanisms (GAN-SCA). A is max pooling layer; B are convolutional + batch normalization
+ rectified linear unit (ReLU) layers; C is upsampling layer; D is the concatenation operation; SA is the
spatial attention mechanism; CA is the channel attention mechanism; RS is the reshape operation.

The segmentation network is a U-Net-based architecture, where spatial and channel attention
mechanisms are embedded. U-Net is a powerful CNN architecture for semantic segmentation and
has been widely applied in remote sensing image classification field [5]. U-Net was initially designed
for binary segmentation of biomedical images with a relatively small number of training samples.
As it achieves better performance than other classic semantic segmentation architecture, U-Net is a
good choice for the building extraction task in this study. However, these classic deep convolutional
neural network (DCNN) architectures for semantic segmentation usually produce a large number of
multi-level feature maps but do not perform any feature selection operation throughout the whole
process. On the one hand, fusion of the high-level and low-level features without feature selection
may result in over-segmentation when the model tends to receive more information from lower
layers. On the other hand, the channel-wise information combined by convolutional filters without
considering channel-interdependencies might affect the segmentation performance of the network.
Therefore, we propose to introduce the attention mechanisms to employ feature selection from the
aspect of spatial information and channel relationship.

To mitigate the neglect of inter-pixel relationships caused by the pixel-wise loss function used
in the training phase, we propose to refine the segmentation result using the adversarial training.
The adversarial network can learn latent higher-order structural features which can be fed into the
segmentation network in the training phase, and the segmentation results can be refined without
an adversarial network in the testing phase. In contrast with graphical models and recurrent
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approaches, adversarial training can achieve segmentation refinement without extra time consumption.
The architecture of adversarial network we adopt in the proposed GAN-SCA shares a similar structure
as the encoder of the segmentation network and is fed with the predicted maps combined with the
original images and ground truth maps combined with the original images. In particular, the multi-scale
features from a different stage of the adversarial network are reshaped into one-dimensional vectors
and concatenated together to compute the multi-scale L1 loss.

2.1.1. Segmentation Network

The segmentation network of GAN-SCA is based on U-Net architecture. To accomplish feature
selection from the aspect of the spatial information and channel-wise relationship, we introduce two
kinds of attention mechanisms into the network architecture. The attention mechanism is an effective
operation to enable the network to selectively enhance more useful features and has been widely
applied in the image analysis field [26]. In this work, we consider both spatial and channel-wise
attention mechanisms to improve the segmentation performance. The spatial attention mechanisms
are embedded between the contracting path and expanding path of the U-Net, as shown in Figure 1.
The U-Net fuses low-level feature maps of the contracting path with the high-level features of the
expanding path by concatenation to re-utilize fine details in the low-level features. However, the rough
concatenation may result in the over-use of low-level features. Therefore, we can utilize flexible
semantic information of the high-level features to assist the selection of low-level information. Usually,
the low-level features contain rich details, and we prefer to enhance the hard classified information
and suppress the interference information. Figure 2 shows the error map of U-Net prediction result,
from which we can observe that building boundaries are prone to be mislabeled in the building
extraction task. Inspired by [27], the entropy score map of high-level features has similar characteristics
with the mislabeled map, as shown in Figure 2. Therefore, when we compute the entropy score map of
high-level features in each decoder stage, and weight the low-level features according to the results of
corresponding entropy score map before high-level and low-level feature fusion, we can selectively
enhance the hard classified information while suppressing the less useful information of the low-level
features. The entropy score map can be computed with Equation (1):

E(x) = −
K∑

i=1

pi(x)log(pi(x)) (1)

where pi(x) denotes the score map of class i, K means the total number of the classes. Figure 2 displays
the entropy score maps of four-scale spatial attention mechanisms, from which we can see that the
entropy maps have a strong relationship with the error map. Usually, building boundary pixels are
prone to being mislabeled, so the entropy maps also share similar characteristics with the boundaries
of buildings. Thus, with the spatial attention mechanisms, building boundaries information from
lower level features will be highly weighted into the final output fusion feature.

The detailed structure of the spatial attention mechanism is shown in Figure 3a. As can be
seen, high-level features are first convoluted by 1 × 1 convolutions for dimensionality reduction and
normalized to [0,1] by using the sigmoid function to generate the score maps. Afterward, the entropy
score map is computed to element-wise conducts with low-level features. After that, the high-level
features are concatenated with the weighted low-level features to further process. It is worth noting
that, the entropy score map has a strong relationship with the building boundaries in the building
extraction tasks so the spatial attention mechanisms can bring benefits to the building boundaries
segmentation. In particular, we compute four cross entropy losses of each spatial attention mechanism
to combine with the overall cross entropy loss to train the segmentation network. The detail of model
optimization will be introduced in Section 2.2.
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Figure 2. Entropy score maps of four-scale spatial attention mechanisms. (a) is the original image;
(b) is the ground truth; (c) is the prediction result; (d) is the error map; (e–h) are the entropy score maps
of the low-to-high scale spatial attention mechanisms.

Figure 3. Composition modules in the GAN-SCA. (a) Spatial attention mechanism; (b) Channel
attention mechanism. FC is fully connected layer.

Apart from spatial attention, the proposed architecture also takes advantage of the channel
relationship enhancement. Squeeze-and-excitation (SE) block is a computational unit that can re-scale
each channel according to its importance adaptively. SE blocks can be stacked together with many
existing state-of-the-art CNNs, and bring significant improvements in performance across different
datasets with minimal additional computational cost [28]. So we adopt SE blocks as channel attention
mechanisms at each stage in both contracting path and expanding path, as shown in Figure 1.
The structure of the SE block is depicted in Figure 3b, which can model channel inter-dependencies in
two steps, namely, squeeze and excitation. The input features x are first squeezed into channel-wise
statistics s by performing global average pooling, and the c-th channel of s can be computed by:

sc(xc) =
1

H ×W

H∑
i=1

W∑
j=1

xc(i, j) (2)

where xc is the c-th channel of the input feature x, and H ×W denote spatial dimensions of xc.
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To properly capture the information of s to model the channel inter-dependencies, the excitation
operation is followed. A fully connected layer is adopted to reduce the dimension of s1×1×C to s′

1×1×C
R

and a rectified linear unit (ReLU) layer is followed to activate. After that, another fully connected (FC)
layer is performed to ascend s’ back to the original dimension 1 × 1 × C. By doing so, it can better fit
the complex relationship between channels with less computational overhead. The weight of each
channel is normalized to [0,1] with a sigmoid activation. The excitation operation can be written as:

e = σ(W2δ(W1s)) (3)

where σ stands for the sigmoid activation, and δ stands for the ReLU function [29]. W1 and W2 are
two real matrices of size C

R × C and C× C
R to limit the complexity and generalization of the channel

attention mechanism. This operation is implemented by two FC layers.
The final output of the channel attention mechanism is the re-scaled input features yc. The re-scaled

operation can be expressed by Equation (4) below:

yc = ec · xc (4)

2.1.2. Adversarial Network

The adversarial network of GAN-SCA has a similar structure with the encoder in the segmentation
network. Two inputs are fed into the adversarial network, namely original images concatenated with
predicted label maps and original images concatenated with ground truths. The network starts with a
1 × 1 convolutional layer to learn to fuse the input images with the predicted label maps/ground truths.
Figure 4 shows two visual results of such fusion. Then the fused images are fed into the encoder-like
network to extract features, respectively. To capture long- and short- range spatial relations between
pixels, we extract multi-scale feature maps from multiple layers and concatenate them together to
compute the multi-scale L1 loss [17], the detailed introduction of loss function will be presented in the
next section.

Figure 4. Fusion features of input images (one channel) and the predicted label maps/ground truths.
(a) Input images; (b) Fusion results of input images and ground truths; (c) Fusion results of input
images and the predicted label maps (5000 iterations).

2.2. Training Strategy

The proposed GAN-SCA is trained in an adversarial fashion. The segmentation network aims to
generate the predicted labeling map to deceive the adversarial network, and the adversarial network
aims to distinguish the ground truths from the predicted labeling maps generated by the segmentation
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network. Therefore, the segmentation network and adversarial network are trained alternatively in the
training phase [30]. We first fix the parameter of the segmentation network (S) and train adversarial
network (A) to minimize the multi-scale L1 loss (Equation (5)). Then the parameter of A is fixed,
and the S is trained by minimizing the cross-entropy losses combined with the negative multi-scale L1
loss (Equation (7)).

LA = − 1
N

N∑
n=1

lmae( fA(xn, S(xn)), fA(xn, yn)) (5)

where (xn, S(xn)) is the concatenation of input images and the predicted results of (xn, yn) is the
concatenation of input images and ground truths, fA(x) denotes hierarchical features extracted from x,
lmae is the L1 distance or mean absolute error (mae), which is defined as:

lmae( fA(x), fA(x′)) =
1
L

L∑
i=1

|
∣∣∣ f i

A(x) − f i
A(x

′)
∣∣∣|1 (6)

where L is the total number of the feature scales in the adversarial network, fAi(x) is the features in
scale i.

LS = − 1
N

N∑
n=1

(y(xn) log(S(xn)) + (1− y(xn)) log(1− S(xn))) − LA + L f a (7)

where the Lfa is the auxiliary cross entropy loss computed in each spatial attention mechanism,
y(xn) denotes the ground truth of the n-th image in the current batch.

The parameters of the segmentation network and adversarial network are initialized by normally
distributed random variables. The initial learning rate is set to 10−3 and divided by 2 every 15 epochs.
The batch size is set to 5. We crop the training images into size 384 × 384 with 25% overlap, and data
augmentation including flip and rotation are also implemented. In the testing phase, to meet the
memory constraints, we employ a sliding window with size 1024 × 1024 to accomplish the full tile
prediction. We set 75% overlapping size in the testing stage to mitigate inconsistent border phenomenon
since the size is proven to give the best results in previous works [11,31].

3. Datasets and Evaluation Metrics

3.1. Datasets

The datasets we used in this work are two open buildings datasets, namely Inria aerial image
labeling dataset for buildings and Massachusetts buildings dataset. These two datasets cover various
building characteristics, such as shape, size, distribution, and spatial resolution, which can evaluate
the generalization ability of networks.

The first dataset we used is the Inria aerial image labeling dataset for buildings [23]. The dataset
consists of 360 high-resolution aerial images which over different cities including Austin, Chicago,
Kitsap, Western/Eastern Tyrol, Vienna, Bellingham, Bloomington, and San Francisco. These regions
cover dissimilar urban buildings, for instance, most buildings in Chicago and San Francisco are densely
distributed and usually small in shape, while buildings in Kitsap are scattered. The spatial resolution
of images is 30 cm with an image size of 5000 × 5000 pixels, and each image covers a surface of
1500 × 1500 m2. Only 180 tiles are provided with ground truths, and the other 180 tiles are preserved
for testing. Following a common practice [23], we choose the first five images of each region from the
training set for validation.

The second dataset is the Massachusetts buildings dataset [22]. The dataset consists of
151 high-resolution aerial images of urban and suburban areas at Boston. The size of images in
this dataset is 1500 × 1500 pixels, and each image covers a surface of 2250 × 2250 m2. The dataset is
randomly divided into three subsets, namely training set (137 tiles), validation set (4 tiles), and testing
set (10 tiles).
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3.2. Evaluation Metrics

To make a fair comparison, we compute the same metrics as in other literatures. For the Inria
Aerial Image Labeling Dataset, the overall accuracy (Acc.) and intersection over union (IoU) are
utilized for quantitative performance evaluation. Acc. is the proportion of the correctly labeled pixels
(see Equation (8)). IoU is the intersection of pixels labeled as building in the predicted results and
ground truths, divided by the union of pixels labeled as building in the predicted results and ground
truths (see Equation (9)).

Acc. =
tp + tn

tp + tn + f p + f n
(8)

IoU =
tp

f p + tp + f n
(9)

where tp denotes the number of true positive pixels, fp denotes the number of false positive pixels,
tn denotes the number of true negative pixels, and fn denotes the number of false negative pixels.

For the Massachusetts buildings dataset, relaxed F1-measure is used to evaluate the segmentation
performance of each network. A relaxed factor ρ is introduced when computing the confusion metrics
because the tools producer of this dataset used to generate labels is only accurate up to a few pixels.
Following the previous works [23–25], we compute the F1-measure with a relaxation factor of three,
and the F1-measure without relaxation version (ρ = 0) is also reported. The F1-measure can be
written as:

F1 = 2× precision× recall
precision + recall

(10)

precision =
tp

tp + f p
(11)

recall =
tp

tp + f n
(12)

4. Experiments

4.1. Ablation Study

In this section, we first evaluate whether the two attention mechanisms can bring benefit
to the segmentation performance, so we compare the base architecture (i.e., the standard U-Net)
with the U-Net embedded with the attention mechanisms (U-Net-SCA). It should be noted that
the U-Net-SCA is the segmentation network of the proposed GAN-SCA. In addition, we employ
dense CRFs as the post-processor of U-Net-SCA to further improve the segmentation results
(U-Net-SCA+CRFs). We also explore the recurrent approach to achieve label refinement followed
the ReuseNet in [14] (U-Net-SCA+Reuse), that applies U-Net-SCA in R cycles. We choose R = 3 in
this experiment because the U-Net-SCA architecture in three cycles achieves the best performance
on the Inria aerial image labeling dataset. Finally, we train the U-Net-SCA combined with an
adversarial network (GAN-SCA) in an alternating fashion to see how the adversarial training affects
the segmentation results.

The models described above are trained over five independent runs with random initialization,
and the average accuracy and IoU with the standard deviation of the experimental results on the
validation set of the Inria aerial image labeling dataset are reported in Table 1. As can be observed
from Table 1, the proposed U-Net-SCA achieves improvement of 0.19% and 0.72% in terms of the
overall accuracy and IoU compared to the standard U-Net. For accuracy and IoU of each region,
the U-Net-SCA also outperforms the standard U-Net. Especially for the regions in Chicago and Vienna,
where buildings are high-densely distributed, and the proportion of building pixels in the training set
is higher, the accuracy increase is more evident. This indicates that the spatial and channel attention
mechanisms enable the network to selectively enhance useful features to further improve segmentation
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accuracy. The U-Net-SCA+CRFs has few improvements over the U-Net-SCA, with the overall accuracy
and IoU improved by 0.01% and 0.21%, respectively. By adopting the recurrent approach and
adversarial network, the U-Net-SCA+Reuse and GAN-SCA have a similar small improvement of
overall accuracy and IoU when compared to the U-Net-SCA. Let us recall that the adversarial training
strategy adopted by the proposed GAN-SCA can learn high-order consistency without extra time
consumption in the testing phase, whereas the recurrent approach of U-Net-SCA+Reuse is accompanied
by the multi-fold increase of trainable weights which increases the computational complexity.

Table 1. Experimental results on Inria aerial image labeling dataset.

Methods Metrics Austin Chicago Kitsap Tyrol-w Vienna Overall

U-Net
IoU 79.95 ± 0.81 70.18 ± 0.22 68.56 ± 1.49 76.29 ± 2.06 79.92 ± 0.39 76.16 ± 0.21
Acc. 97.10 ± 0.11 92.67 ± 0.15 99.31 ± 0.03 98.15 ± 0.15 94.25 ± 0.18 96.31 ± 0.07

U-Net-SCA
IoU 80.40 ± 0.43 71.04 ± 0.70 68.25 ± 0.46 76.77 ± 1.86 80.55 ± 0.40 76.88 ± 0.42
Acc. 97.22 ± 0.04 93.21 ± 0.10 99.30 ± 0.01 98.19 ± 0.15 94.57 ± 0.10 96.50 ± 0.05

U-Net-SCA
+CRFs

IoU 80.36 ± 0.76 71.53 ± 0.15 68.40 ± 0.26 77.04 ± 1.99 80.83 ± 0.16 77.09 ± 0.22

Acc. 97.17 ± 0.10 93.24 ± 0.06 99.31 ± 0.01 98.20 ± 0.15 94.62 ± 0.06 96.51 ± 0.05

U-Net-SCA
+Reuse

IoU 80.76 ± 0.23 71.52 ± 0.30 68.08 ± 0.65 78.26 ± 0.51 81.36 ± 0.38 77.48 ± 0.30

Acc. 97.22 ± 0.04 93.25 ± 0.10 99.30 ± 0.01 98.30 ± 0.03 94.78 ± 0.08 96.57 ± 0.07

GAN-SCA
IoU 80.82 ± 0.21 71.37 ± 0.44 68.67 ± 0.18 78.68 ± 0.09 81.62 ± 0.26 77.52 ± 0.19

Acc. 97.24 ± 0.03 93.32 ± 0.12 99.31 ± 0.01 98.33 ± 0.01 94.80 ± 0.06 96.60 ± 0.02

Figure 5 shows the segmentation results of methods described above on the Inria aerial image
labeling dataset. Figure 5a shows the results of an image patch over Austin, from which we can
observe that the standard U-Net is affected by shadows and fail to segment the boundaries of complex
structural buildings (upper left part of the figure) correctly. With the help of spatial and channel
attention mechanisms, U-Net-SCA achieves better performance when dealing with the same situation,
but still mislabels some non-building pixels in shadows as building. The extraction results from
U-Net-SCA+CRFs, U-Net-Reuse, and GAN-SCA all seem to have clearer boundaries, especially
for complex structural buildings, and this is due to the adopted different label refinement method.
In contrast, the extraction result of the proposed GAN-SCA achieves clearer and more accurate outlines
of this kind of buildings. In addition, some large buildings are difficult to labeled correctly, due to their
edges on the rooftop which have a similar color to roads. Figure 5b shows the results of a large building
in the Chicago city, where the results of U-Net suffer from over-segmentation of the inner edges of the
detected building, while U-Net-SCA improves the results by using the channel and spatial attention
mechanisms to selectively enhance useful features. U-Net-SCA+CRFs smooths the results, yet the
improvements seem insignificant. The result of U-Net-SCA+Reuse also shows a slight improvement,
but the over-segmentation has not been effectively solved. In contrast, the proposed GAN-SCA labeled
the large building more completely. Moreover, buildings with complex shape and multiple colors are
prone to be confused by the networks, as shown in the middle of Figure 5c, and most methods mislabel
this kind of building as non-buildings, while the proposed GAN-SCA can provide a relatively proper
segmentation results.

Figure 5. Cont.
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Figure 5. Building extraction results for three image patches of Inria aerial image labeling dataset.
(a) Image patch over Austin; (b) Image patch over Chicago; (c) Image patch over Vienna. Green: true
positive (tp) pixels; Gray: true negative (tn) pixels; Blue: false positive (fp) pixels; Red: false negative
(fn) pixels.
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4.2. Comparison to State-of-the-Art Methods

4.2.1. Inria Aerial Image Labeling Dataset

To evaluate the performance on the Inria aerial image labeling dataset, we compare the proposed
GAN-SCA (best results we achieved) with some state-of-the-art methods, including the baseline method
FCN [23], multi-layer perceptron (MLP) [23], Mask R-CNN [32] performed by Ohleyer et al. [33],
SegNet+Multi-Task Loss [24], 2-levels U-Nets [25], and the multi-stage multi-task (MSMT) [34].
FCN and MLP are frameworks proposed by the producers of the Inria aerial image labeling dataset.
MLP derived from the base FCN and introduced a multi-layer perceptron to learn how to combine
features at different resolutions. Mask R-CNN consisted of a region proposed network (RPN)
and an FCN, the RPN took the whole image as input and output the image with bounding box
proposals. According to the proposal of RPN, the FCN then performed efficient segmentation.
The SegNet+Multi-Task Loss was based on SegNet architecture and trained with an uncertainty based
multi-task loss. In particular, one convolutional layer L was followed after the last layer of the decoder
to generate the distance classes, and then the output of decoder’s last layer was concatenated with the
output of L to predict the final segmentation results. 2-Levels U-Nets was proposed in [25], where two
U-Net architectures were arranged end-to-end, and the last U-Net was served as the post-processor to
the first one. Moreover, the test time augmentation was applied to further improve the segmentation
performance. The MSMT architecture was proposed in [34]. Authors proposed an MSMT neural
network which had two stages, namely semantic segmentation and localization. The first stage was
dedicated to semantic segmentation, while the second stage was designed for localization.

Table 2 presents the accuracy and IoU of different methods on the Inria aerial image labeling dataset.
It is worth noting that IoU can take into account both the false alarms and the missing detections that is
a more suitable metric than global accuracy on Inria dataset, because this dataset contains large areas of
background pixels. It can be seen from Table 2 that MLP outperforms the base FCN [23] by introducing
multi-layer perceptron to fuse multi-resolution features. Mask-RCNN is a promising architecture, but it
requires very good hyperparameters tuning [33]. Therefore, it achieves better performance in Austin
and Tyrol-w but lower in most regions when compared to MLP. SegNet+Multi-Task Loss improves
the performance of SegNet by introducing a cascaded multi-task loss, but the improvement is still
limited. Although it achieves the best accuracy in regions of Chicago and Vienna, the corresponding
IoU is not ideal. 2-Levels U-Nets and MSMT achieve similar accuracy, of which the former approach
outperforms the latter one in terms of IoU in all regions. This is mainly because the 2-Levels U-Nets
is based on U-Net which is a deeper architecture than that of MSMT. The proposed GAN-SCA is
also on top of U-Net. With the help of the attention mechanisms and adversarial training strategy,
GAN-SCA outperforms 2-Levels U-Nets in most evaluation metrics and produces the highest IoU in
most regions, especially the densely populated cities, such as Austin, Chicago, and Vienna. In terms of
the overall accuracy and IoU, the proposed method surpasses all other methods by a considerable
margin, which shows that the proposed method can accomplish accurate building segmentation.
The qualitative results of the GAN-SCA are shown in Figure 6. It can be seen that the GAN-SCA
achieves accurate building segmentation results in each region with smooth outlines.

Table 2. Experimental results on Inria aerial image labeling dataset.

Methods Metrics Austin Chicago Kitsap Tyrol-w Vienna Overall

FCN [23] IoU 47.66 53.62 33.70 46.86 60.60 53.82
Acc. 92.22 88.59 98.58 95.83 88.72 92.79

MLP [23] IoU 61.20 61.30 51.50 57.95 72.13 64.67
Acc. 94.20 90.43 98.92 96.66 91.87 94.42

Mask R-CNN [32] IoU 65.63 48.07 54.38 70.84 64.40 59.53
Acc. 94.09 85.56 97.32 98.14 87.40 92.49
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Table 2. Cont.

Methods Metrics Austin Chicago Kitsap Tyrol-w Vienna Overall

SegNet+Multi-Task
Loss [24]

IoU 76.76 67.06 73.30 66.91 76.68 73.00
Acc. 93.21 99.25 97.84 91.71 96.61 95.73

2-Levels U-Nets [25] IoU 77.29 68.52 72.84 75.38 78.72 74.55
Acc. 96.69 92.40 99.25 98.11 93.79 96.05

MSMT [34] IoU 75.39 67.93 66.35 74.07 77.12 73.31
Acc. 95.99 92.02 99.24 97.78 92.49 96.06

GAN-SCA
IoU 81.01 71.73 68.54 78.62 81.62 77.75

Acc. 97.26 93.32 99.30 98.32 94.84 96.61

Figure 6. Building extraction results of Inria aerial image labeling dataset. (a) Image patch over Austin;
(b) Image patch over Chicago; (c) Image patch over Vienna. Green: true positive (tp) pixels; Gray: true
negative (tn) pixels; Blue: false positive (fp) pixels; Red: false negative (fn) pixels.

4.2.2. Massachusetts Buildings Dataset

We tested the performance of the proposed GAN-SCA on the Massachusetts buildings dataset
by using the same metrics as the compared methods. We compared the performance of GAN-SCA
with several state-of-the-art methods including Mnih-CNN+CRFs [22], Satio-multi-MA&CIS [21],
LG-Seg-ResNet-IL [35], and MTMS [34]. The Mnih-CNN+CRF was proposed by the producers of the
Massachusetts building dataset, which belonged to the patch-based category, and CRFs was included
as a post-processor. Satio-multi-MA&CIS was based on Mnih-CNN architecture, in which channel-wise
inhibited softmax (CIS) loss function and modeled averaging (MA) techniques were used to further
enhance the extraction performance. LG-Seg-ResNet-IL is a dual local-global semantic segmentation
architecture with residual connections and an intermediate contextual loss (IL), which learned to
combine local appearance and global contextual information simultaneously in a complementary way.
MTMS is the same method described in Section 4.2.1.
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Table 3 compares the F1-measure of each method, in which ρ denotes the relaxed factor when
computing the corresponding recall and precision measures. As shown in Table 3, our GAN-SCA
obtains a superior performance than all other methods. With the help of the (CIS) loss function and
(MA) with spatial displacement, the Satio-multi-MA&CIS achieves a slight improvement compared
to the baseline method Mnih-CNN+CRFs. LG-Seg-ResNet-IL effectively combines the local and
global information, which mitigates the problem of the limited receptive field of the patch-based
method. So LG-Seg-ResNet-IL achieves a remarkable improvement compared to the first two methods.
MTMS is an FCN-based method that introduces a multi-stage multi-task training strategy to enhance
segmentation performance. MTMS and GAN-SCA achieve better performance compared to the
patch-based methods, which indicates the superiority of the pixel-based method. Thanks to the deeper
architecture and the feature selection by adopting attention mechanisms, the GAN-SCA exhibits better
performance when compared to MTMS, which further indicates the rationality of the proposed method.
Figure 7 exhibits the prediction results of the proposed model for three image patches. It can be seen
that our proposed model presents a satisfying performance in challenging areas.

Table 3. Experimental results on Massachusetts buildings dataset.

Method
F1-Measure

ρ = 0 ρ = 3

Mnih-CNN+CRFs [22] - 92.11%
Satio-multi-MA&CIS [21] - 92.30%

LG-Seg-ResNet-IL [35] - 94.30%
MTMS [34] 83.39% 96.04%
GAN-SCA 84.79% 96.36%

Figure 7. Building extraction results on the Massachusetts buildings dataset. (a–c) prediction results of
three image patches in Massachusetts buildings dataset. Green: true positive (tp) pixels; Gray: true
negative (tn) pixels; Blue: false positive (fp) pixels; Red: false negative (fn) pixels.
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4.3. Experiments on FCN based GAN-SCA

The experiments above adopted U-Net as the baseline of the segmentation network for the
proposed GAN-SCA, and achieve a certain improvement when compared with the standard U-Net.
In fact, our proposed GAN-SCA can be realized on the top of many other semantic segmentation
architectures. In this section, we will explore the GAN-SCA on top of FCN-8s version to further
demonstrate the effectiveness of the attention mechanisms and adversarial training in building
extraction from high-resolution remote sensing images. Figure 8 shows the architecture of the
segmentation network (FCN-8s-SCA), where the channel and spatial attention mechanisms are
embedded into the FCN-8s architecture with the VGG-16 [36] architecture as an encoder. Same as the
U-Net based GAN-SCA described above, the adversarial network of this version is followed by the
encoder of its segmentation network.

Figure 8. Architecture of FCN-8s-SCA. A is max pooling layer; B are convolutional + Rectified Linear
Unit (ReLU) layers; C is the transpose convolutional layer; SA is the spatial attention mechanism; CA is
the channel attention mechanism; RS is the reshape operation.

We train the FCN-8s, FCN-8s-SCA, and GAN-SCA on the Inria aerial image labeling dataset
using the same training strategy as introduced in Section 2.2. The experimental results are reported
in Table 4. Compared with the FCN-8s, the FCN-8s-SCA improved the overall accuracy and IoU by
0.49% and 3.71%, respectively. For the adversarial training strategy, the FCN-8s based GAN-SCA
further improved the extraction performance by 0.48% and 3.16% for the overall accuracy and
IoU, respectively. We can conclude that the attention mechanisms can improve the segmentation
performance by feature selection, and adversarial training can further refine the segmentation result
by learning high-order consistency. In addition, the improvement of FCN-8s based GAN-SCA is
more significant than the aforementioned U-Net based GAN-SCA. This is because the standard
U-Net architecture has already achieved remarkable segmentation performance, as it fused high-level
and low-level feature by first concatenating features together and then performing convolutions for
dimensionality reduction. The convolutional layers in this process enable the network to learn how to
fuse multi-scale features which can be regarded as feature selection to some extent. While FCN-8s has
lower segmentation accuracy on this dataset when compared to the standard U-Net, it fused features
by adopting element-wise addition, which seems unsuitable without any feature selection. Therefore,
FCN-8s can take more advantage of the attention mechanisms.
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Table 4. Experimental results on Inria aerial image labeling dataset.

Methods Metrics Austin Chicago Kitsap Tyrol-w Vienna Overall

FCN-8s
IoU 67.98 63.43 53.17 68.13 72.03 68.05
Acc. 95.47 91.41 99.01 97.52 92.38 95.16

FCN-8s-SCA
IoU 72.85 69.61 64.97 73.20 73.26 71.76
Acc. 96.19 92.36 99.25 97.94 92.49 95.65

GAN-SCA
IoU 78.51 70.10 66.42 76.84 77.24 74.92

Acc. 96.90 92.86 99.27 98.14 93.46 96.13

5. Discussion

The experimental results reported in Section 4 prove that the proposed approach achieved
state-of-the-art performance on both Inria and Massachusetts buildings datasets. Furthermore,
the GAN-SCA can also be employed on top of other semantic segmentation architectures with better
performance. The effectiveness of our proposed method comes from the feature selection in spatial
and channel dimensions, and the label refinement by learning high-order structural features. First,
the adoption of spatial and channel attention mechanisms helps with enhancing the useful features
while suppressing the interference information, improving the segmentation performance around
building borders, and mitigating over-segmentation. Second, the adversarial training strategy learns
the latent high-order structural information in the training phase and achieves label refinement in the
testing phase without extra time consumption. Especially, the segmentation network and adversarial
network of our architecture were optimized by multi-scale feature loss to better capture multi-range
spatial relationships between pixels. These factors make the proposed GAN-SCA have a better feature
extraction capability and better segmentation performance.

Although the proposed approach performs well as a fully supervised method, it relies on a
large number of manual labeling samples. Further researches are needed to alleviate the task of
manual annotation. Possible directions that can be explored include data augmentation techniques and
adversarial learning for semi-supervised semantic segmentation. Data augmentation techniques can
increase the number of training samples and improve the generalization ability of models. We have
explored some standard data augmentation techniques including flip and rotation in this work and
previous works to mitigate overfitting. More data augmentation strategies will be explored in our
future work. In addition, adversarial learning for semi-supervised semantic segmentation is also an
interesting research direction, which can take advantage of unlabeled data to generate self-taught
signal to refine the segmentation network. These approaches will be highly relevant in fields, such as
remote sensing images analysis, in which large datasets are expensive to obtain.

6. Conclusions

This paper presented an effective GAN-based approach for building extraction from high-resolution
remote sensing images. The adopted architecture consists of two parts: the segmentation network and
the adversarial network, which are, in turn, used to generate segmentation maps of buildings and to
discriminate the ground truths and the predicted results of the segmentation network, respectively.
To enable the segmentation network to focus on more useful information, spatial and channel attention
mechanisms are embedded into the standard U-Net. The adversarial network architecture is similar
to the encoder of the segmentation network, where the extracted multi-layer features are considered
when computing the multi-scale L1 loss in the adversarial training phase.

The experiments were conducted on the Inria aerial image labeling dataset for buildings as
well as the Massachusetts buildings dataset. The experimental results show that the spatial and
channel attention mechanisms can selectively enhance useful features to improve the segmentation
performance, while adversarial training can further refine the segmentation results with little time
consumption during the testing stage. Compared with the state-of-the-art methods on both the datasets,
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the proposed GAN-SCA achieved higher overall accuracy (96.61%), IoU (77.75%) for the Inria aerial
image labeling dataset and F1-Measure (96.36%) for the Massachusetts buildings dataset. Especially
for samples with dense-distributed buildings, the improvement was more evident.

In future studies, we will explore adversarial network architecture optimization and loss function
improvement to take full advantage of the adversarial training. We will also research the data
augmentation techniques and semi-supervised semantic segmentation.
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Abstract: Automatic extraction of building footprints from high-resolution satellite imagery has
become an important and challenging research issue receiving greater attention. Many recent studies
have explored different deep learning-based semantic segmentation methods for improving the
accuracy of building extraction. Although they record substantial land cover and land use information
(e.g., buildings, roads, water, etc.), public geographic information system (GIS) map datasets have
rarely been utilized to improve building extraction results in existing studies. In this research,
we propose a U-Net-based semantic segmentation method for the extraction of building footprints
from high-resolution multispectral satellite images using the SpaceNet building dataset provided in
the DeepGlobe Satellite Challenge of IEEE Conference on Computer Vision and Pattern Recognition
2018 (CVPR 2018). We explore the potential of multiple public GIS map datasets (OpenStreetMap,
Google Maps, and MapWorld) through integration with the WorldView-3 satellite datasets in four
cities (Las Vegas, Paris, Shanghai, and Khartoum). Several strategies are designed and combined
with the U-Net–based semantic segmentation model, including data augmentation, post-processing,
and integration of the GIS map data and satellite images. The proposed method achieves a total
F1-score of 0.704, which is an improvement of 1.1% to 12.5% compared with the top three solutions
in the SpaceNet Building Detection Competition and 3.0% to 9.2% compared with the standard
U-Net–based method. Moreover, the effect of each proposed strategy and the possible reasons for the
building footprint extraction results are analyzed substantially considering the actual situation of the
four cities.

Keywords: building extraction; deep learning; semantic segmentation; data fusion; high-resolution
satellite images; GIS data

1. Introduction

High-resolution remote sensing images have been increasingly popular and widely used in many
geoscience applications, including automatic mapping of land use or land cover types, and automatic
detection or extraction of small objects such as vehicles, ships, trees, roads, buildings, etc. [1–6]. As one
of these geoscience applications, the automatic extraction of building footprints from high-resolution
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imagery is beneficial for urban planning, disaster management, and environmental management [7–10].
The spatial distributions of buildings are also essential for monitoring urban settlements, modeling
urban demographics, updating the geographical database, and many other aspects [11,12]. Due to the
diversity of buildings (e.g., in color, shape, size, materials, etc.) in different regions and the similarity of
buildings to the background or other objects [9], developing reliable and accurate building extraction
methods has become an important and challenging research issue receiving greater attention.

Over the past few decades, many building extraction studies were based on traditional image
processing methods, such as shadow-based methods, edge-based methods, object-based methods,
and more [13–15]. For instance, Belgiu and Drǎguţ [16] proposed and compared supervised and
unsupervised multi-resolution segmentation methods combined with the random forest (RF) classifier
for building extraction using high-resolution satellite images. Chen et al. [17] proposed edge regularity
indices and shadow line indices as new features of building candidates obtained from segmentation
methods, and employed three machine learning classifiers (AdaBoost, RF, and support vector machine
(SVM)) to identify buildings. Huang and Zhang [18] proposed the morphological shadow index (MSI)
to detect shadows (used as a spatial constraint of buildings) and proposed dual-threshold filtering to
integrate the information from the morphological building index with the one from MSI. Ok et al. [19]
proposed a novel fuzzy landscape generation method that models the directional spatial relationship of
the building and its shadow for automatic building detection. These studies were based on traditional
methods and focused on extracting buildings in a relatively small study region. However, the methods
have not been evaluated in complex regions with a high diversity of buildings.

In recent years, deep learning methods have been broadly utilized in various remote sensing
image–based applications, including object detection [2,3,20], scene classification [21,22], land cover,
and land use mapping [23,24]. Since it was proposed in 2014, deep convolutional neural network
(CNN)-based semantic segmentation algorithms [25] have been applied to many pixel-wise remote
sensing image analysis tasks, such as road extraction, building extraction, urban land use classification,
maritime semantic labeling, vehicle extraction, damage mapping, weed mapping, and other land cover
mapping tasks [5,6,26–31]. Several recent studies used semantic segmentation methods for building
extraction from remote sensing images [9–12,32–38]. For example, Shrestha et al. [10] proposed a fully
connected network-based building extraction approach combined with the exponential linear unit
(ELU) and conditional random fields (CRFs) using the Massachusetts building dataset. Lu et al. [32]
employed the richer convolutional features network–based approach to detect building edges using
the Massachusetts building dataset. Xu et al. [12] proposed a building extraction method based
on the Res-U-Net model combined with guided filters using the ISPRS (International Society for
Photogrammetry and Remote Sensing) 2D semantic labeling dataset. Sun et al. [7] proposed a building
extraction method that combines the SegNet model with the active contour model using the ISPRS
Potsdam dataset and the proposed Marion dataset. These existing studies demonstrated the excellent
performance of the semantic segmentation algorithms for building extraction tasks.

As an essential part of the semantic segmentation algorithms, the public semantic labeling datasets
used in previous state-of-the-art building extraction studies can be summarized as follows: (1) The
Massachusetts building dataset [39] (used in References [10,32,35]) contains 151 aerial images (at
100 cm spatial resolution, with red/green/blue (RGB) bands, each with a size of 1500 × 1500 pixels)
of the Boston area. (2) The ISPRS Vaihingen and Potsdam datasets [40] (used in References [7,12])
contain 38 image patches (at 5 cm resolution, each at a size of around 6000 × 6000 pixels) and 33 image
patches (at 9 cm resolution, each with a size of around 2500 × 2500 pixels) with the near infrared, red,
and green bands and the corresponding digital surface model (DEM) data. (3) The Inria dataset [41]
(used in References [36,37]) contains aerial images covering 10 regions in the USA and Austria (at
30 cm resolution, with RGB bands). (4) The WHU (Wuhan University) building dataset [42] (used in
Reference [38]) includes an aerial dataset containing 8189 image patches (at 30 cm resolution, with RGB
bands, each with a size of 512 × 512 pixels) and a satellite dataset containing 17,388 image patches (at
270 cm resolution, with the same bands and size as the aerial dataset). (5) The AIRS (Aerial Imagery
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for Roof Segmentation) dataset [43] contains aerial images covering the area of Christchurch city in
New Zealand (at 7.5 cm resolution, with RGB bands).

In this study, our proposed building extraction method is trained and evaluated based on the
SpaceNet building dataset [44] proposed in 2017 and further explored in the 2018 DeepGlobe Satellite
Image Understanding Challenge [11]. The SpaceNet building dataset provided in the DeepGlobe
Challenge contains WorldView-3 multispectral imagery and the corresponding building footprints of
four cities (Las Vegas, Paris, Shanghai, and Khartoum) located on four continents. The buildings in the
SpaceNet dataset are much more diverse compared with the five datasets mentioned above. Details of
the SpaceNet dataset are described in Section 2.

In addition, many studies employed data-fusion strategies that integrate different data to improve
the building extraction results. Airborne light detection and ranging (LiDAR) data are among
the most broadly utilized data in numerous building extraction studies [7,45–53]. For instance,
Awrangjeb et al. [52] proposed a rule-based building roof extraction method from a combination
of LiDAR data and multispectral imagery. Pan et al. [53] proposed a semantic segmentation
network–based method for semantic labeling of the ISPRS dataset using high-resolution aerial images
and LiDAR data. However, public and free LiDAR datasets are still very limited. On the other hand,
GIS data (e.g., OpenStreetMap) has been utilized in several building extraction and semantic labeling
studies [54–57] as either the reference map of the labeled datasets [54,55] or auxiliary data combined
with satellite images [56,57]. For instance, Audebert [56] investigated different ways of integrating
OpenStreetMap data and semantic segmentation networks for semantic labeling of aerial and satellite
images. Du et al. [57] proposed an improved random forest method for semantic classification of urban
buildings, which combines high-resolution images with GIS data. Nevertheless, OpenStreetMap data
still cannot provide enough building information for many places in the world, including the selected
regions in Las Vegas, Shanghai, and Khartoum of the SpaceNet building dataset used in our study.

In this research, we propose a semantic segmentation–based building footprint extraction method
using the SpaceNet building dataset provided in the CVPR 2018 DeepGlobe Satellite Challenge.
Several public GIS map datasets (OpenStreetMap [58], Google Maps [59], and MapWorld [60]) are
integrated with the provided WorldView-3 satellite datasets to improve the building extraction results.
The proposed method obtains an overall F1-score of 0.704 for the validation dataset, which achieved
fifth place in the DeepGlobe Building Extraction Challenge. Our main contributions can be summarized
as follows:

(1) To the best of our knowledge, this is the first attempt conducted to explore the combination of
multisource GIS map datasets and multispectral satellite images for building footprint extraction in
four cities that demonstrates great potential for reducing extraction confusion caused by overlapping
objects and improving the extraction of building outlines.

(2) We propose a U-Net–based semantic segmentation model for building footprint extraction.
Several strategies (data augmentation, post-processing, and integration of GIS map data and satellite
images) are designed and combined with the semantic segmentation model, which increases the
F1-score of the standard U-Net–based method by 3.0% to 9.2%.

(3) The effect of each proposed strategy, the final building footprint extraction results, and
the potential causes are analyzed comprehensively based on the actual situation of four cities.
Even compared with the top three solutions in the SpaceNet Building Detection Competition, our
proposed method improves the total F1-score by 1.1%, 6.1%, and 12.5%.

The rest of the paper is organized as follows. Section 2 introduces the study area and the datasets
of this research, including the SpaceNet building dataset provided in the DeepGlobe Challenge and the
auxiliary GIS map data. Section 3 introduces our proposed method, including data preparation and
augmentation, the semantic segmentation model for building footprint extraction, and the integration
and post-processing of results. Section 4 describes the building footprint extraction results of the
proposed method. Section 5 discusses and analyzes the building footprint extraction results obtained
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from different methods and proposed strategies, and the potential causes for each city. Section 6
summarizes the conclusions of this research.

2. Study Area and Datasets

2.1. SpaceNet Building Dataset Provided in the DeepGlobe Challenge

In this research, we used the SpaceNet building dataset provided in the CVPR 2018 DeepGlobe
Satellite Challenge. The study area of this dataset includes four cities (Las Vegas, Paris, Shanghai, and
Khartoum), which covers both urban and suburban regions. The whole labeled dataset contains
24,586 image scenes in which each has a size of 200 m × 200 m. A total of 302,701 building
footprint polygons were fully annotated in the whole study area by a GIS team at the DigitalGlobe.
In the DeepGlobe challenge, a total of 10,593 image scenes were publicly provided with labeled
files (in geojson format). For the other image scenes, the labeled files were not published in the
challenge and the prediction results could only be evaluated during the challenge. Thus, we selected
the 10,593 image scenes with labeled files as the dataset for this study. Table 1 shows the number of
image scenes and annotated building footprint polygons of each city. The image scenes of each city
were further divided randomly into 70% training samples and 30% validation samples for training
and evaluation of the proposed method.

Table 1. Number of image scenes and annotated building footprint polygons of each city.

City Las Vegas Paris Shanghai Khartoum Total

Number of images 3851 1148 4582 1012 10,593
Number of buildings 108,328 16,207 67,906 25,046 217,487

The source dataset of this study is WorldView-3 satellite imagery, including the original
single-band panchromatic imagery (0.3 m resolution, 650 pixels × 650 pixels), the 8-band multi-spectral
imagery (1.24 m resolution, 163 pixels × 163 pixels), and the Pan-sharpened 3-band RGB and 8-band
multispectral imagery (0.3 m resolution, 650 pixels × 650 pixels). We selected the Pan-sharpened
8-band multispectral imagery as the satellite dataset for our proposed method. The annotation dataset
contains a summary file of the spatial coordinates of all annotated building footprint polygons and
geojson files corresponding to each image scene. These files were converted into single-band binary
images as the labeled dataset for our proposed method, in which values of 0 and 1 indicate that pixels
belong to nonbuilding and building areas, respectively. In the SpaceNet building dataset provided
in the DeepGlobe Challenge, small building polygons with an area equal to or smaller than 20 pixels
were discarded because these were actually artifacts generated from the image tiling process (e.g.,
one building divided into multiple parts by a tile boundary). Examples of the satellite images and
annotated building footprints can be found in Figure 1.

2.2. Auxiliary Data Used in Our Proposed Method

Besides the multispectral satellite imagery, we also used several public GIS map datasets as the
auxiliary data for our proposed method because of the extra useful information they provide for
building footprint extractions. Contrary to previous studies that used single-source auxiliary GIS
data, we selected the map dataset with the most abundant information from several public GIS map
datasets for each city. For Las Vegas, we selected the Google Maps dataset [59], which contains more
information than the OpenStreetMap [58]. For Paris, we selected the popular OpenStreetMap dataset
because of its abundant information. For Shanghai, we selected the MapWorld dataset [60] because it
contains abundant information on buildings and there is no coordinate shifting between that dataset
and the satellite imagery. For Khartoum, we selected the OpenStreetMap dataset, which is slightly
more informative than the Google Maps dataset but still lacks building information for most areas.
All of the map datasets were collected in a raster image format, according to the geospatial information
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of their corresponding satellite images (i.e., longitude, latitude, and spatial resolution) and resized into
650 × 650 pixels for further integration with the satellite imagery. Examples of the multi-source GIS
map images and corresponding satellite images can be found in Figure 1.

Figure 1. Examples of WorldView-3 satellite images, annotated building footprints (denoted by yellow
polygons), and multi-source geographic information system (GIS) map images of four cities.

3. Materials and Methods

In this study, we designed a semantic segmentation–based approach for building footprint
extraction. Figure 2 shows the overall flowchart of the proposed approach. It consists of 3 main
stages including data preparation and augmentation, semantic segmentation for building footprint
extraction, and integration and post-processing of results. In the first stage, we designed a data
fusion method to make full use of both the satellite images and the extra information of GIS map
data. We applied data augmentation (rescaling, slicing, and rotation) to our dataset in order to
avoid potential problems (e.g., overfitting), which resulted from insufficient training samples, and to
improve the generalization ability of the model. In the second stage, we trained and evaluated the
U-Net–based semantic segmentation model, which is widely used in many remote sensing image
segmentation studies. In the third stage, we applied the integration and post-processing strategies
for further refinement of the building extraction results. Details of each stage are described in the
following sections.

Figure 2. Overall flowchart of the proposed approach for building extraction, including (a–c) data
preparation and augmentation, (d) semantic segmentation for building footprint extraction, and
(e–h) integration and post-processing of results.
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3.1. Data Preparation and Augmentation

3.1.1. Integration of Satellite Data and GIS Map Data

As mentioned in Section 2, besides the WorldView-3 multispectral satellite imagery provided in
the SpaceNet dataset, we also used multiple public GIS map datasets as the auxiliary data for our
proposed method. Although these public GIS map datasets provide extra information for building
footprint extraction, it is unreasonable to train a separate deep neural network using the 3-band map
datasets. The main reason is that many buildings are not displayed on the map image (especially tiny
buildings and those in Khartoum city). In many regions, the building areas or outlines displayed in
map images are not consistent with the ground truth buildings annotated based on the satellite images.

In this research, the training and validation datasets were preprocessed into two collections for
each city. The first collection contained the eight-band multi-spectral satellite images while the second
collection integrated the multi-spectral satellite images and the GIS map dataset. In order to unify the
structure of the semantic segmentation network for the 2 dataset collections and enable the model
trained by one dataset collection to be used as the pre-trained model for the other, we stacked the first
5 bands (red, red edge, coastal, blue, and green) of each WorldView-3 satellite image with the 3 bands
(red, green, and blue) of its corresponding map image to generate an 8-band integrated image.

3.1.2. Data Augmentation

Data augmentation was proven to be an effective strategy to avoid potential problems (e.g.,
overfitting) resulting from insufficient training samples and to improve the generalization ability
of deep learning models in many previous studies [9,10,32]. Considering the large number of
hyper-parameters in the semantic segmentation model and the relatively small number of training
samples in the SpaceNet building dataset (fewer than 5000 samples for each city), we applied the
following data augmentation strategy (rescaling, slicing, and rotation) in order to increase the quantity
and diversity of training samples and semantic segmentation models. Each dataset collection described
in Section 3.1.1 was further preprocessed into 2 formats of input images for the training of each semantic
segmentation model. First, each image with a size of 650 × 650 pixels was rescaled into an image of
256 × 256 pixels. Second, each image with a size of 650 × 650 pixels was sliced into 3 × 3 sub-images
of 256 × 256 pixels. Moreover, we further augmented the training dataset through four 90◦ rotations.
Consequently, we obtained 4 collections of preprocessed and augmented input datasets for each city,
which we used for training and evaluating each deep convolutional neural network.

3.2. Semantic Segmentation Model for Building Footprint Extraction

3.2.1. Architecture of Semantic Segmentation Model for the Building Extraction

In this study, the semantic segmentation model for the building extraction is based on the
U-Net architecture [61]. U-Net is a popular deep convolutional neural network architecture for
semantic segmentation and has been used in several satellite image segmentation studies [5,12,30,62].
Since U-Net was initially designed for the binary segmentation of biomedical images with a relatively
small number of training samples, it is a good choice for the building extraction task in this study
as well. We modified the size of layers in the U-Net architecture to fit our building extraction task.
We also added a batch normalization layer behind each convolutional layer.

Figure 3 shows the architecture of the semantic segmentation model for our building extraction
task, including the name and size of each layer. It consists of the following 6 parts: (1) the convolutional
layers for feature extraction through multiple 3 × 3 convolution kernels (denoted by Convolution);
(2) the batch normalization layer for accelerating convergence during the training phase (denoted
by Batch Normalization); (3) the activation function layer for nonlinear transformation of the feature
maps, in which we used the widely used rectified linear unit (ReLU) in this study (denoted by
Activation); (4) the max-pooling layer for downsampling of the feature maps (denoted by Max-pooling);
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(5) the upsampling layer for recovering the size of the feature maps that are downsampled by the
max-pooling layer (denoted by Upsampling); and (6) the concatenation layer for combining the
upsampled feature map in deep layers with the corresponding feature map from shallow layers
(denoted by Concatenation).

For the last batch-normalized layer of the semantic segmentation model (in the same size as
the input image), we applied the sigmoid function as the activation function layer and obtained the
pixel-wise probability map (indicating the probability that a pixel belonged to the building type).
Lastly, we binarized the probability map using a given threshold (0.5 in common cases) to obtain the
predicted building footprint extraction result (the output of the semantic segmentation network), and
vectorized the output image to obtain a list of predicted building polygons.

 
Figure 3. Architecture of semantic segmentation model for building extraction.

3.2.2. Training and Evaluation of Semantic Segmentation Model

To train the semantic segmentation model, we selected Adam as the optimization method and the
binary cross entropy as the loss function. Due to the limited size of GPU memory, the batch size in the
training phase was set to 8 in this study. The learning rate was set to 0.001 and the maximum number
of epochs was set to 100. Moreover, we monitored the average Jaccard coefficient as an indicator for
early stopping in order to avoid the potential problem of overfitting. Formula (1) shows the calculation
process of the average Jaccard coefficient (denoted by J), in which y(i)

gt denotes the ground truth label of

the ith pixel, y(i)
pred denotes the predicted label of the ith pixel, and n denotes the total number of pixels.

The training phase was terminated before reaching the maximum number of epochs if the average
Jaccard coefficient had no improvement for more than 10 epochs.

J =
1
n ∑n

i=1(y
(i)
gt × y(i)

pred / (y(i)
gt + y(i)

pred − y(i)
gt × y(i)

pred)) (1)

During the training phase, the semantic segmentation model was evaluated by the validation
dataset at the end of each epoch. Besides the pixel-based accuracy that is commonly used in semantic
segmentation tasks, we also recorded the object-based accuracy of the validation dataset in each epoch
since it was the evaluation metric of the DeepGlobe challenge. For pixel-based accuracy, we compared
the binarized building extraction image results predicted from the semantic segmentation model
with the rasterized ground truth image. For object-based accuracy, we compared the vectorized
building extraction image results (a list of predicted building polygons) with the ground truth
building polygons (details are described in Section 3.4). As described in Section 3.1, for each city,
4 preprocessed and augmented dataset collections were used for the training and evaluation of the
semantic segmentation model. For each dataset collection, the predicted building extraction results
with the highest object-based accuracy were used for further integration and post-processing, which is
described in the following section.
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3.3. Integration and Post-Processing of Results

After training and evaluating the semantic segmentation model based on each of the 4 dataset
collections, we obtained 4 groups of probability maps (each with a size of 256 × 256 pixels) for each
validation sample. The value of each pixel in the probability map indicates the predicted probability
that the pixel belongs to the building area. For each validation sample, the 4 groups of probability maps
were obtained from (1) the satellite image with a rescaling strategy, (2) the satellite image with a slicing
strategy, (3) the satellite + map image with a rescaling strategy, and (4) the satellite + map image with a
slicing strategy, respectively. For the first and third groups, we rescaled the single probability map
into the one at the original sample size. For the second and fourth groups, we combined 9 probability
maps into a single map corresponding to the complete image. As a result, we obtained 4 probability
maps (each with a size of 650 × 650 pixels) for each validation sample.

We proposed a 2-level integration strategy for integrating the results obtained from each model
into the final building footprint extraction results. At the first level, for both the satellite and satellite +
map image–based dataset collections, we averaged the pixel values of 2 probability maps (obtained
from 2 preprocessing methods) into an integrated probability map. At the second level, the 2 integrated
probability maps (obtained from the 2 dataset collections) were further averaged into the final building
probability map.

After obtaining the integrated building probability map, we applied 2 post-processing strategies to
optimize the final predicted results. In the first strategy, we adjusted the threshold of the probability
(indicating whether a pixel belongs to a building area or a nonbuilding area) from 0.45 to 0.55 for each
city. The optimized probability threshold was then used for vectorizing the probability map into the
binary building extraction image result. In the second strategy, in order to filter out potential noise in the
building extraction image results, we adjusted the threshold of the polygon size (indicating the minimal
possible size of a building polygon) from 90 to 240 pixels for each city. The optimized thresholds of
probability and polygon size of the validation dataset were also applied to the test dataset for each city.

3.4. Evaluation Metric

The building extraction results can be evaluated by several methods including the pixel-based
and object-based methods that are the most broadly used in existing building extraction studies [7,63].
In the pixel-based evaluation method (used in References [9,10,12]), the binary building extraction
image result (predicted from the semantic segmentation network) is directly compared with the
binary ground truth image. In the object-based evaluation method (often used in building edge or
footprint detection studies, such as in Reference [32]), the building extraction image result needs to
be converted into the predicted building polygons for comparison with the ground truth building
polygons. The DeepGlobe challenge selected the object-based method to evaluate the building footprint
extraction results. Compared with the pixel-based method, the object-based method emphasizes not
only the importance of accurate detection of building areas, but also the complete identification of
building outlines.

In the DeepGlobe challenge, the ground truth dataset for evaluating building extraction results
contained the spatial coordinates of the vertices corresponding to each annotated building footprint
polygon. Thus, we needed to convert the single-band building extraction image results (the output of
the semantic segmentation network) into a list of building polygons (in the same format as the ground
truth dataset). Formula (2) shows the definition of the IoU (intersection over union) for evaluating
whether a detected building polygon is accurate, which is equal to the intersection area of a detected
building polygon (denoted by A) and a ground truth building polygon (denoted by B) divided by
the union area of A and B. If a detected building polygon intersects with more than one ground truth
building polygon, then the ground truth building with the highest IoU value will be selected.

IoU =
Area(A ∩ B)

Area(A ∪ B)
(2)
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The precision, recall, and F1-score were calculated according to Formulas (3)–(5), where true
positive (TP) indicates the number of building polygons that are detected correctly, false positive (FP)
indicates the number of other objects that are detected as building polygons by mistake, and false
negative (FN) indicates the number of building polygons not detected. A building polygon will be
scored as correctly detected if the IoU between the detected building polygon and a ground truth
building polygon is larger than 0.5. The results of each city were evaluated independently and the
final F1-score is the average value of F1-scores for each city.

Precision =
TP

TP + FP
(3)

Recall =
TP

TP + FN
(4)

F1-score =
2 × Precision × Recall

(Precision + Recall)
=

2 × TP

(2 × TP + FP + FN)
(5)

4. Experimental Results Analysis

4.1. Experiment Setting and Semantic Segmentation Results

In this study, training and evaluation of the semantic segmentation network was based on the
Keras deep learning framework [64] and the NVIDIA Titan V GPU hardware platform. The image
scenes of each city were randomly divided into 70% training samples and 30% validation samples for
the semantic segmentation networks. The number of training and validation samples for each city
can be found in Table 2. Considering the significant differences between the four cities, the semantic
segmentation network of each city was trained and evaluated independently based on its own training
and validation samples.

Table 2. Number of training and validation samples in four cities.

Number Las Vegas Paris Shanghai Khartoum

Training samples 2695 803 3207 708
Validation samples 1156 345 1375 304

As shown in Figure 2, the semantic segmentation networks were trained and evaluated
based on four dataset collections for each city: the original satellite dataset (Satellite-org), the
augmented satellite dataset (Satellite-aug), the original satellite dataset combined with the GIS map
dataset (Satellite-Map-org), and the augmented satellite dataset combined with the GIS map dataset
(Satellite-Map-aug). Table 3 shows the validation accuracies of the semantic segmentation network in
four cities when using different types of datasets. We find that the validation accuracies of the four cities
are all over 93% and vary slightly among the cities and the types of datasets, which indicates accurate
detection of building areas of the semantic segmentation network. Moreover, the average validation
accuracy of the four cities is the highest when using the augmented satellite dataset combined with
the GIS map dataset (Satellite-Map-aug). The evaluation of the building footprint extraction results is
described in Section 4.2.

Table 3. Validation accuracies of semantic segmentation networks in four cities.

Type of Dataset Las Vegas Paris Shanghai Khartoum Average

Satellite-org 0.9684 0.9752 0.9610 0.9386 0.9608
Satellite-aug 0.9646 0.9776 0.9613 0.9399 0.9609

Satellite-Map-org 0.9681 0.9772 0.9677 0.9371 0.9625
Satellite-Map-aug 0.9692 0.9772 0.9681 0.9420 0.9641

213



Remote Sens. 2019, 11, 403

4.2. Building Footprint Extraction Results of the Proposed Method

Table 4 shows the building footprint extraction results of the proposed method evaluated by the
validation dataset in the four cities in terms of TP, FP, FN, precision, recall, and the F1-score. There are
significant differences between the results in different cities. Our method obtains the highest F1-score
of 0.8911 for Las Vegas and the lowest F1-score of 0.5415 for Khartoum. Table 5 shows the results
of our proposed method in the final phase of the CVPR 2018 DeepGlobe Satellite Challenge, which
are evaluated by an unlabeled dataset selected from other regions in the four cities. The evaluation
results in the final phase can only be seen through the online submission, and each team has only five
submission chances. The experimental results demonstrate that our proposed method achieves similar
F1-scores for the validation dataset and the dataset provided in the final phase. Figure 4 shows some
examples of the building footprint extraction results of our proposed method in which the green, red,
and yellow polygons denote correctly extracted buildings (TP), other objects extracted as buildings
by mistake (FP), and ground truth buildings that are not extracted correctly by the proposed method
(FN), respectively. The building footprint extraction results of the four cities are analyzed in detail,
according to the actual situation of each city in Section 5.3.

Figure 4. Examples of building footprint extraction results of our proposed method in (a,b) Las Vegas,
(c,d) Paris, (e,f) Shanghai, and (g,h) Khartoum. Green, red, and yellow polygons denote correctly
extracted buildings (TP), other objects extracted as buildings by mistake (FP), and ground truth
buildings that were not extracted correctly by the proposed method (FN), respectively.

Table 4. Results of the proposed method evaluated by the validation dataset. TP, true positive. FP, false
positive. FN, false negative.

Index Las Vegas Paris Shanghai Khartoum

TP 27,526 3097 11,323 3495
FP 1629 564 3835 1968
FN 5098 1441 9661 3951

Precision 0.9441 0.8459 0.7470 0.6398
Recall 0.8437 0.6825 0.5396 0.4694

F1-score 0.8911 0.7555 0.6266 0.5415
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Table 5. Results of proposed method evaluated by the dataset provided in the final phase.

Index Las Vegas Paris Shanghai Khartoum

TP 30,068 4056 11,674 4031
FP 1912 844 4132 2106
FN 5187 2006 8974 4443

Precision 0.9402 0.8278 0.7386 0.6568
Recall 0.8529 0.6601 0.5654 0.4757

F1-score 0.8944 0.7400 0.6250 0.5518

5. Discussion

5.1. Comparison of Building Footprint Extraction Results Obtained from Different Methods

In this section, we compare the building footprint extraction results obtained from our proposed
method with those achieved from the top three solutions in the SpaceNet Building Detection
Competition (round 2) [11]. Table 6 shows the final F1-scores of the four cities obtained from our
proposed method and from the top three solutions (XD_XD, wleite, and nofto, the competitors’
usernames). The numbers in bold type indicate the highest F1-scores. The solution proposed by the
XD_XD is based on an ensemble of U-Net models, which combines multi-spectral satellite images with
OpenStreetMap data. Different from our proposed method, XD_XD’s solution uses the OpenStreetMap
as the only auxiliary data for all cities, and the OpenStreetMap vector layers (each layer represents a
single land use type) are rasterized into four or five bands to integrate with the multi-spectral satellite
image. Wleite and nofto use a similar approach, including traditional feature extraction (e.g., Sobel
filter-based edge detection, average, variance, and skewness for small neighborhood squares around
each evaluated pixel) and two random forest classifiers (one for predicting whether a pixel belongs to
the border and the other one for predicting whether a pixel is inside a building).

Compared with the winning solution (XD_XD), the F1-score of our proposed method increased
significantly (by 3%) for Shanghai and by 1.1% and 0.6% for Paris and Las Vegas. The F1-score
decreased slightly (by 0.2%) for Khartoum. This method improved the total F1-score by 1.1%, 6.1%,
and 12.5% compared with the top three solutions in the competition. All four methods performed best
in Las Vegas, second best in Paris, third best in Shanghai, and worst in Khartoum. Possible reasons for
this phenomenon are analyzed in Section 5.3.

Table 6. F1-scores obtained from different methods.

Method Las Vegas Paris Shanghai Khartoum Total

Ours 0.891 0.756 0.627 0.542 0.704
XD_XD 0.885 0.745 0.597 0.544 0.693
wleite 0.829 0.679 0.581 0.483 0.643
nofto 0.787 0.584 0.520 0.424 0.579

5.2. Building Extraction Results Obtained from Different Strategies of Our Proposed Method

In this section, we compare and analyze the effects of each strategy in our proposed method on
the building footprint extraction results in different cities. Table 7 shows the precision, recall, and
F1-score of the four cities after applying the different strategies. The numbers in bold type indicate the
highest values. Baseline refers to training the semantic segmentation model using the rescaled satellite
images. Data-aug (data augmentation) refers to training the semantic segmentation model using the
augmented satellite images. Post-proc (post-processing) refers to applying the post-processing strategy
to the integrated results of the baseline and data-aug. Add-map (adding GIS map data) refers to
integrating the results obtained from the satellite image–based dataset collection with those from the
combined satellite and GIS map image–based dataset collection. The F1-scores obtained after applying
the different strategies are summarized in Figure 5.
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Table 7. Results obtained after applying different strategies of our proposed method.

Strategy Index Las Vegas Paris Shanghai Khartoum

Baseline
Precision 0.8849 0.7370 0.5973 0.4885

Recall 0.8384 0.6342 0.4831 0.4248
F1-score 0.8611 0.6817 0.5342 0.4544

Data-aug
Precision 0.8896 0.7474 0.5649 0.5338

Recall 0.8570 0.6911 0.5304 0.4589
F1-score 0.8730 0.7181 0.5471 0.4935

Post-proc
Precision 0.9308 0.8272 0.6875 0.6141

Recall 0.8464 0.6666 0.5163 0.4525
F1-score 0.8866 0.7383 0.5897 0.5210

Add-map
Precision 0.9441 0.8459 0.7470 0.6398

Recall 0.8437 0.6825 0.5396 0.4694
F1-score 0.8911 0.7555 0.6266 0.5415

Figure 5. F1-scores obtained after applying different strategies of our proposed method.

Compared with the baseline, our proposed method improved the F1-score by 3.01%, 7.38%, 9.24%,
and 8.71% for Las Vegas, Paris, Shanghai, and Khartoum, respectively. The improvement is much more
significant for Paris, Shanghai, and Khartoum than for Las Vegas, which had an F1-score of 0.8849
using the baseline model. For the data augmentation strategy, the F1-score improvements for Paris and
Khartoum (3.64% and 3.91%) are more remarkable than for Las Vegas and Shanghai (1.19% and 1.29%).
We can conclude that, for cities with fewer initial training samples, the data augmentation strategy
significantly improves the F1-score. The post-processing strategy was more beneficial for Shanghai
and Khartoum, with relatively low F1-scores compared to Las Vegas and Paris, with relatively high
F1-scores. The strategy of integrating satellite data with GIS map data improved the F1-score more for
Shanghai than for the other three cities, which might be due to the relatively poor building extraction
results of the baseline model and the substantial building information of the MapWorld datasets.
It is worth noting that the F1-score of Khartoum increased by 2.05% after the add-map strategy even
though the OpenStreetMap dataset lacked building information for most areas in Khartoum. We can
conclude that other information in the map data (e.g., many roads and other land use types) might
also contribute to the improved building extraction results.

Figures 6–9 show some examples of the building footprint extraction results after applying the
different strategies in which green, red, and yellow polygons denote correctly extracted buildings (TP),
other objects extracted as buildings by mistake (FP), and ground truth buildings that were not extracted
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correctly (FN), respectively. The experimental results demonstrate that the proposed strategies led to
remarkable improvements in the building footprint results in many aspects. For instance, we could
obtain more complete building outlines (e.g., the top images in Figures 6–8), and the neighboring
buildings were more likely to be successfully extracted separately (e.g., the bottom images in Figures 8
and 9). Moreover, there was less confusion between tiny buildings and noise in the results (e.g., top
images in Figure 6 and bottom images in Figure 8). Analysis about the results regarding the actual
situation in different cities is demonstrated in the following section.

 
Figure 6. Examples of building extraction results for Las Vegas using different strategies.

 
Figure 7. Examples of building extraction results for Paris using different strategies.
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Figure 8. Examples of building extraction results for Shanghai using different strategies.

Figure 9. Examples of building extraction results for Khartoum using different strategies.

5.3. Analysis of Building Footprint Extraction Results for Different Cities

Figure 10 shows typical examples of the footprint extraction results obtained from our proposed
method in the four cities. The two left columns of the images are selected examples with good results.
The two right columns are selected examples with inferior results. The results of our proposed method
are analyzed based on the specific situation of each city as follows.

Our method achieved the best results for Las Vegas. Most of the satellite images in the Las Vegas
dataset are collected from residential regions. Compared with the other three cities, the buildings
in Las Vegas have a more unified architectural style. Buildings partly covered by trees can also
be successfully extracted by our proposed method for most regions (e.g., buildings on the left of
Figure 10a,b). Tiny buildings and buildings of a similar color as the background region are relatively
harder to extract correctly using the proposed method (e.g., FN buildings denoted by yellow polygons
in Figure 10c,d).

Our method obtained the second highest F1-score for Paris. The satellite images are collected
from the western part of Paris. Similar to Las Vegas, the buildings in Paris have a relatively unified
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architectural style. However, more buildings in Paris are a similar color as the background (e.g., trees
and roads), which are difficult to correctly detect compared with those in Las Vegas. The proposed
method also had difficulty identifying the outlines of two neighboring buildings separately and
completely extracting large buildings that consist of several parts (e.g., buildings in the bottom of
Figure 10g,h).

Figure 10. Examples of footprint extraction results obtained from our proposed method in four cities.
The two left columns show selected examples with good building extraction results. The two right
columns show selected examples with inferior building extraction results.

Our method obtained the second lowest F1-score for Shanghai. Most of the satellite images are
collected from suburban regions of Shanghai. Compared with the other three cities, buildings in the
Shanghai dataset are more diverse in many aspects, including the construction area, the building
height, the architectural style, etc. There are more high-rise buildings in Shanghai with a larger distance
between the roof and the footprint polygons on the satellite images (e.g., Figure 4e). Buildings located
in residential areas (e.g., Figure 10i,j) are relatively easier to extract correctly by the proposed method
than those located in agricultural areas, industrial areas, gardens, etc. (e.g., Figure 10k,l). Moreover,
our proposed method had difficulty correctly extracting buildings with green roofs, of a similar color
as the background, partly covered by trees, or of extremely small size, etc. (e.g., FN buildings denoted
by yellow polygons in Figure 10k,l), even though the integration of satellite and map data solved the
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above problems to a great extent when compared with using only the provided satellite datasets (see
Section 5.2).

Our method obtained the lowest F1-score for Khartoum. Most of the satellite images in the
Khartoum dataset are collected from residential regions, where the buildings have great variance in
structural organization and construction area. There are many building groups in Khartoum, and it is
hard to judge, even by the human eye, whether a group of neighboring buildings should be extracted
entirely or separately in many regions (e.g., Figure 10o,p). To the best of our knowledge, all of the
existing public GIS map datasets show very limited building information in Khartoum. All of these
aspects might result in inferior performance of building footprint extraction in Khartoum.

6. Conclusions

In this study, we proposed a U-Net–based semantic segmentation method for building footprint
extraction from high-resolution satellite images using the SpaceNet building dataset provided in the
DeepGlobe Challenge. Multisource GIS map datasets (OpenStreetMap, Google Maps, and MapWorld)
are explored to improve the building extraction results in four cities (Las Vegas, Paris, Shanghai,
and Khartoum). In our proposed method, we designed a data fusion and augmentation method for
integrating multispectral WorldView-3 satellite images with selected GIS map datasets. We trained
and evaluated four U-Net–based semantic segmentation models based on augmented and integrated
dataset collections. Lastly, we integrated the results obtained from the semantic segmentation models
and employed a post-processing method to further improve the building extraction results.

The experimental results show that our proposed method improves the total F1-score by 1.1%,
6.1%, and 12.5% when compared with the top three solutions in the SpaceNet Building Detection
Competition. The F1-scores of Las Vegas, Paris, Shanghai, and Khartoum are 0.8911, 0.7555, 0.6266,
and 0.5415, respectively. The significant difference in the results is due to many possible aspects,
including the consistency or the diversity of buildings in a city (e.g., construction area, building
height, and architectural style), the similarity between buildings and background, and the number of
training samples. We also analyze the effects of proposed strategies on the building extraction results.
Our proposed strategies improved the F1-score by 3.01% to 9.24% for the four cities compared with
those obtained from the baseline method, which achieved precise building outlines and less confusion
between tiny buildings and noise. The data augmentation strategy improves the F1-scores greatly for
Paris and Khartoum, with fewer training samples, and slightly for Las Vegas and Shanghai, with more
training samples. The post-processing strategy brings more improvement for Shanghai and Khartoum,
with lower initial F1-scores, than for Las Vegas and Paris, with higher initial F1-scores. The strategy
of integrating satellite and GIS data brings the most improvement for Shanghai, with a low initial
F1-score and substantial building information in GIS map data. In our future research, we will try to
combine the semantic segmentation model with other image processing algorithms (e.g., traditional
image segmentation and edge detection algorithms) to further improve the extraction of building
outlines. We will also explore different data fusion strategies for combining satellite images and GIS
data, and other state-of-the-art semantic segmentation models for building footprint extraction using
the SpaceNet building dataset.
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Abstract: A new morphological attribute building index (MABI) and shadow index (MASI) are
proposed here for automatically extracting building features from very high-resolution (VHR)
remote sensing satellite images. By investigating the associated attributes in morphological attribute
filters (AFs), the proposed method establishes a relationship between AFs and the characteristics of
buildings/shadows in VHR images (e.g., high local contrast, internal homogeneity, shape, and size).
In the pre-processing step of the proposed work, attribute filtering was conducted on the original
VHR spectral reflectance data to obtain the input, which has a high homogeneity, and to suppress
elongated objects (potential non-buildings). Then, the MABI and MASI were calculated by taking
the obtained input as a base image. The dark buildings were considered separately in the MABI to
reduce the omission of the dark roofs. To better detect buildings from the MABI feature image, an
object-oriented analysis and building-shadow concurrence relationships were utilized to further filter
out non-building land covers, such as roads and bare ground, that are confused for buildings. Three
VHR datasets from two satellite sensors, i.e., Worldview-2 and QuickBird, were tested to determine
the detection performance. In view of both the visual inspection and quantitative assessment, the
results of the proposed work are superior to recent automatic building index and supervised binary
classification approach results.

Keywords: building detection; building index; feature extraction; mathematical morphology;
morphological attribute filter; morphological profile

1. Introduction

Buildings are one of the most important types of artificial targets in the urban environment. Due
to the high frequency of changes in buildings, understanding their current distribution is important
for urban planning, change detection, urban environmental investigations, and urban monitoring
applications [1]. The use of a new generation of very high spatial resolution sensors, such as Ikonos,
QuickBird, and Worldview, has broadened the application of remote sensing technology [2]. A great
amount of spatial and thematic information on land cover at local and national scales is contained
in VHR data [3], and this information clearly gives buildings identifiable shape and texture features.
In view of this, VHR images are suitable for building feature extraction tasks. However, the high
intra-class variance and the low inter-class variances in the spectral statistics of VHR images greatly
reduce the distinguishing ability of small land-cover areas in these images [4]. To address this problem,
numerous studies have focused on the extraction of spatial and structural information in images
and the use of this information as a supplement to improve the recognition ability [5]. Researchers
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have indicated that importing spatial features significantly improves the accuracy of VHR image
classification [6–8]. For building feature extraction applications, current works mainly use supervised
machine-learning approaches [9–13]. However, such methods require a large number of training
samples and a high time cost in the sample selection stage. In recent years, some automatic building
detection methods for high-resolution satellite imagery have been proposed. Different strategies,
such as automatic building boundary extraction [14], automatic building feature extraction combined
with an existing geodatabase [15], and the use of LiDAR data [16], have been employed in these
studies. In addition, a number of building feature indexes have been proposed to characterize potential
buildings [17] or exclude confused non-building features, such as vegetation [18], water [19], and
shadows [20].

In recent years, a combination of the morphological building index (MBI) [21] with the
morphological shadow index (MSI) [22] has been proposed to automatically detect buildings in
VHR images. By modeling the local contrast, building-directivity, and granulometry with a series
of multiscale morphological profiles (MPs) [23], the MBI and its variants [24–26] have proven to be
effective tools for building detection tasks. However, MPs do not fully exploit spectral information,
which restricts the extraction performance to some extent.

Concerning the above restriction, morphology attribute profiles (APs) [27] are proposed as an
extension of MPs. As a more flexible way than MPs to model information from high-resolution
images, the transformations in APs can extract features based on either the geometrical or spectral
characteristics of objects. According to the different attributes considered in the morphological attribute
transformation, different features can be obtained from a VHR image. Classification [28], building
feature extraction [29], and change detection task [30] results have suggested that the use of APs is
an effective way to model spatial information from VHR images. However, instead of acting as an
automatic image-processing index, APs often work as ancillary features of the spectral characteristics in
supervised learning. That is, the intrinsic land-cover recognition ability of APs may be underestimated,
prompting researchers to continue to study it.

In this paper, a novel morphological attribute building index (MABI), as well as the morphological
attribute shadow index (MASI), are proposed, and the study contributions can be summarized
as follows:

(1) In the pre-processing step, APs were used to maintain the homogeneity of the original image.
In addition, a new strategy to eliminate bright narrow and long non-building artificial objects, such as
bright paths, road and narrow open ground, is proposed.

(2) A new building feature index based on APs, the MABI, is proposed for automatic building
feature extraction. By the sequential application of attribute filters (AFs), multilevel characterization
of the VHR image was obtained to model the structural information of buildings. Considering the
different reflectance characteristics of buildings in the VHR image, features of bright buildings and
dark buildings were extracted separately in the MABI to reduce the omission rate caused by the
absence of dark roofs.

(3) Furthermore, in the post-processing step, the MASI, which is derived from the MABI, is
proposed for the automatic shadow detection task. With the aid of the spatial co-occurrence between
buildings and shadows, some confused flat features, such as regular bare land and open ground, could
be filtered out.

The rest of this article is organized as follows. Section 2 introduces the morphological attribute
building and shadow index. The experimental analysis and comparison results, are presented in
Section 3. The parameter analysis is in Section 4. Section 5 concludes the paper.

2. Morphological Attribute Building Index

The flowchart of the proposed framework is shown in Figure 1. There are three main parts
contained in the proposed framework: pre-processing, building feature extraction, and post-processing.
Before jumping into the steps in detail, the APs, the basic mathematical foundation, are presented
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at first (Section 2.1). The pre-processing step is then presented (Section 2.2). The proposed building
and shadow indexes, MABI and MASI, are calculated to obtain the building and shadow features
(Sections 2.3 and 2.4, respectively). To better detect buildings from the obtained feature images, a
post-processing framework is designed (SubSection 2.5). The variable notations used in this article are
defined in Table 1.

Figure 1. Flowchart of the proposed framework.

Table 1. Notations used in this paper.

Notation Description

f = {b1, b2 . . . , bn} The n bands of image f
γ/γ̃/ϕ Opening/thinning/closing operator

γ_DAP/ϕ_DAP The differential attribute profile (DAP) obtained by the opening/closing
profile in the attribute profile (APs)

γ̃_EAP The stack of thinning profiles in EAP (the extension of the APs)
T = {t1, t2, . . . , tm} Ordered set of m criteria/attributes

γt
Attr/ϕt

Attr/DAPt
Attr The opening profile/closing profile/DAP obtained by Attr with t

λAttr The filter parameter of attribute Attr

2.1. Attribute Profiles

APs are multi-scale features obtained by conducting the sequential application of AFs. AFs [31]
are morphologically connected filters that act on the image by merging the connected components that
compose the image according to the filter criterion. The connected components represent the regions
that are composed of the spatially connected isointensity pixels in the image. According to the filter
criterion of AFs, the transformation evaluates the value measured for each connected component in the
image of an arbitrary attribute against a given filter parameter. For example, the filter criterion: means
that, given the attribute Attr, the attribute value calculated on the connected component C is compared
against the given reference value. The merging rule of AF is as follows: The regions that fulfill the given
criterion remain unaltered, while the regions that do not fulfill the criterion are merged with darker
or brighter (according to the grayscale value) adjacent regions corresponding to the extensive (i.e.,
thickening) or anti-extensive (i.e., thinning) transformation, respectively. These two transformations
can be further subdivided into increasing (for the increasing criteria, one connected component satisfies
the criterion and the subset components also meet this condition) and non-increasing categories
according to the attribute selected in the filtering criterion. The non-increasing operation is not
uniquely defined when dealing with grayscale images because it obtains different results according to
the selected filter criterion [32]. For the non-increasing criterion, the basic operators are thinning and
thickening, while the operators for the increasing criterion correspond to opening and closing. As two
basic AF operators, multiscale thinning (or opening) and thickening (or closing) transformations can
detect dark and bright objects, respectively.

227



Remote Sens. 2019, 11, 337

For the grayscale image b, the APs obtained according to a sequence of ordered criteria with m
attributes are defined as

APs(b) = {ϕm(b), ϕm−1(b), . . . , ϕ1(b), b, γ1(b), . . . , γm−1(b), γm(b)} (1)

where ϕm and γm are the m attribute closing and attribute opening operators according to criterion T,
respectively. The EAPs are the extension of the APs in multi-band images. The EAPs obtained from
the multi-band image f can be defined as

EAPs( f ) = {AP(b1), AP(b2) . . . , AP(bn)} (2)

where bn is the nth band of image f.
Progressive filtering residuals at multiple scales can be used for describing the structural

composition of image contents [33]. Each obtained profile is associated with a specific scale. By
computing the derivative of the profiles, a differential attribute profile (DAP) generated by an ordered
set of criteria T = {t1, t2, . . . , tm} is

DAP( f ) =

{
Δi :

〈
Δi = Δϕm−i+1 , ∀i ∈ [1, m]

Δi = Δγi−m , ∀i ∈ [m + 1, 2m]

}
(3)

where Δϕ and Δγ are the differential closing and opening profiles, respectively. To better understanding
the multiscale DAP, we took the attribute named the diagonal of the minimum enclosing rectangle
(ld), a measure of the object size, as an instance to describe the multiscale approach, where five scales
with size T = {10,30,50,70,90}. Given a grayscale image, as shown in Figure 2j, opening profiles on ld
at each elements are presented in Figure 2a–e in sequence. Furthermore, the different operation of
APs between adjacent scales was computed to capture the components in the range of specific scales.
Differences between each profile are shown in Figure 2f–i.

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Figure 2. The attribute profiles (APs) and differential attribute profiles (DAPs) obtained by attribute ld
on threshold 10,30,50,70, and 90. The example grayscale image is in Figure 4j. (a–e) are the opening
profiles obtained on threshold 10,30,50,70, and 90, respectively. (f–i) are the DAPs obtained between
adjacent scales.

To enhance the efficiency of attribute filtering, an effective data structure named max-tree [34]
is used in building APs. The image filtering processing comprises three procedures: First, the image
is represented by a hierarchical tree. For the grayscale image, the depth of the tree represents the
number of gray levels of the image after threshold decomposition. The number of nodes is associated
with the number of connected components of the binary image on the current graylevel. The tree is
then pruned by evaluating the reference value λ at each node. The filtering process is performed by
removing the nodes that do not satisfy the filtering criterion. Finally, the pruned tree is converted back
into an image. The max-tree is particularly applicable for the computation of multiple filtering, e.g.,
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profiles and granulometries, because the structure completes filtering with different criteria by creating
the tree only once. The attribute values are calculated for all regions in the image before the image
filtering step, and the filters then prune the tree according to the defined criterion.

In this paper, every EAP feature is calculated using Profattran software, which was kindly
provided by the authors of the article [35].

2.2. Pre-Processing

Pre-processing consists of two steps: image denoising and elongated non-building object detection.
The entire pre-processing flow chart is shown in Figure 3.

Figure 3. Pre-processing flowchart.

2.2.1. Image Denoising

The diverse materials of building roofs in a VHR image show different reflectivities, while the
interior of building rooftops usually presents as a region with high spectral homogeneity. In view of
this, the high contrast between the interior homogeneous section and its surroundings is often utilized
as a basic principle of morphological operator-based building feature extraction strategies. However,
variations in the bright image of VHR, which is calculated as the maximum value of each spectral
band and acts as the basic unit for MBI-like processing, may lead to the incomplete extraction of
building features. To maintain homogeneity and remove the small amount of dark noise inside bright
homogeneous regions, an image denoising process based on AFs is applied to the original spectral
reflectance image. This step corresponds to Box 1© in Figure 3.

The standard deviation of the pixels belonging to each region (denoted by sd) is chosen as
the filtering attribute in the image denoising task. This attribute is used to measure the spectral
homogeneity of the intensity values of the pixels in the region. Equation (1) shows that APs are
generated by a sequence of closing and opening profiles. For the APs built on a region (a set of pixels
treated as a basic unit of the filters), all pixels in the region are located in either the closing or opening
profiles. In fact, dark regions are obtained in the closing profiles and bright regions are obtained
in the opening profiles. To keep the bright homogeneous regions and remove the small amount of
dark noise, the opening operator is employed. Since sd is a non-increasing attribute, the opening
operator corresponding to sd is attribute thinning. The stack of thinning profiles built on sd by the
criterion T(C) = sd(C) > λsd from the multispectral image f is obtained according to Equation (2). The
maximum value of corresponding pixels in each obtained thinning profiles is then calculated, denoted
by γ̃_EAPsd. After image denoising, bright regions with high homogeneity in the original image
remain in the maximum result, and the small dark structures are filtered out. It should be noted that
AFs only process the image by suppressing the regions that do not meet the criterion without edge blur.
With the virtue of maintaining edges for following building geometrical characteristic descriptions, AF
is an effective tool, as a pre-processing step following building detection. By calculating the maximum
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values of each profile, the obtained regions with high reflectivity and homogeneity correspond to
potential buildings.

2.2.2. Elongated Non-Building Object Detection

Buildings in dense urban areas are often easily confused with adjacent non-building landcovers,
such as open parking lots, bare soil, roads, and small paths. This confusion is mostly attributed to
the similar spectral characteristics of these land covers to buildings in the VHR image. Since these
non-building land-covers may result in false alarms in the building feature extraction results, it is
necessary to identify them independently. By analyzing the shape characteristics of roads and open
areas surrounding buildings, it was found that these features generally present as elongated and
curve-shaped regions. In this study, these objects are named elongated non-building objects. The
elongated non-building object detection strategy is shown in Box 2© of Figure 3 and is divided into
two steps: a) elongated feature extraction and b) elongated feature segmentation.

(a) Elongated Feature Extraction
Despite the varying shape of buildings, the compactness of buildings is generally higher than

that of roads and paths. Therefore, the attribute that measures the compactness of objects is considered
able to separate building and non-building objects. In this part of the paper, a geometric attribute, i.e.,
the first moment invariant of Hu [36], denoted by Hu, is considered the filter attribute in the attribute
filters. This attribute describes the ductility of a region relative to its centroid, which indicates the
degree of non-compactness of an object, and the indexes in Hu are invariant to translation, rotation,
and scaling [37]. The value of Hu is small for the compact region and gradually increases for the
elongated regions. Since Hu is a non-increasing attribute, the thinning profiles filtered by Hu are used
to detect bright and elongated non-building objects.

The elongated feature is calculated by the following steps: First, the stack of the thinning profiles
is obtained by conducting a thinning operation on each profile in γ̃_EAPsd, which is obtained in the
previous image denoising step, with attribute Hu according to criterion λHu. To detect structures with
a high reflectance, the maximum of the profiles obtained in the first step is then calculated and acts as
the input in the next segmentation step.

(b) Elongated Feature Segmentation
Since buildings also show elongated shape characteristics to some extent, object-oriented analysis

is carried out to prevent potential buildings from being missed. Meanshift [38] segmentation is
employed to obtain the image objects. To better identify buildings from the other landcovers, an
over-segmentation strategy is preferred here. Because the main difference between building and
non-building objects in the elongated feature image lies in the different degree of the object that
approximates to the rectangle, the rectangular fit (RcFit), which is calculated by the ratio of the area of
the object to the area of the smallest circumscribed rectangle of the object, is employed to filter out
potential building objects. Objects with a high RcFit value are more likely than objects with a low RcFit
value to be buildings. Giving the threshold λRcFit, the objects satisfying RcFit(obj) < λRF are reserved
to compose the resulting map.

Finally, by removing the obtained objects in Box 2© from the result in Box 1© (shown as Step 3©
in Figure 3), a new basic image, denoted as I, is obtained. I acts as the input image in the following
building feature extraction steps.

2.3. Morphological Attribute Building Index

Since buildings in high-resolution images are variable in size and orientation, a multiscale strategy
is performed in the building detection task. Considering the regular shape of buildings, the length
of the diagonal of the minimum enclosing rectangle, referred to as ld, is used to measure the scale
characteristic of the objects. Both the attribute area and ld in attribute filtering can be used to measure
the scale of objects. The ld rather than the area is chosen because attribute opening using ld retains more
grain boundary segments than that using area [31]. In addition, the rectangular shape of buildings
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makes ld more suitable than area to measure the scale characteristics in the building detection task. The
DAP can be built with an increasing criterion of attribute ld to obtain scale information.

In a VHR image, building roofs can be divided into two parts according to the difference in
their spectral contrast with surrounding regions: local bright buildings and local dark buildings. To
reduce the omission rate caused by dark roofs, these two types of buildings are detected separately
in the MABI. The bright and dark building features in the MABI are recorded as MABIbright and
MABIdark, respectively.

The procedures for calculating MABIbright from I are as follows. Since ld is an increasing
attribute, the opening profiles obtained from I by attribute ld according to criterion t is denoted
by γt

ld. Considering the complex spatial patterns of the building, granulometry is conducted by
building the DAP of the opening profiles obtained by attribute ld with an ordered set of criteria
T =

{
tmin, . . . , t, . . . , tmax}, and the MABIbright is calculated as

MABIbright = max(γ_DAPld), where

⎧⎪⎪⎨⎪⎪⎩
γ_DAPld =

{
γ_DAPtmin

ld , . . . , γ_DAPt
ld, . . . , γ_DAPtmax

ld

}
γ_DAPt

ld =
∣∣∣γt+Δt

ld − γt
ld

∣∣∣
tmin < t < tmax

(4)

where Δt is the interval of threshold T, and max represents the max value of the corresponding pixels
in all profiles. Through the above steps, the spectral characteristics (homogeneity and contrast) and
spatial characteristics (size and shape) are addressed.

The procedures presented above are straightforwardly extended to MABIdark by replacing the
opening profiles with closing ϕ in Equation (4), and the MABIdark is calculated as

MABIdark = max(ϕ_DAPld), where

⎧⎪⎪⎨⎪⎪⎩
ϕ_DAPld =

{
ϕ_DAPtmin

ld , . . . , ϕ_DAPt
ld, . . . , ϕ_DAPtmax

ld

}
ϕ_DAPt

ld =
∣∣∣ϕt+Δt

ld − ϕt
ld

∣∣∣
tmin < t < tmax

(5)

Since shadows also present as relatively dark regions in VHR images, some shadows may be
contained in MABIdark. To remove potential shadows, the spectral value of the pixels in the original
image is considered. Because of the low reflectivity of the shadow in each visible band of the original
image, the bright image is calculated by the max value of the pixels in all visible bands. The pixels
in MABIdark that satisfy bright > λbright are saved as MABIdark. With regard to the characteristics of
buildings as homogeneous and continuous areas, pixels with high MABI values are more likely than
those with low MABI values to be buildings.

2.4. Morphological Attribute Shadow Index

The spectral and geometrical characteristics of shadows are opposite and similar, respectively,
to the corresponding characteristics of adjacent buildings. A shadow presents as a homogeneous
dark area with geometrical characteristics similar to those of the adjacent building. Considering the
high homogeneity, low spectral reflectance, and shape characteristics of shadows, the procedures for
building the MASI are similar to those for building the MABIdark to obtain the dark structures in I.
Furthermore, considering the different scale characteristics between buildings and shadows in the
satellite image, the threshold value of ld in shadow detection is smaller than that in dark building
feature extraction.

Due to the low spectral reflectance of shadows, the MASI is calculated by transforming the max
operator in Equation (5) into the average value of the DAP feature:

MASI = mean(ϕ_DAPld) (6)

The pixels with large values are more likely than those with small values to be shadows in the
MASI. Finally, the pixels that satisfy the conditions bright < λbright, NDVI < λNDVI , and MASI ≥
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TMASI are treated as shadows, where λNDVI , TMASI indicate the threshold of the vegetation index
(NDVI) and the MASI, respectively. The threshold of brightness is used to remove structures that have
a high reflectance but are darker than the surrounding structures.

2.5. Building Extraction Framework of the Proposed Method

Extracting buildings by the dual threshold segmentation of the MABI may cause high commission
errors (CEs) and omission errors (OEs). The CEs mainly come from the land covers that have similar
characteristics with buildings, such as bare soil and roads, while the OEs are often related to dark
roofs. To address these problems, a building feature extraction framework is conducted via the
following steps.

First, the MABIbright image is divided into two parts: Given a threshold TMABI, the high-MABI
and low-MABI regions are separated. Pixels that satisfy the TMABI in each part are assigned a value of
one, and other pixels are assigned a value of zero. Object-oriented analysis can be performed on the
obtained binary image. The objects belonging to the high-MABI region are analyzed with a relatively
low shape threshold to prevent the bright irregular buildings from being missed, while objects in the
low-MABI and MABIdark regions are analyzed by more strict geometric constraints. The RcFit and
shape index (SI) values are utilized to measure the shape characteristics of objects. The SI is calculated
by the boundary length of an object divided by four times the square root of its area. SI measures the
smoothness of the object boundary, and more fragmented objects tend to have a high SI value.

According to [22], the distance between shadows and buildings is considered to suppress
non-building objects. Different distance thresholds are set to objects in the high-MABI and
low-MABIcategories, respectively. The thresholds on MABIdark are the same as the low-MABI
thresholds. To present the entire processing flow more intuitively, a small region acting as an instance
is shown in Figure 4.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4. Example showing the steps of the proposed strategy: (a) example image; (b) the image
obtained after image denoising; (c) the input image I; (d,e) the building maps obtained from MABIbright

and MABIdark, respectively; (f) MASI feature image; (g) overlay image of the obtained buildings and
shadows, with high-MABI in yellow, low-MABI and MABIdark in blue, and shadows in red; (h) the
final results of the proposed method.

Bright bare soil, roads, and small paths are easily confused with buildings. Figure 4b,c are images
resulting from the two steps in the pre-processing step, respectively. (b) is the image obtained after
image denoising, and (c) is the input image I. The two images show that, although the bright roads at
the top of the image have spectral properties similar to those of the surrounding buildings, these roads
and buildings are separated by their different shape characteristics in the elongated object detection
step. After removing non-building objects, the false alarms in the input image I are reduced; for
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example, the bright open ground and small paths in the top left corner of (b) are removed in (c). The
building maps obtained from MABIbright and MABIdark are presented in (d) and (e), and the MASI
feature image is displayed in (f). The parameter setting in this dataset is the same as the datasets in the
experiment section. A detailed analysis is provided in the following parameter analysis section. (g) is
the overlapping image of the buildings and shadows obtained by the proposed method. Buildings
in the high-MABI part are colored in yellow, and the low-MABI and MABIdark parts are colored in
blue; shadows are colored in red. The building feature extraction result obtained by measuring the
distance between the shadows and buildings is shown in (h). (h) shows that the buildings are retained
and backgrounds are removed in comparison with (g).

3. Building Feature Extraction Experiments

3.1. Datasets and Experimental Strategy

3.1.1. Dataset Description

The proposed building feature extraction framework was applied to three high-resolution remote
sensing images, which are radiometrically and geometrically calibrated in this section. These VHR
images and the corresponding reference images are displayed in Figure 5. The ground truth images
were manually delineated by field investigation and visual interpretation. Some representative
subgraphs, which are marked with red (Images I1, I3, and I5) and blue (Images I2, I4, and I6) rectangular
boxes in Figure 5, were chosen for detailed comparison and analysis. The basic information of the
three datasets is listed in Table 2.

Figure 5. Three test datasets and the corresponding ground truth maps: (a) Dataset 1 and Subgraphs I1
(in the red box) and I2 (in blue box); (b) Dataset 2 and Subgraphs I3(in the red box) and I4 (in the blue
box); (c) Dataset 3 and Subgraphs I5 (in the red box) and I6 (in the blue box).
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Table 2. Details of the test datasets.

Dataset Sensor Resolution Size Major Land Cover Types

Dataset 1 WorldView-2 2.0 2000 × 2000
Building: 428,674 pixels. Background

(vegetation, road, baresoil, path):
3,571,326 pixels.

Dataset 2 QuickBird 2.4 1100 × 1100
Building: 290,403pixels. Background

(vegetation, road, baresoil, path,
water): 919,597pixels.

Dataset 3 QuickBird 2.4 1060 × 1600
Building: 184,034 pixels. Background

(vegetation, asphalt road, bare soil,
open area): 1,511,966 pixels.

3.1.2. Experimental Set-Up

A comparative study between the MABI and MBI was performed to investigate the effectiveness
of the proposed method. The recommended values in [22] were selected as the thresholds for the MBI.
To obtain a fair comparison result, the same NDVI threshold and object-oriented analysis processes
were conducted on both the MABI and MBI. The effectiveness of the pre-processing and shadow
verification step in the proposed framework was explored by comparing the results obtained by the
MABI and MBI under different conditions.

To further verify the effectiveness of the proposed algorithm, two widely used classifiers including
support vector machines (SVM) [39] and random forest (RF) [40] were also used for comparison. In
addition to the original spectral information of the image, there are two spatial characteristics used
for classification in the above two supervised classifiers. The first comprises the multiscale and
multidirectional DMPs that are used to compute the MBI. By feeding spectral bands and the DMPs
into the SVM and RF, the binary classifiers DMP-SVM [41] and DMP-RF divide the test image into
buildings and non-buildings. The second is the object-oriented SVM and the object-oriented RF.
Employing object-based methods on VHR images can generate spectral and shape information to
improve the accuracy of building feature extraction. In this study, the meanshift algorithm was used
for segmentation. The spectral features of the object employed in the object-oriented SVM were
the brightness and the spectral standard deviation of the object, and the spatial features were the
length–width ratio, area, border length, RcFit, and SI. The parameters for the SVM and RF were
set according to specific suggestions [39,40]. The number of training and test samples used in the
supervised classification algorithms of each dataset is reported in Table 3. In this study, an SVM, which
was implemented with the help of the LibSVM package, was used as a supervised binary classification
to label each pixel in a high spatial resolution image as building/non-building (i.e., background). The
nonlinear SVM with radial basis kernel was used and is abbreviated as SVM in the revised manuscript.
All parameters in this SVM were tuned by five-fold cross validation. Except for the SVM-related work,
which was implemented with the help of the LibSVM package using C++, processes were performed
using MATLAB R2014a on a computer with a single i5-24003.10 GHz processer and 8.0 Gb of RAM.

Table 3. Training and test samples for the three datasets.

Dataset 1 Dataset 2 Dataset 3

Methods
No. of

Training
Samples

No. of Test
Samples

No. of
Training
Samples

No. of Test
Samples

No. of
Training
Samples

No. of test
Samples

Building 858 427,816 1,275 289,128 1,147 182,887
Background 1,184 3,570,142 1,835 917,762 1,562 1,510,404

The parameters used in the proposed method and their suggested range are summarized in
Table 4. The parameter sensitivity is further analyzed in the discussion section, and several issues
should be noted. First, appropriate ranges of parameters for the proposed framework were analyzed

234



Remote Sens. 2019, 11, 337

in this study. Second, most of the parameters could be kept the same for different datasets, and the
parameters were fixed for all three datasets in this paper. The accuracy statistics were calculated
according to the correctly classified pixels in the building feature extraction map of each method. The
building detection accuracy was evaluated by the following four statistical measures: overall accuracy
(OA), Kappa coefficient (Kc), omission errors (OEs), and omission errors (CEs) [42]. The first two
indexes were computed based on the confusion matrix [43], and the remaining two indexes measure
the accuracies of classification.

Table 4. Parameters and the suggested range of the proposed method.

Feature Extraction Parameters Parameters in Post-Processing

Variables
Fixed Value in

This Study
Suggested

Range
Variables Fixed Value in This Study

Suggested
Range

λbright 0.35 [0.1,0.5] tsd 7 [5,8]
NDVI 0.58 [0.1,0.6] tHu 0.7 [0.7,0.9]
RcFit 0.7 [0.5,0.7] TMABI 0.25 [0.1,0.4]

SI 1.1 [1,1.5] TMASI 0.4 [0.1,0.4]

Dist 0 in high-MABI,
10 in low-MABI

0 in high-MABI,
10 in low-MABI ld in MABI From 10 to 100, interval is 5 [10,200]

ld in MASI From 4 to 28, interval is 4 [2,50]

Figure 6. Building feature extraction results for Dataset 1: (a,b) the RGB image and the ground
truth map; (c) the building detection resultof the MBI; (d–f) the building maps with the results of
the pixel-based SVM, DMP-SVM, and object-oriented SVM, respectively; (g,h) the building detection
results of DMP-RF and object-oriented RF; (i) the results of the proposed framework.
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3.2. Experimental Results

3.2.1. General Results and Analysis of the Datasets

The building detection results of the three datasets are given in Figures 6–8, respectively, in which
the detected buildings are in white pixels, and the background is in black pixels. Three datasets
of urban areas have their own characteristics. There is a dense road network in Dataset 1. The
difficulty of this dataset lies in the similarity between the spectral characteristics of roads and buildings.
Compared with the buildings in Dataset 1, Dataset 2 has a high-density urban area. The varying
spectral characteristics of building roofs and the existence of certain building groups increase the
difficulty of analyzing Dataset 2. To carry out a comprehensive experiment, an image containing a
large number of non-buildings was chosen as Dataset 3. This image has a large area of bare ground
and vegetation, which poses a challenge to the building feature extraction task.

Figure 7. Building feature extraction results for Dataset 2: (a,b) the RGB image and the ground truth
map; (c) the building detection result of the MBI; (d–f) the building maps with the results of the
pixel-based SVM, DMP-SVM, and object-oriented SVM, respectively; (g,h) the building detection
results of DMP-RF and object-oriented RF; (i) the results of the proposed framework.
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Figure 8. Building feature extraction results for Dataset 3: (a,b) the RGB image and the ground truth
map; (c) the building detection result of the MBI; (d–f) the building maps with the results of the
pixel-based SVM, DMP-SVM, and object-oriented SVM, respectively; (g,h) the building detection
results of DMP-RF and object-oriented RF; (i) the results of the proposed framework.

The quantitative results of the different algorithms are reported in Table 5. The statistical accuracy
and the visual inspection ((d) in Figures 6–8) show that the pixel-based SVM leads to unreliable results
in the three datasets. This inferior performance is mainly due to the poor discriminatory ability of
using only the spectral value of the original image. By joining the spatial information, the remaining
algorithms obtain more acceptable results according to the statistical values in Table 5. Furthermore, in
most cases, the proposed framework obtains competitive results. Detailed analysis of the results of
the MBI, DMP-SVM, DMP-RF, object-oriented SVM, object-oriented RF, and the proposed method are
as follows.

Table 5. Building detection accuracies of the test datasets.

Method
Dataset 1 Dataset 2 Dataset 3

OA OE CE Kc OA OE CE Kc OA OE CE Kc

MBI 88.81 49.56 52.09 0.62 81.56 57.54 31.24 0.61 89.60 35.83 48.34 0.66
Pixel-Based SVM 71.07 19.3 75.64 0.51 62.38 11.11 62.1 0.51 76.43 16.1 70.56 0.56

DMP-SVM 85.81 45.9 61.53 0.59 77.14 47.17 47.17 0.56 87.08 53.55 58.53 0.59
Object-Oriented SVM 88.32 21.89 52.73 0.66 72.58 19.13 54.04 0.58 89.45 51.85 48.54 0.63

DMP-RF 85.03 15.25 59.48 0.64 78.34 30.16 46.25 0.62 84.11 20.81 61.34 0.62
Object-OrientedRF 89.91 49.92 48.22 0.63 80.51 13.99 43.87 0.66 85.17 7.57 58.27 0.65

Proposed 90.27 26.52 46.65 0.69 84.53 36.32 30.67 0.68 91.13 27.09 42.90 0.70

The MBI performed well for all three datasets. The OA of the MBI was second only to that of
the proposed method in most cases, according to Table 5. Compared to the MBI OA, the OA of the
proposed method increased by 1.46%, 2.97%, and 1.53% for the three datasets. The Kappa coefficient,
increased from 0.62, 0.61, and 0.66 to 0.69, 0.68, and 0.7, respectively. The MBI was subject to a high CE
rate in Datasets 1 and 3 due to the misclassification of non-buildings in the scenes. Regarding both
the OE and CE, the proposed method obtainedbetter results than the MBI. For example, the OE and
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CE decreased by 23.04% and 5.44%, respectively, in Dataset 1 and by 8.74% and 5.44%, respectively,
in Dataset 3. The improvement of the CE in the proposed framework can be ascribed to the removal
of non-buildings in the input image. In Datasets 1 and 3, there were many building blocks that were
darker than the surrounding backgrounds. These buildings were excluded from the MBI results,
causing the increase in the OE. The proposed MABI compensated for the missing buildings by a
separate consideration of dark buildings.

The analysis of the outcomes of the DMP-SVM, DMP-RF, object-oriented SVM, and object-oriented
RF demonstrates that, with the introduction of supervised machine learning, the two algorithms
obtained competitive results. In particular, the OA of the two object-oriented methods for Datasets 1
and 3 is comparable to that ofthe proposed framework. Table 5 shows that the object-oriented SVM and
RF obtained the lowest OE but were subject to severe omission problems. This problem wasparticularly
noticeable in the dense building area in Dataset 2. A large area of asphalt roads that have similar
spectral characteristics as the buildings in Datasets 1 and 3 caused an increase in false alarms in the
results of the object-oriented classifiers. Although the object-oriented methods increased the efficiency
and identification ability of the supervised classifier, the accuracy was dependent on the choice of
representative training samples. The same problem also existed in the DMP- SVM and DMP-RF. The
OA of these two methods in Dataset 2was obvious lower than that in Datasets 1 and 3. However, from
the result in Datasets 1 and 3, it was found that the discrimination power of the SVM was obviously
increased by feeding the multi-scales and the multidirectional DMP feature. Compared with the
pixel-based SVM that used only the spectral features of the image, the OA significantly increased in the
three datasets. Nevertheless, supervised classification algorithms are time-consuming. An analysis of
the above experiment results shows that the proposed MABI is more suitable than the other methods
for the feature extraction of buildings in large and complex urban areas.

The running times of the different algorithms are reported in Table 6. The pixel-based SVM
and MBI were the most efficient, followed by the proposed method. The other supervised methods
still had a much higher cost than these two unsupervised ones, except for the cost of the training
sample collection. Regarding the two unsupervised methods, in view of the detection superiority of
the proposed work over MBI, it was considered that the proposed one is generally preferable.

Table 6. Running time (second) of all building detection methods used in this study.

Method Dataset 1 Dataset 2 Dataset 3

MBI 146.35 55.34 72.91
Pixel-Based SVM 130.57 45.46 66.97

DMP-SVM 624.85 145.53 193.65
Object-Oriented

SVM
1434.39 184.59 241.93

DMP-RF 1648.25 413.67 579.21
Object-Oriented RF 1581.41 185.42 252.43

Proposed 217.72 101.58 132.09

3.2.2. Visual Comparisons of the Representative Patches

The results of the representative patches in each test image are reported in Figure 9 (show Images
I1 and I2), Figure 10 (show Images I3 and I4), and Figure 11 (show Images I5 and I6), respectively.
The results obtained by the proposed framework are the most complete and precise in most scenes.
The object-oriented SVM was subject to false alarms in the dense urban area, and the DMP-SVM was
affected by the omission phenomenon, especially for heterogeneous buildings. The results of each
representative patch are discussed as follows.
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Figure 9. Building detection results of Test Patches I1 and I2. (a) RGB image; (b) MBI results;
(c–e) the building maps with the results of the pixel-based SVM, DMP-SVM, and object-oriented
SVM, respectively; (f,g) DMP-RF and object-oriented RF results; (h) the proposed method results.

The buildings in I1 and I2 in Figure 9 are surrounded by vegetation and bare soil. All detectors
filtered out most of the vegetation, but, except for the proposed method, some bare soil and open
ground information (yellow rectangles in I1 and I2) was incorrectly extracted. Some buildings with
poor internal homogeneity (green rectangles in I1) were excluded by the MBI and DMP-SVM. The
two object-oriented classifiers and the proposed MABI correctly extracted these building features by
increasing the internal homogeneity of image objects before the building feature extraction step via
segmentation and the proposed image denoising step, respectively. Patches I3 and I4 in Figure 10 show
dense building areas, and the paths adjacent to buildings (green rectangle in I3 and yellow rectangle in
I6 in Figure 11) were detected as buildings in the MBI and all supervised methods. As for the proposed
framework, the paths were detected and removed in the pre-processing step. The bare ground (yellow
rectangle in I3 and I4 in Figure 10), which was well removed with the constraint of shadows in both
the MBI and the proposed method, was wrongly identified by all supervised methods. In the green
rectangle in I4, the similarity between the spectral characteristics of buildings and the surrounding
backgrounds made it difficult to identify buildings while excluding the backgrounds. A large number
of buildings in this region were missed in most result maps, but the proposed method still identified the
highest number of correct buildings. Patch I5 in Figure 11 shows a building block with low reflectivity
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and internal homogeneity. The heterogeneity of building roofs led to some omission phenomena in
the results of the MBI and DMP-SVM. The DMP-SVM and object-oriented RF extracted the building
features completely, but was still subject to under- and overestimation, respectively. The false alarms,
such as the roads with spectral characteristics similar to those of the surrounding buildings were
extracted in the object-oriented RF. Because the attribute filtering in the proposed method smooths
the image while keeping the original boundaries, the buildings in the results of the proposed method
had a more precise outline than those in the object-oriented RF. In summary, the results of these
representative patches show that the proposed framework obtains better results than the comparison
algorithms in different types of scenes.

Figure 10. Building detection results of Test Patches I3 and I4. (a) RGB image; (b) MBI results;
(c–e) the building maps with the results of the pixel-based SVM, DMP-SVM, and object-oriented SVM,
respectively; (f,g) DMP-RF and object-oriented RF results; (h) the proposed method results.
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Figure 11. Building detection results of Test Patches I5 and I6. (a) RGB image; (b) MBI results;
(c–e) the building maps with the results of the pixel-based SVM, DMP-SVM, and object-oriented SVM,
respectively; (f,g) DMP-RF and object-oriented RF results; (h) the proposed method results.

4. Discussion

In this section, we first discuss the role of each step of the proposed method and then conduct
parameter sensitivity analysis to verify the relative robustness of the proposed method.

4.1. Step Analysis of the Proposed Work

4.1.1. Effects of Denoising in Preprocessing: Analysis on MBI and MABI

To show the efficiencyof image denoising in the pre-processing step, denoting the image obtained
after image denoising step as I’, the MBI and MABI features were calculated based on the bright image
(marked as MBI and MABI (bright) in Figure 12) and I’ (marked as MBI(I’) and MABI in Figure 12).
Each statistical result table in Figure 12a–c is composed of 320,000 randomly selected pixels from all
datasets. The diagram displays the classification accuracy of the building and background areas in
MBI, MABI (bright), MBI(I’), and MABI. To ensure a fair comparison, the MABI feature considered here
is the high-MABI part calculated by the application of binary segmentation on the MABI according to
the TMABI given in Table 4. The thresholds in the MBI are set according to values suggested in [21].
The classification accuracy is a statistic from the results without the shadow constraint.

As shown in Figure 12, both the MBI and MABI can extract most of the building features from
the bright image and I’, respectively, but the proposed method extracts the most accurate building
information while filtering out false alarms. The OA of the buildings in the three tables is slightly
improved from left to right. Specifically, after replacing the input image from the bright image to I’, the
increase in the OA of the MBI is more obvious than that of the MABI in tables (a) and (c). Due to the
improvement in both the MBI and MABI, I’ is more suitable than the bright image as the input image
for building feature extraction. Furthermore, the observable increase in the correct backgrounds in the
results based on I’ also shows the good effect of I’ on suppressing background noise in the building
detection task.
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Figure 12. The OA of the building feature detection results of the MBI and MABI based on different
input images: the bright image and I’. (a–c) are the statistical results of Dataset 1, Dataset 2, and Dataset
3, respectively.

A representative patch I5 is chosen for further comparisons. Again, the results displayed in
Figure 13 confirm that using I’ as the input image can effectively suppress false alarms in the building
feature extraction results. For example, the highlighted vegetation and inhomogeneous bare land in
the green box and the roads in the yellow box were removed by changing the input image from a bright
image to I’. The improvement in the building feature extraction accuracy is attributed to the increase
in the homogeneity of image I’; in addition, both statistical tables and images show that the MABI
obtained a more accurate result than the MBI under identical conditions. For both the bright image
and I’, the proposed MABI achieves more accurate results than the MBI, and the most appropriate
combination is the proposed one.

(a) (b) (c)

(d) (e) (f)

Figure 13. The MBI and MABI feature results based on the bright image and I’ for Patches I1 and I5:
(a) bright image; (b) results of the MBI based on the bright image; (c) results of the MABI based on
bright image; (d) image I’. (e,f) are the results of MBI and MABI, respectively, based on I’.

4.1.2. Functions of Elongated Non-Building Object Detection and Dark Building Feature Extraction

The first step was utilized to reduce the non-building objects in the input image I before building
feature extraction. The dark building feature extraction step was conducted to account for missing
dark roofs. To illustrate the role of these two processes, the quantitativeresults for each step of the three
datasets in Table 7 and three patches of a dense urban area in Figure 14 were utilized for statistical and
visual comparisons, respectively.
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Table 7. Accuracies of the building feature extraction results for each step of the proposed framework.

Step
Dataset 1 Dataset 2 Dataset 3

OA OE CE Kc OA OE CE Kc OA OE CE Kc

MABIbright(I’) 81.07 32.95 68.15 0.57 71.82 39.51 55.96 0.54 86.33 34.22 58.26 0.62
MABIbright(I) 89.71 31.64 48.37 0.66 82.11 37.48 38.24 0.65 90.94 33.79 42.47 0.68

MABI 90.6 26.18 45.92 0.68 83.72 35.55 33.22 0.67 90.22 26.51 42.78 0.68

Im
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(a) (b) (c) (d)

Figure 14. Building feature extraction results of Patches I3, I4, and I5 for step analysis of the proposed
method: (a) ground truth image; (b) result of MABIbright without non-building object detection;
(c) result of MABIbright(I); (d) result of the MABI without shadow constraint. The red and green regions
emphasize the performance for elongated objects and dark building, respectively.

The values in Line 2 of the MABIbright of the proposed methodhavean obviously lower CE
compared with the results of the MABIbright feature without eliminating the elongated objects for the
three datasets. This improvement reflects that removing easily confused non-building objects in the
input image can effectively reduce the false alarms in the final result. The red regions in Figure 14b
show that the regular road in I3, the open ground in I4, and the small paths in I5 are filtered out in
(c). This improvement demonstrates that detecting these objects is necessary to reduce false alarms
that cannot be recognized in post-processing. Line 3 of Table 7 represents the accuracy of the MABI
that combines the results of MABIbright and MABIdark before shadow constraint. For Datasets 1 and 2,
the four MABI statistics are better than the results in Line 2. As for Dataset 3, due to the large area of
dark backgrounds, the CE in Line 3 is slightly increased compared to that in Line 2 after the feature
extraction of dark buildings, which also led to a slight decrease in the OA. Nevertheless, the decrease
in the OE of Dataset 3 was the largest of the three data sets. This result can be viewed visually in Patch
I5 of Figure 14. The missing buildings in the green region in (c) were supplemented in (d). Moreover, a
slight increase in the CE is acceptable when compared with a substantial decrease in the OE, and false
alarms can be further removed with the shadow constraint.
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4.1.3. The Usage of Proposed Shadow Detection: Analysis on MSI and MASI

Shadow constraint was used to filter out the non-buildings from the obtained building map in
the post-processing step. Since the omission of shadow should lead to an increase in the OE value,
and the false-positive shadows may cause an increase in the CE value, the accuracy of four results
from a pairwise combination of two shadow detection and two building feature extraction results
(MBI and MABI) are given in Table 8 to compare the shadow detection results of the MSI and the
proposed MASI. Lines 1 and 2 in Table 8 are the building detection results of the MBI with the shadow
constraints of the MSI and MASI, respectively. Line 3 lists the building detection results of the MABI
with the shadow results of the MSI. The combination of building maps with the proposed MASI (in
Lines 2 and 4) obtained a higher OA than that with MSI (in Lines 1 and 3) for the three datasets. The
reduction in CE and OE values also proves the effectiveness of the MASI. The comparison of these
results shows that the most accurate combination is the proposed work.

Table 8. Accuracy of the building detection results with different shadow constraints.

Method
Dataset 1 Dataset 2 Dataset 3

OA OE CE Kc OA OE CE Kc OA OE CE Kc

MBI 88.81 48.56 52.09 0.62 81.56 57.54 31.24 0.61 89.6 35.83 48.34 0.66
MBI+MASI 89.1 48.18 50.88 0.63 81.6 57.36 31.17 0.61 89.65 35.12 48.07 0.66
MABI+MSI 90.17 27.31 45.06 0.68 84.23 36.31 31.66 0.68 91.11 27.89 41.7 0.7
Proposed 91.02 26.44 44.71 0.7 84.54 36.2 30.67 0.68 91.13 27.09 41.7 0.7

4.2. Parameter Analysis

In this section, the values of some important parameters of the proposed method are discussed.

4.2.1. Pre-Processing Parameters

The thresholds for the attributes sd and Hu used in the pre-processing step are analyzed here.
Attribute sd was employed to increase the homogeneity of the original image. A high value of sd
corresponds to a high object homogeneity. Analyzing the gray histogram of the filtering results with
different thresholds shows that, when the threshold value is greater than 20, most objects in the
complex urban image are removed after filtering, and the effect of the AF is not obvious when the
threshold is below 5. Therefore, the threshold values in [5,20] are discussed here. Figure 15a,b show the
relationship between the value of sd and the building feature extraction precision of Dataset 2. The OE
and CE are more balanced when the threshold is between 5 and 8, and a satisfactory and stable OA and
Kappa coefficient rate are also obtained in this interval. When the proposed framework was applied to
images with a high, medium, and low building density, the threshold value of sd in [5,8] possessed
good generality and stability for the different scenes. Furthermore, a relatively small threshold is
recommended for dense building areas, and a relatively large threshold can be selected for images
containing a high amount of background. The suggested threshold for attribute sd in shadow detection
is the same as that of the parameters in building feature extraction since shadows and the surrounding
buildings have similar characteristics.

The Hu attribute was used to detect the elongated non-building objects in the pre-processing step.
Hu indicates the non-compactness degree of the objects and ranges from 0 to 1. The value is gradually
increased from compact to elongated objects. Since buildings are compact objects in the image, a small
value of Hu can filter out some buildings, so Hu values below 0.5 are not considered here. Figure 15c,d
show the relationship between the accuracies of building detection and the threshold value of Hu at
[0.5,0.9] of Dataset 2. The four statistical values show an improvement as the value of Hu increases
from 0.7 to 0.9. In general, when the threshold is in the interval of 0.7–0.9, the proposed framework
achieves a more accurate result. Since Hu is only related to the geometrical characteristics of objects,
the thresholds can be safely applied to different images.
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Figure 15. Relationship between building detection accuracies and the thresholds of attributes sd and
Hu for Dataset 2.

4.2.2. Parameters in the Building Feature Extraction Steps

Threshold values of attribute ld in the MABI were arbitrarily selected in terms of the scale of
the buildings. The OA of the building detection results (calculated from the MABIbright) of Dataset
2 obtained by different intervals of ld is visualized in Figure 16. The vertical axis represents the OA
values, and the horizontal axis represents the ld intervals. ld intervals less than 10 are 2,6,10, with a step
of 5 after 10. The OA is obviously decreased after the upper limit of ld exceeds 200 and the minimum
lower limit is 20. The accuracies decrease slowly when the upper limit of ld is in the interval [100,200].
According to Equation (4), the value of ld is selected based on the building scale; therefore, an ld value
in the interval of [2,100] is suggested for the VHR image of the urban area.

Figure 16. Relationship between overall accuracies of building detection and the thresholds of attribute
ld in Dataset 2.

In the proposed framework, many non-building objects are removed in the pre-processing step,
so a small threshold value of the high and low MABI is recommended to prevent the removal of some
dark roofs. As the MABI ranges from 0 to 1, the suggested threshold is within the range of 0.1–0.4,
where the quality scores are stable.

For the threshold value of the distance between buildings and shadows, the NDVI, building area,
and SI have been discussed in detail in [22]. The value of the RcFit ranges from 0 to 1, and the larger
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the value, the more the object approximates the rectangle. For objects in the high MABI region, the
RcFit value is between 0.5 and 0.6, while the RcFit value for objects in the low MABI region is between
0.6 and 0.7.

5. Conclusions

In this paper, a new building index, i.e., the MABI, and a new shadow index, i.e., the MASI, are
proposed based on morphological attribute operators. An analysis of the existing MBI showed that
the building feature extraction algorithm based on morphological operators is subject to some OEs
and CEs. The OEs occur when the extraction misses some dark roofs and due to noise in building
objects, and the CEs are caused by certain types of land cover, such as roads, bare ground, and open
ground, which have spectral and shape characteristics similar to those of buildings. Our work aimed
at improving these issues, and the contributions of this study are as follows: First, a thinning operator
based on the attribute standard deviation was conducted to increase the homogeneity of the original
image. Then, elongated non-building objects were detected to decrease the effect of interference objects
in the input image before the building detection process. In the building feature extraction step, dark
buildings were considered independently with the MABI to further reduce the OE. By jointly using
the MABI and MASI in an object-oriented framework, false alarms were further reduced.

The proposed method was conducted on three VHR images. A comparison of the building
detection results of the proposed framework with those of the MBI, DMP-SVM, pixel- and object-based
SVM, DMP-RF, and object-oriented RF shows that the proposed method is the most effective at
increasing the OA and reducing the OE and CE, especially for images with few buildings and large
path and bare ground areas. The parameters of the proposed framework were analyzed, and the
threshold selection conclusions can be summarized as follows: sd is used to remove small dark
structures and to increase the homogeneity of an image. To maintain the details in the image, the choice
of a small threshold is recommended, especially for dense urban areas. The attribute Hu is employed
to measure the elongated degree of objects; therefore, a large value of Hu is recommended to better
indicate non-building objects. The MABI threshold was used to distinguish buildings from other land
cover types. Since a large number of easily confused objects were removed in the pre-processing step
in the proposed framework, a small threshold value is recommended to avoid the erroneous removal
of buildings.

In future studies, more attributes will be considered to better model the spectral and structural
information of scenes for building feature extraction tasks, and automatic threshold selection research
is also planned.
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Abstract: Vertical urban growth in the form of urban volume or building height is increasingly being
seen as a significant indicator and constituent of the urban environment. Although high-resolution
digital surface models can provide valuable information, various places lack access to such resources.
The objective of this study is to explore the feasibility of using open digital surface models (DSMs),
such as the AW3D30, ASTER, and SRTM datasets, for extracting digital building height models
(DBHs) and comparing their accuracy. A multidirectional processing and slope-dependent filtering
approach for DBH extraction was used. Yangon was chosen as the study location since it represents a
rapidly developing Asian city where urban changes can be observed during the acquisition period
of the aforementioned open DSM datasets (2001–2011). The effect of resolution degradation on the
accuracy of the coarse AW3D30 DBH with respect to the high-resolution AW3D5 DBH was also
examined. It is concluded that AW3D30 is the most suitable open DSM for DBH generation and for
observing buildings taller than 9 m. Furthermore, the AW3D30 DBH, ASTER DBH, and SRTM DBH
are suitable for observing vertical changes in urban structures.

Keywords: digital building height; 3D urban expansion; land-use; DTM extraction; open data;
developing city; accuracy analysis

1. Introduction

Urban areas in the 21st century are facing growing challenges from natural and man-made
crises. These include chronic stresses, like environmental pollution and climate change, and acute
shocks, like floods and earthquakes. Urban risk assessment maps and appropriate land-use profiles
are needed to increase the resilience of our cities to these disasters [1]. Vertical urban growth or
urban volume is one such evolving measure of an urban land-use profile [2]. Traditionally, building
heights were assessed from maps showing the floor-area ratio derived from land transaction cases and
land-use update surveys [3], statistical yearbooks [4], aerial photos, and local agency-supplied maps [5].
Increasingly, digital building height models (DBHs) generated from remote sensing techniques are
becoming a popular technique for monitoring the urban environment. Digital building heights have
several applications, such as modeling urban expansion [5], extracting and reconstructing buildings [6],
simulating air pollution dispersion [7], estimating energy consumption [8] and solar potential [9],
observing heat islands [10], flood hazard zoning [11], assessing GPS performance [12], and many
others. Furthermore, if building heights from different time periods are available, they can also provide
information about policy effects on horizontal and vertical urban growth [3,4,13].

Digital building height (DBH) is extracted from a digital surface model (DSM). A DSM is
obtained from airborne laser scanning [14], high-resolution stereo image pairs [15], or interferometric
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SAR (synthetic aperture radar) pairs [16]. Of these technologies, airborne laser scanning (ALS)
has the highest accuracy in parameterizing building morphology, ranging from simple footprint
identification [17] to complicated 3D structure and roof plane modeling [14,18]. State-of-the-art ALS
approaches have also achieved very high accuracy in complex urban environments by integrating
aerial imagery [19], city administrative data [20], architectural knowledge [21], and the Big Data
approach [22].

Despite these promising results, there have been relatively few published studies on such methods
being applied to large areas [23]. Furthermore, ALS data sources and aerial images are often under
the control of government ministries, and, due to high operational costs, they are not available in
many parts of the world [24]. Since several such regions are also undergoing rapid urban growth and
will potentially face the associated adverse environmental impacts and safety concerns, it is necessary
to monitor their urban volumes or building heights. At the same time, the quality and quantity of
satellite images as well as the capabilities of sophisticated algorithms for DSM and DBH computations
have increased dramatically in recent years [25]. Although such high-resolution satellite datasets
are available for a fraction of the cost compared with ALS data, they are prohibitively expensive to
obtain at the global scale. Despite various applications for building height data, there is still no such
global dataset available that is comparable to the ‘Global Rural-Urban Mapping Project (GRUMP)
Urban Extents Grid, v1’ [26,27] or the ‘Global Urban Heat Island (UHI)’ dataset [28]. Being able to
derive building heights at a global scale is crucial not only for places that lack access to such data
but also for global climate model simulations Zhang et al. [29], population distribution mapping [30],
and other useful applications. Fortunately, freely available but coarse-resolution global DSMs, such as
SRTM (Shuttle Radar Topography Mission), ASTER (Advanced Spaceborne Thermal Emission and
Reflection Radiometer), and AW3D30 (ALOS (Advanced Land Observing Satellite) World 3D 30 m
Resolution DSM) also exist, and they present an attractive opportunity to explore their application to
urban areas. Presently, open DSMs are used mostly for large-scale regional geomorphological studies,
such as earthquake and flood inundation modeling, among others. [31]. Studies have compared and
revealed the relative merits of open DSMs of diverse geomorphological terrains [32–35] as well as
urban areas [36]. However, the effectiveness of using open DSMs for urban applications is largely
unexplored, so it is unclear whether the established accuracies of open DSMs would translate to similar
accuracies of their corresponding DBHs.

The possibility of extracting building heights from open DSMs was first alluded to
by Nghiem et al. [37] with regard to using SRTM for large-scale area mapping. When the SRTM DSM
was examined in Los Angeles by Gamba et al. [38] and in Baltimore City by Quartulli and Datcu [39],
they concluded that the SRTM digital elevation model (DEM) could be used for detecting tall buildings.
Since then, other global DSMs, including AW3D30, TanDEM-X (TerraSAR-X Add-On for Digital
Elevation Measurements), and ASTER Global DEM (GDEM), have also been shared publicly, but it is
not clear whether they are suitable for the detection and estimation of DBHs. Each DSM has a different
acquisition period and acquisition method. For example, AW3D and TanDEM-X were acquired around
the early 2010s, while ASTER and SRTM were acquired in the early 2000s. This affects what can be
‘seen’ in these DSMs. Given what is available, this decadal period could be significant for studying
3D urban changes in rapidly growing cities [40–42]. Although the DSMs AW3D30 and TanDEM-X
are known to be vertically more accurate than ASTER and SRTM, a DBH comparison is needed to
establish the extracted height accuracy and its limitations. With sufficient accuracy, the models could be
deployed at a global scale. To the best of the authors’ knowledge, only Wang et al. [43] has attempted
to address these challenges so far.

Objective

The objective of this study was to compare the accuracy of digital building heights (DBHs)
extracted from open DSMs (AW3D30, ASTER, and SRTM).
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2. Methodology

The flowchart of the datasets and methodology used for DBH estimation and comparison is
shown in Figure 1. Briefly, the AW3D5 digital building height model (DBH) was validated with
respect to the GeoEye DBH and TanDEM-X DBH, the degradation of the height accuracy from the
fine-resolution AW3D5 DBH to the coarse-resolution AW3D30 DBH was assessed, and the terrain
model was compared with the AW3D30, ASTER, and SRTM DBHs.

Figure 1. Flowchart outlining DSM data and processing.

2.1. Study Site

Yangon city (Figure 2a), the former capital of Myanmar, was selected as the study area due to its
intense urban expansion within the last two decades. As per the 2014 Myanmar population census [44],
urban Yangon has 5.16 million inhabitants. This is an increase of 85% over 1983 estimates. In roughly
the same period between 1979 to 2009, Yangon’s urban area experienced about a 5-fold expansion [45],
most of which took place within the last decade. Apart from this, Yangon lies in one of the world’s
most disaster-prone countries. Yangon is situated on hilly terrain surrounded by a river and is at high
risk of earthquakes and floods. The country was affected by Cyclone Nargis in 2008 and the Shan State
Earthquake in 2011, which displaced several thousand people. Alarmingly, simulations of future urban
expansion have shown that development will continue in flood-prone and earthquake-risk areas [46].
A land cover map of Yangon that shows built-up areas, water-bodies, vegetation, and fallow land for
the year 2015 is presented in Figure 2b. Land cover types were classified using cloud-free Landsat-8
surface reflectance imagery available in Google Earth Engine [47]. In this paper, the fallow-land class
refers to non-cultivated agricultural land and other bare lands, while the vegetation class refers to both
forests and agricultural land with crops. Central Yangon has seen vertical expansion in the form of the
construction of several new buildings alongside the older industrial, residential areas and colonial
buildings. Rapid horizontal expansion has taken place from the center to periphery, stretching the
built-up boundary.
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(a) Yangon, Myanmar

(b) Land cover map in 2015, generated from Landsat 8

Figure 2. Location of study site (a) Yangon, Myanmar. In (b), the central Yangon region is shown in the
solid white polygon. The total region within the black dashed polygon and solid white polygon was
used for dataset comparison.

2.2. Data Used

SRTM: The Shuttle Radar Topography Mission (SRTM) DEM was an international effort led by
NASA and NGA (US National Geospatial Agency). The DSM was processed from C-band and X-band
radar imagery collected from two antennae atop the Space Shuttle in an 11-day mission in February
2000 [48] and had an absolute vertical accuracy of less than 9 m [49]. Until 2014, the global dataset was
available at a 3-arcsecond posting for regions outside of the US. In 2015, the LP DAAC (Land Processes
Distributed Active Archive Center) released the NASA SRTM Version 3.0 Global 1-arcsecond dataset
(SRTMGL1) [50]. At a global scale, the 1-arcsecond version (SRTMGL1) has the same root-mean-square
error (RMSE) of 10.3 m as its 3-arcsecond version [51]. Its RMSE ranges from 5.9 m in urban areas
to 10.4 m in bushland [32,52]. In this research, the 1-arcsecond (approximately 30 m at the equator)
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SRTMGL1 was used and is subsequently referred to as SRTM. It is available from NASA’s Earth
Explorer website [53].

ASTER: Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) Global
Digital Elevation Model Version 2 (GDEM V2) dataset is a DSM from NASA and Japan’s Ministry
of Economy, Trade and Industry (METI). It is freely available at a 1-arcsecond posting from NASA’s
Earth Explorer. The DSM was generated from nadir and backward-looking visible and near-infrared
imagery from the ASTER sensor aboard NASA’s Terra satellite. It was compiled from over 1.5 million
scenes acquired between 2000 and 2009 and released in 2011 [54]. GDEM V2 is an improved version of
the earlier GDEM V1 in terms of spatial resolution and coverage, water body mask, and horizontal
and vertical accuracy [55]. Still, it contains disturbances in the values due to an increased frequency of
noise on account of using a smaller correlation kernel to enhance the horizontal resolution. The RMSE
accuracy of the ASTER GDEM changes with location [32,56] and is influenced by the land cover type,
varying from 15.1 m in forested mountainous areas [54] to 23.3 m in urban areas [57]. In this study,
ASTER GDEM V2 was used and is further referred to as ASTER.

TanDEM-X: TanDEM-X (TerraSAR-X Add-On for Digital Elevation Measurements) was launched
in 2010 by the German Aerospace Center (DLR) with the aim of generating WorldDEM, a consistent
global DSM. Its identical twin, TerraSAR-X, was launched earlier in 2007, and both satellites collect
microwave imagery with X-band single-polarized SAR antennae. A uniqueness of this mission is that
data collection takes place in a bistatic mode, in which both the satellites orbit with a short baseline and
acquire data at the same location and same time. This helps to greatly reduce the effects of atmospheric
disturbances. Marconcini et al. [58] demonstrated promising results of building height extraction over
the Yellow River Delta, China using preliminary TanDEM-X DEM. Wessel et al. [59] validated the 12 m
resolution TanDEM-X DEM with GPS measurements scattered over the United States and established
its RMSE accuracy for urban (1.4 m) and vegetation areas (1.8 m). Its vertical RMSE over the mostly
urban Tokyo was evaluated as 3.2 m [60], with higher errors occurring over built-up and vegetation
classes. The final WorldDEM is publicly available at a 90 m resolution. The 12 m and 30 m resolution
versions are freely available for research proposals (through DLR) and are priced for commercial use
(through Airbus Defence and Space company). As part of a research project, a pair of TanDEM-X HH
polarization images in ascending orbit were acquired in StripMap mode (ground spatial resolution
between 2 and 3 m) for 6 September 2011. The incidence angle of the master image was 44.57◦ with a
height of ambiguity of 50.14 m. A 12 m TanDEM-X InSAR DSM was generated in [60] and upsampled
to a 5 m resolution for comparison with other DSM products.

AW3D: The ALOS World 3D (AW3D c©JAXA) DSM, publicly released by JAXA in 2016, is the most
recent DSM considered in this paper. The AW3D DSM was generated using images from PRISM’s
(Panchromatic Remote-Sensing Instrument for Stereo Mapping) front, nadir, and backward-looking
panchromatic bands aboard ALOS (Advanced Land Observing Satellite). PRISM sensors were in
operation between 2006 and 2011 and acquired imagery at a 2.5 m resolution which was processed
with a 5 m grid spacing to generate a global elevation dataset, AW3D [61]. The AW3D DSM is
commercially distributed at a 5 m resolution, while a 30 m downsampled dataset (known as ‘AW3D30’)
is publicly available. The AW3D DSM generally meets the 5 m RMSE target height accuracy as per its
producers [61]. However, Takaku et al. [61] found slope-dependent errors, with errors greater than
5 m occurring for slope angles larger than 30 degrees. Using longitudinal profiles of airport runways,
Caglar et al. [62] found that AW3D30 has an RMSE of 1.78 m and contains an elevation anomaly
due to sensor noise and the processing algorithm. Takaku et al. [61] found a mostly positive bias,
while Caglar et al. [62] identified a negative bias in elevation estimation. In the Philippines, AW3D30’s
RMSE varies from 4.3 m in urban areas to 6.8 m in areas with dense vegetation [32]. Estoque et al. [63]
found that heights filtered from the AW3D5 DSM are more accurate for lower buildings (e.g., ground
truth building height <100 m) in less dense cities than for high-rise buildings and denser cities. In this
research, a commercial 5 m DSM [64] was obtained as part of the research project, while the freely
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distributed 30 m AW3D DSM was downloaded from [65]. The 5 m resolution and 30 m resolution
AW3D DSMs are henceforth referred to as AW3D5 and AW3D30, respectively.

Reference data: Ideally, the heights obtained from ground control points should be used as
references. A higher-resolution surface model can also be used as a reference when ground control
data are unavailable [66]. A high-resolution DSM was generated from 0.5 m resolution commercial
GeoEye-1 stereo image pairs acquired in 2013 over Yangon. The DSM was then resampled to 4 m
using PCI Geomatica 2015 software. The digital terrain model (DTM) was extracted by the in-built
Wallis filter, which is a local adaptive filter that is useful for areas with significant shadow. The DSM
generated with GeoEye-1 image pairs has a vertical RMSE accuracy ranging from 0.57 m in flat areas
to 0.87 m in urban areas [67]. The completeness of the DSM in urban areas is 63.23% due to occlusion
resulting from a high base/height (B/H) ratio (ratio of the image-pair distance to the height of the
sensor) and the convergence angle of the imaging geometry [67]. In the pair used in this research, the
stereo images also had different acquisition times that affected the quality of the generated DSM over
some locations. For example, inaccurate matching was generated over the pagodas constructed with
metallic roof plates, as they appeared differently in the stereo-pair due to the changed sun-view angle.
This led to improper registration and erroneous height estimation.

Stable structures: Since open DSMs (AW3D30, ASTER, and SRTM) were acquired in different
years, their DBHs cannot be compared directly in a fast-developing city like Yangon. To overcome
this limitation, ‘stable structures’ were identified for comparison. These structures are those buildings
that were consistently present between 2003 and 2011 and can be identified visually from historical
imagery in Google Earth Pro software. The year 2003 is the earliest year for which high-resolution
optical imagery is available. Care was taken to select only those structures that appear without any
errors in the GeoEye DBH. In total, 52 ‘stable structures’ were identified, which included large pagodas
and temples, colonial buildings, a palace, government offices, a sports complex, large hotels, and
residential apartments. Some examples are shown in Figure 3. A polygon was drawn manually around
each stable structure’s footprint.

(a) (b) (c) (d)

Figure 3. Examples of ‘stable structures’ in Yangon whose heights were compared among DSMs from
different years: (a) Secratariat Office, (b) Parliament building, (c) Thuwunna Stadium, and (d) Inya
Lake Hotel. The structures of these buildings remained consistent throughout our study duration,
2000–2011.

All DSMs used in this research are summarized in Table 1. All DSMs and DBHs were referenced
to the World Geodetic System (WGS84) horizontal datum and Earth Gravitational Model 1996 (EGM96)
vertical (geoid) datum. A highly accurate image registration that is precise to each pixel is desirable
for comparison. Since the DSMs were originally not georegistered with each other, we co-registered
each DSM and DBH with the reference GeoEye DSM. Thirty ground control points for high-resolution
DSMs and 15 tie-points spread evenly over the study area were selected for each co-registration.
This was performed in the map registration module of the software ENVI4.7 (Exelis Visual Information
Solutions, Boulder, CO, USA) using a rotation, scaling, and translation technique, followed by cubic
convolution resampling. Separate co-registration of DSMs and DBHs was done to prevent the influence
of interpolation on height estimation.
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Table 1. Summary of DSMs used in this research. Vertical accuracy refers to the accuracy of the
DSM reported by other studies over all classes. For GeoEye DSMs, vertical accuracy was strictly
over urban areas. SRTM: Shuttle Radar Topography Mission, ASTER: Advanced Spaceborne Thermal
Emission and Reflection Radiometer.

DSM Resolution Acquisition Period Vertical Accuracy (m) Remarks

SRTM 30 m 2000 5.9–10.3 m
Open dataset acquired
with InSAR

ASTER 30 m 2000–2009 15.1–23.2 m
Open dataset acquired with
stereo photogrammetry

TanDEM-X 12 m 6 September 2011 1.6–6.2 m
Closed dataset acquired with InSAR,
open for research purposes

AW3D 5 m, 30 m 2006–2011 1.7–6.8 m
Commercial and open dataset available,
generated with stereo photogrammetry

GeoEye 0.5 m 16 November 2013 0.57–0.87 m
Generated from commercial
high-resolution stereo-pairs

2.3. DBH Generation

There are several types of building extraction based on the desired or possible details, ranging
from building footprints to building roof contours [23]. As per the study objective and data limitations,
the focus was on building height extraction. A DBH is different from a digital building model
(DBM), which is a more comprehensive 3D representation of buildings and includes all aspects of
the building geometry [6]. DBH is considered a normalized DSM (nDSM) over built-up class pixels.
An nDSM is calculated as the difference in elevation values between the DSM and DTM (digital
terrain model, also known as a bare earth model). The extraction of an nDSM requires distinguishing
ground from non-ground pixels by generating a DTM. Most algorithms first generate the DTM from
a photogrammetric DSM by identifying pixels which are part of the local terrain [68]. There are
several methods for identifying non-ground pixels, but they often assume that the terrain is smooth
and that a large height difference exists between neighboring ground and non-ground points [69].
Deep learning approaches have resulted in high-accuracy building extraction (overall accuracy > 95%),
with very high resolution imagery [70,71]. However, these networks are designed for small-sized
images (e.g., 256 × 256 pixels, 512 × 512 pixels, etc.) to prevent memory overloading, which can
produce discontinuous artifacts [72]. Many such models rely on a fully connected neural network [73],
which is a pre-trained model using an RGB image repository (Imagenet [74]) and exploit similar
features between the RGB intensities and the depth images, such as edges, corner, and end-points [72].
In the case of a coarse-resolution DSM, such features are not clearly visible, and we were skeptical of
their performance with coarse resolution. Recognizing these possible limitations, a morphological
approach—a multi-directional processing and slope-dependent filtering technique called ‘MSD
filtering’ [75]—was used for DTM generation in light of its consideration of the terrain slope and
overall simplicity in implementation [69]. The MSD filtering technique is an extension of a similar
technique developed for an ALS DSM [76]. MSD filtering is effective over hilly terrains with slopes for
extracting a DTM with a sub-meter high-resolution DSM [75]. An enhancement of MSD filtering, the
‘network of ground points’ technique, also exists [77] and does not need to consider the slope angle.
However, as admitted by Mousa et al. [77], this probably holds true only for very high resolution
DSMs. Therefore, we implemented the MSD method instead of the ‘network of ground points’ method.
MSD filtering has also been used to generate a DTM for the alignment of high-resolution optical and
SAR images in urban areas [78].

The MSD filtering technique requires four parameters to generate a DTM: the Gaussian smoothing
kernel size, the scanline filter extent, the height threshold, and the slope threshold. Each DSM pixel was
checked to determine whether it should be considered ground by comparing it with other pixels within
the predefined neighborhood scanline filter extending in eight directions. If the pixel was identified
as a ground pixel in more than five directions, it was labeled as a terrain pixel by the majority voting
method. To draw the comparison, a local reference terrain slope was first generated by 2D Gaussian
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smoothing. Then, the pixel’s height was compared with the lowest elevated pixel within the scanline
filter extent. If this height difference was more than the height threshold parameter, the pixel was
classified as a non-ground pixel. Then, if the slope difference between the current and the successive
pixel in the scanline direction was greater than the slope threshold, it was labeled as a non-ground
pixel. If the slope was positive and less than the slope threshold, then that pixel was given the same
label as its previous pixel. Otherwise, that pixel was labeled as ground. This resulted in a raster with
only ground points and holes, the latter being locations where non-ground points exist. Thereafter,
a linear interpolation technique from the ‘SciPy’ module of Python [79] was used to fill the holes for
generating the DTM. The nDSM was generated by subtracting the DTM from its DSM.

Parameter Selection

The GeoEye nDSM was used as a reference to choose suitable parameter values for the scanline
extent, height threshold, and slope threshold. The parameters for the Gaussian smoothing filter
were set to a 100 m kernel size and a 25 m standard deviation to generate the initial local terrain.
After trying various combinations of height difference thresholds and slope thresholds, 3 m and
30◦ were chosen, respectively, as they captured the greatest number of structures. A 3 m height
difference threshold approximately corresponds to a one-story construction. A lower value of the
height difference threshold leads to underestimation, while higher values lead to an overestimation of
the ground terrain. One drawback to the MSD scanline approach arises when no ground pixels lie
within the eight directional scanlines [77]. This can happen when a structure is contiguous and larger
than the scanline extent. The neighborhood scanline filter extent parameter was stretched beyond
100 m for a greater chance of successfully ‘finding’ a ground pixel. This ensured more chances to
observe a ground pixel within the scanline since any contiguous urban structure is unlikely to be larger
than 100 m in all scanline directions.

The AW3D5 nDSM was generated with a scanline extent of 300 m, a height threshold of
3 m, and a slope threshold of 30◦. Setting a lower value for the scanline filter extent (<300 m)
underestimated the structures’ footprints and also their heights, e.g., a scanline extent of 150 m resulted
in a lesser overall mean height estimation by 0.2 m when compared with the DBH generated with a
scanline filter extent of 300 m. This was more pronounced for tall structures. Similarly, the TanDEM-X
nDSM was generated with a scanline extent of 100 m, a height threshold of 3 m, and a slope threshold
of 30◦. The same parameters used for AW3D5 were deemed fit to extract the nDSM from AW3D30 and
ASTER GDEM v2. Due to the low differentiation between ground and non-ground points in SRTM, the
height threshold parameter was lowered to 2 m. In the AW3D5 and TanDEM-X nDSMs thus generated,
about 10% of the pixels had negative heights, out of which 90% of the values were between −1 m and
0 m. In the SRTM, ASTER, and AW3D30 nDSMs, 20% of the pixels had negative values, out of which
90% were between −2 m and 0 m. These negative heights were removed.

2.4. Vertical Accuracy Assessment

There are several accuracy metrics for roof level and roof plane level evaluations [80].
Recent additions include shape similarity and positional accuracy metrics [81] and a threshold-free
metric based on the overlap between extracted and reference roof planes [80]. However, the coarse
DBH imposes limitations due to which such advanced metrics cannot be applied. For example, in a
30 m gridded DBH, roof planes are not visible except on very large structures that span several
hundred meters. Therefore, pixel-based and object-based height accuracies were evaluated with
conventional statistical metrics. Object-based heights were derived as mean pixel heights within the
footprint polygon of each stable structure. The vertical accuracy of the estimated datasets (DBH and
DTM) was analyzed by calculating the descriptive statistics of the difference between the estimated
height and the reference height. These statistics were the root-mean-square error (RMSE), mean error
(ME), mean absolute error (MAE), and standard deviation (SD). The RMSE describes how much the
estimated dataset differs from the reference dataset in terms of deviation from zero. The ME describes
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the bias toward underestimation (negative ME) or overestimation (positive ME) with respect to the
reference dataset. The SD represents the distribution of errors from the mean error (for normally
distributed errors, the mean error is zero). So, a low SD value means less variation in error magnitudes.
For any DBH or DTM, ZD was extracted from DSM D with an image containing n pixels or objects,
and its error metrics with respect to the reference DBH or DTM Zre f were calculated as shown in
Equations (1)–(4).

RMSE =

√
Σn

i=1(ZD − Zre f )2

n
(1)

ME =
Σn

i=1(ZDi − Zre fi
)

n
(2)

MAE =
Σn

i=1|(ZDi − Zre fi
)|

n
(3)

SD =

√
Σn

i=1(ZDi − Zre fi
− ME)2

n − 1
(4)

Finally, in accordance with Rutzinger et al. [82], the correspondence of a building footprint within
the stable structure polygon was checked pixel-wise. For this method, true positive (TP, when the
footprint exists in the reference as well as in the DBH), false negative (FN, when the footprint is
incorrectly identified as ground), true negative (TN, when the footprint is correctly identified as
ground), and false positive (FP, when a ground pixel is identified as a footprint) pixels within each
stable structure polygon were identified. The completeness and correctness was computed according
to Equations (5) and (6).

completeness =
||TP||

||TP||+ ||FN|| (5)

correctness =
||TP||

||TP||+ ||FP|| (6)

where ||.|| denotes the number of pixels.

3. Results and Discussion

3.1. Comparison of AW3D5 and TanDEM-X DBH

The AW3D5 DBH and TanDEM-X DBH along with the GeoEye DBH are shown in Figure 4.
Also, the profiles at three example locations (A, B, and C) for the DSMs and DBHs from AW3D5,
TanDEM-X, and the reference DBH are shown in Figure 5. Location A contains low-height buildings,
while location C contains relatively taller buildings. Location B in Figure 5c shows a hilly terrain
consisting of Yangon’s most important historic landmark, the Shwedagon Pagoda (distance mark:
580 m). It is a conical structure situated atop the highest elevated location. A visual comparison showed
that compared with the GeoEye DBH, the AW3D5 DBH underestimated the height of single-story
buildings, which were generally 3–4 m tall (in the Eastern portion of Figure 4c), but it better captured
the heights of tall structures (in the Southern portion of Figure 4c). Generally, the TanDEM-X DBH had
a similar profile trend to that of the AW3D5 DBH but did not capture the heights of tall structures. In
the TanDEM-X DSM, and consequently, in its DBH, some skyscrapers and pagodas appeared as a tall
inclined wall immediately followed by a hole. Since such locations were not flagged by TanDEM-X’s
data consistency mask, it can be assumed that this is due to the local phase unwrapping errors that
result in shadows or noise [83]. Many shadow pixels were also observed in tall buildings due to
layover that resulted in incomplete footprints, ‘ramps’, and overall height underestimation. Also,
buildings located along the azimuth direction were severely affected by layover issues. On the other
hand, short structures were devoid of such artifacts. The reference GeoEye DBH also showed buildings
that were missed due to the incorrect registration of high-resolution stereo-pairs over tall structures on
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account of occlusion, shadows, or high parallax error [84,85], although there were far fewer in number
than those missed by the TanDEM-X DBH. The accuracies of the AW3D5 and TanDEM-X DBHs with
respect to the GeoEye DBH are shown in Table 2. For the AW3D5 DBH, built-up areas had an RMSE
of 3.55 m. This RMSE almost corresponds to the single-story high structures often seen in residential
areas. The AW3D5 DBH had a negative ME (−1.55 m), which points to an underestimation bias by
AW3D5. This implies that height estimation from AW3D5 over residential areas is unreliable. Further,
some locations with tall buildings had large height differences on account of the low GeoEye accuracy,
as seen in Figures 4 and 5e (distance mark: 580 m). So, it is possible that the RMSE of the AW3D5 DBH
could be even lower than 3.55 m if a more accurate reference DBH were used. Nonetheless, this value is
within the desired producer RMSE of 5 m. The TanDEM-X DBH captured more short height structures
(height < 5 m) than did the AW3D5 DBH. Its accuracy measures were slightly better than those of the
AW3D5 DBH in all respects except the SD (Table 2). Its almost zero ME but positive MAE could also
point to a higher occurrence of random errors. Overall, the AW3D DBH provided a slightly higher
RMSE (by 0.21 m), lower ME (by 1.51 m), lower MAE (by 0.12 m), and lower SD (0.15 m). The AW3D5
DBH also identified more tall buildings in densely built-up areas than did TanDEM-X DBH. However,
this comparison is based on the TanDEM-X DSM generated from a single pair of images. With the use
of TanDEM-X’s final DEM which combines multiple acquisitions, better results can be expected.

(a) GeoEye nDSM (b) TanDEM-X nDSM

(c) AW3D5 nDSM (d) AW3D30 nDSM

Figure 4. Cont.
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(e) ASTER nDSM (f) SRTM nDSM

Figure 4. The nDSMs extracted from (a) GeoEye stereo-pairs, (b) TanDEM-X, (c) AW3D5, (d) AW3D30,
(e) ASTER, and (f) SRTM over central Yangon.

(a) Height profile at location A

(b) Optical image at location A

(c) Height profile at location B

(d) Optical image at location B

Figure 5. Cont.
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(e) Height profile at location C

(f) Optical image at location C

Figure 5. Digital building height model (DBH) profiles extracted from the AW3D5 digital surface
model (DSM; red) and TanDEM-X (blue) were compared with GeoEye (solid gray) at three locations:
(a) A, (c) B, and (e) C. (b) Location A contains low height buildings, (d) location B contains hilly terrain
with tall structures, and (f) location C contains tall buildings.

Table 2. Descriptive statistics for the built-up class for the AW3D5 DBH and TanDEM-X DBH with
respect to the reference GeoEye DBH.

DSM Source RMSE (m) ME (m) MAE (m) SD (m)

AW3D5 3.55 −1.55 1.99 3.20
TanDEM-X 3.35 −0.04 1.87 3.35

One interesting aspect is the base/height (B/H) ratio, which is defined as the ratio of the
stereo-pair separation to the height of the sensor. A high B/H leads to improved vertical accuracy [86].
However, in a dense urban setting, a high B/H leads to increased occlusion and poor matching [87].
The PRISM imagery (from which the AW3D DSM was generated) had a higher B/H ratio of 1.0 than
the GeoEye imagery, whose B/H ratio varied from 0.54 to 0.83. GeoEye also has a high off-nadir look
angle (10◦–35◦) to provide fast and varied acquisition, which is likely to result in slanted buildings due
to the perspective view. This suggests that in the AW3D5 DBH, a higher vertical accuracy is achieved
at the cost of more occlusion, while the reverse is true for the GeoEye DBH.

3.2. Accuracy Loss in AW3D DBH with Resolution Degradation

Profile sections of the AW3D5 and AW3D30 DBHs derived from the original DSM (not
co-registered with the GeoEye DBH to preserve original height) are shown in Figure 6. The AW3D30
DBH showed similar height variation to that of AW3D5 but in a much coarser fashion. Due to the
coarseness of the AW3D30 DBH, fewer ground points were preserved, especially in street canyons
between buildings. This inhibits identification of individual buildings compared with the case of the
AW3D5 DBH. This can be seen in Profile A (Figure 6) at the 100 m and 500 m distance marks. Pixels over
those locations are more likely to be considered non-ground, leading to a height overestimation when
there is a sudden steep change in ground elevation. This is why at location B (Figure 6), the AW3D30
DBH showed a higher height immediately preceding (distance mark: 550 m) or following (distance
mark: 700 m) a relatively tall structure (Shwedagon Pagoda, distance mark: 600 m).

Another concern of note is the impact of mixed pixels arising from the pixel grid when AW3D5
is downsampled to AW3D30. Several instances were observed when buildings in the AW3D5 DBH
with a ground footprint of approximately 30 m or less was split into adjacent 30 m resolution pixels,
each with a lower height than the original. An example is shown (Figure 7), where a 30 × 30 m2

sized building was split into two pixels in the AW3D30 DBH. This is an unavoidable consequence of
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downsampling, and the split buildings appear to have less height in the 30 m resolution compared
with the 5 m resolution. This can be seen in the original DSMs as well. This suggests that tall adjacent
pixels seen in the AW3D30 DBH may have a smaller ground footprint than is estimated by the model.

(a) Height profile at location A

(b) Height profile at location profile B

(c) Height profile at location profile C

Figure 6. DBH profiles extracted from AW3D products at a 5 m (AW3D5, in red) and 30 m (AW3D30,
in black) resolution. Locations (a) A, (b) B, and (c) C refer to the locations shown in Figure 5.
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(a) (b) (c)

(d) (e)

Figure 7. Effect of mixed pixels on estimated height in AW3D30 over a tall structure (location:
16◦46.74′N, 96◦9.56′E) with a ground footprint of less than 30 m (a). The figures show that the
height observed with AW3D5 fine resolution DSM (b) and DBH (d) is split into pixels with uneven
heights with AW3D30 coarse resolution DSM (c) and DBH (e).

The descriptive statistics for the AW3D30 DBH with the AW3D5 DBH downsampled with a mean
filter as a reference highlighted the effect of coarse resolution (Table 3). The RMSE of the AW3D30
DBH was impacted only slightly (by 0.79 m) over the original AW3D5 DBH. The ME and MAE were
−0.03 m and 0.18 m, respectively, which points to a minor underestimation by the AW3D30 DBH.
This could be due to the mixed-pixel issue highlighted in the previous paragraph. The non-visibility of
several street canyons in the AW3D30 DBH could also have contributed to the SD.

Table 3. Descriptive statistics for the low-resolution AW3D30 DBH with the downsampled AW3D5
DBH as a reference.

RMSE (m) ME (m) MAE (m) SD (m)

AW3D30 0.79 −0.03 0.18 0.78

3.3. Comparison of DTMs from AW3D30, ASTER, and SRTM

The different acquisition time periods of the AW3D30, ASTER, and SRTM DSMs resulted in
dissimilar DBHs due to surface changes over time. To ensure a robust comparison, the DTMs extracted
from the DSMs were compared to assess the agreement between the three DTMs. This was performed
by land cover types: built-up, vegetation, and fallow land. Only the DTM values for those pixels
with the same land cover types in both the Landsat 7 (2001) and Landsat 8 (2015) images were
considered. The DTM over the complete area shown in Figure 2b was considered so as to ensure
sufficient representation of all land cover types. Comparison plots are shown in Figure 8. In general,
low-elevation pixels (≤10 m) mostly belonged to fallow land and vegetation, mid-elevation pixels
(10–30 m) belonged to built-up areas, and high-elevation areas (≥30 m) were mixed between vegetation
and built-up areas. The SRTM and AW3D30 DTMs were fairly consistent with each other, having a
low overall RMSE (1.85 m) with a high correlation of 0.97. Comparatively, the ASTER DTM showed a
higher overall RMSE with AW3D30 (3.12 m) and SRTM (4.03 m) and a lower correlation with AW3D30
(0.88) and SRTM (0.87). From Figure 8b, it can be seen that ASTER overestimated low-elevation pixels
but underestimated high-elevation pixels. The ASTER DTM over built-up pixels located at a higher
elevation was underestimated compared with AW3D30 and could be a cause of the DBH inaccuracy in
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those regions. This suggests the presence of systematic errors, which could be locally resolved by the
calibration of the ASTER DTM. Comparison of the DTMs over vegetation was inconsistent, resulting
in the highest RMSE compared with the other classes. In the SRTM DTM, this was due to the C-band
SAR sensor, which can penetrate the leaf foliage, resulting in a lower DSM elevation than that in the
DSM from optical sensors. In built-up areas, the DTMs of AW3D30 and SRTM were more consistent
with each other than they were with the ASTER DTM, as can be seen by their RMSE values in Table 4.
The ASTER DTM had a lower RMSE (3.18 m) compared with vegetation (RMSE: 3.72 m) and fallow
land (RMSE: 3.24 m) with respect to the AW3D30 DTM.

(a) AW3D30, SRTM (b) AW3D30, ASTER

Figure 8. Comparison of AW3D30 DTM with (a) ASTER DTM and (b) SRTM DTM by class: built-up
(red dot), vegetation (green dot), and fallow land (black dot).

Table 4. Descriptive statistics for AW3D30, ASTER, SRTM DTMs over the built-up land class.

DTM RMSE (m) ME (m) MAE (m) SD (m) Correlation

AW3D30-SRTM 1.91 0.34 1.47 1.88 0.97
SRTM-ASTER 4.09 −1.08 3.27 3.95 0.87

AW3D30-ASTER 3.18 −0.75 2.46 3.09 0.88

3.4. Comparison of DBHs from AW3D30, ASTER, and SRTM

The DSM and DBH profiles of the SRTM, ASTER, AW3D30, and GeoEye DBHs are shown in
Figure 9. To ensure comparison at the 30 m resolution, the GeoEye DBH was downsampled using a
mean kernel and is henceforth referred to as GeoEyemean. The SRTM DBH had a similar trend to the
AW3D30 DBH with large height underestimations. Although, originally, the SRTM DSM was intended
to identify natural topography, and man-made features are mostly absent, some buildings can still
be identified in the SRTM DBH. The SRTM DBH mostly hovered around 0 m except when a large
structure or several tall buildings with heights greater than 10 m in GeoEyemean DBH were present.
The ASTER DBH also underestimated structure heights but was closer to the AW3D30 DBH and
GeoEyemean DBH than it was to the SRTM DBH. It can be seen in Figure 9b that over the Shwedagon
Pagoda stable structure (distance mark: 600 m), the maximum height was estimated by the AW3D30
DBH (31 m), followed by the ASTER DBH (14 m) and SRTM DBH (11 m). There were several locations
where the ASTER DBH estimation was higher than that of the AW3D30 DBH and GeoEyemean DBH.
This can be seen in Figure 9b at the distances marked 400 m and at 1100 m. In the former case, it is due
to the nDSM generating the algorithm; in the latter, it is the presence of noise in the original ASTER
DSM itself that contributed to overestimation.
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(a) Profile A

(b) Profile B

(c) Profile C

Figure 9. DSM and DBH profiles for AW3D30 (red), ASTER (blue), SRTM (black), and GeoEye (solid
gray). Profiles (a) A, (b) B, and (c) C refer to the locations shown in Figure 5.

The statistical comparison of DBHs over stable structure pixels from the open DSMs and GeoEye
is shown in Table 5. It is noteworthy that the mean pixel height of the AW3D30 DBH (ME: 9.14 m)
was significantly higher than that of SRTM (ME: 3.10 m) and ASTER (ME: 5.49 m). The SDs of the
AW3D30 DBH (6.40 m) and ASTER DBH (6.08 m) were closer to that of the GeoEyemean DBH (8.19 m)
and much higher than that of SRTM (2.24 m), implying that the AW3D30 DBH and ASTER DBH
show good variation in building heights. However, the high SD for the ASTER DBH may also be on
account of noise generating anomalous heights. Along with the results of the previous section, we can
conclude that a good agreement between a pair of DTMs does not imply a good agreement between
their DBHs, e.g., SRTM and AW3D30 had a high correlation (0.97) but vastly different SD values.
When pixel-based comparisons were made with GeoEyemean DBH, the ME values of the AW3D30
DBH and ASTER DBH were much lower than their MAE values. This, along with the sign of the
ME, indicates that the AW3D30 DBH and ASTER DBH consistently underestimated the reference
heights. This can also be seen in the scatterplots in Figure 10a–c. The coefficient of determination
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was low for the SRTM DBH (R2: 0.14) and ASTER DBH (R2: 0.22) but relatively high for the AW3D30
DBH (R2: 0.60). This suggests that ASTER building heights were indeed noise artifacts, while the
AW3D30 DBH represented reference building heights with some underestimation. The locations where
the SRTM DBH was low (<0.3 m) despite high values in the GeoEYE DBH (>25 m) were checked.
Such pixels belonged to dense neighborhoods with sloped metal-roofed buildings. On the other hand,
a high SRTM DBH (>8 m) was estimated over large buildings with red brick or tiled rooftops. It is
possible that shadowing and layover originating from sloped rooftops resulted in underestimation.
The pixel locations where the AW3D30 DBH overestimated height compared with GeoEyemean were
also probed. Such pixels belonged to locations with dense tall buildings and also those buildings
where the footprint in GeoEyemean was smaller than the actual footprint. Interestingly, the RMSE of
the AW3D30 DBH (8.69 m) with respect to GeoEyemean was not much degraded over its 5 m resolution
version, i.e., the AW3D5 DBH (RMSE: 5.04 m). Assuming that a single-story building is about 3 m
high, the RMSE of the AW3D30 DBH suggests that the AW3D30 DBH pixels can detect the height of
buildings taller than 9 m or three stories.

Some instances of minor spatial misregistration (shift of 1–2 pixels) between the DBH datasets
persisted despite several georegistration attempts. To overcome this limitation, object-based
comparison of the mean height of each individual stable structure was performed. The summary of
the statistics is shown in Table 5, and the scatterplot is shown in Figure 10d. The RMSE and MAE
improved by about 2 m for each DBH when object-level statistics were computed. In Figure 10d,
four outlying building heights can be seen for AW3D30, where the GeoEye DBH is between 7 and 12 m
and the AW3D30 DBH is between 18 and 22 m. On closer inspection, it was found that these buildings
were affected by blurring and small footprints in the GeoEye DBH. From the original GeoEye stereo
image, we noticed that, in reality, these buildings were 6–10 stories high. This was determined by
visually identifying the number of windows in the vertical direction. This suggested that the AW3D30
DBH was possibly correct over those locations, and the removal of these outlying building estimates
increased the R2 to 0.62. The object-based RMSE of the AW3D30 DBH (6.92 m) suggests that if building
footprints are already known, the AW3D30 DBH is suitable for the height estimation of buildings taller
than two stories.

(a) SRTM (b) ASTER

Figure 10. Cont.
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(c) AW3D30 (d) Object-based comparison

Figure 10. Scatterplot of DBHs of stable structures from open DSMs, with GeoEye DBH as a reference.
Per-pixel comparisons were made for (a) SRTM, (b) ASTER, and (c) AW3D30. (d) Per-object height
comparison for all the DSMs.

Table 5. Pixel-based and object-based descriptive statistics over stable structures for SRTM, ASTER,
AW3D30, and GeoEye DBHs. All units are in meters. Minimum and maximum heights are denoted by
‘min’ and ‘max’, respectively. GeoEyemean refers to the GeoEye DBH downsampled to a 30 m resolution
using a ‘mean’ filter. Statistical measures denoted by ‘–’ are not applicable.

Min Max RMSE ME MAE SD

DBH
SRTM 0.04 10.52 – 3.10 – 2.24
ASTER 0.01 25.71 – 5.49 – 6.08

AW3D30 0.02 30.06 – 9.14 – 6.40
GeoEyemean 0.03 37.41 – 13.06 – 8.19

Pixel-based
SRTM-GeoEyemean −35.96 7.46 13.50 −10.65 11.06 8.31
ASTER-GeoEyemean −37.55 16.60 13.35 −9.88 10.96 8.99

AW3D30-GeoEyemean −27.40 21.23 8.88 −5.61 7.27 6.89

Object-based
SRTM-GeoEyemean −23.86 4.30 11.94 −10.34 10.53 6.04
ASTER-GeoEyemean −24.98 12.58 11.68 −9.55 10.54 6.80

AW3D30-GeoEyemean −16.06 12.08 6.92 −4.31 6.06 6.92

Regarding the average completeness of the building footprint, buildings in the AW3D30 DBH were
85.34% complete, followed by SRTM (82.12%), and ASTER (64.82%). This suggests that the AW3D30
DBH detected building footprints with a sufficiently high degree of completeness. Surprisingly,
the SRTM DBH had a similar completeness rate to that of AW3D30, both of which were much better
than that of ASTER DBH. This suggests the utility of the SRTM DBH in estimating the presence of
buildings, although at a much lower height estimation. Upon examining the buildings with low
footprint completeness, it was found that these mainly consisted of buildings with complicated rooftop
structures and conical pagodas. However, each DBH product was affected to different extents by these
complications. This is likely due to feature and intensity matching errors from complicated rooftop
reflectance during the production of the original DSM. The use of the three images was effective in
reducing such errors during DSM generation compared with using only two images [88]. The ASTER
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DBH could be severely affected by this factor, as its DSM was generated from only paired images
compared with the triplet images used for AW3D DSM generation. It was not possible to compute
the correctness satisfactorily, as buildings in the coarse DBH were clearly separated from each other,
resulting in unrealistically high FP values.

Since the DBH generated from the DSMs were acquired during different time periods, this points
to the possibility that vertical growth can be observed where it has taken place. A tall building at the
580 m distance mark in Figure 9c is clearly visible in the AW3D30 DBH but is absent in the ASTER and
SRTM DBHs. After visual inspection of historical imagery with Google Earth, it was found that this
particular building was constructed after 2005. Another tall building can be seen at the 850 m distance
mark in Figure 9a in the AW3D30 DBH and SRTM DBH but not in the ASTER DBH. It is one of the
stable structures, as identified from Google Earth’s historical imagery. Furthermore, there were several
buildings that were present in the AW3D30 DBH and ASTER DBH but absent in the SRTM DBH.
They can be seen at the distance marked from 500 to 700 m in Figure 9a and at the distance marked
from 200 to 300 m in Figure 9c. These buildings were constructed after 2004, which explains their
absence from the SRTM DBH. These examples also suggest that the ASTER DBH contained buildings
built between the years 2004 and 2005. However, if a building seems to be present in the SRTM DBH
but absent from the ASTER DBH, then the building is indeed present on the ground, and its absence
from the ASTER DBH can be explained by errors in the ASTER DSM itself.

3.5. Discussion

In this paper, a simple approach to the extraction and comparison of DBHs without the use of any
supporting datasets was used. It is possible that other methodologies may result in significantly better
estimates of RMSE. So far, only one other study has extracted building heights from the same DSM
sources as those used in this study. Wang et al. [43] derived building heights at a country-wide scale in
the UK by using ALS building heights as training data in a random forest classifier. Their approach
indicated that the highest accuracy was found with SRTM (R2: 0.67), followed by ASTER (R2: 0.66)
and AW3D30 (R2: 0.63), each with an RMSE lower than 1.9 m. This is interesting for two reasons: first,
their coefficient of determination (R2) for the AW3D30 DBH was quite close to that obtained in this
study (R2: 0.60) with a simpler technique. Second, Wang et al. [43] also achieved high accuracy for
DBHs derived from SRTM and ASTER, which suggests that these datasets should not be discounted
for DBH estimation. The results of this study could be biased on two clear accounts. First, the height
accuracy was compared only with the DBH filtered from GeoEye, which has its own shortcomings.
Furthermore, photogrammetric DSMs have limitations owing to spatial resolution, atmospheric errors,
and matching errors, leading to erroneous heights at times. A more robust benchmarking of the results
for rooftops could be achieved with a high-quality dense DBH obtained from an airborne ALS sensor,
as it has a small footprint and high point density [83]. Second, the comparisons were performed with
only 52 stable structures. These structures were mostly either tall buildings or prominent religious or
colonial structures located in relatively less dense areas. It is possible that these structures biased the
accuracy judgment in favor of the open DSMs. Comparison over a sufficiently large number of diverse
stable structures could help to overcome this limitation.

The DSMs used in this study were based on images that are about a decade to two old. Even the
latest available DSM used (TanDEM-X) has images from the year 2011. The relative importance of these
datasets depends on the location under study, e.g., they are useful for studying urban growth in cities
such as Yangon, Manila, and Shanghai that have seen rapid expansion during this period compared
with already established cities, such as Tokyo and Seoul [89]. Nonetheless, future open DSM mission
proposals, such as Tandem-L [90], are in the pipeline and shall further enhance the value of past open
DBHs. Based on the current findings, there is no reason to suggest the use of open DSMs in lieu of
DBHs from very high resolution imagery and ALS to obtain highly accurate models. However, there is
clear potential for the use of open DSMs in mapping urban heights and studying vertical expansion on
a large scale and from past periods if high-resolution data are not available.
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This research also highlights the technical improvements needed in open DSMs so that they can
better represent building heights, thus enhancing their value. Frequent identification of road features
as non-ground points in coarse-resolution nDSMs led to the lower estimation of surrounding structure
heights. There is a need for a filtering algorithm that can identify street canyons between buildings
as ground pixels. Road networks mostly lie on the ground surface and can be used as additional
terrain reinforcement information. Possible approaches could be devised that use road vector masks
or Open Street Map datasets to identify them as ground points. Roads narrower than 30 m may still
not be identified, but this should help to identify occlusions and matching inaccuracies arising from
imaging geometry over dense urban areas. Furthermore, ASTER and SRTM could be fused such that
more representative building heights are estimated for the period around the early 2000s. If cadastral
maps from that period are available, that information could be used to derive building heights for tall
structures. In the current research, this is a limitation due to the lower accuracy of ASTER and SRTM
DBHs with respect to the AW3D30 DBH and the non-availability of older reference DBMs from other
sources. By resolving these limitations, open DBHs will be of great use in assessing the vertical growth
component of land-use change in rapidly growing cities.

A direct next step is the generation of a global DBH from these open DSMs and the benchmarking
of their accuracy by comparison studies in cities with high-quality reference datasets. Some countries,
like India, have open 30 m DEMs (‘CartoDEM’) which may be used for such a comparison. Conclusions
from such studies will be useful for DBH preparation over regions that lack such maps. The DBHs
can also be employed to identify land-use agglomerations by considering human-activity-describing
datasets, such as night-time light [42]. Such agglomeration maps could be useful for characterizing the
impact of urban vertical expansion on the environment. For example, Zhang et al. [29] recently found
that urbanization increased the extreme flood event probability by several magnitudes in Houston and
suggested including the effect of urbanization on extreme precipitation in climate models. Open DBHs
can also help to identify factories and tall buildings on a large scale, which could be useful for updating
emission inventories. The understanding of the impact of urbanization on other environmental issues,
like air pollution transport in environmentally deteriorating Asian cities [91], stands to benefit from
building height datasets, as such information can support evidence-based policies.

4. Conclusions

Open DSMs, like AW3D30, ASTER, and SRTM, are already valuable for use in morphological
studies. However, digital building heights (DBHs) derived from them could be useful for several
applications in cities without building height maps. To assess the suitability of extracting DBH from an
open DSM, DBHs extracted from several high-resolution and coarse-resolution DSMs were compared.
It was found that the RMSE of the AW3D5 DBH was comparable to that of the TanDEM-X DBH and
demonstrated accuracy with an RMSE of 3.79 m. On using the coarser AW3D30, the RMSE did not
degrade significantly over the finer AW3D5 DBH. A good correlation among digital terrain models
does not guarantee a good agreement among the DBHs, as was observed between AW3D30 and SRTM.
Furthermore, height comparison over stable structures showed that the AW3D30 DBH has a much
higher accuracy than that of the ASTER DBH and SRTM DBH and was able to capture variation in
building heights. It is concluded that AW3D30 is the most suitable open DSM for DBH generation
and for observing buildings taller than 9 m in height. Further, different acquisition periods of the
available open DSMs could be exploited for studying vertical land-use changes at regional and global
scales. Such applications will be useful for policy studies addressing environmental impacts and
disaster mitigation.

Author Contributions: Conceptualization, P.M. and W.T.; methodology, P.M.; software, P.M.; validation, P.M., R.A.
and W.T.; formal analysis, P.M.; investigation, P.M.; resources, R.A., W.T.; data curation, W.T.; writing—original
draft preparation, P.M.; writing-review and editing, P.M., R.A. and W.T.; visualization, P.M.; supervision, W.T.;
project administration, W.T.

Funding: This research received no external funding.

268



Remote Sens. 2018, 10, 2008

Acknowledgments: This research was supported by Science and Technology Research Partnership for
Sustainable Development (SATREPS), Japan Science and Technology Agency (JST) and Japan International
Cooperation Agency (JICA). The TanDEM-X data were provided by the DLR through DLR scientific projects,
avtar_XTI_VEGE6813. We are also indebted to the three anonymous reviewers for their fruitful criticisms.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

The following abbreviations are used in this manuscript:

ALS airborne laser scanning
ASTER Advanced Spaceborne Thermal Emission and Reflection Radiometer
AW3D5 ALOS world 3D 5 m resolution DSM
AW3D30 ALOS world 3D 30 m resolution DSM
DSM digital surface model
DTM ditial terrain model
DBH digital building height model
MAE mean absolute error
ME mean error
MSD multi-directional slope filtering
nDSM normalized digital surface model
RMSE root mean square error
SAR synthetic aperture radar
SD standard deviation
SRTM Shuttle Radar Topography Mission
TanDEM-X TerraSAR-X add on for Digital Elevation Measurements
VHR very high-resolution
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Abstract: Aerial laser scanning or photogrammetric point clouds are often noisy at building
boundaries. In order to produce regularized polygons from such noisy point clouds, this study
proposes a hierarchical regularization method for the boundary points. Beginning with detected
planar structures from raw point clouds, two stages of regularization are employed. In the first stage,
the boundary points of an individual plane are consolidated locally by shifting them along their
refined normal vector to resist noise, and then grouped into piecewise smooth segments. In the
second stage, global regularities among different segments from different planes are softly enforced
through a labeling process, in which the same label represents parallel or orthogonal segments.
This is formulated as a Markov random field and solved efficiently via graph cut. The performance
of the proposed method is evaluated for extracting 2D footprints and 3D polygons of buildings
in metropolitan area. The results reveal that the proposed method is superior to the state-of-art
methods both qualitatively and quantitatively in compactness. The simplified polygons could fit the
original boundary points with an average residuals of 0.2 m, and in the meantime reduce up to 90%
complexities of the edges. The satisfactory performances of the proposed method show a promising
potential for 3D reconstruction of polygonal models from noisy point clouds.

Keywords: point clouds; boundary extraction; regularization; building reconstruction

1. Introduction

With the rapid developments in aerial laser scanning (ALS) and aerial oblique photogrammetry,
3D point clouds have become the primary datasets used in large-scale urban reconstruction [1,2].
In particular, recent advances in structure from motion (SfM) [3] and multi-view stereo (MVS) [4]
methods allow detailed coverage of urban scenes, and are particularly suitable for feature matching [5],
bundle adjustment [6,7], and dense image matching (DIM) [8,9] in aerial oblique images.

However, as the usability of point clouds or derived triangular meshes is limited by the difficulties
in manipulating and managing the datasets, 2D polygons and polygonal building models are still the
industrial standard datasets for various applications [10,11], including visualization, spatial analysis,
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urban planning, and navigation [12–15]. Although the extraction of points on the exterior building
boundaries is gracefully handled by a standard convex hull or alpha-shapes for non-convex boundaries,
simplification and regularization of the noisy boundaries are still non-trivial tasks and well-established
cartographic algorithms do not produce acceptable results when applied to point cloud datasets.

The inherent deficiencies of point clouds data, such as data anisotropy, insufficient sampling,
and especially noise, make it challenging to retrieve compact 2D/3D polygons of buildings that
have satisfactory geometric quality. For ALS data, which have high altimetric accuracy but relatively
low point density [16], the initial boundary points of building plans are often jagged [17] and small
structures are not well sampled. Meanwhile, DIM point clouds of aerial oblique images are generally
inferior to those created from laser scanning in terms of noise level and the preservation of sharp
features [9]. The forward intersected point clouds suffer from inaccurate positioning at the edge of
building planes due to disparity discontinuities, and thus sharp features may degenerate at corners.

In the boundary simplification process, traditional edge collapse-based methods are likely to
eliminate sharp features, whereas regularization methods that adopt the Manhattan rule based on the
dominant orientation tend to be too strict in many real-world applications, leading to large distortions
when applied to polygons with multiple orientations.

This paper consists of three major contributions, in order to overcome the above issues: (1) we
allow the mutation of boundary points along their normal in the local stage in a least-square manner
to resist noise; (2) we relax the hard Manhattan assumptions (either parallel or perpendicular to the
dominant orientation) [1] by also considering fidelity terms. Unlike other modified Manhattan-based
regularization methods which need to pre-define the number of resulting orientations [18] or difference
angle threshold for compulsive orthogonality [19], the proposed method casts the problem as a Markov
random field (MRF) and allows multiple and arbitrary orientations with mutual regularities in the
same optimization; and (3) we propose a strategy to produce simplified polygons with inter-part
regularity in 3D space.

In this study, we extend our preliminary conference paper [20] in the following four directions:
(1) improving the local stage regularization algorithm, allowing it to handle the zigzag effect more
efficiently; (2) taking regional level relationships into considerations to handle boundary regularities
between different planes or buildings; (3) conducting additional experiments on relatively low-density
ALS data for building footprint generalization; and (4) supplementing more quantitative comparison
with other representative methods. The rest of this paper is organized as follows. Section 2 briefly
reviews the existing research on boundary points simplification and regularization. In Section 3,
the proposed method is described in detail. The performance of the proposed method is evaluated in
two different application scenarios, both qualitatively and quantitatively in Section 4. Discussions are
given in Section 5 and the conclusions are presented in Section 6.

2. Related Work

The simplification and regularization of closed boundaries or polygons for discrete points have
attracted a lot of interest in the fields of photogrammetry, cartography, and computer graphics. Such
procedures can be used in map simplification [21], multi-scale representation [22,23], 3D model
simplification [24], building footprint generalization [25], and 3D reconstruction [26]. However,
the data redundancy and noise level in building borders from ALS or photogrammetric point clouds
are distinctively higher than those in digital maps, existing building footprints, or 3D models. As shown
in Figure 1, generally, producing methods for building boundary simplification and regularization can
be categorized into three major classes.
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Figure 1. Classification of boundary generalization methods.

The aim of boundary point simplification is to represent an original boundary compactly, which
is necessary for efficient computation and visualization. The first class of methods attempted to
decrease the number of vertices by discarding original points that met a certain criterion, locally or
globally. Among this class of methods, the Douglas–Peucker algorithm, which uses perpendicular
distance as a global indicator, is the most common [27]. Some algorithms locally define a line through
the first two points of the original polyline, and then calculate the deviation from this line for each
successive point. The first point with a deviation that exceeds a pre-defined threshold is kept and
treated as the first point of the next line. This deviation could be either a direct perpendicular
distance [28] or a sleeve-fitting residual [29]. Sometimes, further constraints are also incorporated into
this formulation [30]. More recently, methods that consider both local and global measurements in the
process of simplification have been explored. Triangle decimation is used to simplify the curves while
enforcing the topology of the curve set [31], resulting in the simplification of curves while maintaining
the geometric relationship between curves. This type of simplification algorithm is easy to implement,
computationally efficient, and requires only a small amount of memory. However, the resulting
polygons depend on the choice of starting points and are easily affected by noise. Furthermore, critical
points around sharp features are likely to degenerate during the process of simplification.

To better fit the original boundary points, the second class of methods tries to detect line segments
from the original points and then assemble them to form a closed polygon. These methods focus on
the preservation of data fidelity. Using the simplified polygon produced by the Douglas–Peucker
algorithm, some researchers further strengthen the polylines by fitting the line segments. For example,
line segments obtained using the least-squares method can be intersected in a pairwise manner to
form a closed polygon [32] or selected for optimal configuration based on the minimum description
length (MDL) principle [33,34]. In contrast, some studies fitted line segments through a wide range of
approaches, such as detecting critical points for initial boundaries [35], pivot points [36], detecting line
segments by Random Sample Consensus (RANSAC) [37], multi-scale line fitting [38], and casting the
problem to Gaussian space [39], Hough space [40], or graph space [41]. Adjacent non-parallel segments
produce a vertex in the polygon; otherwise, the segments are merged [42]. The above methods tend
to fit local smooth line segments and connect them to form a closed polygon with loose (or even
without) global constraints. However, when the position of the original boundary points deviates too
much from the ground truth location due to data noise or imperfections in sampling during the data
collection, the simplified results will not reconstruct the shape very accurately. In addition, the global
regularities in the building boundaries are not well preserved.

In the third class of methods, the Manhattan assumption is adopted to produce simplified
polygon boundaries [43–45]. It first detects the dominant direction of the polygon and then enforces
the rectangular shape constraint on the segments. Many approaches have been used to conduct the
first step, including intersecting horizontal lines in 3D space [46], rectangle fitting [43], weighted
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line-segment lengths analysis [19,45,47], longest fitted line detection in Euclidian space [26,48] or
Hough space [40], vanishing points detection in image space [18], and histogram analysis [49–51].
Furthermore, some methods first divide all of the line segments into two orthogonal groups, then
refit the dominant orientation by taking all of the original points into consideration [44,52]. For the
second step, the two common approaches to reconstructing the simplified polygon are constrained
least-squares fitting and graph cut [50,53]. Although the Manhattan assumption successfully
characterizes most urban and indoor environments, a strict Manhattan constraint will lead to
undesirable distortion in environments that do not conform to this assumption. To address this
deficiency, some methods balance data fidelity and shape regularity while simplifying a given point
set. By improving the traditional Manhattan assumption, some studies have loosely enforced the
rectangular rules by allowing oblique edges [18,19,37,47,54]. Line segments are compared with a
pre-defined threshold, and those with less deviation are forced to obey regularity rules; otherwise, their
original orientation angles are kept, allowing the reconstruction of non-rectangular shaped buildings.
Besides, multiple dominant orientations are assumed [55]. However, the definition of tilt edges is
subjective and their potential mutual regularity is ignored. More recently, in related fields, energy
functions have been built to explicitly express data fitting residuals and geometric regularity [56–60].
The parameters of an optimal structure can be retrieved by minimizing object functions.

In aforementioned building boundary regularization methods, the noises in ALS and
photogrammetric point clouds sometimes make it difficult to regularize building boundaries due to
the unstable estimation of edge orientation angles and their mutual regularity. Besides, inter-part
relations between different buildings are not considered to produce regular boundaries in regional
level. Therefore, in order to produce building boundary with inter-part regularity and a high-degree
of data fidelity, in this paper, we propose a hierarchical regularization method, which composed of a
local stage and a global stage. In the proposed method, we allow the shifts of the boundary points to
resist noise, and in the global stage, inter-part regularities between different polygons are posed as a
labeling problem that considers two competitive desires, preserving data fidelity and enforcing the
same labels (orthogonal or parallel), and solve the problem with a standard graph cut.

3. Hierarchical Regularization of Building Boundaries from Noisy Point Clouds

3.1. Overview of the Approach

Staring from building point clouds in one region, planar structures are first extracted with
simple parallel and orthogonal constraints using the existing RANSAC-based methods [61,62]. Then,
the detected 3D planes that share the same normal orientations (parallel or coplanar) are grouped
to conduct boundary tracing and boundary regularization, as depicted in the blue box in Figure 2.
For each plane group, 3D points are projected to 2D space by translation their centroid to the origin
point and rotating the normal of the plane to the positive direction of Z-axis, the consecutive boundary
points of each plane, which are the input of the proposed methods, is extracted using alpha-shapes [63].
Besides, non-parallel planes are projected to each plane group to form virtual angles for subsequent
global regularization.

As shown in Figure 2, the hierarchical regularization is composed of two main stages: the local
stage and the global stage. The objectives of the two stages are complementary. A closed point
boundary is shifted and divided into piecewise smooth line segments in the local stage. In the global
stage, global parallel and vertical relationships between line segments in the overall area are discovered
to further regularize edges, which results in highly regularized polygons.

In the local stage, neighboring relationships between consecutive building boundary points
are first built using a forward search strategy; then the initial normal of each point is estimated
using principal component analysis (PCA) with a fixed neighbor size. Based on the initial normal
orientation and the neighboring relationship, a high-quality 2D normal of each point is reconstructed
by minimizing the least-squares function, which decreases the normal differences between neighboring
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points while ensuring that the final normal does not deviate too much from the initial value.
The positions of the initial points are then shifted along the refined normal to harmonize their positions
and normal orientations. These points are then grouped according to the reconstructed normal, and
line segments with limited endpoints are fitted. These lines have a finite extent that is clipped to a
bounding box based on the projection of the points.

 

Figure 2. Overview of the proposed regularization method. The red boxes and blue boxes indicate for
same types of procedures. In the global regularization, colors of segments and virtual angles are set
randomly at first. Then same colors stands for selecting the same orientation angles.

In the global stage, each line segment along with its shifted points is set as an input to generate
augmented line segments. The mutual parallel and vertical relations between each segment in the
same group are used to form the augmentation. Besides, regularity clues from non-parallel planes are
also discovered. Then, we construct an energy function that considers both data fitting cost and overall
smoothness using the shifted points as observations. The energy function is minimized via graph cut
and the result is highly regularized line segments in the global scene.

After the two stages of refinement, the resulting polygons are generated through a simple corner
detection method that merges line segments with the same orientation and intersects. In the following
section, we describe the two stages in detail.

3.2. Shiftable Line Fitting for Local Regularization

The goal of this stage is to robustly reconstruct for each boundary a piecewise smooth polygon
that approximates the original outline. Since the noises in point clouds may hinder the estimation of
point normal, inspired by [64], the refinement of normal vectors are necessary. Therefore, three steps
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are incorporated to refine the boundaries and produce a piecewise smooth polygon: neighborhood
estimation, normal refinement, and shiftable points grouping. A neighbor relationship between points
that belong to the same line is first estimated, then the 2D normal is computed and refined based on
the assumption that neighboring points are more likely to have a uniform normal (e.g., numerically
the included angle is less than 1 degree). After that, piecewise smooth polylines are grouped together
in accordance with their 2D normal and the positions of the points are shifted along their 2D normal
based on a least-squares function that measures the consistency of points’ positions and their normal in
a given tolerance which is depicted in the upper right of Figure 2. It should be noted that the shiftable
line fitting is different from direct line fitting through RANSAC or other alternatives, in the ways
that the proposed method are less sensitive to local noise and will create more local segments for the
successive global labeling.

3.2.1. Outlier-Free Neighborhood Estimation

The main purpose of this phase is to identify outlier-free collinear relationships between
consecutive points. Therefore, a forward search-based iterative method is used to estimate the
neighboring region of a point which consists of collinear consecutive points around this point.
The neighboring region of a given point starts from the point (itself). In each iteration, one point
(the next consecutive one) is added to this region if the residual of the candidate point to the fitted
least-squares linear equation of the last iteration is below a given threshold. To strictly prevent outliers
and preserve sharp features, a small threshold is preferred. However, due to the discrete character of
point clouds, it is meaningless to set threshold less than the Ground Sample Distance (GSD) and 1.5
GSD is chosen. The iteration stops when a candidate point is rejected, at which point the neighbor
region detection of another point starts. Two points are treated as a neighborhood only when they
appear in each other’s neighbor region. If a point has no neighboring points, then it is treated as a
potential outlier or as high-frequency noise and is not used in subsequent processing steps. When the
mutual neighbor relationships between all of the points are defined, PCA is used to estimate the initial
2D normal vector of each segment.

3.2.2. Robust Normal Estimation of Boundaries

As 2D normal can be represented by rotation angles in 1D space, we transform the normal
vector into angle space, which not only decreases the number of parameters but also promotes
computational efficiency. Based on the assumption that neighbor points are more likely to have similar
normal, the normal angle of each point is refined in a least-squares adjustment that considers both the
initial normal angle and neighbor differences. The cost function is formed based on the neighboring
relationships derived in the previous step. Two terms are incorporated, as shown in Equation (1):

min
θ

∑
(p,q)∈N

ωp,q
∣∣θp − θq

∣∣2 + λ∑
p

∣∣∣θp − θ0
p

∣∣∣2 (1)

where N is the neighbor region and p and q are two different points which have neighbor relationships;
θp and θq are the unknown normal angles of points p and q after refinement; θ0

p is the initial value of θp;
and λ controls the balance between data fidelity for initial estimated normal and consistency of normal
vectors for neighbor points, a large value of λ would prevent the change of normal angle and it was set
as 0.1 in all the experiments. ω is the weight between neighboring points and is computed as follows:

ωp,q = e− ( θp−θq/σ ) 4
(2)

where σ defines the preferred angle difference, which penalizes big initial normal differences, and fixed
at 15◦ in all the experiments below, because we observed that the deviations of estimated normal at
smooth region are lower than this value for most of the cases; θp and θq are the same as in Equation (1).
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The above optimization is a standard regularized least-squares optimization and a standard solver
is adopted to solve this problem [65]. The first term of Equation (1) minimizes the angle difference
between neighboring points and the second term prevents the normal angles from deviating too
much from their initial values. As depicted in Figure 2, after the normal refinement, the normal angle
differences of the sharp features are enlarged (see the rooftop and the lower left corner), whereas those
in the smooth region are reduced (see points with the same color).

3.2.3. Line Fitting with Shiftable Points

Once the high-quality normal orientations of all of the inlier points have been reconstructed,
the consistent positions of boundary points p′ are updated by shifting them in the normal direction
(represented by n) to smooth the initial boundary points p. The length of the shifting is quantized by
a single scalar t, as p′ = p + t × n. In order to optimize the local shifting value, similar optimization
is approached as defined in Equation (3). It should be noted that, unlike traditional line fitting, this
procedure operates on individual point and may involve neighborhood information that does not
belong to the same local segment.

min
t ∑

(p,q)∈N
ωpq

(∣∣∣(p′ − q′
)Tnq

∣∣∣2 + ∣∣∣(q′ − p′)Tnp

∣∣∣2)+ μ∑
p

t2
p (3)

This is also a regularized least-squares problem, in which the weight ω is defined as the same as
Equation (2) and gives larger weights to points with similar normal orientations. The left part measures
the local deviation in the point’s neighboring region N, which allows smoothness across different small
segments. Because there are arbitrary many solutions to this free adjustment problem, the other term is
also included to ensure data fidelity by constraining the final point position so that it does not shift too
much from its initial position. The scale factor μ is used to balance normal smoothness and position
deviation, a large value of μ would prevent the points to shift from their initial positions.

Once the smoothed positions are obtained, piecewise smooth polylines are constructed by
grouping consecutive points that share similar normal angles, as the normal angles across sharp
features have been magnified in the previous step. The shifted positions of the points belonging to
each group are used to fit a least-squares line segment, and the corners are detected by intersecting
lines with corresponding bounding boxes, based on the projection of points. As shown in Figure 2,
after the local stage simplification, the initial polygon boundary points are represented by 10 edges
and the sharp features are not lost.

3.3. Constrained Model Selection for Global Regularization

In the stage described above, the consecutive boundary points are integrated as piecewise smooth
line segments composed of shifted points with a finite extent and unique orientation angles. These
orientation angles may be contaminated by the noise that is inherent in the initial boundary points,
leading to irregular polygons.

As man-made buildings always have regular shapes and buildings in nearby regions are likely to
confirm some regional level regularity, it is reasonable to infer that all of the edges from the same region
of building outlines are mutual related. These kind of inter-polyline relations are mainly parallelism
and orthogonality. However, non-uniform edges may also exist in building outlines, and forcing
them to become parallel (or perpendicular) to the dominant orientation may induce large distortions.
Therefore, in the proposed method, the regularities are only softly enforced. We cast the regularization
into the label space, in which the label of two segments are considered the same if they are collinear,
parallel or orthogonal. In addition, long segments are preferred in the label inferencing. This problem
is, formulated as a standard MRF and solved efficiently with graph cut [66].
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3.3.1. Constrained Model Extension

In our hypothesis, the line segments that constitute the same polygon only have a limited number
of orientation angles, and these angles are always represented by larger edges. As the orientation
of initial angles may be affected by noise, especially short edges, robust detection of inter-polyline
relations is a non-trivial problem. Inspired by [57], we extend the potential orientation angle of all of
the line segments according to the expected inter-polyline relations. Although only one orientation
angle is selected finally, the extended orientation angles help us to recover noisy or under-sampled
line segments and allow us to make global optimal orientation angle selections.

In each plane group that contains detected planes that share the same normal vector, a line
segment in 2D space is represented by the corresponding point sets as p ∈ l = (c,o)T, in which c is
the center position of the segment and o is the orientation angle of this line segment. In order to
enhance the regularities, only a subset of all the possible values for the orientations should be selected.
Therefore, all the orientations are first extended to pairs, which also consider the corresponding
orthogonal direction as ϕ = [o, o ± π/2]. The sign of the extended value is chosen properly so that the
two orientations all fit into the range of [0,π). Then the label space, Φ, is the union set of two parts Φ1

and Φ2. One part is formulated by all the pairs for all the segments as Φ1 = {ϕ1
i|i = 1, 2 . . . , M} and M

is the total number of segments in this plane group. The other part, nominated as virtual angles in
this paper, is formulated by the projections from non-parallel plane groups in the same region as Φ2

= {ϕ1
i|i = 1, 2 . . . , N} and N is the total number of plane groups that are not parallel with this plane

group. Since building outlines are always mutual appeared in intersected planes and the function of a
plane is estimated by a distinct larger amount of points than the function of a line segment, the label
space in Φ2 is more likely to reveal the real orientations.

In the model extension process, the center positions remain unchanged and only the orientation
angles for each segment varies according to the selected label. Note that for a given original model
and a given candidate angle, only one candidate model can be formed, either parallel or perpendicular.
The purpose of the model extension is to ensure that the optimal configuration exists as a subset of the
augmented candidate model set and that a regularized polygon can be simultaneously recovered by
applying a proper model selection strategy.

3.3.2. Model Selection Using Graph Cut

Next, we need to select the optimal models from the extended candidate models. An initial model
can only correspond to one final selected model. An energy function that considers both neighbor
smoothness and data fitting degree is built to measure the regularity and data fitting errors, as below:

E(ϕ) = ∑
l∈L

D(l, ϕl) + λ ∑
(l,k)∈S

e(− |ϕl−ϕk |/σ )

D(l, ϕl) = ∑
p∈l

dϕl
⊥ (p)

(4)

in which, L represents all the line segments in this plane group and l is a line segment which is fitted by
several shifted points. The first term measures the refitted error of the line segments, using the selected
label orientation and means the distance of a point to the corresponding segments. And the second is
the smoothness constraint, which penalizes similar initial angle models that are labeled differently.
S defines the pairwise neighborhood of the segments, which includes pairs of models that have similar
initial orientation angles; σ is the same as in Equation (2) (15◦ selected for all the experiments in this
paper). λ controls the strength of the regularities, and if the value of λ is set to 0, non-regularity are
considered in the optimization process.

We implement the graph cut algorithm [66,67] to minimize the energy function and convert the
labeling result to corresponding orientation angles. Successive segments with the same orientations are
merged to form a new segment and the corners are identified as the intersection of two non-parallel line
segments. As depicted in Figure 2, after the global stage regularization, the piecewise smooth polygons
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are further merged and intersected to form new polygons with two orientation angles that represent
the main structure of the original point boundary while preserving the parallel and perpendicular
relationships between the main edges.

4. Experimental Evaluation

4.1. Description of the Test Data and Evaluation Methods

To test our algorithm, we evaluate the performance in two different application contexts: 2D
building footprint generalization and 3D building model reconstruction. Furthermore, we use both
photogrammetric point clouds generated from aerial oblique images and ALS data to test the robustness
to the different type of noises. The datasets all cover urban areas, such as Hong Kong, and Toronto [68].

The generation of photogrammetric point clouds for the Hong Kong datasets is accomplished
using off-the-shelves SfM/MVS solutions [69]. And, in the pre-processing, the building point clouds are
extracted using existing footprints and post-processing interactions. After that, planes are detected via
RANSAC [61,62,70]. In addition, other powerful methods could replace the methods we have chosen
in this study. Planes which share the same normal are grouped together to be further regularized and
the virtual angle between intersected plane groups are computed. For each plane group, the detected
planes are first rotated and transformed into 2D space; then, border points are extracted by applying
the 2D alpha-shapes. After regularization, the 2D polygons are transformed back into 3D space.
The buildings and corresponding plane segmentations are illustrated in Figure 3, and their basic
information is given in Table 1.

Figure 3. Photogrammetric point clouds and detected plans of test areas: (a) original building point
clouds and (b) detected planes in the point clouds.

Table 1. Basic information about the photogrammetric test datasets.

Area Name Point Number Point Density (pt/m2) Detected Planes (Groups)

Centre 3,005,398 81 381 (29)

This study also tests the performance of the ALS dataset in 2D footprint generalization. The ALS
data for two areas are acquired from downtown Toronto. The dataset was released by ISPRS [68] and
two areas called Area-4 and Area-5 are used. Building points are extracted using existing building
detection methods [71], then manually refined to correct some apparent mistakes (e.g., remove false
detection and restore incomplete detection). Then, single buildings are obtained through point
clustering and all of the points are projected to the ground plane to conduct boundary extraction and
regularization. The ALS point clouds being tested are shown in Figure 4 and their basic information is
given in Table 2.

283



Remote Sens. 2018, 10, 1996

Figure 4. Aerial laser scanning (ALS) point clouds used in the 2D footprint generalization test (color
shaded by altitude).

Table 2. Basic information about the ALS test datasets.

Area Name Point Number Point Density (pt/m2) Detected Planes (Groups)

Area-4 1,291,120 6.15 45 (1)
Area-5 1,138,977 5.42 34 (1)

We compare our algorithm with four representative methods. The first compared method is
the well-known Douglas–Peucker (DP) algorithm (with the threshold from 0.2 m to 0.35 m in most
cases) [27] and the second compared method is a polygon simplification algorithm published by [31]
which we represent as SCS in the following part of this paper. The virtue of these two methods
is to maintain of good approximation error and produce simplified polygons with approving data
fidelity to the input boundary. Besides, we also compared with regularity-skilled methods, e.g.,
the dominant orientation based methods [47] (represent as DOB), and a method which balanced
between regularity and fidelity [20] (represent as BRF). To give a fair comparison between different
polyline simplification and regularization algorithms, the polygons are simplified to similar numbers
of vertexes, e.g., changing the parameters in an adaptive manner. Both qualitative and quantitative
comparisons are conducted. The output polygons are displayed in their original 3D or 2D space and
are compared visually. In order to reveal to what extent do the output polygons approximate the input
boundary (fidelity) and how regular do the polygons are (regularity), two indices are calculated to
quantitatively measure them respectively. Fidelity is defined by the averages of the distances from the
original boundary points to their corresponding output polylines, and regularity is represented by the
distribution of the orientation angles that appear in each output polygon. Since the ALS datasets in
Toronto are released with ground truth [68], the results are further investigated by calculating the root
mean square (RMS) distance and the Hausdorff distance [72] to the reference boundaries. Note that,
only footprints with 1:1 correspondence to the reference datasets are incorporated in the comparison.

4.2. Experimental Comparison of the Photogrammetric Point Clouds

As shown in Figure 5, the proposed method could produce neat polygons with a good quality
that main structures of buildings are rather recognizable. The detailed comparisons for all the five
tested methods are shown in Figures 6 and 7. Although all the five tested algorithms can simplify
the polygon outlines to a certain degree, their visual qualities are different in detail. Since regularity
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constraints are not enforced, the results from SCS and DP could only recover the shape with approving
errors, the parallel and the orthogonal relationship between edges are not preserved.

Figure 5. Visual comparison of the regularization results applied to photogrammetric point clouds
from two complimentary views: (a) original colored point clouds and (b) the results obtained by the
proposed method.

Meanwhile, for most rectangules the proposed methods and the method in BRF and DOB could
correctly recover edges which belong to the major orientations. However, as non-dominant orientations
are kept with their original orientations to receive a higher degree of data fidelity in DOB, the output
polygons may contain a lot of tilt edges without mutual regularity. In contrast, the proposed methods
and BRF could discover regularity constraints between non-dominant orientation edges and softly
enforce mutual regularity constraints, resulting in polygons with overall inner regularity. When
comparing reconstructed polygons in 3D, it is obvious that corners which shared by three planes are
visually recognized from the proposed methods, the mutual orthogonal relationship between edges
belong to different planes are also recovered as the intersection angles between different plane groups
are served as virtual orientation angles in the global optimization process. This feature is potentially
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useful for topology reconstruction between polygons. Some polygon-snapping algorithms could
use the results of our algorithm as input [56]. As shown in Figures 6 and 7, results from BRF, DOB,
SCS, and DP are somehow irregular at building corners due to the inaccurate estimation of dominant
orientation in noisy point clouds.

 
Figure 6. Zoom-in comparison of the regularization methods applied to photogrammetric point clouds
in the red box region on the left of Figure 5. (a), original colored point clouds; (b–f), results of the
proposed method, BRF [20], DOB [47], SCS [31], and DP [27] respectively.

Figure 7. Zoom-in comparison of the regularization methods applied to photogrammetric point clouds
in the red box region on the right of Figure 5. (a), original colored point clouds; (b–f), results of the
proposed method, BRF [20], DOB [47], SCS [31], and DP [27] respectively.
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The quantified fidelity evaluation is presented in Figure 8. As shown in the graph, for all five
tested methods, the average residuals of the output polygon ranges from 0.181 m to 0.253 m while the
numbers of edges are between 3049 and 4019. The number of edges for the proposed method is the
smallest among all the five methods, stating that the output polygons of our method are quite concise.
As for residuals, the minimum average value is 0.181 m which obtained by DOB and the value for the
proposed method is slightly larger than that value (3 cm), which indicates a satisfying data fidelity of
the output polygons by the proposed method.

 

Figure 8. Average data fitting residuals and numbers of edges of the output polygons of the
photogrammetric dataset. From left to right are the values for the proposed method, BRF [20], DOB [47],
SCS [31], and DP [27], respectively.

In Figure 9, we illustrate the distribution of the orientation angles that appear in the output
polygons. Orientation angles with intersection angle less than 0.1 degrees are identified as the same
orientation angle. And, for same orientation angles, the length of their line segments are accumulated
and divided by the total length of polygons in the scene to get the length percentage for this orientation
angle. As shown in Figure 9, the proposed methods produce polygons with the minimum number of
orientation angles and 1/3 of the total edges (in length) are shared by two orientation angles which
orthogonal with each other. For the other four tested methods, orientation angles also concentred
on several orientations but with less affinity. For DOB, edges belong to the dominant orientation are
detected and complied, however, the remained edges are still irregular. Meanwhile, for BRF, several
distinctive orientations for individual polygons are recovered but lacks inter-polygon regularity.
As illustrated in Figure 9d,e, results from SCS and DP which focus on data approximation, regularity
is not considered. The statistical values in Figures 8 and 9 indicate that our method produces global
regularized polygons that fit the original point boundaries well and maintain data fidelity to a
competitive degree, which conforms to the visual observations in Figures 5–7.

4.3. Experimental Comparison of ALS Point Clouds

The original alpha-shapes boundary of the 2D footprints from Area-4 and Area-5, together
with the corresponding generalized polygons produced by the proposed method are shown in
Figures 10 and 11, respectively. Detailed areas of the two environments are presented in Figures 12
and 13, respectively. Overall, all of the five methods are capable of generalizing building footprints
while maintaining the main structure. Long edges are simplified with good data fidelity due to the
preferable sampling of the original ALS data. However, the results of the detailed reconstructions
of the short edges are different. Shorter edges, which are not as densely sampled as longer ones,
are neatly reconstructed in the polygons produced by the proposed method, BRF, and DOB, but are
distorted or deformed in the polygons produced by SCS and DP. For rectangular footprints, the output
polygons for the Manhattan-based method are concise and regular. However, some tilt edges are not
regularized, see Figures 12 and 13. As for the proposed method, nearly all the major structure of
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original boundaries are well preserved. Potential regularity between edges are discovered to enhance
regularity, and non-dominant orientations are preserved to a large degree.

Figure 9. Comparison of the orientation angles that appear in the polygons output by different methods
applied to the photogrammetric datasets. In each sub-graph, the dots and the corresponding drop lines
mark the appearance of a certain orientation angle in 3D space. (a), results for the proposed method;
(b–e), results for BRF [20], DOB [47], SCS [31], and DP [27] respectively.

Figure 10. Visual comparison of the 2D building footprint generalization in Area-4. (a) original
alpha-shapes boundary; (b) results of the proposed method.
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Figure 11. Visual comparison of the 2D building footprint generalization in Area-5. (a) original
alpha-shapes boundary; (b) results of the proposed method.

 

Figure 12. Zoom-in comparison of the regularization methods applied to ALS point clouds in the red
box region of Figure 10. (a), original alpha-shapes boundary; (b–f), results of the proposed method,
BRF [20], DOB [47], SCS [31], and DP [27] respectively.
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Figure 13. Zoom-in comparison of the regularization methods applied to ALS point clouds in the red
box region of Figure 11. (a), original alpha-shapes boundary; (b–f), results of the proposed method,
BRF [20], DOB [47], SCS [31], and DP [27] respectively.

The quantified fidelity evaluations of Area-4 and Area-5 are presented in Figure 14. As shown
in the bar graph, for the polygons in Area-4 and Area-5, the RMS of the output polygons (setting the
original boundary points as references) produced by the five methods are all lower than 0.3 m, and the
overall residuals for Area-5 are lower than Area-4. Given the point density in the original ALS data
(see Table 2), these results are relatively good. In both the two areas the output edge numbers of the
proposed method are the smallest while the residuals for the proposed methods remain a comparable
low level among the five test method, proving again the preferable fidelity of boundaries after the
two-stage regularization. In the meantime, results for the Manhattan-based method in DOB is low
indeed for they keep too many edges with original orientation angles. As a result, the output polygons
by DOB contain the largest number of edges. Since the point density is relatively low, SCS and DP may
lose sharp features and result in distorted polygons with large data fitting residuals.

In addition, we calculate the RMS and Hausdorff distance of the output polygons by comparing
with the ground truth provided by the benchmark sponsors [68]. Apart from evaluating the
performance of the five test methods, the RMS values are also compared with other benchmark
participants’ results reported in their publications [73–75]. As shown in Tables 3 and 4, the RMS for the
proposed method is about 0.77 m in Area-4 and 0.68 m in Area-5 while the Hausdorff distances to the
ground truth polygons are 1.28 m and 1.13 m, respectively. In all the five tested methods, the RMS and
Hausdorff distance of the proposed method is the lowest in both the two test ALS areas, demonstrate
that our method can outperform other boundary simplification and regularization methods. When
comparing with other results which focus on building detection, the RMS value of the proposed
method still shows comparative results. The reason may lie in the fact that the input building point
clouds in this paper are extracted with manual post-processing, thus the input boundaries used here
are more intact.
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Figure 14. Average data fitting residuals and numbers of edges of the output polygons of the
photogrammetric dataset, (a) for Area-4 and (b) for Area-5. From left to right are the values for
the proposed method, BRF [20], DOB [47], SCS [31], and DP [27], respectively.

Table 3. Comparison of the root mean square (RMS) and Hausdorff distance in Area-4.

Method RMS (m) Hausdorff Distance (m)

Proposed 0.77 1.28
BRF [20] 0.79 1.35
DOB [47] 1.11 2.01
SCS [31] 0.94 1.56
DP [27] 1.09 1.86

CKU [73] 1.62 –
YOR [74] 0.80 –

MON2 [75] 0.96 –

Table 4. Comparison of the RMS and Hausdorff distance in Area-5.

Method RMS (m) Hausdorff Distance (m)

Proposed 0.68 1.13
BRF [20] 0.68 1.14
DOB [47] 1.02 2.00
SCS [31] 0.91 1.31
DP [27] 0.93 1.43

CKU [73] 1.68 –
YOR [74] 0.90 –

MON2 [75] 0.89 –

In Figures 15 and 16, we present the distribution graph of the orientation angles that appear in the
output polygons. In Area-4, the output polygons produced by the proposed method are concentrated
on 11 orientation angles and two of which, that deviate from each other by 90 degrees, contain more
than 90% of edges in length. Meanwhile, in Area-5, our method produced polygons are concentrated
on only five orientation angles. The resulting orientation angle histogram of BRF and DOB also show
peaks at the two dominant orientations of the scene, but as inter-polygon constraints are not enforced,
the regional level regularity is not preserved as well as the proposed method. As for the methods in
SCS and DP, due to the low point density, the loss of sharp feature around corners result in irregular
boundaries for small edges which are not well-sampled.

291



Remote Sens. 2018, 10, 1996

 

Figure 15. Comparison of the orientation angles that appear in the polygons output by different
methods applied to the ALS datasets in Area-4. In each sub-graph, the dots and the corresponding
drop lines mark the appearance of a certain orientation angle in horizontal plane. From (a–e) are the
plots for the proposed method, BRF [20], DOB [47], SCS [31], and DP [27], respectively.

 

Figure 16. Comparison of the orientation angles that appear in the polygons output by different
methods applied to the ALS datasets in Area-5. In each sub-graph, the dots and the corresponding
drop lines mark the appearance of a certain orientation angle in horizontal plane. From (a–e) are the
plots for the proposed method, BRF [20], DOB [47], SCS [31], and DP [27], respectively.

5. Discussions

The experiments on photogrammetric and ALS point clouds revealed that the output polygons
for the proposed methods have presented better regularities than other methods. Although, in
Figures 8 and 14, the average residuals for the proposed methods are larger than those for BRF [20]
and DOB [47], it should be noted that, in these two experiments, the original boundary points are set
as references to reveal absolute data fidelity; and the data fidelity and regularities are two competed
desires. However, if using the ground truth labeled manually as the reference, the RMS values for
the proposed methods became the smallest. This suggests that the proposed methods could resist the
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noise in original boundary and produce regularized polygons with inter-part regularity, see Figure 9,
Figure 15, and Figure 16. Meanwhile, the Hausdorff distance which measures shape similarity also
confirmed that the results of the proposed methods are the most similar with ground truth in shapes.

Besides, the parameters of the proposed method could be changed regarding the property of
input point clouds and surveying area. In our test, the parameters setting strategy used in this paper
are quite robust for the three test areas. The reason might be that these parameters stand for some
physical meaning which descript the surveyed objects or the input point clouds.

However, there are also some limitations of the proposed methods. Firstly, compared with
BRF [20], DOB [47], SCS [31], and DP [27], which regularized each plane of a single building separately,
the proposed method works on the whole datasets (in the global stage) and computational complexity
increased quadratically with the number of segments. Thus, further incremental processing strategy
should be considered to make the method scalable to large datasets. Secondly, the extraction of planes
from the point clouds, as a pre-processing stage for the proposed methods, is still an open problem in
city scale, especially for the buildings with many fragmented parts.

6. Conclusions

In this study, a method for the hierarchical regularization of noise boundaries of buildings from
ALS and photogrammetric large scale point clouds is presented. The method incorporates two stages
of regularization that reconstruct piecewise smooth line segments and global regularized polygons in
regional level. Qualitative and quantitative comparisons of the proposed method with existing methods
have revealed the effectiveness of the proposed method in handling highly noisy point boundaries
and producing polygons with both satisfactory regularity and data fidelity. The regularized polygons
could fit original boundary points with 0.2 m in average residual while making more than 90% of
edges to be regular (either parallel or orthogonal) with each other. The absolute RMS refers to ground
truth is about 0.7m and the shape similarity is about 1.2 m in the Hausdorff distance.

In the future, three related problems should be solved. First, rather than just planar primitives,
more complex regularities, such as concentric of sphere, cone, and cylinder, may also be investigated.
Second, rather than the volumetric segmentation or 3D plane arrangement [55] approaches for
building reconstruction, which is hard for interactively intervention when the quality of extracted
plane is less desirable, the reconstructed polygons will be explored in an interactive environment,
which is more practical in real-world applications. Third, alternative reconstruction paradigms, e.g.,
3D edge extraction from point clouds then reconstruct building faces from closed edges, may also be
incorporated with the hierarchical regularization methods to produce precision 3D models.
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Abstract: Aerial images are widely used for building detection. However, the performance of building
detection methods based on aerial images alone is typically poorer than that of building detection
methods using both LiDAR and image data. To overcome these limitations, we present a framework
for detecting and regularizing the boundary of individual buildings using a feature-level-fusion
strategy based on features from dense image matching (DIM) point clouds, orthophoto and original
aerial images. The proposed framework is divided into three stages. In the first stage, the features from
the original aerial image and DIM points are fused to detect buildings and obtain the so-called blob
of an individual building. Then, a feature-level fusion strategy is applied to match the straight-line
segments from original aerial images so that the matched straight-line segment can be used in the later
stage. Finally, a new footprint generation algorithm is proposed to generate the building footprint by
combining the matched straight-line segments and the boundary of the blob of the individual building.
The performance of our framework is evaluated on a vertical aerial image dataset (Vaihingen) and
two oblique aerial image datasets (Potsdam and Lunen). The experimental results reveal 89% to
96% per-area completeness with accuracy above almost 93%. Relative to six existing methods, our
proposed method not only is more robust but also can obtain a similar performance to the methods
based on LiDAR and images.

Keywords: building detection; aerial images; feature-level-fusion; straight-line segment matching;
occlusion; building regularization technique

1. Introduction

Buildings, as key urban objects, play an important role in city planning [1,2], disaster
management [3–5], emergency response [6], and many other application fields [7]. Due to the
rapid development of cities and the requirement for up-to-date geospatial information, automatic
building detection from high-resolution remote sensing images remains a primary research topic in
the communities of computer vision and geomatics. Over the past two decades, a variety of methods
have been proposed for automatic building detection. Based on the types of input data sources, the
existing automatic building detection methods can be divided into two categories [8]:

• Single-source-data-based methods, where the data include Airborne Laser Scanning (ALS) point
clouds [9,10], ALS-based Digital Surface Model (DSM) grids [11,12], and images [13,14].

• Multisource-data-based methods, where the methods include fusion of ALS-based digital DSM
grid data and orthophoto data [15,16] and fusion of ALS data and the images [17].

Remote Sens. 2018, 10, 1947; doi:10.3390/rs10121947 www.mdpi.com/journal/remotesensing297
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Many researchers have reported that multisource-data-based methods perform better than
single-source-data-based methods [18–20]. This is mainly because multisource-data-based methods
use not only the spectral features provided by images but also the height information for the
building detection. However, the cost of multisource-data-based methods may be higher than that
of single-source-data-based methods. Moreover, with the fast development of multi-camera aerial
platforms and dense matching techniques, reliable and accurate Dense Image Matching (DIM) point
clouds can be generated from the overlapping aerial images [21]. Under this condition, instead of using
multisource remote sensing data, the approach of solely employing aerial images to extract buildings
in complex urban scenes is feasible. The building extraction mainly contains building detection and
the regularization of the building boundary in this paper. Hence, we first discuss the related works
in building detection paradigm only using aerial images and then cover the relevant literature on
boundary regularization in the following work.

From the perspective of the photogrammetric processing, the DIM point cloud, DSM and
orthophoto data can be generated from original aerial images, and all these data can provide various
features for building extraction. According to the sources of the features used in the process of building
detection, we distinguish aerial-image-based methods into four groups: methods using features from
images (including original aerial images or orthophoto), methods using features from DIM point
clouds, methods fusing the features from orthophoto and DSM and methods fusing the features from
aerial images and DIM point clouds.

The first two methods mainly make use of the features from either the images or the DIM point
clouds to detect buildings. The images mainly contain the spectral features (such as the color, tone, and
texture) and spatial features (such as the area and shape). Based on these features, both pixel-based and
segment-/object-oriented classification methods are proposed [22,23] for building detection. Because
the pixel-based methods have a salt-and-pepper effect, researchers prefer the latter. The methods
in [24–26] are several examples. However, objects of the same type may appear to have different
spectral signatures, whereas different objects may appear to have similar spectral signatures under
various background conditions. Therefore, the methods using features from images alone cannot
obtain satisfactory performance, particularly in a complex urban scene.

The DIM point clouds mainly provide the height information for buildings detection. Although
the cues from DIM point clouds are more robust than the spectral features from images, the
3-Dimensional (3D) shape features of buildings and trees are similar, as shown in Figure 1a–d, which
increases the challenges of building detection using DIM point clouds in an urban scenario. In addition,
the noise of the DIM point clouds is higher than the ALS data, which causes that the methods based
on ALS data for building detection may be not suitable for DIM point clouds. Therefore, compared
with the first two methods, the latter two methods are more popular in building detection.

The methods in [27–29] are some examples of the methods fusing the features from orthophoto
and DSM. Compared with the methods solely using either the spectral information from images or
height information from DIM point clouds, the detection results of the methods fusing the features
from orthophoto and DSM were more robust and had greater accuracy. However, some disadvantages
should not be ignored. On the one hand, compared with the original images, the orthophoto introduces
the wrapping phenomenon, as shown in Figure 1e,f. This results that the features from orthophoto,
such as texture, cannot reflect the true objects. On the other hand, the DSM, which represent the
elevation of the tallest surfaces at that point, is unable to provide the information about the occluded
objects such as low buildings. Hence, in terms of the features, the methods fusing the DIM point
clouds and original aerial images have more potential for building detection. Our proposed building
detection method falls under this category.
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Figure 1. (a,b) the building from Airborne Laser Scanning (ALS) data and Digital Surface Model (DSM)
point clouds, respectively; (c,d) the tree from ALS data and dense image matching (DIM) point clouds,
respectively; (e,f) the building from original aerial image and orthophoto, respectively.

Some approaches based on the fusion of DIM point clouds and original aerial images for building
detection have been proposed. Xiao et al. [30] makes use of the façade features that are detected
from oblique aerial images using edge and height information to extract the buildings first; then, the
DIM point cloud is employed to verify the detected buildings. In this method, façades are the most
important features, which leads to the situation where the small or low buildings are removed due to
the loss of windows on the façades. Rau et al. [31] proposed a method based on a rule hierarchical
semantic network. First, this method makes use of a multi-resolution segmentation technique to
segment the images into patches and calculate the features of each patch. Subsequently, the object
height and gradient features from DIM point clouds and the spectral features from the patch are
combined to classify the objects into correct categories. Finally, the DIM point clouds are classified
into the correct classes with the aid of back projection. However, this method relies on experience to
set the classification thresholds, which severely affected the accuracy of the classification. Second, the
method makes use of only nine features to classify the DIM point clouds into five objective categories,
resulting in an accuracy of 81% for buildings in National Cheng Kung University (NCKU), Taiwan
campus, which is a flat area.

Based on the above analysis, a new building detection method using a feature-level-fusion strategy
is proposed in this paper. Specifically,

• Filter the DIM point clouds to get the non-ground points.
• Apply the object-oriented classification method to detect vegetation with the aid of the features

from the original aerial images.
• Make use of the back-projection to remove the tree points from the non-ground points so that we

can obtain the building DIM points according to classified original aerial images.
• Create the building mask using the building DIM points.

The second task in this paper is the regularization of the building boundary after the building
detection. In terms of the boundary regularization, multiple methods [32–38] have been proposed.
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Most of these methods are aimed at the LiDAR point clouds. However, the accuracy of the detected
boundaries is often compromised due to the point cloud sparsity. In fact, the nature of building
boundary regularization is to refine and delineate the boundary of a building mask. If the rough
building edges of a building mask are replaced by straight-line segments that present the true
building edges, then the building boundary can be regularized. A previous study [39] made use
of the straight-line segments from orthophoto to regularize the building footprint, and the results
showed that a larger number of straight-line segments corresponds to higher performance. Therefore,
we aim to extract robust lines as much as possible in our proposed method to assist the building
footprint regularization.

Besides the orthophoto, all the original aerial images, DIM point clouds and the building mask can
provide straight-line features. Compared with the photogrammetric products, original aerial images
can provide more line segments. Hence, we choose the straight-line segments from original aerial
images to replace the rough edge of building mask so that we can regularize the building boundary.
Furthermore, these segments have higher accuracy.

However, the straight-line segments from original aerial images are located in 2D image space.
Hence, the line matching is necessary so that these 2D straight-line segments can be converted into
3D straight-line segments. In fact, line matching is a challenging task [40,41]. In [41], Habib et al.
projected the two-dimensional lines from left and right images onto the roof extracted from the ALS
data. If the two projected lines onto the planar coordinates satisfy the given thresholds, the two lines
can be regarded as a pair of corresponding lines. In this method, the LiDAR point clouds need to
be segmented into the planar. For DIM point clouds, the segmentation is a problem because of the
high noise of DIM point clouds. Therefore, a new strategy of the straight-line segments matching is
proposed with the aid of the straight-line features from the building mask, orthophoto and DIM point
clouds. The details of this strategy are described as follows:

• Extract the coarse building edges from the DIM points, orthophoto and the blob of the
individual building.

• Extract the building edge from the original aerial images and match these straight-line segments
with the help of the coarse building edges.

Theoretically, the boundary of building mask cannot be replaced with the matched lines
completely. Therefore, the straight-line segments from the blob of the individual building are
still essential. We can integrate these two kinds of lines to generate the closed building footprint.
Sections 2.3 and 2.4 show the details. In this paper, our main contributions include the following:

• Make use of the aerial images alone to detect the buildings by the combination of the features
from original aerial images and DIM point clouds.

• A new straight-line segment matching strategy based on three images is proposed with the help of
the coarse building edge from the DIM points, orthophoto and the blob of the individual building.

• In the regularization stage, a new strategy is proposed for the generation of a building footprint.

The rest of this paper is organized as follows: Section 2 details the proposed building detection
and the boundary regularization techniques. Section 3 presents the performance and discusses the
experimental results using three test datasets followed by a comparative analysis. Finally, Section 4
concludes this paper.

2. Our Proposed Method

Our proposed approach for building detection and boundary regularization consists of four stages:
(1) The generation of DIM point clouds and orthophoto from original aerial images; (2) individual
building detection from DIM point clouds with the aid of original aerial images; (3) building edge
detection using a feature-level fusion strategy; and (4) regularization of building boundaries by the
fusion of matched lines and boundary lines. The entire workflow is shown in Figure 2.

300



Remote Sens. 2018, 10, 1947

Figure 2. Entire workflow of building detection and boundary regularization as described in this paper.

2.1. Generation of DIM Point Clouds and Orthophoto from Original Aerial Images

Our proposed method takes the aerial images as an input. The features from aerial images and
DIM points will be employed in the process of detecting buildings and the straight-line features from
orthophoto will be used to help building edge detection. Therefore, the generation of DIM point clouds
and true orthophoto from original aerial images is the top priority of our proposed method.

In this paper, we applied the commercial package Agisoft PhotoScan [42] which is able to
automatically orient and match large datasets of images to generate the DIM point clouds and
orthophoto. Due to commercial considerations, little information is available concerning the internal
algorithms employed. Hence, we will describe the process of the generation of the DIM point clouds
and orthophoto based on the workflow of Agisoft PhotoScan. Specially,

• Add the original images, the positioning and orientation system (POS) data and the camera
calibration parameters into this software.

• Align photos. In this step, the point features are detected and matched; and the accuracy camera
locations of each aerial image are estimated.

• Build the dense points clouds. According to a previous report [21], a stereo semi-global matching
like (SGM-like) method is used to generate the DIM point clouds.

• Make use of the DIM points to generate a mesh. In nature, the mesh is the DSM of the survey area.
• Build the orthophoto using the generated mesh and the original aerial images.

Figure 3a,b shows the generated orthophoto and the DIM point clouds of the test area 3 of the
Vaihingen dataset.

( ) ( ) 

Figure 3. Derived photogrammetric products (a) the generated orthophoto; (b) DIM point clouds.
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2.2. Building Detection from DIM Point Clouds with the Aid of the Original Aerial Image

2.2.1. Filtering of DIM Point Clouds

Filtering of the point clouds is the process of separation of ground points from the non-ground
points and is the first step to detect buildings. Multiple filtering methods [43,44] have been proposed.
Among these methods, the progressive triangular irregular network (TIN) densification (PTD)
algorithm [45] is one of the most popular algorithms in engineering applications. However, this
method may fail to extract the ground points because the density and the noise of DIM point clouds
are higher than that of the ALS point cloud. Hence, an improved PTD algorithm [46] is selected

The improved PTD is divided into two steps. The first step is selecting seed points and
constructing the initial TIN. The second step is an iterative densification of the TIN. The largest
differences between the PTD and the improved PTD is the procedure for calculating densification
thresholds. In the improved PTD, the angle threshold changes from high to low, and with the increase
of the density of points added into the TIN, the angle threshold becomes large. Using this method, we
can remove the ground points and low objectives points. The remaining points only contain building
and tree points.

2.2.2. Object-Oriented Classification of Original Aerial Images

Generally, it is easier to detect trees from aerial images than to detect buildings. Based on this,
we classify the aerial images into two categories: trees and other objects. Here, the commercial
classification software eCognition 9.0.2 is used to detect trees from each aerial images. In this section,
the original aerial images are classified, so that the classification results of each original aerial image
can be employed in the later stage. The process of object-oriented classification is divided into three
steps:

• Multi-resolution segmentation of the aerial image. This technique is used to extract reasonable
image objects. In the segmentation stage, several parameters, such as layer weight, compactness,
shape, and scale, must be determined in advance. These algorithms and related parameters are
described in detail in [47]. Generally, the parameters were determined through visual assessment
as well as trial and error. We set the scale factor as 90 and set the weights for red, green, blue and
straight-line layers are 1, 1, 1, and 2, respectively. The shape and compactness parameters are 0.3
and 0.7, respectively.

• Feature selection. The normalized difference vegetation index (NDVI) has been used extensively
to detect vegetation [48]. However, relying on the NDVI alone to detect the vegetation is not
accurate due to influence of shadows and colored buildings on aerial images [16]. Therefore,
besides the NDVI, the texture information in the form of entropy [49] is also used on the basis of
the observation that trees are rich in texture and have higher surface roughness than building
roofs [16]. Moreover, R, G, B, and brightness are also selected as the features in our proposed
method. Notably, if the near-infrared band is not available, color vegetation indices can be
calculated from color aerial images. In this paper, we applied the green leaf index (GLI) [50,51]
to replace NDVI. The formula of the GLI is expressed in the formula (1). In this formula, R, G
and B represents the value of the red, green and blue bands of each pixel from original aerial
image, respectively.

GLI = (2 × G − R − B)/(2 × G + R + B) (1)

• Supervised classification of segments using a Random Forest (RF) [52]. The reference labels are
created by an operator. The computed feature vector per segment is fed into the RF learning
scheme. To monitor the quality of learning, the training and prediction is performed several times.
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2.2.3. Removal of Tree Points from Non-Ground DIM Points

In this stage, the tree DIM points will be removed from non-ground DIM points with the aid of
the classified original aerial images. The process of removing tree points from non-ground DIM points
is described as follows:

• At first, define a vector L. The size of L is equal to the number of non-ground DIM points and
each element within this vector is used to mark the category of each corresponding non-ground
DIM point. In the initial stage of this process, we set the value of each element within this vector
to 0, which indicates that the corresponding DIM point is unclassified.

• Then, select a classified original aerial image and make use of this classified original aerial
image to label the category of each element within the vector L. The fundamental of this step
is back projection. If the calculated projected point of a non-ground DIM point falls within the
region which is labelled as tree in the selected image, the corresponding element within L plus 1;
otherwise, the corresponding element within L minus 1.

• Continue the second step until all classified original aerial images are traversed.
• If the value of an element within the vector L is greater than 0, the corresponding non-ground

DIM point is regarded as a tree point; otherwise, the DIM point is a building point.

In the second step of the above process, the visibility analysis and occlusion detection is necessary
during the back projection. The purpose of visibility analysis is to determine whether the selected
DIM point is within the selected image’s field of view (FOV) and face the image’s direction without
occlusion from other objects. In this paper, we make use of the collinear equations and an image’s
interior/exterior orientation parameters to determine whether the selected DIM point is within an
image FOV and applied the method in [53] for occlusion detection. If a non-ground DIM point is
invisible or occluded in the selected classified original aerial image, the value of the corresponding
element within L remains unchanged.

Here, we take a DIM point as an example to further describe the process of removing tree points
from non-ground DIM points. As is shown in Figure 4, the projected point of the selected DIM point is
marked as A and is invisible at the viewpoint of image IMG_147000509. Therefore, the value of the
corresponding element within L remains unchanged when the image IMG_147000509 is applied in
this process. In image IMG_147000345, due to the impact of illumination and texture, the region where
the projected point A falls is incorrectly divided into the tree category. Based on the description of
the above process, the value of the corresponding element plus 1. In the image IMG_147000413 and
IMG_147000449, the projected point A falls in the region marked as other objects. Hence, the value
of the corresponding element within the vector L minus 1, respectively. After 4 images are traversed,
the corresponding element value is less than 0. Obviously, the DIM point A will be regarded as a
building point.

( ) ( ) 

Figure 4. Cont.
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Figure 4. Process of removing tree points from non-ground DIM points: (a) the DIM point A which
can’t be seen at the viewpoint of this image; (b) the DIM point A which is incorrectly classified as trees;
(c,d) the DIM point A which is correctly classified as buildings.

The classification results are shown in Figure 5b. Figure 5c,d show the advantages of our proposed
method. The low building marked as B in Figure 5c is occluded at the nadir viewpoint, which results
in this building remaining undetected from the orthophoto. However, in our proposed method, this
low building can be detected from DIM points as is shown in Figure 5d.

Figure 5. Intermediate result illustrations of building detection: (a) generated orthophoto;
(b) classification results of DIM points: white—ground points, green—tree points, blue—building
points; (c) occluded building example in the orthophoto; (d) detected occluded building (marked as B
in (a)): blue—building points.
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2.2.4. Extraction of Individual Building from the DIM Points

Some scattered points remain distributed in 3D space because of the wrong category of DIM
points. To remove these interference points, the octree method is used to divide the point cloud into
3D grids. If the number of the DIM points in a user-defined 3D grid is beyond a certain threshold,
the grid is preserved. This threshold is determined by the size of the grid and the density of the DIM
points. Generally speaking, the smaller the grid size is, the smaller this threshold is; and the higher the
density is, the larger the threshold is.

Project the 3D points onto the XY planar coordinates with the resolution of the orthophoto; and a
morphological close operator with a 3 × 3 square structuring element is used to generate an initial
binary image. This structuring element is estimated by the density of DIM points and the resolution of
planar coordinates. Then, a two-pass algorithm [54] is used to extract the connected components. Each
connected component represents an individual building blob.

2.3. Building Edge Detection Using a Feature-Level Fusion Strategy

The boundaries of individual buildings obtained in Section 2.2 are irregular. In this section, the
straight-line segments are extracted from the DIM points, orthophoto and building blob. Subsequently,
the coarse building edges from the DIM points, orthophoto, building mask, and height information
from DIM points are fused to help match extracted straight-line segments from aerial images so that
the matched line segments can be used for regularization of building boundaries.

2.3.1. Detection of Coarse Building Edges from the DIM Points, Orthophoto and Building Mask

In this section, three kinds of building edges are extracted: the building edges from DIM points,
the building edges from orthophoto and the building edges from extracted building blob. Figure 6a–c
shows the extracted results of the three kinds of building edges. All these building edges are mainly
used to assist the straight-line segments from original aerial images to match in the later stage. The
process of detecting the three kinds of building edges is described as follows:

• Detection of building edges from DIM points. In terms of DIM point clouds, the building facades
are the building edges. Hence, how to extract the building edges from DIM points is converted to
how to detect the building facades from DIM points. The density of DIM points at the building
façades is larger than that at other locations. Based on this, a method [55] named as the density
of projected points (DoPP) is used to obtain the building façades. If the number of the points
located in a grid cell is beyond the threshold DoPPthr, the grid is labelled 255. After these steps,
the generated façade outlines still have a width of 2–3 pixels. Subsequently, a skeletonization
algorithm [56] is performed to thin the façade outlines. Finally, a straight-line detector based on
the freeman chain code [57] is used to generate building edges.

• Detection of building edges from orthophoto. The process of extracting building edges from
orthophoto is divided into three steps. First, a straight-line segment detector [58] is used to extract
straight-line segments from the orthophoto. Second, a buffer region is defined by a specified
individual building blob obtained in Section 2.2. If the extracted straight-line segment intersects
the buffer region, this straight-line segment is considered as a building candidate edge. Finally,
the candidate edge is discretized into Numt points. The number of points located in buffer region
is Numi. Numi/Numt represents the length of the candidate edge falling into the buffer area.
The larger this ratio is, the greater the probability that this candidate edge is the building edge is.
In this paper, if this ratio is greater than 0.6, the candidate edge is considered a building edge.

• Detection of building edges from the building blob. The boundaries of buildings are estimated
using the Moore Neighborhood Tracing algorithm [59], which provides an organized list of points
for an object in a binary image. To convert the raster images of individual buildings into a vector,
the Douglas-Peucker algorithm [60] is used to generate the building edges.
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Figure 6. The extracted building edges: (a) the extracted building edges from DIM points; (b) the
extracted building edges from orthophoto; (c) the extracted building edges from building blob; (d) the
generated matched lines from original aerial images.

2.3.2. Detection of the Building Boundary Line Segments from the Original Aerial Images by Matching
Line Segments

In this section, the basic process unit is an individual building. Before the line matching, both
the straight-line segments from original aerial images and the DIM points of the selected individual
building are obtained; then, the height information from DIM points is used to obtain an alternative
matching line pool of a selected coarse building edge; finally, a line matching algorithm based on the
three-vision images is applied to obtain the matched building edges from the alternative matching line
pool. Specifically,

• Obtain the associated straight-line segments from multiple original aerial images and DIM points
of an individual building

� Select an individual building detected in Section 2.2.4.
� According to the planar coordinate values of the individual building, obtain the

corresponding DIM points.
� Project the DIM points onto the original aerial images, and obtain the corresponding

regions of interest (ROIs) of selected individual building from multiple aerial images.
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Employ the straight-line segments detector [58] to extract the straight-line segments from
corresponding ROIs. The extracted straight-line segments from ROIs are shown in Figure 7.

 

Figure 7. The detected straight-line segments from multiple images.

• The generation of an alternative matching straight-line segments pool of a coarse building edge

Figure 8 shows the process of the generation of alternative matching straight-line segments of a
coarse building edge. We divide the process into three steps; and the details are described as follows.

� Choose a coarse building edge, and discretize this straight-line segment into 2D points according
to the given interval 0.1 m. Use the nearest neighbor interpolation algorithm [61] to convert
the discretized 2D points into 3D points by fusing the height information from the DIM points.
Notably, the points at the building facades which have been detected by the method DoPP
should be removed before interpolation so that we can obtain the exact coordinate values of each
3D point.

� Project the 3D points onto the selected original image according to the collinear equation. In this
step, occlusion detection is necessary.

� Fit the projected 2D points into a straight-line segment on the selected aerial image. A buffer
region with the given size is created. Check whether the associated line segments from aerial
image intersect the buffer region. If a straight-line segment from aerial image intersects within
the buffer, the line is labelled as an alternative line.

Figure 8. The process of generating alternative matching lines of a coarse building edge from an
original aerial image.
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The number of line segments that intersect the buffer may be more than one in an image. To reduce
the complexity of line matching, only the longest line is selected. After all the associated images are
processed, an alternative matching line pool of the selected coarse building edge is created. Figure 9
shows the generated alternative matching line pool. In Figure 9, the IMG-n represents the nth image in
the generated alternative matching line pool and the red line is the selected alternative matching line.

 
Figure 9. The generated alternative matching line pool of a coarse building edge.

• Straight-line segments matching based on three-vision images

After the generation of alternative matching straight-line segments pool of a selected coarse
building edge, the straight-line segments matching process starts.

� Select two longest line segments from the alternative matching line pool. As is shown in
Figure 10a, it is obvious that the camera C1 is not on the straight-line segment Line 1. Similarly,
both the camera C1 and C2 are not on the straight-line segment Line 2 and Line 3, respectively.
Hence, a 3D plane is generated by the camera C1 and the straight-line segment Line 1. Another
plane is created by camera C2 and the line segment Line 2. Two planes intersect into a 3D
line segment.

� Project the 3D line segment onto the IMG-3. If the projected line and Line3 overlap each other,
calculate the angle α and normal distance d between Line 3 and the projected line; otherwise,
return to the first step. In the process, the occlusion detection is necessary. The normal distance d
is expressed as Equation (2), and d1, d2, d3, and d4 are shown in Figure 10b.

d = (d1 + d2 + d3 + d4)/4 (2)

( ) (b) 

Figure 10. The process of the straight-line segment matching (a) line 3D matching; (b) definition of
normal distance.

If the angle is less than 6
◦

and the normal distance is less than 0.5 m, the three straight-line
segments can be regarded as homonymous lines; otherwise, return to the first step.
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� To ensure the robustness and accuracy of line matching, the three homonymous lines should
be checked. In accordance with the method described in the previous step, use the camera C1
and the line segment Line 1 to generate a 3D plane, and use the camera C3 and the line segment
Line 3 to generate another 3D plane. Two planes intersect into a 3D line. Project the 3D line onto
IMG-2. Check whether the normal distance and the angle between Line 2 and the projected line
satisfy the given thresholds. Similarly, check the normal distance and angle between Line 1 and
the projected line, which is generated from Line 2 and Line 3. If the normal distance and angle
still satisfy the given thresholds, the three lines can be considered homonymous lines; otherwise,
return to the first step.

� Make use of the three homonymous lines to create a 3D line. Project the 3D line onto the other
aerial images. According to the given thresholds, search the homonymous line segments. The
results are shown in Figure 11a. Make use of the homonymous lines to create a 3D line, and
project the 3D line onto the XY plane. A new building edge can be created.

( ) ( ) 

Figure 11. The results of line matching: (a) homonymous lines of a selected coarse building edge;
(b) the generated matching straight-line segments of an individual building.

• Iterate the second and third steps until all the coarse building edges are processed. The matched
lines of the selected individual building are shown in Figure 11b.

2.4. Regularization of Building Boundaries by the Fusion of Matched Lines and Boundary Lines

In this section, the matched straight-line segments from original aerial images and the straight-line
segments from building blob are fused to generate the building footprint. First, the boundary line is
adjusted to the specified angle. Then, the parallel line segments are merged. Finally, a new method for
building boundary regularization is proposed.

2.4.1. Adjustment of Straight-Line Segments

Buildings typically have one or more principal directions. The direction of the true building
edge should be in consonance with the building’s direction. Under this principle, the lines should be
adjusted to the building’s main direction. The matched straight-line segments from original aerial
images can be used to calculate the building’s direction. The selected straight-line segments are divided
into nine intervals according to the line angles. Given that there are n lines in an interval, the total
length of n straight-line segments can be calculated and labelled as Lengthi. A histogram is generated
using Lengthi. The peak of the histogram represents the building’s direction. The equation can be
expressed as follows.
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Domi =
n

∑
i=1

disi × anglei/
n

∑
i=1

disi (3)

Buildings are diverse; some buildings have complex structures and contain relatively more directions.
If the total value of an interval is more than 0.3 times the maximum value, the angle value can be
regarded as another direction of the building. After the estimation of the dominant directions, the lines
from the blob of individual buildings are adjusted slightly according to the dominant directions of
buildings. The line adjustment process can be described as follows. First, a line is selected, and the
adjustment angle is calculated; then, the line is rotated around the midpoint of the processing line. The
adjustment results are shown in Figure 12a.

Figure 12. The process of building regularization: (a) results of adjusted line segments; (b) results of
merged line segments; (c) process of filling a gap between two line segments; (d) results of filling gaps;
(e) preserved polygons; (f) generated building footprint.

2.4.2. Merging of Straight-Line Segments

Figure 13 shows the process of five parallel line segments that are merged to one average line
segment. First, the longest line segment L2 is selected, and a buffer area is created by a given threshold
of 0.7 m, as shown in Figure 13a. Then, each line segment is checked for parallelism to L2. If a line is
parallel to L2 and intersects the buffer area, the line is added to the line segments set Lm. When all line
segments are processed, line segments L1, L3, L4 and L5 are selected. Given that the equation of the
straight-line Li is y = ax + bi, we conclude that the length of the line segment in Lm affects the location
of the merged line. A longer line segment corresponds to a greater weight. The equation of the merged
straight-line is expressed as follows.
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Figure 13. Merging of 5 straight-line segments: (a) five parallel line segments; (b) the merged line
segment of five five parallel line segments.

ax − y − ∑n
0 w2

i bi

∑n
0 w2

i
= 0 (4)

In this equation wi = li/ ∑n
0 li, and li represents the length of the line segment Li. To obtain the

merged line segment, the endpoint of each line segment is projected to the generated straight-line
segments. All the projected points are added to the point set P. The longest line segment within two
projected points is the merged line segment as shown in Figure 13b. The results of merged lines are
shown in Figure 12b.

2.4.3. Building Footprint Generation

Gaps exist between the two merged line segments. To obtain a complete building profile, these
gaps should be filled. As shown in Figure 12c, point B is an endpoint of the line segment AB, and a gap
exists between line segment AB and the line segment CD. To fill this gap, a new strategy is proposed.

• First, calculate the distances from the point B to the other line segments in three directions—along
the direction and two vertical directions of line segment AB. As shown in Figure 12c, the distance
from the point B to the line segment CD is BK; the distance from the point B to the line segment
EF is BM + ME; and the distance from the point B to the line segment HG is BN + NG.

• Search the minimum distance among the calculated distances from the point B to the other line
segments. The line segment BK is the gap between the line segment AB and CD.

• Continue the above two steps until all the gaps are filled. The results are shown in Figure 12d.

After the gaps are filled, the invalid polygons that contain a small amount of areas of the detected
building mask, such as the rectangle EFIJ in Figure 12d, should be removed. Before the process, we
need to search from the non-overlapping single polygon from the entire polygons. Figure 14 shows
the process of searching the non-overlapping single polygon.

• First, the endpoints are coded again, and the line segments are labelled. If the line segment is
located on the external contour of the entire polygon, the straight-line segment is labelled as 1;
otherwise, the line segment is labelled as 2, as shown in Figure 14a.

• Choose a line arbitrarily from the lines dataset as the starting edge. Here, the line segment EF
is selected.

• Search the line segments that share the same endpoint F. If only a straight-line segment is searched,
then the line segment is the next line segment. If two or more straight-line segments are found,
calculate the angle clockwise between each alternative line segment and this line segment EF.
The angle between the line FT and FE is 270◦, and the angle between the line FG and FE is 90◦.
Choose the straight-line segment FG as the target line segment based on the smaller calculated
angle value.

• Continue until the starting edge EF. For all the straight-line segments on the search path, subtract 1,
as shown in Figure 14b, and save the single polygon ABCDEFGHKLMNOPRA. If a line segment
is labelled as 0, the straight-line segment is removed from the polygons, as shown in Figure 14c.

• Search until all the straight-line segments are removed. The result is shown in Figure 14f.

311



Remote Sens. 2018, 10, 1947

( ) ( ) ( )

( ) ( ) ( ) 

Figure 14. Process of searching the non-overlapping single polygon: (a) the initial state of line segments
of the polygon; (b–e) the state of line segments of the polygon in the search process; (f) the preserved
non-overlapping single polygons. Black line—line labelled as 2; blue line—line labelled as 1; red
line—line labelled as 0; the dashed line—removed line.

Within each preserved polygon, the total number of pixels is Num1, and the number of pixels
present in the building is Num2. If the Num2/Num1 is larger than the given threshold 0.5, the polygon
is preserved; otherwise, the polygon is removed. The preserved polygon is shown in Figure 12e. Merge
the preserved single polygon; the outline of the merged polygon is the building footprint, as shown in
Figure 12f.

3. Experiments and Performance Evaluation

3.1. Data Description and Study Area

The performance of the proposed approach is tested on three datasets: Vaihingen (VH), Potsdam
and Lunen (LN). The VH dataset consists of vertical aerial images; the Potsdam and LN datasets
are composed of oblique aerial images. These datasets have different complexities and surrounding
conditions. Each dataset is listed as follows:

• VH. The VH dataset is published by the International Society for Photogrammetry and Remote
Sensing (ISPRS), and has the real ground reference value. The object coordinate system of this
dataset is the system of the Land Survey of the German federal state of Baden Württemberg,
based on a Transverse Mercator projection. There are three test areas in this dataset and have
been presented in Figure 15a–c. The orientation parameters are used to produce DIM points,
and the derived DIM points of three areas have almost the same point density of approximately
30 points/m2.

� VH 1. This test area is situated in the center of the city of Vaihingen. It is characterized
by dense development consisting of historic buildings having rather complex shapes, but
also has some trees. There are 37 buildings in this area and the buildings are located on
the hillsides.

� VH 2. This area is flat and is characterized by a few high-rising residential buildings that
are surrounded by trees. 14 buildings are in this test area.
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� VH 3. This is a purely residential area with small detached houses and contain 56 buildings.
The surface morphology of this area is relatively flat.

• Potsdam. The dataset including 210 images was collected by TrimbleAOS on 5 May 2008 in
Potsdam, Germany and has a GSD of about 10 cm. The reference coordinate system of this
dataset is the WGS84 coordinate system with UTM zone 33N. Figure 15d shows the selected test
area, which contains 4 patches according to the website (http://www2.isprs.org/commissions/
comm3/wg4/2d-sem-label-potsdam.html): 6_11, 6_12, 7_11 and 7_12. The selected test area
contains 54 buildings and is characterized by a typical historic city with large building blocks,
narrow streets and a dense settlement structure. Because the collection times between the ISPRS
VH benchmark dataset and the Potsdam dataset differ, the reference data are slightly modified by
an operator.

• LN. This dataset including 170 images was collected by the Quattro DigiCAM Oblique system
on 1 May 2011 in Lunen, Germany and has a GSD of 8–2 cm. The object coordinate system of
this dataset is the European Terrestrial Reference System 1989. Three patches with flat surface
morphology were selected as the test areas. The reference data are obtained by a trained operator.
Figure 15e–f shows the selected areas.

� LN 1. This is a purely residential area. In this area, there are 57 buildings and
some vegetation.

� LN 2. In this area, there are 36 buildings and several of these buildings are the occluded
by tress.

� LN 3. This area is characterized by a few high-rising buildings with complex structures. In
this area, 47 buildings exist.

 

Figure 15. Datasets. Vaihingen: (a) VH 1, (b) VH 2, and (c) VH 3; (d) Potsdam; Lunen: (e) LN 1,
(f) LN 2, and (g) LN 3.

313



Remote Sens. 2018, 10, 1947

3.2. Evaluation Criterion

The evaluation index system adopted by ISPRS [62] is applied for a quality assessment of
our proposed approach. In this evaluation system, three categories of evaluations are performed:
object-based, pixel-based, and geometric, where each category uses several metrics. The object-based
metrics (completeness, accuracy, quality, under- and over-segmentation errors, and reference cross-lap
rates) evaluate the performance by counting the number of buildings, while the pixel-based metrics
(completeness, accuracy, quality, area-omission, and area-commission errors) measure the detection
accuracy by counting the number of pixels. The geometric metric (root mean square error, i.e., RMSE)
indicates the planimetric distance in meters accuracy from extracted outlines to a reference outline.
The RMSE, correctness, completeness, and quality equations are shown in Equations (5).

RMSE =
√

∑ d2

N
Correctness = TP/(TP + FP)

Completness = TP/(TP + FN)

Quality = TP/(TP + FP + FN)

(5)

where N represents the number of points for which a correspondence has been found within a
predefined search buffer, d is the distance between the corresponding points, TP represents the
number of true positives, FP represents the number of false positives, and FN represents the number
of false negatives. In the evaluation process of our proposed approach, the building area is taken
into consideration. The minimum areas for large and small buildings are set to 50 m2 and 2.5 m2,
respectively. The symbols used in the assessment are described in Table 1.

Table 1. Symbol descriptions in the performance evaluation.

Symbols Description

Cm, Cm,50 Completeness for all the buildings, over 50 m2 and over 2.5 m2 object-based detection
Cr, Cr,50 Correctness for all the buildings, over 50 m2 and over 2.5 m2 object-based detection
Ql, Ql,50 Quality for all the buildings, over 50 m2 and over 2.5 m2 object-based detection

Cmp, Cmp,50 Completeness all the buildings, over 50 m2 and over 2.5 m2 pixel-based detection
Crp, Crp,50 Correctness all the buildings, over 50 m2 and over 2.5 m2 pixel -based detection

Qlp Quality of all building pixel-based detection
RMSE Planimetric accuracy in meters
1 : M M detected buildings correspond to one building in the reference (over-segmented)
N : 1 A detected building corresponds to N buildings in the reference (under-segmented)
N : M Both over- and under-segmentation in the number of buildings

3.3. Results and Discussion

Sections 3.3.1 and 3.3.2 describe and discuss the evaluation results of our proposed technique on
the VH, Potsdam and LN datasets.

3.3.1. Vaihingen Results

Tables 2 and 3 show the official per-object and per-area level evaluation results for the three test
areas of the VH dataset. Figure 16 shows the per-pixel level visual evaluation of all the test areas
(column 1) for the building delineation technique (column 3) and their corresponding regularization
outcome (column 2).

Table 2 shows that the overall object-based completeness and accuracy are 83.83% and 98.41%,
respectively; the buildings over 50 m2 are extracted with 100% objective completeness and accuracy
before regularization. The missing buildings (marked “green circle” in Figure 16a,d,g) are eliminated
in the process of building detection. Building detection consists of two steps: DIM point clouds
filtering and object-oriented classification of original aerial images. Figure 17 shows the results of
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DIM point cloud filtering on the VH dataset. Only two small buildings (marked “green circle” in
Figure 17a,c) are removed due to the improper filtering thresholds. Most of the missing buildings
(marked “yellow circle” in Figure 17a–c) are removed in the process of object-oriented classification of
original aerial images, which indicates that the errors of building detection mainly occur at this stage.
To increase the detection rate, the accuracy of object-oriented classification of original aerial images
should be improved.

Certain close buildings were combined unexpectedly (marked as P, Q and R), as shown in
Figure 16i because the quality of DIM point clouds is lower than that of LiDAR point clouds,
particularly in the regions between two buildings. In addition to the many-to-1 (N : 1) segmentation
errors, many-to-many (M : N) segmentation errors marked as O in Figure 15b exist. These
many-to-many (M : N) segmentation errors are caused by two factors. On the one hand, the
filter threshold removes the low part of the building, as shown in Figure 16a, and the buildings
are segmented into several parts; on the other hand, a building and a segmented part are merged into
a building at the same time. Moreover, there are two incorrectly detected buildings (objects under a
tree and shuttle bus), as shown in Figure 16h marked as X, Y. After regularization, the object-based
results are the same as those before regularization.

After regularization, the per-area completeness, accuracy, and quality are improved. The
pixel-based completeness and accuracy are 91.15% and 94.91%, respectively. This increase might
be substantial if the straight-line segments from the DIM points, orthophoto and original images could
replace the line segments from the boundary of the detected building mask. After the boundary is
regularized efficiently, the planimetric accuracy is improved from 0.731 m to 0.69 m.

Table 2. Object-based building detection results on the VH dataset before and after the regularization
stage.

Method Areas Cm Cr Ql Cm,50 Cr,50 Ql,50 1:M N:1 N:M

Before
regularization

VH 1 81.00 100.00 81.00 100.00 100.00 100.00 0 2 1
VH 2 83.30 100.00 83.30 100.00 100.00 100.00 0 0 0
VH 3 87.20 95.23 81.60 100.00 100.00 100.00 0 2 0

Average 83.83 98.41 81.97 100.00 100.00 100.00 0 1.33 0.33

After
regularization

VH 1 81.00 100.00 81 100.00 100.00 100.00 0 2 1
VH 2 83.30 100.00 83.3 100.00 100.00 100.00 0 0 0
VH 3 87.20 95.23 81.6 100.00 100.00 100.00 0 2 0

Average 83.83 98.41 81.97 100.00 100.00 100.00 0 1.33 0.33

Table 3. Pixel-based building detection results on the VH dataset before and after the regularization
stage.

Proposed Detection Areas Cmp Crp Qlp RMSE

Before regularization

VH 1 90.7 91.2 83.45 0.853
VH 2 89.14 95.47 88.55 0.612
VH 3 90.42 95.22 86.5 0.727

Average 90.09 93.96 86.17 0.731

After regularization

VH 1 90.38 92.29 84.04 0.844
VH 2 92.37 96.75 89.59 0.591
VH 3 90.7 95.68 87.13 0.632

Average 91.15 94.91 89.92 0.69
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Figure 16. Building detection on the VH data set: (a–c) Area 1, (d–f) Area 2, and (g–i) Area 3.
Column 1: pixel-based evaluation, Column 2: regularized boundary, and Column 3: boundary
before regularization.
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Figure 17. Results of DIM point cloud filtering on the VH German dataset: (a) VH 1, (b)VH 2, (c) VH 3.

3.3.2. Potsdam and LN Results

Tables 4 and 5 present the object- and pixel-based evaluation of the detection technique before
and after the regularization. Figures 18 and 19 show the extracted buildings and their corresponding
building footprints for Potsdam, LN1, LN2, and LN3. The proposed building detection method
extracted 49, 52, 35, and 39 buildings out of 54, 57, 36, and 47 reference buildings in the Potsdam, LN1,
LN2 and LN3, respectively.

Table 4. Object-based building detection results on the Potsdam and Lunen (LN) datasets before and
after the regularization stage.

Method Areas Cm Cr Ql Cm,50 Cr,50 Ql,50 1:M N:1 N:M

Before
regularization

Potsdam 90.74 100 90.74 100 100 100 1 4 0
LN1 87.71 96.15 84.75 97.06 100 97.06 0 8 0
LN2 94.4 97.14 91.89 100 100 100 0 3 0
LN3 86.05 94.59 82.22 100 100 100 0 2 0

Average 89.73 96.97 87.4 99.27 100 99.27 0.25 4.25 0.25

After
regularization

Potsdam 90.74 100 90.74 100 100 100 1 3 0
LN1 87.71 96.15 84.75 97.06 100 97.06 0 8 0
LN2 94.4 97.14 91.89 100 100 100 0 2 1
LN3 86.05 94.59 82.22 100 100 100 0 2 0

Average 89.73 96.97 87.4 99.27 100 99.27 0.25 4.25 0.25

Table 5. Pixel-based building detection results on the Potsdam and LN datasets before and after the
regularization stage.

Proposed Detection Areas Cmp Crp Qlp RMSE

Before regularization

Potsdam 94.9 95.1 90.5 0.913
LN1 93.15 89.33 83.82 0.882
LN2 91.81 93.05 85.92 0.816
LN3 95.72 93.78 90 0.754

Average 93.9 92.82 87.56 0.841

After regularization

Potsdam 94.61 95.7 90.76 0.843
LN1 93.32 90.02 84.56 0.813
LN2 92.3 94.12 87.27 0.742
LN3 96.4 93.69 90.52 0.715

Average 94.16 93.38 88.28 0.778
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Figure 18. Building detection on the Potsdam and LN datasets: (a,b) building detection and
regularization on the Potsdam dataset; (c,d) building detection and regularization on LN1; (e–g)
building regularization example in Potsdam; (d,e); and (f–h) building regularization examples in LN1.
Areas marked in (b) and (d) are magnified in (e–g) and (h–i), respectively.
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Figure 19. (a,b) Building detection and regularization on LN 2; (c,d) Building detection and
regularization on LN 3; (e–g) Building regularization example in LN 2; and (g–i) Building regularization
examples in LN 3.

The object-based completeness and accuracy on all the buildings are 89.73% and 96.97%,
respectively, as shown in Table 4. A building over 50 m2 marked as i in Figure 18d is missed due to
the influence of shadows in the process of tree removal. Table 5 shows the total per-area evaluation
(completeness and accuracy 93.9% and 92.82%, respectively) of the proposed building detection method
for Potsdam and Lunen before regularization. The per-area completeness in LN2 is lower than that of
the three remaining areas (Potsdam, LN1, and LN3), mainly because the roof of the buildings is not
detected completely because of the misclassification of the tree and building, as shown in Figure 19f.
Moreover, there are some sundries surround the building; these objects are regarded as the parts of
the true building, which causes the per-area accuracy in LN1 to be lower (89.33%) than that in the
other three areas. Figure 18j shows this example. The average pixel-based completeness and accuracy
increase significantly from 93.9% and 92.82% to 94.16% and 93.38% after the regularization, respectively.
Similarly, three factors hinder the detection of buildings in the process of building detection.

• Initially, the filtering threshold may be larger than the height of low buildings. In our test
arrangement, some low buildings (< the given thresholds) are excluded in the filtering process.
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Fortunately, the height of most buildings is higher than the given thresholds in the Potsdam and
Lunen test areas. Only the building marked as e in Figure 18b is removed.

• Second, the misclassification of trees and other objects in the process of object-oriented
classification of original aerial images is the main reason that affects the accuracy of building
detection. Some buildings are removed due to the influence of similar spectral features and
shadow. Figure 18f,g,i and Figure 19h,i shows examples of missed buildings. Similarly, some
trees are classified as buildings, as shown in Figure 18f.

• Third, the noise of DIM points degrades the accuracy of building detection. Uncoupled to
the over-segmentation error, under- and many-to-many segmentation errors exist in Table 4.
Figure 19g shows the many-to-many segmentation error example. The shadow on the surface
of the building leads to the over-segmentation of the building, and the adjacent buildings are
combined with the building at the same time due to the small connecting regions between these
two buildings.

3.4. Comparative Analysis

In our proposed method (PM), we solely employed aerial images as the data source to extract
buildings in complex urban scenes. To compare our proposed method with other methods, we select
those which use aerial images alone and the supervised classification strategy. According to the ISPRS
portal and the classified methods in [8], three methods—DLR, RAM and Hand—are selected for the
comparative analysis. In addition, we hope that our proposed method is superior to other methods
combining the images and LiDAR data. Hence, in addition to these three methods just mentioned,
Fed_2, ITCR and MON4 are also chosen. In Fed_2, LiDAR data are used to detect buildings, and the
footprint of buildings are generated by the straight-line segment from the orthoimagery. In ITCR,
the LiDAR data and the original images are fused, and a supervisory strategy is used for building
detection. MON4 make use of a method named as Gradient-based Building Extraction (GBE) to extract
the building planes and their neighboring ground planes from images and Lidar; then, analyzes the
height difference and connectivity between the extracted building planes and their neighboring ground
planes to extract low buildings. These chosen methods can be seen in Table 6.

Table 6. Six existing methods compared with our proposed technique.

Benchmark Data Set Methods Data Type Processing Strategy Reference

VH

DLR Image supervised [8]
RMA Image data-driven [8]
Hand Image Dempster-Shafer [8]
Fed_2 LiDAR + image data-driven [39]
ITCR LiDAR + image supervised [17]

MON4 LiDAR + image Data-driven [28]

Table 7 presents a comparison between our proposed method and six other methods. From the
comparison results of the different methods in the VH dataset, several conclusions can be obtained
as follows:

• Relative to RMA and Hand, our proposed method can obtain similar object-based completeness
and accuracy in VH1 and VH3. The object-based accuracy of RMA and Hand in VH2 is 52% and
78%, respectively, and is significantly lower than that of the proposed method because NDVI
is the main feature in RMA and Hand. The wrong NDVI estimate decreases the object-based
accuracy in VH2 due to the influence of shadow pixels. The results show that our proposed
method is more robust than RMA and Hand due to the use of additional features.

• The DLR not only divides the objects into buildings and vegetation but also takes into account
vegetation shadowed in the separation of buildings and other objects. Therefore, the pixel-based
completeness and accuracy of DLR is slightly higher than that of our proposed method in VH1,
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VH2 and VH3. Moreover, the pixel-based completeness and accuracy of DLR is also higher
than that of other 4 methods. The object-based completeness of DLR is lower than that of our
proposed method in VH2 and VH3, mainly because the features from original aerial images are
used to detect buildings and because the small buildings can be easily detected in the two areas.
Actually, there are seldom buildings that are occluded in the three test areas of Vaihingen. The
advantages of our proposed method are not thoroughly demonstrated. The buildings labelled as
k in Figures 18 and 19 are partially or completely occluded, and DLR cannot detect the occluded
buildings. In our proposed method, the occluded building can be detected. Notably, because
the noise of DIM points is higher than that of LiDAR point cloud, the object-based accuracy of
the proposed method is slightly lower than that of DLR in VH3. Large buildings (50 m2) were
extracted with 100% accuracy and completeness.

• The proposed method offers better in object-based completeness and accuracy than ITCR, mainly
because the LiDAR point clouds need to be segmented into 3D segments that are regarded as
the processed unit in ITCR. The process produces segmented errors that damage the building
detection results. Furthermore, the segmentation of DIM points is more challenges because the
quality of DIM points is lower than that of the LiDAR point cloud. Therefore, we make use of the
aerial images to detect buildings from non-ground points to replace the segmentations of the DIM
point cloud in our proposed method.

• Fed_2 and our proposed method obtain better performance than ITCR and IIST because the
segmented errors are avoided in the process of building detection. The performance of Fed_2,
MON4 and our proposed method is approximately the same.

Table 7. Comparison of the results of different methods in Vaihingen.

Area Method Cm Cr Cm,50 Cr,50 Cmp Crp RMSE 1:M N:1 N:M

VH1

DLR 83.8 96.9 100 100 91.9 95.4 0.9 - - -
RMA 83.8 96.9 100 100 91.6 92.4 1.0 - - -
Hand 83.8 93.9 100 100 93.8 90.5 0.9 - - -
Fed_2 83.8 100 100 100 85.4 86.6 1.0 0 6 0
ITCR 86.5 91.4 100 100 91.2 90.3 1.1 - - -

MON4 89.2 93.9 100 100 92.1 83.9 1.3 - - -
PM 81 100 100 100 90.38 92.29 0.8 0 2 1

VH2

DLR 78.6 100 100 100 94.3 97 0.6 - - -
RMA 85.7 52.2 100 100 95.4 85.9 0.9 - - -
Hand 78.6 78.6 100 100 95.1 89.8 0.8 - - -
Fed_2 85.7 100 100 100 88.8 84.5 0.9 0 2 0
ITCR 78.6 42.3 100 100 94 89 0.8 - - -

MON4 85.7 91.7 100 100 97.2 83.5 1.1 - - -
PM 83.8 100 100 100 92.37 96.75 0.6 0 0 0

VH3

DLR 78.6 100 100 100 93.7 95.5 0.7 - - -
RMA 78.6 93.9 100 100 91.3 92.4 0.8 - - -
Hand 78.6 92.8 92.1 100 91.9 90.6 0.8 - - -
Fed_2 82.1 95.7 100 100 89.9 84.7 1.1. 0 5 0
ITCR 75 78.2 94.7 100 89.1 92.5 0.8 - - -

MON4 76.8 95.7 97.4 100 93.7 81.3 1.0 - - -
PM 85.11 95.23 100 100 90.7 95.68 0.6 0 2 0

The above analysis shows that our proposed algorithm is robust and can obtain similar
performance of building detection methods that fuse LiDAR data and images. Moreover, the RMSE
is decreased due to the boundary lines being replaced with the matched lines from the original
aerial images.
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3.5. Performances of Our Proposed Building Regularization

Section 3.4 shows that the directions of buildings are the precondition for the building
regularization. To evaluate the performance of the regularization technique, we divide the buildings
into three categories: single-direction buildings, multi-direction buildings and complex structure
buildings. The regularization results of single-direction buildings and multi-direction buildings are
shown in Figure 20a–n.

 

Figure 20. Building examples from the Vaihingen (VH), Potsdam and LN datasets. Detected and
regularized buildings on the (a,b) VH 3; (c,d) VH2; (e,f) LN1; (i,j) VH1; (g–l) LN 3; (m,n) LN2; and
(o,p) Potsdam.
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In our proposed method, the matched lines are used in the process of searching the direction
of building. According to the line segments from the mask of the detected buildings, the usage of
adjusted lines increases the RMSE. Figure 20a–f,k–l shows relevant examples. Nevertheless, incorrectly
adjusted line segments remain, particularly involving the multi-direction buildings, as shown in
Figure 20g–j,m,n, mainly because building’s directions cannot be computed completely due to the
absence of line segments that provide the directions of buildings. As shown in Figure 20g–j,m–p, these
buildings have two directions. However, only one direction is calculated correctly; the other direction
is ignored in the examples. As a result, some lines deviate from the true direction.

In terms of the complex structure building, holes exist. To obtain the accurate footprint, both the
external contours and inner contours from the mask of detected building are calculated, respectively.
According to the contours, we group the lines and regularize the contours. These regular contours
construct the footprint of the complex structure building. Figure 20o,p shows the examples of this
building. Notably, if the size of the hole is smaller than the given thresholds, we can ignore the
inner contour.

4. Conclusions

This paper focuses on both building detection and footprint regularization using solely aerial
images. A framework for building detection and footprint regularization using a feature-level-fusion
strategy is proposed. Following a comparison with six other methods, the experiment results show that
the proposed method can not only provide comparable results to building detection methods using
LiDAR and aerial images but also generate building footprints in complex environments. However,
several limitations for our proposed method cannot be ignored:

• In the building detection stage, the results of building detection rely on the results of
object-oriented classification of original aerial images. Shadows are an important factor
influencing the classification of original aerial images. In the process of classification, we categorize
the objects into only two classes (trees and other objects) and do not train and classify shadows
as separate objects. As a result, the classification results cannot perform perfectly. In the further
work, we will make use of the intensity and chromatic to detect the shadow so that we can get
better performance.

• The noise of the DIM point cloud produced by dense matching is higher than that of the LiDAR
point clouds. The buildings detection results and footprint regularization are affected by noise.

• A threshold exists in the process of DIM point cloud filtering. The filtering threshold cannot
ensure that all the buildings can be preserved. In fact, the low buildings may be removed, while
some objects that are higher than the threshold are preserved. The improper threshold causes
detection errors.

• At the stage of building footprint regularization, only straight lines are used. Therefore, for a
building with a circular boundary, our proposed method cannot provide satisfactory performance.

• Finally, the morphology of buildings also influences the accuracy of building detection results.
In fact, the more complex the building morphology is, the more difficult the building boundary
regularization is.
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Abstract: Building extraction from very high resolution (VHR) imagery plays an important role in
urban planning, disaster management, navigation, updating geographic databases, and several other
geospatial applications. Compared with the traditional building extraction approaches, deep learning
networks have recently shown outstanding performance in this task by using both high-level and
low-level feature maps. However, it is difficult to utilize different level features rationally with the
present deep learning networks. To tackle this problem, a novel network based on DenseNets and the
attention mechanism was proposed, called the dense-attention network (DAN). The DAN contains
an encoder part and a decoder part which are separately composed of lightweight DenseNets and a
spatial attention fusion module. The proposed encoder–decoder architecture can strengthen feature
propagation and effectively bring higher-level feature information to suppress the low-level feature
and noises. Experimental results based on public international society for photogrammetry and
remote sensing (ISPRS) datasets with only red–green–blue (RGB) images demonstrated that the
proposed DAN achieved a higher score (96.16% overall accuracy (OA), 92.56% F1 score, 90.56% mean
intersection over union (MIOU), less training and response time and higher-quality value) when
compared with other deep learning methods.

Keywords: building extraction; deep learning; attention mechanism; very high resolution; imagery

1. Introduction

Extracting 2D (two-dimensional) buildings footprints in very high resolution (VHR) imagery
has many applications in navigation, urban planning, disaster management, and population
estimation [1]. However, many complicated factors such as various scales, complex background
(shadow, vegetation, water, and man-made non-building features), heterogeneity of roof, and rich
topological appearances [2] make 2D building extraction from VHR images quite a challenging task.

Over the past decade, some methods have tried to extract buildings through VHR imagery,
which applied different strategies such as new frameworks [3], new parameters [4], new indices [5],
other related information [6], and some hybrid algorithms [7]. Based on the used data, building
extraction methods can generally be divided into three categories: 2D (two-dimensional) information
based, fused 2D–3D information based and 3D information based [8–10]. 2D information is mainly
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derived from images, including aerial images and space-borne images, while 3D information is
mainly derived from airborne laser scanning technology, such as light detection and ranging (LiDAR)
data [11–13]. To extract buildings from 2D information or/and 3D information, some feature
extraction technologies have been developed, such as the handcrafted features-based traditional
technologies and deep learning-based technologies. The traditional technologies use handcrafted
features as a key feature for building extraction, which may contain spectral information or/and
spatial information or/and geometrical information [14]. The performance of these technologies relies
on the extraction of low-level hand-engineered local features. This limits the representative ability
and restricts their performance. Therefore, the extraction of more representative high-level features
is desirable, which plays a dominant role in building extraction. The deep learning technologies,
as a new framework, have the ability to learn high-level hierarchical features from both 2D/3D
information corresponding to the different levels of abstraction, making it dominant in the field of
building extraction [15,16]. For extracting buildings, some promising convolutional neural network
(CNN) approaches [17–19] and fully convolutional network (FCN) approaches [20,21] have been
proposed. However, CNN and FCN only use high-level feature maps to perform pixel-classification;
low-level feature maps with rich detailed information are discarded. As a result, CNN and FCN have
very limited capacity to deal with small and complex buildings. In order to address this issue, reusing
low-level feature maps has become a popular solution as these maps possess rich spatial information
and fine-grained details. Some supervised semantic segmentation procedures based on excellent
networks such as U-Net [22], DeconvNet [20], Segnet [23], and RefineNet [24] have also appeared.

Recently, an interesting network, called the Dense Networks (DenseNets), has been very
popular, which was awarded the best paper in the IEEE conference on computer vision and pattern
recognition (CVPR) 2017 [25]. The DenseNets are built from dense blocks and pooling operations,
where each dense block is an iterative concatenation of previous feature maps. Several compelling
advantages have been proven: they alleviate the vanishing-gradient problem, strengthen feature
propagation, encourage feature reuse, and substantially reduce the number of parameters. Therefore,
the advantages of DenseNets make them a very good fit for semantic segmentation as they naturally
induce skip connections and multi-scale supervision. DenseNets are extended to fully convolutional
DenseNets (FC-DenseNets) for semantic segmentation [26], which can improve the state-of-the-art
performance in challenging urban scene understanding datasets, without additional post-processing,
pretraining, or including temporal information. For instance, Li et al. extended the FC-DenseNets
called multiple-feature reuse network (MFRN) to extract buildings from remote sensing data with a
high accuracy [27].

However, over-using low-level features may introduce redundant information into the network
and result in over-segmentation when the model tends to receive more information from lower
layers [28]. How to rationally utilize different level feature remains an open research question. In this
study, a novel network was proposed to effectively utilize both high-/low-level feature maps, based
on DenseNets and an attention mechanism, called the dense-attention network (DAN). The visual
attention refers to the fact that when human vision deals with images, people tend to select the
most pertinent piece of information rather than using all available information. The nature of the
attention mechanism is to pick the information that contributes a lot to the target from the source.
The attention mechanism usually uses the higher-level semantic information to re-weight the low-level
information to suppress the background and noises [29]. In the DAN, a spatial attention fusion module
was designed to enhance useful low-level feature information and remove noise to avoid over-using
low-level features. Therefore, when building multi-scale features in the skip-connection operations,
higher-level feature information was used to suppress the low-level features and noises.

The rest of this paper is organized as follows. Related work is presented in Section 2. A detailed
description of the proposed method is given in Section 3. The results of the experiments are listed in
Section 4. Finally, the discussion and concluding remarks are in Sections 5 and 6.
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2. Related Works

2.1. Semantic Segmentation of Remote-Sensing Images

In essence, semantic segmentation algorithms assign a label to every pixel in an image. Semantic
segmentation is the term more commonly used in computer vision and is becoming increasingly used in
remote sensing. Semantic segmentation of remote-sensing images has numerous applications, such as
land-cover classification, urban planning, natural hazard detection, and environment monitoring [30].
Building extraction from remote-sensing images is essentially a problem of segmenting semantic objects.
Compared with ordinary digital images, remote-sensing images, especially very high resolution,
have different characteristics, which bring challenges for semantic segmentation purposes, such as
complex backgrounds, intricate spatial details and limited spectral resolution. Hence, an effective
feature representation and mining is a matter of great importance to a semantic segmentation system
for very high resolution remote-sensing images.

There has been a vast literature focusing on segmenting remotely sensed images into desired
objects. Traditional methods, such as watershed, mean shift, clustering method, active contours,
and Markov random field model, have been widely used to produce segments for remotely
sensed images [31]. One of the common drawbacks is that their performance heavily relies on
handcrafted feature selection, which is hard to optimize. More recently, deep learning approaches
have achieved great success in semantic segmentation on both remotely sensed images and other
images [31]. State-of-the-art approaches for semantic image segmentation are built on convolutional
networks [27,31]. The convolution network is usually a pre-trained deep convolutional neural
network (DCNN) designed to classify images from, VGG-16 [32], ResNet [33], Deeplab-V3 [34] and
DenseNet [25]. For each network, features at different levels need to be extracted and jointly combined
to fulfill the segmentation task. High-level and abstract features are more suitable for the semantic
segmentation of large and confused objects, while small objects benefit from low-level and raw features.
Basically, successful networks should have the ability to integrate low- and high-level features for
semantic segmentation.

2.2. Attention Mechanism

An attention mechanism is an effective tool to extract the most useful information of the input
signal [35]. An attention mechanism is achieved by using the filter function (e.g., a softmax or
sigmoid) and sequential techniques. The attention mechanism has recently been widely used in
image captioning [36,37], image classification [34] and visual question answering [38,39], image
recognition [40], and other fields [41,42]. In these applications, they used the filter function to activate
the gathered top information to weight the activations channel-wisely or spatially and introduce
feedback connections. For example, Wang et al. used a soft mask structure to generate attention-aware
features [33], where attention-awareness is to use image segmentation to capture the visual attention
focus area. Hu et al. designed a squeeze-and-excitation block to recalibrate channel-wise features [43].
Wang et al. built an entropy control module to select low-feature maps for semantic segmentation [28].
Li et al. introduced a global attention upsample module to guide the integration low- and high-level
features in semantic segmentation [44]. Studies have shown the attention mechanism can strengthen
some neurons that featured by the target, and improve their performance. Therefore, when designing
networks of the building extraction of remote-sensing images, an attention mechanism module was
built to integrate low- and high-level features for semantic segmentation, and avoid over-using
low-level features.

3. Methods

The encoder–decoder architecture [22–24,45,46] is widely used in semantic segmentation based
on deep learning. The encoder part is mainly used to extract multi-scale features of the input data.
The decoder part aims to recovers the spatial resolution of feature maps and to extract target objects
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using these feature maps. Inspired by the architecture, building the semantic segmentation model
(named DAN) proposed in this paper also adopted an encoder–decoder architecture, and its overall
architecture is shown in Figure 1. In the encoder part, lightweight DenseNets are used to extract the
feature maps from inputs; while in the decoder part, a spatial attention fusion module is used to guide
the low-feature maps to help high-level features recover the detail of images.

 

Figure 1. Diagram of overall architecture of dense-attention networks.

3.1. Lightweight DenseNets

DenseNets have a high demand for graphics processing unit (GPU) memory [47]. In order
to reduce the GPU memory consumption, a lightweight DenseNets was designed. In DenseNets,
to encourage the reuse of features and facilitate gradient propagation, there is a direct connection
between any two layers. In other words, the feature maps of all preceding layers will be directly passed
to all the behind layers as the input of the layer. Suppose the transformation function of L layer is HL(.)
and the output is XL, the transformation of each layer of DenseNets is as shown in Equation (1):

XL = HL([X0, X1, . . . , XL−1]) (1)

where HL(.) is a combination of three operations: Batch Normalization–ReLU–Convolution (3 × 3). [ . . . ]
is the concatenation of the feature maps, and the output dimension of HL(.) is K. K is called the growth
rate, which controls the number of channels of the feature map of the networks. These layers with the
same spatial resolution are called dense blocks. The transition down is located between dense blocks,
which is used for down-sampling. It consists of a 1 × 1 convolutional layer followed by a dropout layer
and a 2 × 2 average pooling layer. The dense block is an iterative concatenation of a previous feature
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map. Therefore, the lightweight DenseNets architecture was built from one input convolution layer,
five dense blocks, and four transition downs. Figure 2 shows the lightweight DenseNets architecture.

 

Figure 2. The lightweight DenseNets architectures. The growth rate for all networks is k = 32. Note that each
“conv” layer shown in the figure corresponds to the sequence Batch Normalization–ReLU–Convolution.

3.2. Spatial Attention Fusion Module

The common encoder–decoder networks mainly use different scales of feature maps to help
decoders gradually recover the object details information. The skip connection of U-Nets is a common
way to help decoders recover object details information from the encoder path by reusing feature
maps. However, this way will result in over-using low-level features and cause over-segmentation [28].
The attention mechanism can weight lower-level information using higher-level visual information.
Inspired by the attention mechanism, a spatial attention fusion module was designed to enhance useful
low-level feature information and remove noise to avoid over-using low-level features. In the spatial
attention fusion module, first, the high-level features are activated by a sigmoid layer, the output of
the activation normalizes to [0,1] and is used as the weight of low-level features. Then, the high-level
features activation output is multiplied by low-level features to obtain the weighted low-level feature.
Finally, the high-level features and weighted low-level information are added as the input of the dense
block to gradually recover the object details information. The architecture of the spatial attention
features fusion module is shown in Figure 3.
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Figure 3. The architecture of the spatial attention features fusion module.

3.3. The Architecture’s Decoder Part

As can be seen from Figure 1, in addition to the spatial attention features fusion modules and
the transposed convolutions, the decoder path also contained five dense blocks and four bottleneck
layers. Dense Block 6–8 contain three “conv” layers, respectively. Dense Block 9–10 contained two
“conv” layers, respectively. The growth rate for these dense blocks was k = 32. Bottleneck layers were
used to reduce the number of input feature-maps, which was built from a 1 × 1 convolutional layer
followed by a dropout layer (drop rate: 0.2), In the four bottleneck layers, the output channels of
bottleneck layers 1–2 were 256, and the output channels of bottleneck layers 3–4 were 128. The strides
of transposed convolutions were equal to 2.

4. Experiments

In this section, the effectiveness of the proposed scheme for building extraction in very high
resolution remote-sensing images was investigated. All networks were trained and tested with
Tensorflow on GPU (TITAN X).

4.1. Training Details

4.1.1. Dataset

The proposed method was evaluated on the ISPRS 2D semantic labeling contest (Potsdam),
which is an open benchmark dataset, which can be downloaded from the ISPRS official website (http:
//www2.isprs.org/commissions/comm3/wg4/2d-sem-label-potsdam.html). This dataset contains
38 very high-resolution true orthophoto (TOP) tiles extracted from a large TOP mosaic. ISPRS only
provides 24 labeled images for training, while the remaining 14 tiles are unreleased. In this study,
five of the labeled images were randomly used as the validation set and the remaining labeled images
as the training models. Each tile contained around 6000 × 6000 pixels with a resolution of 5 cm,
which made small details visible. The ground truth contained six of the most common land cover
classes including impervious surfaces, buildings, low vegetation, trees, cars, and clutter/background.

4.1.2. Dataset Preprocessing

Given the limited memory of the GPU and obtaining more training samples, images of an average
size of 6000 × 6000 were split into smaller patches in sizes of 224 × 224, 448 × 448, and 512 × 512.
Thus, 14,339 patches of three sizes for training the networks can be obtained. However, to aid in
testing, the size of the evaluation data was set as 3000 × 3000. So, a total of 20 images can be obtained
for evaluation. Moreover, according to the defined red–green–blue (RGB) values of the six land cover
classes, required objects can be extracted such as (0, 0, 255), which means the building type.

4.1.3. Implementation Details

For an individual network, the network was trained with an initial learning rate of 0.01. To ensure
an outstanding learning result, a manual adjustment of the learning rate was made according to
the speed of the training convergence, and will be about 0.00001 at last. There were 500 epochs
during the training and each epoch had 1000 samples. As Adam is an adaptive optimizer with
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implementation simple, high computational efficiency and low memory requirement, which is used
as the optimizer to optimize the network when adjusting parameters like weights, biases, and so on.
To contribute to the geoscience community, the implementation code, the trained network, labeled
images, and test images will release in open-source format and can be publicly accessed via GitHub
(https://github.com/shenhuqiji/DAN).

4.1.4. Evaluation

Pixel- and object-based metrics are used in this study. While the latter quantifies the number
of buildings and offers a quick assessment, the former is based on the number of pixels within the
extracted buildings and provides a more rigorous evaluation [48]. In pixel-based evaluation, overall
accuracy (OA), F1 score, and mean intersection over union (MIOU) were used to assess the quantitative
performance. The F1 score is calculated by:

F1 = 2 × precision × recall
precision + recall

(2)

where,
precision = tp

tp+ f p , recall = tp
tp+ f n (3)

where tp, fp, and fn are true positive, false positive, and false negative, respectively. These values can be
calculated by the pixel-based confusion matrices per tile, or an accumulated confusion matrix. Overall
accuracy is the normalization of the trace from the confusion matrix, and IoU is an average value of the
intersection of the prediction and ground truth regions over their union, as follows. Then the MIOU
can be computed by averaging the IoU of all classes.

IoU =
precision × recall

precision + recall − precision × recall
(4)

In object-based evaluation, completeness, correctness, and quality values were used to assess
the quantitative performance. Completeness is known as detection rate or producer’s accuracy,
and correctness is known as user’s accuracy [48]. The quality values is calculated by:

Quality =
‖tp‖

‖tp‖+ ‖ f p‖+ ‖ f n‖ (5)

4.2. Extraction Results

After 500,000 iterations, our best model achieved state-of-the-art results on the datasets (Table 1).
Note that all of the results are listed based on the RGB images without any pre-processing and
post-processing. The changing accuracies and losses of the datasets with the increasing epochs are
shown in Figure 4. The architecture reached high scores (96.16% OA, 92.56% F1 score, 90.56% MIOU,
0.9521 Precision and 0.9066 recall) for all five validation datasets, which indicated the proposed
dense-attention network performed well on the buildings. Furthermore, dataset 2 and dataset
5 obtained the highest accuracy and the lowest accuracy for the OA, respectively (97.21% vs. 94.39%).
Visual inspection and comparison of building extraction maps were performed for the two datasets.
The original images, ground truth, and prediction results of the dataset 2 and dataset 5 are listed in
Figure 5. Although the extraction result of dataset 5 was the worst of the five validation datasets,
the prediction of Figure 5e was also close to the ground truth of Figure 5f.
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Table 1. Pixel-based evaluation results of the average accuracy for the overall accuracy (OA), F1 score,
mean intersection over union (MIOU), precision and recall for buildings on all validation datasets and
on individual datasets, respectively.

Validation Datasets OA (%) F1 Score (%) MIOU (%) Precision Recall

All five datasets 96.16 92.56 90.56 0.9521 0.9066
Only dataset 1 96.63 89.34 88.08 0.8573 0.9327
Only dataset 2 97.21 95.05 93.38 0.9786 0.9240
Only dataset 3 97.10 95.54 93.64 0.9878 0.9251
Only dataset 4 95.92 92.45 90.26 0.9690 0.8839
Only dataset 5 94.39 90.39 87.43 0.9342 0.8755

  
(a) (b) 

Figure 4. Plots showing the accuracy and loss of the dense-attention network (DAN) for training the
datasets. The training accuracy (a) and the loss (b) changed with the increasing epochs.

   
(a) Original (dataset 2) (b) Prediction (dataset 2) (c) Ground truth (dataset 2) 

   
(d) Original (dataset 5) (e) Prediction (dataset 5) (f) Ground truth (dataset 5) 

Figure 5. The worst results and the best results of the building extraction using the DAN. (a) represents
the original RGB image of dataset 2; (b) represents the corresponding prediction from deep learning;
(c) represents the corresponding ground truth. (d–f) are the original RGB image of dataset 5, prediction
from deep learning, and the corresponding ground truth, respectively.
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Moreover, the object-based evaluation results were also given in Table 2. Overall, these values
from object-based evaluation are lower than the pixel-based results. Furthermore, dataset 2 and
dataset 1 obtained the highest accuracy and the lowest accuracy for the quality value, respectively
(0.8267 vs. 0.55), which indicate there are some differences in pixel- and object-based metrics.

Table 2. Object-based evaluation results on all validation datasets and on individual datasets using the
completeness, Cm; correctness, Cr; quality metrics, Q; (Cm,2.5, Cr,2.5, and Q2.5 are for buildings over
2.5 m2), respectively.

Validate Data tp fn fp Cm,2.5 Cr,2.5 Q2.5

All datasets 159 30 32 0.8413 0.8325 0.7195
Only dataset 1 22 4 14 0.8462 0.6111 0.55
Only dataset 2 62 11 2 0.8493 0.9688 0.8267
Only dataset 3 32 7 2 0.8205 0.9412 0.7805
Only dataset 4 18 5 6 0.7826 0.75 0.6207
Only dataset 5 25 3 8 0.8929 0.7576 0.6944

4.3. Comparisons with Related Networks

To show the effectiveness of the proposed network, comparisons were performed against two
recent state-of-the-art building extraction methods, as showed in Figure 6. Note that the two methods
were implemented and tested on the same experimental datasets (RGB images) of the ISPRS 2D
semantic-labeling contest (Potsdam). In order to compare the test results, the same training datasets
with corresponding stable loss and test datasets were used for the Deeplab-V3 [34], MFRN [27], and the
proposed DAN. Due to lack of spatial attention fusion module, some low-level features are over-used
and result in over-segmentation, which bring trivial and fragmentary buildings for the five validation
datasets from the Deeplab-V3 and MFRN networks (see red boxes in Figure 6a,b). The results have
improved markedly from the proposed DAN network in red boxes of Figure 6c. This finding suggests
that the spatial attention mechanism can significantly improve the performance of a DCNN-based
method. In order to quantitatively compare the proposed DAN network with the Deeplab-V3 and
MFRN networks, the average OA, F1 score, MIOU, training time (TT) and recognition time (RT) of
the three networks are listed in Table 3. The MFRN and the proposed DAN clearly outperforms the
Deeplab-V3 by about 5% in the OA, about 8% in the F1 score and about 10% in the MIOU, respectively.
In addition, although the proposed DAN network produced a minor improvement compared with the
very new MFRN network, the DAN network used less layer fully convolutional DenseNet. Actually,
a 56-layer fully convolutional DenseNet is concluded in MFRN, while the DAN use only a 24-layer
fully convolutional DenseNet. More layers means that MFRN will take more time to train and
test. From Table 3, the training time (TT) and recognition time (RT) of the three network are listed.
The proposed DAN outperforms again the MFRN and Deeplab-V3 with less time (TT: 42.1 h < 51.4 h <
86.7 h, RT: 77.6 s < 85 s < 88.8 s). Therefore, compared with the very new MFRN network, another
advantage of DAN is its high efficiency. Overall, although there exist a litter false classified buildings
(see yellow boxes in Figure 6c,d), the proposed DAN network can achieve a better performance to
extract buildings from VHR remote-sensing images without any other processing.

Similarly, object-based evaluation results of the proposed DAN network with the Deeplab-V3
and MFRN networks on Potsdam datasets using the completeness, correctness and quality metrics
are listed in Table 4. From the metrics of completeness, there are no distinct differences for the three
networks, while the scores of correctness and quality metrics from DAN are better than that from
the other networks. Although the scores from object-based evaluation are lower than that from the
pixel-based results for the three networks, the DAN still obtain the highest scores. Therefore, the results
from both the pixel-based and the object-based evaluation system again shows that the proposed DAN
network can achieve a better performance.
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(a) Deeplab-V3 (b) MFRN (c) DAN (d) Ground truth 

Figure 6. The results of the building extraction from Deeplab-V3, multiple-feature reuse network
(MFRN) and the proposed DAN.

Table 3. Compared with the results of the proposed network with other networks on Potsdam datasets
using the average OA, F1 score, MIOU, training time (TT) and recognition time (RT). The RT is tested
in datasets which include 20 images with a size in 3000 × 3000.

OA (%) F1 Score (%) MIOU (%) TT (h) RT (s)

Deeplab-V3 90.25 83.36 79.37 86.7 88.8
MFRN 95.61 91.80 89.74 51.4 85.0
DAN 96.16 92.56 90.56 42.1 77.6

336



Remote Sens. 2018, 10, 1768

Table 4. Object-based evaluation results of the proposed network with other networks on Potsdam
datasets using the completeness, Cm; correctness, Cr; quality metrics, Q; (Cm,2.5, Cr,2.5, and Q2.5 are for
buildings over 2.5 m2).

tp fn fp Cm,2.5 Cr,2.5 Q2.5

Deeplab-V3 168 21 392 0.8889 0.3 0.2892
MFRN 163 26 56 0.8624 0.7443 0.6653
DAN 159 30 32 0.8413 0.8325 0.7195

5. Discussion

Extracting 2D buildings footprints in VHR imagery has wide applications in navigation, urban
planning, disaster management, and population estimation. It is necessary to develop techniques
to extract 2D buildings information. Considering the limitations of the existing extraction methods,
this study proposes a dense-attention network (DAN) to extract 2D building in VHR images. This study
has examined in detail the theoretical basis of the proposed method and compared it with other deep
learning-based approaches using ISPRS 2D semantic labeling contest datasets. In general, some groups
or blocks of 2D buildings can be extracted in their entirety from the proposed DAN network, while the
Deeplab-V3 and MFRN often bring trivial and fragmentary buildings. The extracted 2D buildings
footprints were evaluated against the ground truth (label data). The experiments indicated that the
proposed DAN achieved a higher score than Deeplab-V3 and MFRN on both accuracy and efficiency.

The primary reason for the superior performance of DAN is that different-level features are
rationally utilized by combining the DenseNets and a spatial attention fusion module. The DenseNets
had been proven the superiority in extracting the feature maps from inputs. The DAN network based on
DenseNet also has these capability. In addition, the common encoder–decoder networks mainly use skip
connection to help decoders gradually recover the object details. Then, the acquired low-level feature
maps in the early layer are less discriminating. Such feature maps are fused with the higher-level feature
maps by skip connection may increase the ambiguity of the final result. This will result in over-using
low-level features and cause over-segmentation. The attention mechanism can weight lower level
information using higher-level visual information to suppress the background and noises. Therefore,
a spatial attention fusion module based on the attention mechanism can better guide the low-feature
maps to help high-level features recover details of the images and reduce the over-segmentation.

However, it should be noted that the accuracy of building extraction in VHR images could be
affected by some factors, as can be seen from Figure 7:

• Complex background. Although water, bare, and sparse vegetation are in the minority in some
test samples, they were also detected as buildings because of the similar hue to the foreground
object (building), see Figure 6c,d (yellow boxes). The complex background may cause precision
to be lower than recall, see the evaluation result of dataset 1 in Table 1. In addition, the water
was not included into the above six land cover classes, which makes it difficult to fully learn the
characteristics of the complex background, see Figure 7a–c. The misclassification may be a main
limitation of the proposed DAN.

• Special buildings (SB). In some training samples, the characteristics (such as color, texture,
and material) of a few buildings’ roofs were quite different from most buildings. Moreover,
the shape of some buildings that were covered by trees could not be detected precisely, and some
blurry and irregular boundaries were hardly classified. Therefore, it was hard to detect these
buildings, see Figure 7d–f.

• Unremarkable buildings (UB). In most training samples, when compared to the background,
the foreground objects were very distinct. However, in some of the test samples, a few images
were covered with large amounts of bare and sparse vegetation, and small-sized buildings.
These small-sized buildings were displayed in patchy distributions and were even hard to detect
with the naked eye, which added to the difficulty of detection, see Figure 7g–i.
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(a) Original (water) (b) Prediction (false detection) (c) Ground truth of (a) 

   
(d) Original (SB) (e) Prediction (missed detection) (f) Ground truth of (d) 

   
(g) Original (UB) (h) Prediction (missed detection) (i) Ground truth of (g) 

Figure 7. Some factors caused false detection and missed detection in building extraction. (a) represents
the original red–green–blue (RGB) image with water; (b) represents the corresponding prediction with
false detection; (c) represents the corresponding ground truth. (d–f) and (g–i) are the original RGB
image with special buildings and unremarkable buildings, corresponding prediction with missed
detection, and the corresponding ground truth, respectively.

To weaken the effects of the above factors, some more optimized deep learning networks were
required to improve the efficiency and accuracy of building extraction for special buildings and
unremarkable buildings. Furthermore, other attempts such as pre-processing or post-processing
methods also play an important role in distinguishing complex backgrounds in building extraction.
For pre-processing, edge-enhancing techniques may be introduced to increase the differences among
objects, which leads to better performance during classification. For example, the water may not be
detected as a building if the digital surface model (DSM), normalized difference vegetation index
(NDVI), or normalized difference water index (NDWI) are used to enhance the edge. Post-processing
methods are often used at the end of the chosen deep learning network classifier for further reducing
the noise (false classified buildings) and to sharpen the boundary of the buildings. For example,
the conditional random field and guided filters have proven to be a very effective post-processing
way to optimize the classification results and further improve the efficiency and accuracy of building
extraction [49]. Moreover, recent work on data fusion of multi-modal remote-sensing data also might
help improve the accuracy of building extraction, as proposed in Audebert et al. [50]. However,
the objective of this study was to propose a novel network for 2D building extraction in VHR
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(only RGB) images without any other processing or data fusion strategies. The pre-processing or
post-processing methods can improve the efficiency and accuracy of building extraction, which will be
further addressed in our future work.

6. Conclusions

In this paper, a dense-attention network (DAN) was proposed for 2D building extraction in VHR
images. The dense-attention network contained an encoder part and a decoder part, which can guide
message passing between high- and low-feature maps. As the encoder part, lightweight DenseNets
were used to extract the feature maps from inputs; while the decoder part, named the spatial attention
fusion module, was used to guide the low-feature maps to help high-level features recover details of
the images. Therefore, the DAN can effectively help in integrating useful features, and weakening
the noises and background. Experiments were carried out on VHR imageries from the ISPRS dataset.
Six land classes could be extracted successfully using the DAN and the results showed the effectiveness
and feasibility of the proposed network in improving the performance of the building extraction.
The DAN was compared with two recent networks such as the Deeplab-V3 and MFRN, which had the
potential to perform better in terms of OA, MIOU, F1 score, TT and RT (pixel-based) and quality
metrics (object-based). However, the extraction accuracy was affected by complex background,
special buildings, and unremarkable buildings. These problems may be overcome by combining
more optimized deep neural networks and pre-processing or post-processing methods, which can
reduce errors and omissions. Instead of separately treating the network and pre-/post-processing
methods, both of them will be considered simultaneously for higher accuracy and efficiency.
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Abstract: Three-dimensional (3-D) reconstruction of building roofs can be an essential prerequisite for
3-D building change detection, which is important for detection of informal buildings or extensions
and for update of 3-D map database. However, automatic 3-D roof reconstruction from the remote
sensing data is still in its development stage for a number of reasons. For instance, there are
difficulties in determining the neighbourhood relationships among the planes on a complex building
roof, locating the step edges from point cloud data often requires additional information or may
impose constraints, and missing roof planes attract human interaction and often produces high
reconstruction errors. This research introduces a new 3-D roof reconstruction technique that constructs
an adjacency matrix to define the topological relationships among the roof planes. It identifies any
missing planes through an analysis using the 3-D plane intersection lines between adjacent planes.
Then, it generates new planes to fill gaps of missing planes. Finally, it obtains complete building
models through insertion of approximate wall planes and building floor. The reported research in this
paper then uses the generated building models to detect 3-D changes in buildings. Plane connections
between neighbouring planes are first defined to establish relationships between neighbouring planes.
Then, each building in the reference and test model sets is represented using a graph data structure.
Finally, the height intensity images, and if required the graph representations, of the reference and
test models are directly compared to find and categorise 3-D changes into five groups: new, unchanged,
demolished, modified and partially-modified planes. Experimental results on two Australian datasets
show high object- and pixel-based accuracy in terms of completeness, correctness, and quality for both
3-D roof reconstruction and change detection techniques. The proposed change detection technique
is robust to various changes including addition of a new veranda to or removal of an existing veranda
from a building and increase of the height of a building.

Keywords: building; modelling; reconstruction; change detection; LiDAR; point cloud; 3-D

1. Introduction

The fundamental task of building reconstruction is the transformation of low-level building
primitives (e.g., lines and planes) to a high-level model description. In 3-D change detection, it is
inspected whether there are changes in buildings over a period in terms of new, modified, and/or
demolished buildings and/or building-parts. The reconstruction step can be considered as an essential
prerequisite for 3-D change detection, particularly for detection of informal buildings or extensions
and for update of 3-D map database. In a 3-D map database, there are buildings along with other
important man-made objects such as roads and electric power lines. A direct comparison of 3-D
building models generated from a recent dataset to the models in the (old) map database will not
only identify the changes in buildings but also help an effective and efficient update of the database.
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In practice, there will be only a small number of buildings being changed in an area for a given period
of time, unless this is a newly built-up area or an area hit by a calamity (e.g., bushfire or earthquake).
Therefore, automatic modelling and change detection steps will be helpful in indicating the potential
changed areas of buildings in a user interface, where a human operator can quickly accept and/or reject
the indications and update the database accordingly [1]. Moreover, the state and local government
officials can check if the indicative changes were previously authorised or not. Thus, they can send
inspectors to the unauthorised (informal) areas only, instead of all areas, saving both money and time.

Many scientists have developed building reconstruction and change detection techniques utilising
image information only, others have utilised LiDAR (Light Detection And Ranging) point cloud,
and some have attempted to integrate LiDAR and aerial images for several Geographic Information
System (GIS) applications, including city mapping, map database updating, disaster estimation,
and city infrastructure planning. However, among spatial data researchers and mapping professionals,
LiDAR data have gained popularity because of fast pulsation, precision, and accuracy in capturing 3-D
geo-referenced spatial information about buildings, roads, vegetation, and other objects expediently
at a high point density. These characteristics make these data feasible to examine natural and built
environments across a wide range of scales for automatic reconstruction and change detection in
buildings and their distinct features. Recent improvements in the automation of building reconstruction
and change detection methods are reducing the labour and time consumption in these applications.

The 3-D reconstruction of building models and change detection include several non-trivial
processes, such as segmentation, classification, structuring, hypothesis generation, and geometric
modelling. A seamless integration of these in a conventional way would be not only unrealistic but
also labourious. This paper, therefore, presents a workflow that uses building roof planes for 3-D
model generation and subsequently uses these models for change detection. To achieve our goals and
address the particular challenges, this research presents two techniques aiming at 3-D reconstruction of
building roof models and building change detection separately. The proposed techniques are entirely
data-driven using LiDAR point cloud data only. The first technique, 3-D building roof modelling,
reconstructs buildings represented at lower levels with coarse boundaries (3-D roof planes) to higher
levels (3-D building models). The second technique, building change detection, subsequently uses the
constructed 3-D building models and LiDAR data for identification of changes in buildings.

In Section 2, the related works are discussed. Section 3 provides the detail on challenges for
3-D building modelling and change detection methods, along with the contributions of this paper.
The proposed 3-D building modelling and 3-D change detection methods are presented in Sections 4
and 5, respectively. In Section 6, the dataset, parameter settings, experimental setup, and results are
discussed. Finally, conclusions are presented in Section 7.

2. Related Works

In recent years, studies on building extraction, reconstruction and change detection have made
significant advances and a wide range of methods have been proposed on façade segmentation and
opening area detection [2], building extraction [3–5], change detection and map database update [1,6–8],
roof plane extraction [9] and 3-D reconstruction [10]. A number of techniques [11,12] have also been
proposed for evaluation of these methods. In addition, since different methods were evaluated using
different datasets and evaluation techniques, there have been several attempts to benchmark them on
common platforms [13,14].

In 3-D building roof reconstruction and change detection most early methods were manual, with the
involvement of a trained human operator who performed accurate measurements. However, human
intervention is not only expensive but also reduces the speed of execution in achieving high productivity
and in processing large datasets. Recently developed reconstruction and change detection methods [1,15]
aim to reduce these limitations in a semiautomatic manner.
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2.1. 3-D Building Roof Modelling

The 3-D building reconstruction methods can broadly be classified into three categories on
the basis of their processing strategies: model-driven, data-driven, and hybrid approaches [16–18].
A model-driven method uses a set of predefined building models (shape) and fits into the input data
for the extraction purposes, in contrast to a data-driven method that uses the input data and extracts
one or more features (e.g., lines and planes) for the detection and reconstruction of buildings. A hybrid
method, on the other hand, exhibits the characteristics of both model- and data-driven approaches.

Among the model-driven methods, Oude Elberink and Vosselman [19] proposed a graph matching
approach to handle both complete and incomplete laser data. While a complete matching of data with
a target model allows an automated 3-D reconstruction of a building roof, an incomplete match leads
to a manual interaction for a correct model. To reduce human interaction, Xiong et al. [20] proposed
a graph-based error correction for roof topology. A graph edit dictionary that stores representative
erroneous subgraphs was used to automatically identify and correct errors.

Kim and Shan [10] proposed a novel data-driven roof plane segmentation and building
reconstruction technique using airborne LiDAR data. Although this technique shows good results,
it suffers from over-segmentation and neglects the effect of vegetation in the segmentation process.
Jung et al. [21] presented a reconstruction technique to develop 3-D rooftop models at city-scale
from LiDAR data. Although the experimental results showed a good performance for large buildings,
some small roof planes were not detected, and were therefore not reconstructed. Moreover, this method
suffers from under-segmentation issues since many roof planes were merged into their adjacent clusters.
Wu et al. [22] offered a graph-based technique to reconstruct urban building models from airborne
LiDAR data. Building models were reconstructed by gluing all individual parts of the building models
obtained from bipartite graph matching into a complete model. Although this technique provides
detailed models, it fails to capture the sides of buildings and produces high geometric distortion
resulting in low completeness and high modelling errors.

Rottensteiner et al. [14] reported comparative research results for urban object detection and
3-D building reconstruction using the ISPRS (International Society for Photogrammetry and Remote
Sensing) benchmark datasets. They selected fourteen different building reconstruction methods and
evaluated their performances on the basis of different quality metrics.

2.2. 3-D Building Change Detection

Based on the input data sources, the building change detection methods can be categorised
into three groups: image only, LiDAR only or integration of LiDAR and image-based methods.
The image-based methods are mainly for 2-D change detection and are mostly unable to differentiate
between partially-modified buildings and planes. For example, both Gu et al. [8] and Leichtle et al. [7]
divided the image region into changed and unchanged buildings only and were unable to find out the
changes in individual roof planes.

Raw LiDAR data or LiDAR-derived Digital Surface Model (DSM) is also used as the only source
of information to detect the 3-D building changes [6,23]. Tran et al. [6] proposed a method where,
in addition to the ground and tree, they classified buildings into new, demolished and unchanged
types. Teo and Shih [23] extracted changed building regions by applying the height threshold and
morphological filter to nDSM (normalised DSM) of two different days. However, this method missed
many small planes because of inadequate selection of window size of the filter. In addition, this method
was unable to detect partially-modified building planes.

There are also methods that use a segmentation technique for building change detection from
both LiDAR and images [1,24]. For instance, Awrangjeb [1] generated a building mask by extracting
the building boundaries from non-ground LiDAR data. Later, the building boundaries were refined
manually using visual analysis of the aerial image. This method could detect all possible changes in a
building such as new, demolished, unchanged, modified, and partially-modified buildings.
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In addition, there are also methods that detect the changes in a building using 3-D building
models. These methods compare the height information of individual buildings and detect the height
changes in the buildings for change detection. A 3-D building model can be generated from LiDAR
data by using thresholding method [25] or from stereo-images by using a least square matching
process [26,27]. For example, Chen et al. [25] used LiDAR-based building models at two different dates
to detect building changes. The non-building portion of the models was removed by using a height
threshold and NDVI (Normalized Difference Vegetation Index) analysis. However, small changes
in buildings and occluded buildings were also removed from the models and were not detected.
Therefore, this method had up to 96% of pixel-based accuracy. Stal et al. [26] and Qin [27] methods
compare the stereo-images- and LiDAR-based building models to detect building changes. In the
method of Stal et al. [26], a morphological filter and NDVI analysis were applied to remove
the unwanted regions, while Qin [27] used three more filters, such as shadow index, noise filter,
and irregular structure filter. However, the methods that use 3-D building models need several
pre-defined parameters for accurate detection of building changes. In addition, modified and
partially-modified building planes were not detected by these methods.

3. Challenges and Contributions

The existing 3-D building modelling techniques differ significantly, based on the primitive
shapes used and the input data sources [28]. They often impose constraints on the minimum
footprint size and positional accuracy values for reconstruction of specific models at a certain level of
detail [29]. Although many of the existing approaches have demonstrated promising results in building
reconstruction, there are still a number of issues to be improved. For instance, building roofs are
mostly disconnected after segmentation process, causing difficulty in determining the neighbourhood
relationships among the roof planes. Furthermore, locating step edges from LiDAR data only is also
hard and often requires additional information or constraints. In addition, the approximation of
roof patches, which are generally missed because of the low density of the LiDAR data, requires the
operator to make assumptions and often produces high reconstruction errors.

To resolve the above issues, this research introduces a data-driven 3-D reconstruction technique
that constructs buildings represented at lower levels with coarse boundaries (3-D roof planes) to the
higher levels (3-D building models). The proposed reconstruction technique receives building roof
planes (extracted from LiDAR point could data by any roof plane extraction method such as Awrangjeb
and Fraser [9] and Mongus et al. [4]) as inputs and offers the following contributions:

• Insertion of missing planes: A missing plane can be a small plane from where the number of
reflected laser points is limited, possibly due to a low point density. It can also be due to a height
jump between planes. A slanted plane is grown if there is an existence of unsegmented LiDAR
points between any two planes. Otherwise, a vertical plane is inserted between the planes.

• Reconstruction of complete building models: When there are missing planes, the topological
relationship among the roof planes is incorrect. Thus, an adjacency matrix that defines the topological
relationships among the input roof planes of a building is first constructed. Then, the matrix
is updated (i.e., the topological relationship is corrected) based on the inserted missing planes.
Finally, the building model is generated using the correct topological relationship and the revised
intersection lines among the inserted missing planes and the input roof planes.

Generally, the building change detection step is applied after the building detection or 3-D
building modelling stage to update a map database [1]. The update to the map database is largely
dependent on visual interpretation, estimation of numerous parameters, and human interaction.
Consequently, it is a time-consuming procedure to analyse the changes. In addition, most of the existing
methods mainly focus on detecting the 2-D changes in a building and, thus, are unable to distinguish
the specific height change in individual planes. Moreover, majority of the existing 3-D change detection
methods, which are based on height difference in the DSM, classify the detected changes into three
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groups: new, unchanged and demolished planes [23,25,30]. Consequently, these methods are unable
to distinguish the partially-modified planes from the unchanged and new planes, and modified planes
from the new planes. Therefore, the contribution of the proposed building change detection technique
can be summarised as follows:

• Change detection: Automatic detection of 3-D (2-D space and height) changes in buildings and
their planes into five groups: new, unchanged, demolished, modified, and partially-modified planes.
Unlike the existing methods, the proposed method is capable of detecting changes on a per-plane
basis. A newly proposed graphical representation of 3-D building models helps in identification
of modified and partially-modified planes.

Since in reality only a small number of buildings are changed in an area, the proposed change
detection technique first uses height difference values between the reference and test models to identify
new, completely demolished and unchanged buildings. The planes of these buildings are denoted as
new, demolished and unchanged, respectively. Then, only the modified building regions are compared
using a graph-based representation of the reference and test models to obtain other changes such as
modified and partially-modified planes.

4. Proposed 3-D Building Modelling Technique

Figure 1 shows the workflow of the proposed 3-D building modelling technique. Awrangjeb and
Fraser’s [9] technique is used for the extraction of building roof planes using LiDAR data and the
corresponding Digital Terrain Model (DTM) as the input. The used technique offers high detection
performance but has low accuracy in extracting small roof planes and tiny structures since it uses only
the LiDAR data. This section presents the different steps in Figure 1 in detail for generation of 3-D
building models.

4.1. Adjacency of Roof Planes and Their Intersection Lines

The primary elements for the generation of building models are the roof planes which are input
to the proposed technique. A neighbourhood relation matrix is established among the roof planes to
determine the topological relations among these 3-D roof primitives, which is originally an adjacency
matrix and stores the records of the neighbours of each roof plane.

Let Sp = {P1, P2, ..., Pn} be a set of n input roof planes and an adjacency matrix M of the same size
is instantiated, i.e., Mn×n. The roof planes that remain within the Euclidean distance distp of a source
plane Pi are considered its neighbours and the corresponding rows and columns of M are updated
accordingly with the roof plane’s ID. The value of distp is chosen as twice the maximum distance (dmax)
of a point to its nearest point in the input LiDAR point cloud [9]. To speed up the generation of M, the
planes within an appropriate rectangular region (e.g., a bit larger than the bounding box) around the
source plane Pi are first determined, rather than computing the distances of a plane Pi to the rest of
the input roof planes. Next, for the planes which lie within distp of the boundary points of Pi, their
particular records against the ith row and column of M are updated. The procedure continues and all
the input roof planes are processed iteratively to establish the interrelations among them.

Then, to find the intersection line between two adjacent planes P1 and P2, their plane equations
are used to assess whether these planes mutually intersect in 3-D space. If they do, a point called
the intersection point Ipnt and a direction vector n̂ in 3-D space are obtained. The two end points of
the intersection line are not known from Ipnt and n̂ alone. Subsequently, 2-D straight lines are first
approximated using the roof boundary points which face each other. The MATLAB built-in function
polyfit is used for the approximation of line segments. Following the concepts of 3-D coordinate
geometry and using the approximated 2-D lines, Ipnt, and n̂ together, the 3-D intersection lines between
the adjacent roof planes are estimated.

347



Remote Sens. 2018, 10, 1512

Figure 1. The workflow of the proposed 3-D building modelling technique.

The position of Ipnt from the two corresponding plane boundaries is considered, entirely according
to the resolution of the input LiDAR data, to be distp = 2dmax. The plane insertion procedure first
assesses the nearest distances of Ipnt from two intersecting plane boundaries. If any of the two nearest
distances exceeds 2dmax, it will potentially indicate either of the two general possibilities: (1) a missing
LiDAR-based plane; or (2) a missing vertical plane, between these adjacent roof planes. Both o possible
scenarios are described using diagrams in the following sections.

4.2. Detection and Insertion of Missing Roof Planes

The proposed modelling technique now iteratively takes a plane and its neighbours to
approximate their intersection lines. However, if the position of Ipnt is away (more than 2dmax)
from the two intersecting plane boundaries, the plane insertion process attempts to search for any
unsegmented LiDAR points between the participating roof planes. If such points are found (at least 4) ,
the process infers the presence of a plane between these roof planes. Figure 2a,b shows an example
building and a small missing plane among already extracted planes P1, P2, and P3.

The process invokes the region-growing segmentation technique in Awrangjeb [9] to extract a
planar region Pn using the unsegmented LiDAR points (see the green points in Figure 2c). In addition
to the available points, the segmentation process uses points of the neighbouring planes (P1, P2, and
P3) for the extraction of a new plane Pn assuming these points might have been added wrongly to the
neighbouring planes because Pn was missed earlier. Therefore, each iteration of the region-growing
technique computes a plane-fitting error between new and neighbouring planes. If the new plane
results in a height error smaller than those of the neighbouring planes’ errors, the LiDAR points of the
neighbouring planes are removed from their respective regions and added to Pn.

The segmentation process continues growing the region until it finds no points complying with the
above height error criterion. After the segmentation process stops, the proposed technique estimates
the boundary of the new plane and updates the boundary information of the neighbouring planes,
as shown in Figure 2c. The process also updates the neighbourhood matrix M with the information
on the new plane and new neighbouring relations. Subsequently, the intersection lines between the
identified plane and the participating planes are estimated using their boundary points, as explained
in Section 4.1. These intersection lines are also recorded against their adjacent roof planes. Figure 2d
shows all the roof planes of the sample building and the intersection lines between them.
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Figure 2. Insertion of a missing plane: (a) test building image for demonstration; (b) input roof planes
for corresponding building and the location of a missing plane; (c) new roof plane using unsegmented
LiDAR points (green) and points from neighbours; and (d) 3-D intersection lines between roof planes.

4.3. Insertion of Vertical Roof Planes

Figure 3a shows a building, where a small slanted plane is located between two adjacent roof
planes labelled P1 and P2. This plane was not detected by the involved segmentation technique due
to the unavailability or absence of enough LiDAR points, as shown in Figure 3b. Therefore, a new
plane P4 between P1 and P2 is inserted as follows. The neighbouring boundary points of P1 and P2 are
first used to form a vertical plane P4. Then, the intersection lines of P4 with P1 and P2, respectively,
are determined. Figure 3c shows P4 and its intersection lines with P1 and P2 . The procedure not
only keeps track of new planes, but also maintains the correct neighbourhood information in M.
Therefore, even after the insertion of P4, it is found through the neighbourhood selection method
(described in Section 4.1) that P4 has a new neighbouring plane, i.e., P3, as can be seen visually in
Figure 3b,d. There is a dire need to determine the intersection between P3 and P4 to precisely establish
the topological relationships among the building roofs and reconstruct a model with a good level
of detail.

As shown in Figure 3, P4 is actually a thin slanted (nearly vertical) plane. However, due to
shortage of points on this plane, it could not be inserted using LiDAR data following the procedure in
Section 4.2. Since a vertical plane is inserted instead, the intersection line between P3 and P4 cannot
be found as expected. To solve this, the plane insertion procedure is executed following the similar
steps above and a new vertical plane P5 is inserted between P3 and P4 using their boundary points.
The procedure further approximates the intersection lines between the participating roof planes,
between P3 and P5 and between P5 and P4, as shown in Figure 3e. The procedure stops once all the
roof planes are processed. Figure 3f shows all the building roof planes and their intersection lines in
3-D space for better visualisation.

Thereafter, the boundary of each building is extracted using the boundary tracing procedure in
Ali et al. [31] and regularised using the technique proposed by Awrangjeb [32] to form an appropriate
building footprint, which is a polygon consisting of 3-D corner points.
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Figure 3. Insertion of a real vertical plane: (a) test building image for demonstration; (b) input roof
planes for corresponding building and location of missing plane; (c) insertion of a new vertical plane P4;
(d) assessing adjacency between existing plane P3 and new plane P4; (e) insertion of a new vertical plane
P5 between P3 and P4; and (f) 3-D view of building roof planes and intersection lines for construction
of interrelation between roof planes.

4.4. Rooftop Topology and Modelling

At this juncture, the information about the buildings, all their possible roof planes, intersection
lines, and the adjacency relationship is available. For 3-D roof modelling, it is important to obtain
3-D ridge (intersection of ridge lines) and edge (intersection of ridge line and building boundary)
points. However, as shown in Figure 4a, there is a small gap between each end point of a ridge line
and its corresponding (actual) ridge or edge points. To fill the gaps and establish connectivity among
the adjacent roof planes, the adjacency matrix M is used along with the Roof Topology Graph (RTG)
following the principles proposed by Verma et al. [33]. As shown in Figure 4b, each roof plane is
represented as a vertex in RTG and two adjacent planes are connected through an edge. These roof
planes are labelled with their vertex numbers in Figure 4a.

In the context of RTG, a basic cycle indicates a ridge point that belongs to several ridge lines [34].
For instance, the roof planes P1, P4, and P5 form a basic cycle and the intersection of the corresponding
ridge lines determines a ridge intersection point. In addition, the corresponding vertices of the ridge
lines participating in the intersection determination process are updated. These points can also be
referred as ridge points, and will be used at the later stage to approximate the model shape. An RTG
can also be represented as a composition of several basic cycles, as shown in Figure 4c. The building
rooftop shown in Figure 4a has six basic cycles and so do the ridge intersection points. The least
squares approach is applied to approximate the intersection among the ridge lines of the participating
roof planes, as shown in Figure 4d. Thereafter, 3-D edge points are found by intersecting ridge lines
with the building boundary. Figure 5a,b shows the edge points in two different perspective views. Note
that, in a real scenario, two or more ridge lines intersect at the same point on the building boundary.
However, the intersection of these ridge lines and the building boundary in the proposed modelling
method may generate two or more individual points on the boundary. A 3-D single intersection point
is not estimated for these points, since such an estimated 3-D single point may not be on the building
boundary. Hence, individual edge points are considered.
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Figure 4. Determination of ridge intersection points: (a) roof planes and ridge (intersection) lines;
(b) Roof topology graph; (c) closed cycles; and (d) corresponding ridge intersection points.

Figure 5. Determination of edge intersection points: (a) edge points (ridge to building boundary
intersection points); and (b) 3-D view of building showing edge points.
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4.5. Complete 3-D Building Models

For roof modelling, each building is processed separately, and the procedure first finds the 3-D
points around each plane boundary and constructs each roof segment. To do this, 3-D intersection
lines, whose junction points (red ovals in Figure 6) have been updated, are recalled. Then, the junction
points (edge or ridge points) of 3-D intersection lines are re-ordered in succession around the plane
using the information on the corresponding LiDAR-based building boundary points. This is shown
in Figure 6a, where the junction points are labelled as N1–N6 to represent a roof segment. All the
roof planes of each building are processed iteratively and the corresponding roof model is generated
that has regularised plane boundaries, as shown in Figure 6b. Note that during the above modelling
process (e.g., using least squares to approximate the intersection among the ridge lines), the planarity
of the roof segment, say using the 3-D junction points N1–N6, may be slightly changed with respect to
the original plane equation generated from the segmented LiDAR points. However, the plane equation
is not updated since it is estimated by a large number of LiDAR points on the plane.

For a complete 3-D building model, it is necessary to generate walls from the periphery of the
roof model to its floor. In this regard, the edge points are used to generate the approximate building
floor first. The ground height of each edge point is determined from the DTM so that the model seems
to be a replica of its respective real building. All the consecutive ground points are connected to obtain
the building floor. Finally, the building walls are determined by extruding the edge points to their
corresponding floor points. Figure 7 presents the real building and its 3-D reconstructed model, where
the walls are represented in a transparent grey colour.

(a) (b)

N1

N2

N3

N4

N5

N6

Figure 6. Individual roof segments and building model: (a) a roof segment is shown with a sequence
of ridge and edge points (N1 to N6); and (b) roof model of the sample building.
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Figure 7. Complete building model for the sample building: (a) aerial image; and (b) 3-D model.

5. Proposed 3-D Building Change Detection Method

Any building change detection method requires two sets of building models: a reference set and
a test model set. The reference dataset is collected at an earlier date than that of the test dataset. For
our investigation, however, datasets from two different dates were not available. Therefore, the 3-D
models generated from the available dataset are considered to be in the reference model set and a
model modification step is carried out to generate the test model set.

Figure 8 shows the flow diagram of the proposed building change detection method. The inputs
to the proposed method are aerial images, LiDAR, DTM, and extracted 3-D building (reference) models.
The proposed method has three major steps: (i) test model generation; (ii) creation of building data
structure; and (iii) automatic change detection. The test model generation step is a manual step. If the
test model set is generated from an available dataset captured at a later date than that of the reference
dataset, then this step is not necessary.

Figure 8. The flow diagram of the proposed building change detection method.

To identify the changes, the reference and test models are represented in a graph-based data
structure. Thereafter, they can be compared in the automatic change detection step. However, since
the number of actual changes in buildings is small in practice, such a model-by-model comparison will
be unnecessarily time consuming. Therefore, the height information of the test and reference models
are first used to identify potential change locations. Then, the models are compared, if necessary, using
the 3-D representations. Consequently, the planes from both models are classified into five groups:
unchanged, new, modified, demolished and partially-modified planes.
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5.1. Test Model Generation

The building models generated by the proposed 3-D building modelling technique are considered
as reference models. To obtain test models, the size and height changes are introduced to the reference
models. Among the input data of the proposed change detection technique (see Figure 8), while the
aerial image contains sharp boundaries of objects including the buildings, the DTM and plane equation
contain the bare earth and height information of buildings, respectively. Therefore, the DTM, plane
equation, and aerial images are collectively used to produce changes in the reference data.

The changes in the reference data are performed by selecting points around a plane’s boundary in
the aerial image and import X (Easting) and Y (Northing) coordinates of that location. This procedure
is also shown in Figure 9. Based on X and Y coordinates of a point, its Z (Height) value is approximated
by using the respective plane equation. For the wall planes, Z value at a ground point of the wall plane
is directly extracted from the DTM. The extracted information of planes is later used to modify the
building model of the reference data. For example in Figure 10, five different changes are made to the
reference models: addition of height to two buildings, addition of a veranda to a building, removal of
verandas from two buildings, addition of a new building, and relocation of all buildings in the scene.

5.2. 3-D Model Representation

Unlike the existing methods, the proposed 3-D change detection method not only obtains building
changes on a per-plane basis, but also detects modified and partially-modified planes. A graph-based
3-D data structure, where individual planes and their relationships are represented, is proposed to
detect modified and partially-modified planes. The relationship between planes helps identification of
different types of planes (e.g., roof and wall planes) and relative position of a plane with respect to its
neighbouring planes. In addition, this ensures the detection of wall planes that are usually undetected
by analysing only height change.

The 3-D building model consists of roof and wall planes. The relationship between the connected
roof planes (indicated by the adjacency matrix M) can either be a parent-to-child, a parent-to-parent, or
a child-to-child connection. The parent-to-parent and child-to-child are also called sibling connections.
All connected roof planes are initially labelled as siblings. Then, the parent-to-child connection of
two connected roof planes is labelled by verifying the two conditions: (1) the child and parent planes
intersect each other; and (2) the child plane has a height value lower than the parent. Whereas the
relationship between a roof plane and a wall plane is a parent-to-child connection, the relationship
between two neighbouring wall planes is a child-to-child connection. Parents that intersect each other
are in a parent-to-parent connection. For instance, in Figure 11, the parent-to-child, parent-to-parent,
and child-to-child connections are marked by black, red and magenta arrows, respectively, for the
building shown in the orange coloured rectangle in Figure 10a.

Figure 9. Extracting X and Y coordinates of a point of the cyan plane, where X and Y values are
highlighted by a purple box.
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Figure 10. Introduction of five different changes: (a) reference data; (b) addition of height to buildings;
(c) addition of a veranda; (d) removal of verandas; (e) addition of a new building; and (f) relocation of
building positions.

Thereafter, a 3-D building model is represented in a graphical structure, where each plane of
a building is considered as a separate node. A node contains the complete information of a plane,
e.g., plane ID, plane equation, 3-D plane points (i.e., polygon), plane type (i.e., roof or wall plane),
and its connected plane information. Figure 12 shows an example to illustrate the data structure of a
3-D building model shown within the orange rectangle in Figure 10a. The roof and wall planes are
represented by blue and red nodes, respectively. As complete information of a node is not possible to
mention in the data tree, the plane ID is shown at each node. The connections of nodes can either be
sibling (parent-to-parent and child-to-child connections) or parent-to-child, which are highlighted by
black and green coloured edges, respectively. The arrowhead of a green edge indicates the child in the
parent-to-child relationship.
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5.3. Automatic Building Change Detection

The proposed change detection method measures the change between the 3-D models of the
reference and test scenes by comparing their structural information. The full structural comparison
using the graphical representation, shown in Figure 12, between the two corresponding building
models Br and Bt, from the reference and test model sets, respectively, is unnecessary for the following
reasons. Firstly, the full comparison of all corresponding building pairs (Br, Bt) is computationally
expensive. Secondly, in practice, there will be no or only a small number of existing buildings being
changed in a given test scene. Therefore, the building structure of both models are first compared
based on the height difference. Then, if necessary, only the related parts of the graph data structures
are compared to obtain a more specific types and details of the involved changes. By using these two
tests, the proposed method classifies the building planes into five groups: unchanged, demolished, new,
modified, and partially-modified planes.

Figure 11. Relationship between the connected building planes; black, red, and magenta arrows
represent the parent-to-child, parent-to-parent, and child-to-child connections, respectively. This
building is the one within the orange rectangle in Figure 10a and its wall plane numbers are shown
outside the building boundary.

5.3.1. Height Test

For the height test, two intensity images are generated: one for the reference scene and the
other for the test scene. Each intensity image has a resolution of 0.25 m and represents heights from
individual roof planes with respect to the ground. Thus, a zero height represents no buildings. The
input LiDAR points within the segmented planes from [9] are used to generate the height image. If the
LiDAR points are not available, then the individual plane equations can be used to estimate heights on
each pixel of the height image. In the height test, the height intensity image (say, Ir) of the reference
scene is subtracted from that (say, It) of the test scene. Figure 13c shows the absolute (pixel-to-pixel)
height difference image (Id = It − Ir) for Ir and It in Figure 13a,b. In Id, there can be the following cases
for buildings in the scene (see Figure 13). Case A: For a completely new building, all height differences
are positive in Id and there is only zero height value in Ir. All planes within this new building are
marked as new. Case B: Likewise, for a completely demolished building, all height differences are
negative in Id and there is only zero height value in It. All planes within this demolished building
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are marked as demolished. Case C: If there are no or negligible height differences everywhere within a
building region, then all of its planes are marked as unchanged. In reality, however, if the two models of
an unchanged building are generated from two datasets obtained at different times, the final models
can be slightly different. Therefore, a height tolerance threshold (0.5 m) is used. In addition, there
may be non-overlapping thin parts (due to high height difference) along the building boundaries,
this should not be more than 1 m in width for an unchanged building. Otherwise, the building is
considered modified and Cases D and E below are considered.

If the above three cases (Cases A–C) from Id are excluded, the remaining regions are all modified
building regions in the scene. Figure 13d shows the image Im containing only modified regions after
exclusion of completely new, demolished and unchanged buildings from Id in Figure 13c. In Im, there
can be the following cases for modified buildings in the scene. Case D: A building is modified through
removing one or more parts, e.g., a veranda is removed, which is shown within the orange rectangles
in Figure 10a,d. This case is observed by the same absolute height values within the corresponding
modified region in Im and Ir, but zero height value in It . Case E: A building is modified through
extending one or more parts, e.g., a veranda is added or extended. This case is observed by the same
absolute height values within the corresponding modified region in Im and It, but zero height value
in Ir (see Figure 13d). Case F: A building is modified in height direction, e.g., a one-storey building
is modified to a two-storey building, or vice versa (see Figure 13d). For these three cases, all the
unchanged areas, if any, are identified and planes within these areas are marked unchanged (the same
procedure is followed as in Case C above). Consequently, only the planes in each modified region in
Im are now subject to the plane test below exploiting the graphical representation in Figure 12.

Figure 12. A graph (data structure) for a building model shown within the orange rectangle in
Figure 10a: roof planes are blue nodes; wall planes are red nodes; parent-to-child connections are in
green edges (where an arrowhead indicates a child side); and sibling connections are in black edges.
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Figure 13. Finding the 3-D plane changes between the reference and test models: Height intensity
images for: (a) reference models; (b) test models; (c) absolute height difference image (test minus
reference); and (d) modified building regions.

5.3.2. Plane Test

Let the two graphical representations of Br and Bt be Gr and Gt, respectively. A removal of a
building part (Case D) is a result of a full and/or partially demolishment of one or more existing
building planes. In this situation, the partially-demolished planes are present in both Gr and Gt, but
fully demolished planes are only present in Gr. In contrast, an extension to an existing building (Case
E) consists of an addition of one or more completely new planes and/or an extension of one or more
existing planes. In such a case, the extended planes are present in both Gr and Gt, but completely new
planes are only present in Gt. When a building is modified in height direction (Case F), in addition to
the height change, the modification can also include Cases D and E. Therefore, Cases D and E can be
considered as minor modifications in buildings and Case F is a major modification. Each of the planes
within a modified region can be classified as a new, demolished, modified or partially-modified plane.
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The proposed plane test tries to establish correspondences between the planes (from Gr and Gt) by
applying the point-in-polygon (PIP) test [12]. A plane in Gt is marked as new if a corresponding plane
is not found in Gr (see the top-right corner of Figure 13d). A plane in Gr is marked as demolished if a
corresponding plane is not found in Gt. For instance, for removal of the veranda in Figure 10, planes
within the orange coloured rectangle in Figure 12 will be absent in Gt. Thus, no correspondences are
established for new and demolished planes. Nevertheless, for a fully or partially modified plane, a
correspondence can be found through the PIP test.

To differentiate between a fully modified and partially-modified reference planes, the height
differences in Im are again used. A reference plane is fully modified when there are height changes
everywhere in the plane. This reference plane and its corresponding plane in Gt are marked as modified
(see the mid-right side building in Figure 13d). Otherwise, the reference plane is a partially-modified
plane when there are height changes in some areas and no height changes in rest of the plane. Both the
reference plane and its corresponding plane in Gt are marked as partially-modified (see the building at
the bottom in Figure 13d).

All these groups of planes in the reference and the test building models are shown in Figure 14,
where the unchanged, demolished, new, modified, and partially-modified planes are marked by yellow,
green, red, cyan, and blue colours, respectively.

Figure 14. Classification of building planes into five groups, i.e., unchanged (yellow), new (red),
modified (blue), partially-modified (cyan) and demolished (green) planes: (a) roof planes only; and
(b) roof and wall planes.

6. Performance Study

The proposed 3-D building modelling technique requires only point cloud data for individual
planes and the corresponding DTM. The proposed change detection technique needs datasets, which
are from the same area but collected at two well separated dates, reflecting some real building
changes as illustrated in Section 5.1. However, it is hard to obtain such datasets publicly. As a result,
two Australian datasets, which have high density point cloud data, high resolution multi-spectral
orthophotos, and DTMs, were used. Since these datasets are available for one date only, for verification
of the 3-D change detection technique, tests models were manually generated. In this section, results
for 3-D building modelling and change detection techniques are separately presented.

6.1. Datasets

Two datasets namely, Aitkenvale (AV) and Hervey Bay (HB), as shown in Figures 15a and 16a,
were selected to evaluate the performance of our proposed building modelling and change detection
methods. The AV site has a point density of 29.3 points per m2 and it covers an area of 108 × 80 m2.
This dataset has five buildings and comparatively high vegetation. The HB site covers an area of
108 × 104 m2 and has a point density of 12 points per m2. It contains 26 single-storey residential
buildings of different sizes that are surrounded by vegetation cut into different shapes. For both
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datasets, multi-spectral orthophotos of resolution 5 cm and 20 cm, respectively, were available. In
addition, DTMs with 1 m resolution were used for both the sites.

Since the data were not available from two dates, for verification of the proposed change detection
method, the above available datasets were exploited to generate the reference building models by
using the proposed 3-D modelling technique. However, the test models were manually generated
(see Section 5.1). In total, 62 changes (test sites) were made to the AV and HB reference models by
introducing one or more of the following operations: addition of a new building, addition of a veranda,
increasing height of a building, removal of a veranda, removal of a roof plane, removal of a building,
rotation of a building, and change of the positions of three or five buildings (for details, see Table 1).

6.2. Evaluation System

To verify the performance of the proposed building modelling and change detection method, a
previously proposed automatic evaluation system [12] was employed. For given two sets of input data
(i.e., reference and test objects), this evaluation system estimates a set of evaluation metrics without
any human interaction.

For evaluation of the generated building models, there was an absence of the 3-D reference data
(building models). In the literature, there is also a lack of appropriate evaluation metrics for 3-D models.
Thus, it is hard to make a proper evaluation for the generated 3-D models. Earlier, the extracted roof
planes and building boundaries were evaluated against the 2-D reference data that were collected
through monoscopic image measurement [9]. The proposed building modelling method uses those
extracted planes for generation of complete 3-D models. These input (extracted) planes consist of raw
LiDAR points, thus are incomplete and have zigzag boundaries. The proposed modelling technique
inserts possible missing planes on the roof and finds the plane boundaries using plane intersection
lines. Consequently, the 2-D reference data from Awrangjeb and Fraser [9] were used to evaluate the
planes in the generated 3-D models. In addition, since the main contribution of the proposed 3-D
modelling method is to reconstruct missing planes, it is also shown how many of missing planes the
proposed method successfully inserted.

The same limitation, i.e., the absence of actual 3-D reference data from two dates and the lack
of appropriate evaluation metrics for 3-D changes, has been observed for evaluation of 3-D change
detection performance. As a result, the reference (generated from the data of an earlier date) and
test (generated from the data of a later date) models were directly compared to evaluate the change
detection performance. Changes between these two sets of models were exploited to verify the changes
detected by the proposed automatic change detection technique.

Mainly two categories of evaluation metrics, i.e., object-based and pixel-based, are used for 2-D
evaluation of building models and changes. In object-based evaluation, completeness (Cm), correctness
(Cr), and quality (Ql) metrics are estimated by counting the number of objects, whereas in pixel-based
evaluation completeness (Cmp), correctness (Crp) and quality (Qlp) are calculated by counting the
number of pixels in the objects. In building model evaluation, the root-mean-square-error (RMSE) is
also used in both planimetric (2-D space) and height directions to evaluate the geometric accuracy. In
addition, reference cross-lap, detection cross-lap, area commission and omission errors are used to
indicate segmentation errors.

The detail about the above evaluation metrics can be found in Awrangjeb and Fraser [12].
In addition to quantitative results, qualitative analysis is also presented via visualisation.

360



Remote Sens. 2018, 10, 1512

Table 1. Operations performed on reference models from Aitkenvale (AV) and Hervey Bay (HB)
datasets to generate test models. Tick symbol shows a particular operation applied on a corresponding
dataset. Ah, addition of height; Ab, addition of building; Av, addition of veranda; Rv, removal of
veranda; Bp, building position change; Rob, rotation of building; Rp, removal of plane.

Test Interchange

Sites Ah Ab Av Rv 3 Bp 5 Bp Rob Rp

AV(1) HB(1) �
AV(2) HB(2) �
AV(3) HB(3) �
AV(4) HB(4) �
AV(5) HB(5) � �
AV(6) HB(6) � �
AV(7) HB(7) � �
AV(8) HB(8) � �
AV(9) HB(9) � � �
AV(10) HB(10) � � �
AV(11) HB(11) �
AV(12) HB(12) � �
AV(13) HB(13) � �
AV(14) HB(14) � �
AV(15) HB(15) � �
AV(16) HB(16) � � �
AV(17) HB(17) � � � �
AV(18) HB(18) � � �
AV(19) HB(19) � � � �
AV(20) HB(20) � �
AV(21) HB(21) � � �
AV(22) HB(22) � � �
AV(23) HB(23) � �
AV(24) HB(24) � � �
AV(25) HB(25) � � �
AV(26) HB(26) � � � �
AV(27) HB(27) � � � �
AV(28) HB(28) �
AV(29) HB(29) �
AV(30) HB(30) �
AV(31) HB(31) �
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Figure 15. 3-D reconstructed models from Aitkenvale dataset: (a) aerial image; (b) LiDAR points of
input roof planes; (c) building roof models; and (d) 3-D building models.

6.3. Parameter Setting

There are limited parameters used by the proposed building modelling and change detection
techniques. Most of the parameter values were chosen from the existing literature. For example, the
distance to find neighbouring planes or neighbouring LiDAR points (distp = 2dmax), height image
resolution (0.25 m), minimum width of a thin (unchanged) region (1 m), plane fitting error (0.10 m) and
plane height error (0.15 m) are from Siddiqui et al. [35], Awrangjeb [1] and Awrangjeb and Fraser [9],
and the Gaussian smoothing scale (σ = 3) is from Awrangjeb et al. [36].
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In the proposed change detection technique, a height tolerance and a distance thresholds are also
used. Since reference models have been used to generate test models, there was no height difference
for unchanged planes. However, due to error in the LiDAR data (which are collected using the same
or different systems on two different dates), there may still be some height differences for unchanged
planes and buildings. The value of the height threshold could be set at 0.5 m allowing the maximum
error in the LiDAR data . The value of the distance threshold is set at distp = 2dmax, which is the
minimum length and width of an overlap, changed or unchanged area.

6.4. 3-D Building Modelling Results

The proposed geometric modelling technique relies entirely on LiDAR data, while images are used
in this article for visualisation. The performance in terms of insertion of missing planes is presented
in Table 2. The 3-D model generation results on the two test datasets AV and HB are presented
quantitatively in Table 3 and qualitatively in Figures 15 and 16, respectively.

Figure 16. 3-D reconstructed models from Hervey Bay dataset: (a) aerial image; (b) LiDAR points of
input roof planes; (c) building roof models; and (d) 3-D building models.

6.4.1. Quantitative Results for 3-D Reconstruction

Table 2 shows the performance of the proposed 3-D modelling method in insertion of missing
planes. In both test cases, since the reference and input plane sets do not include the wall planes, they
are not counted here. In addition, the reference and input plane sets do not include vertical planes in
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real height jumps (e.g., between a main building and a connected veranda). However, these vertical
planes in the height jumps are required to reconstruct the building models. Therefore, the vertical
planes inserted for height jumps as well as for missing small slanted planes (e.g., see Figure 3) are
counted here.

Table 2. Performance in insertion of missing planes. For all buildings in a scene, Nre f is the number of
reference planes, Ninput is the number of input planes from [9] and Nmissing is the number of missing
planes in input plane sets. For the proposed method, Nrecon is the number of planes in reconstructed
models, Nlidar is the number of inserted LiDAR-based planes, Nvertical is the number of inserted vertical
planes, Ntotal is the number of total inserted planes, and Nstillmiss is the number of still missing planes.

Test-Case
Total Planes Inserted Planes

Nre f Ninput Nmissing Nrecon Nlidar Nvertical Ntotal Nstillmiss

AV 25 24 1 29 1 4 5 0
HB 167 147 20 158 7 4 11 9

For the AV dataset, the proposed modelling method successfully extracted the only missing
slanted roof plane using the unsegmented LiDAR points (see Figure 2). In addition, four vertical
planes were inserted in height jumps between the main buildings and verandas. For the HB dataset, to
fill the 20 missing planes, it inserted seven LiDAR-based planes and four vertical planes, including
one shown in Figure 3. Therefore, while there are no more missing planes in the AV dataset, there are
still nine missing planes in the HB dataset. All these still missing planes are small in size, sometimes
less than 1 m2 in area, and, therefore, could not be recognised and inserted (see Section 6.4.3 below for
further discussion).

6.4.2. Comparative Results

It is hard to compare the results of different 3-D building modelling methods. Firstly, the
approaches that the 3-D building modelling methods adopt are different, for instance, model-driven
and data-driven approaches. Secondly, different methods are evaluated using different datasets, which
vary in input point density and complexity of buildings. Therefore, it is hard to find an appropriate
method for comparisons. For example, Xiong et al. [20] presented a model-driven method that
uses a set of pre-defined building models. It is evaluated using two datasets: the ISPRS [14] and
Enschede. While the point density in the ISPRS dataset is 4–7 points/m2, in the Enschede dataset it is
20 points/m2. However, the Enschede dataset includes complex buildings with non-planar surfaces.
Since the method proposed in this paper is a data-driven method that works on high density point
cloud data comprising buildings with planar surfaces only, it may not be fair to compare it with
Xiong et al. [20]. In the experimentation, the proposed method was tested against the ISPRS dataset,
but it did not work well. Consequently, the proposed method is compared with Awrangjeb and
Fraser [9].

For the AV dataset, per-plane statistics in Table 3 show that the proposed modelling technique
achieved 100% object-based completeness (Cm), correctness (Cr), and quality (Ql), indicating 4.35%
increase in object-based accuracy from that of input roof planes. This is primarily because of the
insertion of the missing roof planes. The proposed modelling technique has no detection cross-lap
(under-segmentation) rate for the AV dataset because of the insertion of the new roof planes, where
the statistics of the input roof planes showed under-segmentation errors with a detection cross-lap rate
of Crd = 4.5. In terms of pixel-based accuracy of the AV dataset, the evaluation results show a gradual
increase in per-plane completeness (Cmp), correctness (Crp), and quality (Qlp).
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Table 3. Roof planes evaluation results using threshold-free reference classification of Australian
datasets. Cm, completeness; Cr, correctness; Ql , quality in percentage; Cmp, pixel completeness; Crp, pixel
correctness; Qlp, pixel quality; Crd, detection cross-lap (under-segmentation); Crr, reference cross-lap
(over-segmentation) rates; Oe, area omission error; Ce, area commission error; RMSXY , planimetric
accuracy (metres); RMSEz, height accuracy (metres).

Test-Case
Per-Plane Object Segmentation Per-Plane Pixel Error in Area RMSXY RMSEz

Cm Cr Ql Crd Crr Cmp Crp Qlp Oe Ce

Input roof planes [9]

AV 95.65 100.0 95.65 4.5 0 88.96 93.63 83.89 11.0 5.9 0.02 0.03
HB 85.62 95.33 82.18 8.7 0.5 73.44 82.13 63.32 26.55 17.86 0.39 0.03

Proposed 3-D reconstructed roof planes

AV 100.0 100.0 100.0 0 0 90.95 94.02 85.14 9.0 5.1 0.02 0.03
HB 88.02 98.0 86.47 7.9 0.8 76.38 85.43 72.42 23.61 14.86 0.34 0.02

Table 3 shows that the proposed modelling technique has achieved 3–4% better Cm, Cr, and Ql for
the HB dataset, and has a subsequent impact on the detection cross-lap rate, which is indicated by a
decrease value of Crd from 8.7% to 7.9%. In contrast, Crr shows a slight increase in reference cross-lap
rate, which is due to the insertion of (missing) vertical roof planes. Two area indices (Oe and Ce errors)
show better accuracy in terms of non-detected (omitted) area and incorrectly detected (committed)
area between the input and reconstructed roof planes for both the datasets. In addition, Table 3 further
indicates that the reconstructed roof planes have high planimetric and height accuracies.

6.4.3. Qualitative Analysis for 3-D Models

Visual inspection of Figures 15 and 16 not only indicates the ability of the proposed modelling
technique to reconstruct variably-shaped buildings but also validates its application for the
development of complex building models. However, there were some modelling errors mainly
as a result of missing small roof planes in the input planes. Figure 17 shows some of these errors in
the magnified versions of buildings (labelled e–g in Figure 16d). These small planes were missed
mainly because of under-segmentation errors by the involved segmentation technique [9] and lack of
available LiDAR points, especially in the HB dataset, where the point density was low. The rectangles
in Figure 17 show the buildings where the height discontinuities (step edges) were not extracted
properly due to sparsity of the data points and under-detected sides of the roof planes. The ovals,
however, show the locations where the proposed technique was unable to recover the intersection
points because of small missing planes. These shortcomings can be overcome by using spectral features
from the corresponding aerial imagery. For instance, information of lines extracted from images can
be used with the LiDAR-approximated intersection lines to obtain accurate building models at low
reconstruction errors.
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Figure 17. Issues in building modelling: The first row shows the building images and the second row
illustrates the building models: (e–g) are indicated in Figure 16d.

6.5. 3-D Building Change Detection Results

The proposed change detection method classifies building planes into five groups: new, unchanged,
changed, modified, and partially-modified planes. In this paper, there are 62 changes introduced to the
two reference sites to test the performance of the proposed building change detection method. Both
qualitative analysis and quantitative results are presented to show its performance.

6.5.1. Quantitative Results

Table 4 shows the change detection results for the thirty one AV test sites (see Table 1) in
terms of the object- and pixel-based completeness, correctness, and quality. The proposed building
change detection method achieved 100% object-based completeness, correctness, and quality for
building planes larger than 10 m2. In addition, the proposed change detection method achieved 100%
object-based completeness and over 95% object-based correctness and quality for all sizes of planes.
Similarly, the pixel-based metrics for all the planes in the AV test sites are mostly greater than 90%.
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Table 4. Building change detection results for 2-D (size) changes in the AV site. Object-based: Cm,
completeness; Cr, correctness; Ql , quality (Cm10, Cr10 Ql10 and Cm50, Cr50 Ql50 are for building planes
over 10 m2 and 50 m2, respectively). Pixel-based: Cmp, completeness; Crp, correctness; Qlp, quality are
in percentage.

Modified Sites
Object-Based Pixel-Based

Cm Cr Ql Cm10 Cr10 Ql10 Cm50 Cr50 Ql50 Cmp Crp Qlp

AV(1) 100 95.2 95.2 100 100 100 100 100 100 93.6 97.4 91.4
AV(2) 100 95.8 95.8 100 100 100 100 100 100 95 97.4 92.6
AV(3) 100 96.0 96.0 100 100 100 100 100 100 95.1 97.4 92.7
AV(4) 100 96.1 96.1 100 100 100 100 100 100 94.0 86.8 82.2
AV(5) 100 95.8 95.8 100 100 100 100 100 100 95 97.4 92.6
AV(6) 100 95.8 95.8 100 100 100 100 100 100 94.9 97.4 92.6
AV(7) 100 96.1 96.1 100 100 100 100 100 100 94.4 96.5 91.3
AV(8) 100 96.1 96.1 100 100 100 100 100 100 94.3 96.5 91.3
AV(9) 100 96.1 96.1 100 100 100 100 100 100 94.4 96.6 91.3
AV(10) 100 96.1 96.1 100 100 100 100 100 100 94.4 96.6 91.3
AV(11) 100 95.8 95.8 100 100 100 100 100 100 94.9 97.3 92.6
AV(12) 100 96.0 96.0 100 100 100 100 100 100 95.1 97.4 92.7
AV(13) 100 96.0 96.0 100 100 100 100 100 100 95.0 97.4 92.7
AV(14) 100 96 96 100 100 100 100 100 100 95.1 97.4 92.7
AV(15) 100 96.4 96.4 100 100 100 100 100 100 94.4 96.5 91.4
AV(16) 100 96.4 96.4 100 100 100 100 100 100 94.4 96.5 91.4
AV(17) 100 96.4 96.4 100 100 100 100 100 100 94.4 96.5 91.4
AV(18) 100 96.4 96.4 100 100 100 100 100 100 94.4 96.5 91.3
AV(19) 100 96.4 96.4 100 100 100 100 100 100 94.4 96.5 91.4
AV(20) 100 95.2 95.2 100 100 100 100 100 100 93.6 97.4 91.4
AV(21) 100 95.2 95.2 100 100 100 100 100 100 93.6 97.5 91.4
AV(22) 100 95.2 95.2 100 100 100 100 100 100 93.6 97.5 91.4
AV(23) 100 95.6 95.6 100 100 100 100 100 100 92.7 86.51 81.0
AV(24) 100 95.6 95.6 100 100 100 100 100 100 93.2 96.6 90.2
AV(25) 100 95.6 95.6 100 100 100 100 100 100 93.1 96.6 90.2
AV(26) 100 95.6 95.6 100 100 100 100 100 100 93.2 96.6 90.3
AV(27) 100 95.6 95.6 100 100 100 100 100 100 93.2 96.6 90.3
AV(28) 100 95.8 95.8 100 100 100 100 100 100 95.0 97.4 92.6
AV(29) 100 96.1 96.1 100 100 100 100 100 100 83.0 97.2 81.1
AV(30) 100 95.8 95.8 100 100 100 100 100 100 95.1 97.3 92.7
AV(31) 100 95.2 95.2 100 100 100 100 100 100 93.4 96.6 90.5

Average 100 95.8 95.8 100 100 100 100 100 100 93.9 96.4 90.7

The results on the thirty one HB test sites (see Table 1) are tabulated in Table 5. The proposed
building change detection method achieved 100% object-based completeness, correctness, and quality
for building planes larger than 50 m2. For all sizes of planes, our proposed method achieved more
than 90% object-based correctness, 98% object-based completeness and 95% pixel-based correctness.
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Table 5. Building change detection results for changes in the HB site. Object-based: Cm, completeness;
Cr, correctness; Ql , quality (Cm, Cr10 Ql10 and Cm50, Cr50 Ql50 are for building planes over 10 m2 and
50 m2, respectively). Pixel-based: Cmp, completeness; Crp, correctness; Qlp, quality are in percentage.

Modified Sites
Object-Based Pixel-Based

Cm Cr Ql Cm10 Cr10 Ql10 Cm50 Cr50 Ql50 Cmp Crp Qlp

HB(1) 90.9 99.2 88.5 98.0 100 96.5 100 100 100 84.4 96.9 82.2
HB(2) 90.5 99.3 88.5 97.4 100 96.5 100 100 100 84.7 99.6 84.4
HB(3) 90.5 99.3 88.6 97.4 100 96.5 100 100 100 85.0 99.6 84.8
HB(4) 90.9 99.3 89.0 97.5 100 96.7 100 100 100 85.4 99.6 85.1
HB(5) 90.5 99.3 88.5 97.4 100 96.5 100 100 100 84.7 99.6 84.4
HB(6) 90.5 99.3 88.5 97.4 100 96.5 100 100 100 84.7 99.6 84.4
HB(7) 90.9 99.3 89.0 97.5 100 96.7 100 100 100 85.4 99.6 85.1
HB(8) 90.9 99.3 89.0 97.5 100 96.7 100 100 100 85.4 99.6 85.1
HB(9) 90.9 99.3 89.0 97.6 100 96.7 100 100 100 85.4 99.6 85.1
HB(10) 90.9 99.3 89.0 97.5 100 96.7 100 100 100 85.4 99.6 85.1
HB(11) 90.4 99.3 88.5 97.4 100 96.5 100 100 100 84.7 99.6 84.4
HB(12) 90.5 99.3 88.6 97.4 100 96.5 100 100 100 85.0 99.6 84.8
HB(13) 90.5 99.3 88.6 97.4 100 96.5 100 100 100 85.0 99.6 84.8
HB(14) 90.5 99.3 88.6 97.4 100 96.5 100 100 100 85.0 99.6 84.8
HB(15) 90.5 93.9 84.3 97.4 95.2 92.1 100 100 100 85.0 91.8 79.0
HB(16) 90.9 99.3 89.1 97.5 100 96.7 100 100 100 85.7 99.6 85.5
HB(17) 90.9 99.3 89.1 97.6 100 96.7 100 100 100 85.7 99.6 85.5
HB(18) 90.9 99.3 89.1 97.5 100 96.7 100 100 100 85.7 99.6 85.5
HB(19) 90.9 99.3 89.1 97.6 100 96.7 100 100 100 85.8 99.6 85.5
HB(20) 90.9 99.3 88.5 98.0 100 96.5 100 100 100 84.5 96.9 82.3
HB(21) 90.9 99.3 88.5 98.0 100 96.5 100 100 100 84.5 96.9 82.3
HB(22) 90.9 99.3 88.5 98.0 100 96.5 100 100 100 84.5 96.9 82.3
HB(23) 91.3 99.3 89.0 98.1 100 96.7 100 100 100 85.2 97.1 83.1
HB(24) 91.3 99.3 89.0 98.1 100 96.7 100 100 100 85.2 97.1 83.1
HB(25) 91.3 99.3 89.0 98.1 100 96.7 100 100 100 85.2 97.1 83.1
HB(26) 91.3 99.3 89.0 98.1 100 96.7 100 100 100 85.3 97.1 83.1
HB(27) 91.3 99.3 89.0 98.1 100 96.7 100 100 100 85.3 97.1 83.1
HB(28) 90.4 99.2 88.5 97.4 100 96.5 100 100 100 84.7 99.6 84.4
HB(29) 90.2 99.2 88.2 97.3 100 96.4 100 100 100 85.1 99.6 84.4
HB(30) 90.4 99.2 88.5 97.4 100 96.5 100 100 100 84.7 99.6 84.4
HB(31) 90.1 98.5 87.4 97.3 99.2 95.6 100 100 100 79.4 95.7 76.7

Average 90.8 99.1 88.6 97.6 99.8 96.4 100 100 100 84.9 98.5 83.8

The high object- and pixel-based correctness and quality values for all modified sites of the dataset
indicate that the proposed change detection method detects all kinds of changes in building roof planes.
The proposed change detection method achieved a high pixel-based correctness, but it achieved low
pixel-based completeness. As compared to the best-obtained results by existing change detection
methods, i.e., 95.7% of overall completeness for all size planes [37] and 76.1% of overall correctness
for all size planes [38], the proposed change detection method achieved 89.4% and 97.45% of overall
completeness and correctness for all sizes of planes. However, this comparison may be unfair as
different datasets were used in evaluation of these methods.

6.5.2. Qualitative Analysis

In this paper, 62 sets of changes have been made in the reference sites, AV(1)–(31) and HB(1)–(31),
to evaluate the performance of the proposed building change detection method. Five test sites are
used for visual demonstration, where two test sites of each reference site have the height changes in
2-D space, and the other three test sites of each reference site have changes in 2-D and/or 3-D spaces.
In the first two test sites of the AV and HB reference sites, AV(17), AV(26), HB(17), and HB(26), the
changes in building model are made in height, removal or addition of new verandas, addition of a new
building, and relocation of three buildings. The other three test sites, i.e., AV(29)–(31) and HB(29)–(31),
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are obtained by rotation of a building, destruction of a plane, and introduction of a new building in the
building model.

As shown in Figures 18 and 19, the changes in the reference sites are accurately detected by the
proposed change detection method. For example, in Figures 18b,c, and 19b,c, the height change (in
blue modified planes) are successfully detected by the proposed method. In addition, new veranda
and new building planes (in red), demolished planes (in green), and unchanged planes (in yellow) are
successfully detected from the building models of AV(17), AV(26), HB(17), and AV(26) sites. In the
case of rotation of a building in Figures 18d and 19d and addition of a new building at the demolished
building in Figures 18e and 19e, the modified planes (in blue), partially-modified planes (in cyan),
demolished planes (in green), and unchanged planes (in yellow) are successfully detected by the
proposed change detection method. In Figures 18f and 19f, a few building planes are removed from the
building models of AV(31) and HB(31) sites, but these demolished planes (in green) and unchanged
planes (in yellow) are also accurately detected by proposed change detection method.

Figure 18. Selected qualitative results of Aitkenvale (AV) reference site after applying the proposed
change detection method: (a) AV reference models; and change detections in test sites: (b) AV(17); (c)
AV(26); (d) AV(29); (e) AV(30); and (f) AV(31) (Table 1). The reference models in (a) are shown
in pink and grey colours. In the change detection results (b–f), the unchanged, new, modified,
partially-modified and demolished planes are marked by yellow, red, blue, cyan and green colours,
respectively.
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Figure 19. Selected qualitative results of Hervey Bay (HB) reference site after applying the proposed
change detection method: (a) HB reference models; and change detections in test sites: (b) HB(17); (c)
HB(26); (d) HB(29); (e) HB(30); and (f) HB(31) (Table 1). The reference models in (a) are shown
in pink and grey colours. In the change detection results (b–f), the unchanged, new, modified,
partially-modified and demolished planes are marked by yellow, red, blue, cyan and green colours,
respectively.

7. Conclusions

Here, the building modelling task is performed in an unsupervised and data-driven fashion.
Unlike the model-driven techniques, the roof types are not restricted to a pre-existing model catalogue.
The roof planes, which are not extracted due to low point density, noise, and/or the vertical nature of
the structures, are hypothesised using the roof topology assumption. As part of the modelling process,
interrelations and interconnections among the building roof planes are used for the reconstruction of
building models. It was demonstrated that the buildings at higher levels of detail are reconstructed by
using individual roof planes and their interconnections based on their spatial adjacency.

The proposed 3-D change detection technique first defines the plane connections into three types
of relations: parent-to-child, parent-to-parent and child-to-child. Then, it represents each generated
building model into a graph-based data structure. Since, in practice, there are only a small number
of buildings being changed in a period of time, the height difference values between the reference
and the test models are initially used to find new, completely demolished and unchanged buildings.
The corresponding building planes of these buildings are marked as new, demolished and unchanged.
Thereafter, for only the modified building regions, the reference and building models are compared
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using the graph data structure. The planes in the modified building regions are classified as new,
unchanged, demolished, modified and partially-modified planes.

The performance study using two Australian datasets shows the high effectiveness for both the
reconstruction and change detection techniques. The proposed reconstruction method successfully
inserted 57% (12 out of 21) of missing roof planes. The remaining nine planes that were still missing are
from the HB dataset. This dataset has a low input point density (12 point/m2) and contains buildings
with complex roof structures. In addition, the missing planes are mainly small in size (i.e., less than 1
m2 in area). Moreover, compared with Awrangjeb and Fraser [9], the proposed reconstruction method
has shown 3–5% better performance in terms of object-based completeness, correctness and quality.
The proposed change detection method has shown 100% completeness, correctness and quality values
on both datasets for planes more than 50 m2 in area. However, when the minimum plane size was
set to 10 m2, these values drop to between 95% and 100% for the HB dataset. When all planes were
considered, the correctness value drops to 95% for the AV dataset and the completeness value to 90%
for the HB dataset. This indicates that it is harder to detect changes for planes smaller in size.

The output of the proposed building modelling and 3-D change detection techniques can be
exploited to semiautomatically create a new or update an existing map database. A graphical user
interface (GUI) similar to the one presented by Awrangjeb [1] can be used to quickly rectify the building
models, if there are errors, and then store as a new building database. The same GUI can be used to
indicate the changes in buildings by overlaying a new building database over an old one. A user can
quickly accept or reject the indicative changes to update the database. As in reality the number of
changes is small, such an semiautomatic update of the 3-D map database is cost-effective and can be
scaled up to a large geographic area.

However, the proposed building reconstruction technique was found ineffective when the input
point cloud data to the roof plane extraction technique (e.g., Awrangjeb and Fraser [9]) were low
in density (less than 10 points/m2). Therefore, when the proposed 3-D reconstruction method was
applied to the ISPRS benchmark dataset [14], it was not found to work well. When there are small
planes or multiple missing planes which are neighbours of one another, the proposed technique fails
to generate and insert the appropriate missing planes. In addition, in some particular situations, for
example, when buildings have a non-planar roof component or a pyramid-hip roof, the proposed
reconstruction procedure will not work well. Future work will include the investigation of a new 3-D
roof reconstruction technique that can generate accurate high level building models with complex
building roof structures and even using low density point cloud data.
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Abstract: As the basic feature of building, building edges play an important role in many fields such
as urbanization monitoring, city planning, surveying and mapping. Building edges detection from
high spatial resolution remote sensing (HSRRS) imagery has always been a long-standing problem.
Inspired by the recent success of deep-learning-based edge detection, a building edge detection
model using a richer convolutional features (RCF) network is employed in this paper to detect
building edges. Firstly, a dataset for building edges detection is constructed by the proposed most
peripheral constraint conversion algorithm. Then, based on this dataset the RCF network is retrained.
Finally, the edge probability map is obtained by RCF-building model, and this paper involves a
geomorphological concept to refine edge probability map according to geometric morphological
analysis of topographic surface. The experimental results suggest that RCF-building model can detect
building edges accurately and completely, and that this model has an edge detection F-measure
that is at least 5% higher than that of other three typical building extraction methods. In addition,
the ablation experiment result proves that using the most peripheral constraint conversion algorithm
can generate more superior dataset, and the involved refinement algorithm shows a higher F-measure
and better visual effect contrasted with the non-maximal suppression algorithm.

Keywords: richer convolution features; building edges detection; high spatial resolution remote
sensing imagery

1. Introduction

Buildings are one of the most important and most frequently updated parts of urban geographic
databases [1]. As an important and fundamental feature for building description, the building
edges detection plays a key role during building extraction [2,3]. Building edges detection has
extensive applications in real estate registration, disaster monitoring, urban mapping and regional
planning [4–6]. With the rapid development of remote sensing imaging technology, the number
of high spatial resolution remote sensing (HSRRS) imagery has increased dramatically. HSRRS
imagery have improved the spectral features of objects and highlighted information on the structure,
texture, and other details of the objects. At the same time, they also brought severe image noise,
“different objects with similar spectrum” and other problems [7]. In addition, due to the diversity of
the structure of the buildings themselves and the complexity of the surroundings, the detection of
building edges from HSRRS imagery is a challenge in the field of computer vision and remote sensing
urban application.
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In the rich history of edge detection, typically, the early edge detectors were designed by gradient
and intensity. Later, researchers began to use artificial design features to detect edges. But these
traditional edge detection algorithms mainly rely on handcrafted low-level features to detect edges,
whose accuracy are difficult to guarantee and cannot adapt to application. However, with the rapid
progress of artificial intelligence, deep learning has excellent performance in the field of natural
image edge detection. N4-fields [8], DeepContour [9], DeepEdge [10], HFL [11], HED [12], and richer
convolution features (RCF) network [13] were successively proposed. The accuracy of their test
results on the BSDS500 [14] dataset has been continuously improved, while the accuracy of the newly
proposed RCF network has even exceeded the human performance.

Lots of studies have shown that the deep-learning-based edge detection model can not only detect
the edge of the image effectively, but also generate a higher accuracy than the traditional edge detection
algorithm. However, it is not applicable to directly extract building edges from HSRRS imagery by
using pre-trained deep learning network. The reasons come as follows:

• The dataset used in network training is natural image rather than remote sensing imagery.
Remote sensing imagery has some features that natural images do not possess such as resolution
information [15] and spatial autocorrelation.

• The remote sensing imagery has other superfluous objects in addition to the building.
The network trained by the natural image cannot identify the edges of a certain object, so
it is difficult to obtain the building edges directly through the pre-trained deep learning network.

Although it is difficult to acquire a high quality building edges dataset for deep learning, the
limitation of the data can be overcome by modifying the existing datasets. Due to the special
architecture of RCF and its excellent performance in the deep-learning-based edge detection, this paper
presents a new method to detect building edges. Using the most peripheral constraint conversion
algorithm, a high-quality HSRRS imagery building edges dataset for deep learning is built for the
first time. This paper constructs a building edges detection model by fine-tuning the pre-trained RCF
network with this self-build dataset, and the generated RCF-building model can exclusively detect the
building edges. In the post-processing stage, this paper involves a geomorphological concept to refine
the edge probability map generated by the RCF-building model and obtains accurate building edges.
In particular, the advantage of the RCF network special architecture is exploited, which can make full
use of all the convolution layers to improve the edge detection accuracy.

The rest of this paper is organized as follows. In Section 2, we briefly present the related work.
RCF-based building edges detection model is described in Section 3. Section 4 presents the experiment
and contrast results and analyzes the performance of the proposed methods. Finally, the discussion
and conclusions are drawn in Sections 5 and 6, respectively.

2. Related Work

Although there are various edge detection algorithms and theories, but there is a great gap
between theory and application, only considering the edge detection algorithm cannot directly extract
buildings from imagery. As the edge detection algorithm does not have the function to distinguish
what kind of object the edge belongs to, it is difficult to obtain the building edges directly by the
edge detection. The previous building edges detection methods can be grouped into the following
3 categories:

• Edge-driven methods. This category usually extracts line segments by low-level edge detection
algorithm first, then, groups the building edges from the line segments based on various
rules [16–26]. Those rules, for example, can be perceptual grouping [16–19], Graph structure
theory [20,21], Markov random field models [22], geometry theory [23], circle detection [24],
heuristic approach [25], and dense matching [26]. Additionally, a series of models [27–30] have
been set up to directly detect the building edges. This kind of method, in comparison to the
classical methods, can detect building edges more accurately, and avoid the boundaries of features
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in the building neighborhood such as streets and trees. Snake model [31], also called active
contour model, was widely applied in fields of building edges detection [27–29]. The research in
Garcin et al. [30] built a shape-model using Markov Object processes and a MCMC Algorithm,
and this model used perspective of the whole building to detect the building.

• Region-driven methods. The building region feature and the edge feature are the important
elements of the building description. Under certain circumstances, building edges can be
converted from building region. Various classification strategies were utilized to extract building
region, here are only a few classification strategies for HSRRS imagery:

� Object-based image analysis (OBIA) extraction method has gradually been accepted as
an efficient method for extracting detailed information from HSRRS imagery [7,32–39].
For example, references [7,32–37] comprehensively used object-based image segmentation
and various features of objects such as spectrum, texture, shape, and spatial relation
to detect buildings. Due to the scale parameter has an important influence on OBIA,
Guo et al. [38] proposed a parameter mining approach to mine parameter information for
building extraction. In addition, Liu et al. [39] adopted the probabilistic Hough transform
to delineate building region which extract by multi-scale object oriented classification,
and result showed that with the boundary constraint, most rectangular building roofs can
be correctly detected, extracted, and reconfigured.

� Extraction method based on deep learning is a long-standing problem in recent
years [40–48]. References [40–45] designed an image segmentation using convolutional
neural network, full convolutional network or other network, to effectively extract
building region from imagery. The above research is still pixel-level-based,
references [46–48] proposed superpixel-based convolution neural network (SML-CNN)
model in hyperspectral image classification in which superpixels are taken as the
basic analysis unit instead of pixels. Compared to other deep-learning-based methods,
superpixel-based method gain promising classification results. Gao et al. [49] combined
counter map with fully convolutional neural networks to offer a higher level of
detection capabilities on image, which provided a new idea for building detection.
In addition, constantly proposed theories, such as transfer hashing [50] and structured
autoencoders [51] can also be introduced into this application field to solve problems, such
as data sparsity and data mining.

� Extraction method based on mathematical morphology [52–58]. Huang et al. and
Rongming et al. [52,53] used morphological building index by differential morphological
profile to extract buildings and optimized methods are proposed in references [54–58].

• Auxiliary-information-based methods. Due to the complexity of the structure and surrounding
environment of the building, many scholars have proposed the method of extracting the building
by the shadow, stereoscopic aerial image or digital elevation model (DEM) data to assist the
building extraction. Liow et al. [59] pioneering proposed a new idea of using shadow to extract
buildings. Later, research in [59–62] proposed to identify and extract buildings based on the
shadow features and graph based segmentation in high-resolution remote sensing imagery.
In addition, local contrast in the image where shadow and building interdepend will be increase.
Based on this principle, references [63,64] proposed PanTex method with gray level co-occurrence
matrix contrast features, which is practically used to identify buildings and build-up areas.
Hu et al. [65] used the shadow, shape, color features, similarity of angle between shade lines
and so on multiple cues to extract buildings. In addition, stereo information can provide great
convenience for the extraction of buildings information [5,66–78].

Among the methods mentioned above, the first category normally used semantic analysis to
grouping lines segments, and they have shown relatively good performance on moderate and low
spatial resolution remote sensing imagery because of its high signal noise ratio (SNR). However, for
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HSRRS imagery, the high spatial resolution and low SNR substantially increases the difficulties of
locating and identifying the accurate building edges [39]. For the second category, they have many
advantages, such as a comprehensive consideration of prior knowledge, image features, pattern
recognition theory and other factors. However, the related methods still have the problems of
cumbersome workflow, which requires more prior knowledge, and unable to meet the practical
requirements of buildings extraction from high spatial resolution images with high scene complexity.
The applicability is also limited by buildings type, density, and size. Moreover, the edge of extraction
results is not ideal, so it is difficult to ensure the edge integrity of complex objects. For the last category,
although the accuracy of building extraction can be improved based on stereo information, it is greatly
limited by multiple data sources scarcity and data misalignment.

Therefore, to overcome these limitations of single data, building structure, surrounding complexity
and prior knowledge, this paper tries to detect building edges using state-of-the-art method of edge
detection with deep learning, which is only based on two-dimensional HSRRS imagery, also needs no
prior knowledge once the deep supervision based dataset is perfectly built.

3. Methodology

As shown in Figure 1, the workflow of proposed method is mainly divided into three stages.
In the dataset construction stage, the initial dataset is processed by conversion, clipping, rotation,
and selection into a special dataset which can be dedicated to deep-learning-based edge detection.
The second stage is network training. Based on the training set, the RCF network is retrained to
generate a RCF-building edges detection model. The third stage is detecting and post-processing.
The edge probability map is obtained by using RCF-building model. Subsequently, the edge probability
map is refined by the involved algorithm, so that the building edges are obtained.

Figure 1. Workflow of fine-tuning RCF network.

3.1. Dataset Construction

As mentioned previously, in the field of deep learning, there is no experimental HSRRS imagery
dataset available to building edges detection. Therefore, this paper builds an edge based sample
dataset that satisfies the training and testing requirements of the RCF network by pre-processing
Massachusetts Building Dataset [79]. The Massachusetts Building dataset is constructed by Mnih and
publicly available at http://www.cs.toronto.edu/vmnih/data/. This dataset has a resolution of 1 m
and sizes of 1500 × 1500 pixels. It contains 137 training images, 10 testing images, and four validation
images between which has no intersection. Each set of data includes an original remote sensing image
and a manually traced building region map, as shown in Figure 2a,b. Since the output of RCF network
is based on the fusion of multi layers, RCF network is tolerable to slight overfitting. Thus, RCF network
does not need validation sets.
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(a) (b) (c) 

Figure 2. Dataset sample. (a) Original image; (b) building region map; and (c) building edges ground
truth map.

Edge detection is different from region extraction, and the location shift of only one pixel may
cause the model fail to extract features and reduce the overall precision. To ensure that there is no
error occurred when convert building region to building edges, this paper proposes most peripheral
constraint algorithm. With constraint of “most peripheral”, it emphasizes on only extracting the
outermost pixels of the building region features as building edges, and the width of edge is only one
pixel. Figure 3 shows the diagram of this conversion algorithm. The steps come as follows:

(1) Binarization of the building region map. Supposing the building pixel value is 1, and the
non-building pixel is 0;

(2) Generating an image with the same size as the original image, and all the pixel values are 0.
Scanning the building region map row by row to find all pixels (marked as Pr) satisfying two
conditions: the pixel value is 1, and the pixel value shifts from 1 to 0 or from 0 to 1. In the newly
generated image, setting the pixel values at the same locations with Pr as 1. Thus, building edge
pixels on each row are detected;

(3) Generating an image with the same size as the original image, and all the pixel values are 0.
Repeating step 2 to detect all building edge pixels on each column;

(4) All building edge pixels on each row and each column are combined. Thus, the building edge is
finally detected.

Figure 3. Diagram of conversion from building region into building edges.

Figure 2c shows the conversion result of Figure 2b. After conversion, in order to improve the
accuracy of the training network, we augment the data by rotating the imagery by 90, 180, and 270
degrees. Meanwhile, to avoid memory overflow and invalid imagery, this paper ultimately constructs
the dataset after image clipping and choosing. The final dataset contains 1856 training images with
size of 750 × 750 pixels and 56 testing images with size of 750 × 750 pixels, named Massachusetts
Building-edge dataset.
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3.2. RCF Network

The RCF network was originally proposed by Liu in 2017 [13]. It was optimized on the basis of
VGG16 [80] network. The input of the RCF network is an RGB image with unlimited size, and the
output is the edge probability map with the same size. Figure 4 shows the architecture of RCF network
when the input image size is 224 × 224 pixels. The main convolutional layers in RCF (as shown in the
red dashed rectangle) are divided into five stages and the adjacent two stages are connected through
the pooling layer. After the down sampling of the pooling layer, different scales of features can be
extracted, and useful information can be obtained while reducing the amount of data. Different from
VGG16 network, the RCF network discards all the fully connected layers as well as the fifth pooling
layer, and each main convolution layer is connected to a convolution layer with kernel size 1 × 1 and
channel depth 21. Then, RCF network sets an element_wise layer for accumulation after each stage.
Afterwards, each element_wise layer is connected to a convolution layer with kernel size 1 × 1 and
channel depth 1. The difference between the RCF network and the traditional neural network lies
in: for the boundary extraction, the previous neural networks only use the last layer as the output,
and lose many feature details, while the RCF network fuses the convoluted element_wise layers of
each stage (convoluted element_wise layers of 2, 3, 4, and 5 stages need to be restored to its original
image size by deconvolution) with the same weights to get a fusion output. This special network
architecture allows the RCF network to make full use of semantic information and detailed information
for edge detection.

Figure 4. Overview of the RCF network architecture.

3.3. Refinement of Edge Probability Map

The test results of the RCF network are gray-scale edge probability map, on which the greater
the gray value is, the higher the probability that the pixel is on an edge. To accurately detect the
building edges, it is necessary to refine edge probability map. In computer vision filed, non-maximal
suppression (NMS) algorithm is a commonly used refining method. However, as observed in Figure 5,
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the results show that using NMS algorithm to refine building edges has the following problems: broken
outliers, isolated points and flocculent noises.

   

Figure 5. The refinement results by NMS algorithm.

Therefore, this paper involves a geomorphological concept to refine edge probability map
according to geometric morphological analysis of topographic surface. As illustrated in Figure 6,
our basic idea is to regard the edge probability value as elevation, according to the principles of
geometric morphology, and the points with maxima elevation (i.e., the watershed point) on the
topographic profile curve are extracted as accurate edges.

Figure 6. Diagram of edge refinement algorithm.

As described in Figure 7, the procedures of this refinement algorithm are as follows:

(1) Scanning from four directions (vertical, horizontal, left diagonal, and right diagonal) to find the
local maxima points as candidate points;

(2) Setting a threshold to discard the candidate points whose probability is less than 0.5 (After many
experiments, the highest accuracy is obtained under this threshold. For gray image, the threshold
value is 120.);

(3) Calculating the times that each candidate point is detected out. When a candidate point is
detected at least twice, it is classified as an edge point;

(4) Checking the edge points got by step (3) one by one. When there is no other edge point in an
eight neighborhood, this point is determined as an isolated point and deleted;

(5) Generating edge mask map based on the edge point map got by step (4) to refine the edge
probability map and obtain the final edge refinement map.
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Figure 7. Workflow of edge probability map refinement.

4. Experiments and Analysis

The experimental environment for RCF network re-training and testing is the Caffe framework [81]
in Linux system with support of NVIDIA GTX1080 GPU. The learning rate refers to the rate of descent
to the local minimum of the cost function, and the initial learning rate is 1 × 10−7. Every ten thousand
iterations, the learning rate will be divided by 10 in training process. The experimental data are the
self-processed Massachusetts Building-edge dataset which has been introduced in Section 3.1.

4.1. Experimental Results

In this paper, a trained model generated by 40,000 iterations is selected to extract the building
edges. Some example of the building edges detection results are shown in Figure 8(e1–e3). From the
visual perspective, the RCF-based building edges detection method adapts to the background very
well. As can be seen from the third line of data (Figure 8(a3,b3,c3,d3,e3), which are highlighted by red
rectangle, the fine-tuned RCF-building model can not only detect building edges correctly, but also
extract building edges that the human unrecognized. Additionally, the refinement results of involved
refinement algorithm (Figure 8(e1–e3) are experimentally compared with the results of NMS algorithm
(Figure 8(d1–d3). There are less isolated points and flocculent noises in the building edges detection
results by the involved refinement algorithm.
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(a1) (a2) (a3) 

   
(b1) (b2) (b3) 

   
(c1) (c2) (c3) 

   
(d1) (d2) (d3) 

   
(e1) (e2) (e3) 

Figure 8. RCF based building edges detection results. (a1–a3) Original imagery; (b1–b3) building edges
ground truth map; (c1–c3) building edges probability map generated by RCF-building; (d1–d3) building
edges refinement map generated by NMS algorithm; and (e1–e3) building edges refinement map
generated by involved algorithm.
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4.2. Precision and Recall Evaluation

In this paper, inspired by references [82–84], we used recall, precision, and F-measure as the
criteria for RCF-building model. The evaluation indices can be descripted by Equations (1)–(3):

Recall =
TP

TP + FP
(1)

Precision =
TP

TP + FN
(2)

F-measure =
2 × Precision × Recall

Precison + Recall
(3)

where true positive (TP) represents the number of coincident pixel between detected edges and
referenced building edges of ground truth. False positive (FP) represents the number of non-coincident
pixel between detected edges and referenced building edges of ground truth. False negative (FN)
represents the number of non-coincident pixel between detected non-building objects and non-building
edges in the referenced ground truth. F-measure is a synthetic measurement of precision and recall.
Actually, the precision and the recall are two contradictory measurements. Generally, they are
negatively correlated [85,86]. Based on recall and precision, the precision-recall curve (P-R curve) can
be drawn.

As shown in Figure 9, it can be noted that our RCF-building model has an F-measure of 0.89 on
the test set, which is higher than the 0.51 from the original RCF network. In addition, compared with
the original RCF network, the precision of RCF-building model increases at least 45%. It means that
the retraining RCF network has the function of recognizing the edges of buildings. The generated
RCF-building model can exclusively detect the building edges, and effectively avoid the superfluous
objects edges.

Figure 9. The P-R curves. The solid curve is the result of proposed RCF-building on the test set and the
dotted one is the original RCF network.

4.3. Comparison with Other Building Extraction Methods

In this paper, four remote sensing images with different characteristics from the testing set
are selected to compare the performance of our method with other three representative building
detection methods. Figure 10 illustrates the visual results of our method, OBIA-based ENVI
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Feature Extraction [87], Superpixel-based SML-CNN [47] and CNN-based Saito’s Method [43].
The ENVI Feature Extraction was implemented through ENVI’s Example-Based Classification [88].
The segmentation scale and merge level parameters were set respectively as 40, 30, 30, 40 and 50, 40,
50, 80. Classification was accomplished by training the nearest neighbor classifier with the selected
samples of building and non-building objects point. The scale parameters of the SML-CNN are set to
15. In addition, image1 has similar characteristics to the image3, so the model generated by image1
was selected to classify image3. The sample sizes of the data are shown in Table 1. The results of the
Saito’s Method are derived from the experimental results in the reference [43] which uses the same
dataset as this paper. To ensure fair comparison, this paper cuts the related image data into the same
size with those used in this paper.

Table 1. Number of sample points marked on the Figure 10 original images.

Sample Category Image1 Image2 Image3 Image4

Building 1200 194 1200 1954
Non building 2088 1298 2088 1774

It can be clearly seen from Figure 10 that the method used in this paper has better visual effects
than ENVI Feature Extraction and SML-CNN. Compared with the overall view results of Saito’s
Method, although our results have more broken line segments inside the building, as can be seen from
the last row in Figure 10, the detailed image shows that the method we used can maximize the integrity
of the building edges. In the corner part of the building, the angular characteristics are preserved
better by our method.

Table 2 shows the evaluation results of building edges detected by ENVI Feature Extraction [87],
SML-CNN [47], Saito’s Method [43] and the proposed method in four images. It can be seen from
the comparison of the F-measure values that the RCF network has the best performance regardless
of whether the building group is high-density (image1) or low-density (image2), or the structure of
the building is simple (image3) or complicated (image4). ENVI Feature Extraction is a traditional
module for extracting information from high-resolution panchromatic imagery by spatial, spectral,
and texture characteristics. Although we manage to cover all types of buildings in the selection of
samples, the classification results of buildings still have serious noises and misclassifications, and the
building edges extracted by this method would be mixed with more non-architectural edges and
closed noise lines inside the building. Compared to traditional building edge detection methods based
on image processing, RCF-building is more robust and it is applicable in complicated environment
because this model depends on not only image but also supervised dataset. Manually labeled building
samples implement deep supervision of each layer of network to achieve optimal fitting of building
edge information at different scales, and enhance the saliency-guided building feature learning.
Thus the method of ENVI Feature Extraction has similar Recall as the proposed method but much
lower Precision. SML-CNN first divides the image into superpixels, and then uses CNN network
in classification. Therefore, SML-CNN can extract building edges completely, but at the same time,
it might have misclassification. This method has a slightly higher recall and much lower precision than
the method we proposed. Saito’s Method is a CNN network which simultaneously extracts multiple
kinds of objects. Due to the limitation of network architecture, only region features are emphasized
while line features are ignored. Although this method can roughly locate buildings in the imagery,
the boundaries between the buildings and the non-buildings are not accurate, and present lower Recall
value and higher precision value. The method proposed in this paper has a good performance on both
precision and recall. Compared to deep-learning-based building extraction methods, RCF-building
could better retain building edges angular characteristics.
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Figure 10. Building edges detection results on Massachusetts Building Dataset. The last row shows the
details image of one building.

Table 2. Evaluation results of four different methods on four typical images.

Approach Index Image1 Image2 Image3 Image4 Mean

ENVI
Feature

Extraction

Precision 0.35 0.71 0.44 0.45 0.49
Recall 0.97 0.90 0.96 0.87 0.93

F-measure 0.52 0.80 0.61 0.60 0.63

SLIC-CNN
Precision 0.51 0.54 0.57 0.35 0.49

Recall 0.99 0.97 0.97 0.96 0.97
F-measure 0.68 0.70 0.72 0.52 0.65

Saito’s
Method

Precision 0.99 1.00 0.99 0.78 0.94
Recall 0.55 0.72 0.50 0.75 0.63

F-measure 0.70 0.84 0.67 0.77 0.74

RCF-building
Precision 0.85 0.96 0.88 0.74 0.86

Recall 0.94 0.82 0.93 0.94 0.91
F-measure 0.89 0.89 0.91 0.82 0.88
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5. Discussion

5.1. Ablation Experiment

To verify the effectiveness of different steps of the proposed method, this paper compares the
performance of RCF model trained by the self-processing dataset (Massachusetts Building-edge
dataset) with the RCF model trained by Canny algorithm [89] converted dataset on all testing
set. We also quantitatively compare the performance of the involved edge refining algorithm with
NMS edge refining algorithm. Table 3 lists the evaluation results of different pre-processing and
post-processing methods. Our methods present the best performance in the Precision, Recall and
F-measure. The experimental results verify the effectiveness of proposed conversion algorithm for
dataset pre-processing, which proves that the superior dataset has positive influence on RCF network.
Furthermore, comparison results also reveal that the good performance of our approach takes the
advantage of the involved refinement algorithm. For all testing set, the refining algorithm presented in
this paper has better performance.

Table 3. The performance of training set generated by different conversion methods and performance
comparison of different refinement algorithms.

Conversion Algorithm Refinement Algorithm Precision Recall F-Measure

Canny algorithm NMS 0.46 0.99 0.63
Canny algorithm Our refinement algorithm 0.70 0.94 0.80

Our conversion algorithm NMS 0.60 0.98 0.75
Our conversion algorithm Our refinement algorithm 0.85 0.89 0.87

5.2. Influence of the RCF Fusion Output

To explore why RCF-building can recognize the edge of building, this paper compares the average
Precision, Recall and F-measure values of all testing set imagery at each stage of network. As shown in
Figure 11, with the deepening of the network, the precision and recall value rises gradually during
the first three stages, and then the precision and recall value descend (or roughly descend) during the
fourth and fifth stage. During the first three stages, the network gradually learns the characteristics
of the building edge, so the precision and recall of the detected building edges increase gradually.
However, during the fourth and fifth stages, the network is overfitting and regards the characteristics
of one training sample as the general nature of all the potential samples. This phenomenon of reduced
generalization performance eventually leads to the failure of detecting some parts of the building
edges. On the other hand, the overfitting of edge detection is different from the overfitting in other
fields, which means after overfitting, if one pixel is judged as edge, the probability of actually being
edges is higher. Above all, to make full use of the information generated at each stage, the RCF network
utilizes a special architecture that the traditional neural networks do not have: the fusion output layer.
The fusion output layer fuses all the output of each stage with the same weight, so that it can perfectly
inherit the advantages of each stage and suppress the useless information at first two stages. Thus, the
fusion output guarantees the highest precision and recall value.

387



Remote Sens. 2018, 10, 1496

Figure 11. Comparison of precision, recall and F-measure of the output maps at different stages.

Take a test image as an example, the output of the each stage and fusion output images are shown
in Figure 12. It is clear that with the deepening of the network stages, the model can gradually extract
the edge of the building and eliminate the edges of other superfluous objects, but in the fourth or fifth
stage, the edge of the building cannot be completely extracted in the image. The visual result of the
fusion output image has the best performance, and the edge of the building can be extracted completely
and accurately compared with other stages output. Therefore, RCF’s special fusion output architecture
makes it suitable for building edges extraction from high resolution remote sensing images.

 
(a) (b) (c) (d) (e) (f) 

Figure 12. Output images of each stage and fusion output image. From (a–f): stage1 output, stage2
output, stage3 output, stage4 output, stage5 output, and fusion output.

6. Conclusions

This paper proposes a method for detecting building edges from HSRRS imagery based on the
RCF network. The highlights of this work are listed as follows:

• The RCF network is firstly combined with HSRRS imagery to detect building edges and then
an RCF-building model that can accurately and comprehensively detect the building edges is
built. Compared to the traditional building edge extraction method, the method used in this
paper can make use of high-level semantic information and can get a higher accuracy evaluation
value and better visual effects. Compared to deep-learning-based building extraction methods,
RCF-building could better retain the corner part building edges. In addition, this paper also
analyzes the influence of the RCF fusion output architecture on the building edges detection
accuracy, and the precision and recall lines affirm that this unique architecture of RCF can
perfectly inherit the advantages of each stage and has a strong applicability to the detection of
building edges.
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• In the preprocessing stage, on the basis of Massachusetts Building dataset, we proposed the most
peripheral constraint edge conversion algorithm and created the Massachusetts Building-edge
dataset specifically for deep-learning-based building edges detection. The comparison result
shows that the dataset produced by the most peripheral constraint algorithm can effectively
improve the performance of RCF-building model, and affirms the positive impact of accurately
labeled data on network training. This Massachusetts Building-edge dataset makes the foundation
for future research on deep-learning-based building edges detection.

• In the post-processing stage, this paper involves a geomorphological concept to refine edge
probability map according to geometric morphological analysis of topographic surface. Compared
to the NMS algorithm, the involved refinement algorithm could balance the precision and recall
value, and get a higher F-measure. It can preserve the integrity of the building edges to the
greatest extent and reduce noise points. However, there are still some broken lines, as well as
some discontinuities in the detected building edges results after the post-processing.

Additionally, it is worth noting that building edges detection is not the terminal goal of building
extraction from HSRRS imagery. The future work will include: (1) connection of the broken edges of the
building; (2) vectorization of building edges features; (3) the improvement of RCF network architecture;
and (4) using various strategies to ensure that large images can be processed in memory [90].
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Abstract: Identifying and extracting building boundaries from remote sensing data has been one
of the hot topics in photogrammetry for decades. The active contour model (ACM) is a robust
segmentation method that has been widely used in building boundary extraction, but which often
results in biased building boundary extraction due to tree and background mixtures. Although
the classification methods can improve this efficiently by separating buildings from other objects,
there are often ineluctable salt and pepper artifacts. In this paper, we combine the robust classification
convolutional neural networks (CNN) and ACM to overcome the current limitations in algorithms for
building boundary extraction. We conduct two types of experiments: the first integrates ACM into
the CNN construction progress, whereas the second starts building footprint detection with a CNN
and then uses ACM for post processing. Three level assessments conducted demonstrate that the
proposed methods could efficiently extract building boundaries in five test scenes from two datasets.
The achieved mean accuracies in terms of the F1 score for the first type (and the second type) of
the experiment are 96.43 ± 3.34% (95.68 ± 3.22%), 88.60 ± 3.99% (89.06 ± 3.96%), and 91.62 ±1.61%
(91.47 ± 2.58%) at the scene, object, and pixel levels, respectively. The combined CNN and ACM
solutions were shown to be effective at extracting building boundaries from high-resolution optical
images and LiDAR data.

Keywords: building boundary extraction; convolutional neural network; active contour model; high
resolution optical images; LiDAR

1. Introduction

Information regarding the spatiotemporal variation of buildings is important for various
applications, such as geodatabase updating, environment management, and urban planning and
development. Accompanying the revolutionary development of aerial and space remote sensing
technology, identifying and extracting building boundaries from remote sensing data, such as high
resolution optical images and recently airborne light detection and ranging (LiDAR) data, is a research
frontier in the field of photogrammetry and remote sensing [1–4].

Among the tremendous efforts that have been made to extract building boundaries from remote
sensing data [5], the active contour model (ACM) is a widely used method [6,7]. ACM, also referred
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to as the snake model, is a closed curve extracting method based on the idea of minimizing energy
guided by external constraint forces such as lines or edges. ACM could generate smooth and closed
object contours with various shapes [8]. Most existing ACMs could be categorized into edge-based
and region-based ACMs. In the edge-based models, the contour is guided by the edge information [6].
The edge-based models are sensitive to the initial contour, as they focus on the image pixels, and the
ACM contour often docks at the pseudo edges generated by textures [9]. Kabolizade, Ebadi and
Ahmadi [10] used an improved snake model for building extraction. Compared with traditional ones,
the snake model in their work performed efficiently, as they added a new height similarity energy
and regional similarity energy, as well as gradient vector flow. However, their work depends on
the initial contour selected. To solve this, Liasis and Stavrou [11] used Hue, Saturation and Value
color space as well as the Red, Green, and Blue representation to extract the building boundaries
from satellite images by using an ACM. A new energy term is encoded in this work for curve
initialization, which leads to higher extraction accuracy. Another solution for curve initialization
is to use region-based models which attract the contour by a region descriptor from the global or
region context. Chan and Vese [12] presented a region-based active contour model that used a
piecewise smooth function. The region-based models are not sensitive to the initial contour, although
they are inefficient for the images in which the objects have inhomogeneity textures (i.e., intensity
inhomogeneity). Li et al. [13] developed robust a region-scalable fitting (RSF) model that is capable of
dealing with intensity inhomogeneity. However, one major limitation of the above-mentioned ACM
methods is that confusion caused by trees and ground surfaces could result in errors on identified
buildings. To avoid the influence of irrelevant confusing objects, Yan et al. [14] introduced a building
model construction framework based on the snake model. They first derived non-terrain objects
from LiDAR data and separated buildings from trees, and then extracted and refined the buildings
by the snake model. In their work, they made use of a novel graph reduction method to extend
the dynamic programming to 2-D planar topology snake model. Bypina and Rajan [15] used the
object-based method to extract buildings from very high resolution satellite images, where scene
objects are segmented by the Chan-Vese model, and tree objects are removed based on normalized
difference vegetation index (NDVI). In practice, separating the buildings from other ground objects
such as trees is often difficult by using only a vegetation index.

An effective building footprints detection method could provide helpful information to avoid the
effects of other terrain objects, and improve the extraction of building boundaries accordingly. Methods
such as the classic hierarchical stripping classification and machine-learning-based classification
have been developed to detect building footprints [16–18]. In the classic hierarchical stripping
approach, building footprints are separated from vegetation footprints, other off-terrain footprints,
and terrain footprints progressively [19]. Awrangjeb and Fraser [20] proposed a method for automatic
segmentation of LiDAR data. The ground and the non-ground footprints are separated based on a
“building mask”. The building roof footprints are then segmented from the non-ground cluster
of points and refined by rules. In the method of Wang et al. [21], the building boundaries are
detected by a four-step method. The thresholding method is applied to separate footprints with
high heights from others. Oriented boundaries are detected by an edge-detection algorithm. Building
and non-building objects are classified by two shape measures finally. When extracting building
footprints, the hierarchical stripping classification is operationally complicated due to multiple-step
operation and manual interaction.

In the past few decades, researches have used the machine learning approaches, such as Artificial
Neural Networks (ANN) [22,23], Support Vector Machine (SVM) [24,25], AdaBoost [26] and Random
Forests (RF) [27], to extract building footprints. The machine learning approaches could establish
a model that detects building footprints by learning the classification rules automatically using
training data [28]. Lodha et al. [29,30] employed SVM and AdaBoost classifiers for LiDAR data
classification. Du et al. [31] presents a semantic building classification method by using RF classifier
from a large number of imbalanced samples. The RF classifiers are improved in two aspects: one is
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the voting distribution ranked rule for imbalanced samples, and the other is the feature importance
measurement. Structured prediction methods, such as Conditional Random Field (CRF), are also used.
Niemeyer et al. [32] integrated a RF classifier into a CRF framework, in which the CRF probabilities for
the classes are computed using a unary potential and a pairwise potential. The RF approach is more
reliable when compared to the linear models for the CRF computation. Overall, the performances of
the traditional methods are often dependent on the derived handcraft features. Recently, deep learning
has shown a great ability in high level feature extraction or object detection. Vakalopoulou et al. [33]
proposed a convolutional neural network (CNN) for deep feature learning. The deep features and
additional spectral information were then fed to a SVM classifier for automated building detection,
and the result was refined by Markov Random Field. However, they only used CNN for deep features
extraction; accordingly, the procedure of feature extraction cannot optimize the classification adaptively.
Erhan et al. [34] developed a saliency-inspired neural network for object detection. The network
contains several convolutional layers, pooling layers, and full connected layers. Although the abstract
features derived from the convolutional layers are helpful to classify the categories of objects in an
image, the pooling layers in the architecture reduces the image resolution. Accordingly, the details of
the object are lost, and the specific outline of the object cannot be detected well. In essence, classic CNN
is more suitable for patch-based image category classification rather than pixel-wise classification.
Fully convolutional networks (FCNs) add upsampling layers and convert the full connected layer into
the convolutional layers, which could up-sample the feature maps to the original size. Li et al. [35]
compared the performance between the fully convolutional network [36] model and shallow models in
building detection. A qualitative and quantitative analysis showed that FCN gives better results than
shallow models. Although FCN improves the pixel-wise classification, the results are not sensitive
enough to the details, and the shapes of the building boundaries are still blurred. Compared with FCN,
the symmetrical encoder-decoder network SegNet [37] improves the boundary delineation, and is easy
to incorporate into any end-to-end architecture, such as FCN. Although CNN shows robust ability in
object classification, it suffers from the “salt and pepper” artifacts inevitably, which in turn affects the
detected object boundary.

Recent work has also explored CNN for contour extraction. Maninis et al. [38] proposed
an architecture called convolutional oriented boundaries for multiscale oriented contours producing.
However, the model is designed for natural images. Remote sensing images are often complex scenes,
which are not guaranteed to work. Rupprecht et al. [39] developed a deep active contour model.
In their work, they predicted the vector point of the contour by a CNN. Nevertheless, they also need
an initial curve for image patch deriving, which is costly and time-consuming.

To reduce the influence of other ground objects and “salt and pepper” artifacts, we developed an
automatic building boundary extraction method from high-resolution optical images and LiDAR data
by integrating CNN and ACM together. We conducted two types of experiments: the first was to extract
the building boundaries directly by integrating ACM into CNN construction progress; the second was
to use CNN for initial building footprint detection, and apply ACM for the post process.

2. Materials and Methods

2.1. Study Materials

Two different datasets are used in our experiment. The first (hereinafter referred to as the Potsdam
dataset) is the ISPRS benchmark data of Potsdam that covers a historical city with large buildings.
The dataset contains 38 patches, and each provides high-resolution orthorectified aerial photograph
and digital surface models (DSM) with pixel size 6000 × 6000 at the spatial resolution of 5 cm. The aerial
photograph has 4 channels: red, green, blue, and near-infrared bands. NDSM is derived based on
automatic filtering. The dataset was classified into six land cover classes, of which five classes were
merged into non-buildings. Among the 38 patches, 24 patches were labeled by the benchmark test
organizers and were used for the training of the CNN, whereas 3 patches (Potsdam 2_13, Potsdam
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6_15 and Potsdam 7_13) were used for validation (Figure 1). The ground truths of the three patches
are obtained by manual labelling.

 

Figure 1. The true color composite image is shown for the Potsdam dataset, where the scenes marked
in red are used for the training of the convolutional neural network, and the ones marked in blue are
used for validation.

The second dataset (hereinafter referred to as the Marion dataset) that covered Marion in Indiana,
USA was downloaded from the Indiana Spatial Data Portal (ISDP). The dataset (Figure 2) includes
orthophotography (RGBI) and LiDAR/elevation data. The ground sampling distance of the optical
image is about 0.15 m, and the LiDAR data is about 1 point/m2. We choose seven blocks for CNN
training from the Marion County with the size of 10,000 × 10,000 each. We label the images as buildings
and non-buildings using the vector data of Open Street Map, as well as by manual labeling. NDSM
is derived from the original LiDAR data. The CNN networks are trained by the composite images
of RGB+IR+NDSM. The validation data in the Potsdam and Marion datasets have a window size of
2000 × 2000 pixels and 1200 × 1800 pixels, respectively.

Figure 2. The same as Figure 1 but showing the training and validation data for the Marion dataset.
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2.2. Preliminaries

CNN: the encoder-decoder architecture, such as SegNet that is capable of performing semantic
pixel labeling of an image, is employed for building footprints detection. For the task of building
footprint detection, we can predict the probability that each pixel belongs to a building or non-building
in the image by using SegNet. SegNet is a supervised approach with a convolutional-deconvolutional
structure. It has a set of convolutional stages, and typically includes fine layers, including the
convolutional layer, the activation function layer, the pooling layer, the batch normalization layer,
and the up-sample layer. The convolutional layer is the core component in the convolutional stage,
and applies a series of filters for feature extraction. The batch normalization layer aims to avoid the
vanishing gradients or the explosive gradients. The activation function layer controls the activation
level of a neuron for the forward signal transform. A rectified linear unit (ReLU) is often used for
non-linear mapping of the input features. The pooling layer generalizes the input features by applying
a non-overlapping window to achieve the down-sampled feature maps. The up-sample layer is to
resample the feature maps which were down-sampled by the pooling layers to original image sizes.
The feature maps are fed into the softmax for pixel-wise classification. A detailed description on SegNet
may be found in [37]. The final classification map for a given image can be obtained by calculating the
category corresponding to the maximum probability of each pixel.

Active contour model: the ACM method that accounts for both edge and region [40] is employed
for the building boundary refinement. Given an image I(x, y) : Ω → R, Ω → Rn is the image domain.
Suppose a closed contour C → Ω , which separates the image into two regions Ω1 and Ω2, where Ω1

and Ω2 denote the exterior and interior of C, respectively. For a given pixel x ∈ Ω, the energy function
of the ACM is defined as follows:

E(C, f1, f2) = μ
∫

C
g(|∇I[C(s)]|)ds +

2

∑
i=1

λi

�
Ωi

Kσ(x − y)|I(y)− fi(x)|2dydx (1)

where, the first term is the edge energy. g(x) = 1
1+(x+K)2 is the edge function, and K is the contrast

coefficient of the edge function g which is greater than 0. The second term is the RSF energy.
The positive parameters μ and λi are the weights of the two terms, respectively. fi(x) is the approximate
image intensity inside or outside the contour C. I(y) is the intensity of a local region centered at pixel x,
and σ is the size of the region. The bigger that σ is, the higher the calculation complexity of the model.

We employ the variational level set method for the above model solution. The closed contour
C → Ω is presented by the level set function φ ∈ Ω. An arbitrary rectangle is chosen for the
initialization of contour C, and the value of level set function φ is as follows:⎧⎪⎨⎪⎩

φ(x, y) > 0 outside the contour C
φ(x, y) = 0 on the contour C
φ(x, y) < 0 inside the contour C

(2)

Moreover, we introduced the regularization Heaviside function H(φ), as well as its derivative
δ(φ), and added the level set regularization term to Equation (1).

2.3. Building Boundary Extraction Based on CNN and ACM

We developed two strategies for CNN and ACM combination in this study. For the first
(CNN_ACM_1), we integrated ACM into CNN construction progress, while the second solution
(CNN_ACM_2) starts with CNN for building footprints detection, and then uses ACM for post
processing. Figure 3 shows the frame work of the first solution. The optical images and NDSM are fed
into the encoder-decoder architecture for deep feature learning. Meanwhile, ACM is used to extract
the boundaries features to improve the boundaries perception. The ACM hand-crafted features and
CNN deep features are concatenated before the softmax classifier for the final classification.
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Figure 3. The architecture of the CNN_ACM_1 building boundary extraction method.

Figure 4 illustrates the framework of the second solution. CNN is first applied to detect the
candidate building footprints, which are then clustered into subsets for individual building patch
generation. Each building boundary is refined by ACM and mosaicked into a whole scene. Details on
these processes as follows.

Figure 4. The flowchart of the CNN_ACM_2 building boundary extraction method.

CNN could misclassify pixels, resulting in apparent salt and pepper artifacts; as such, ACM is
used to refine the extracted building footprints. To reduce the dimensionality of the ACM searching
space, we generate individual building patches from the CNN classification results for feeding into the
ACM model. Figure 5 illustrates the detailed procedures to generate individual building patches. Given
the remote sensing data, building footprints are first identified based on the mean shift clustering
method (Figure 5b). The triangulated irregular network is then established for each individual
building footprint using Delaunay triangulation, and the areas of the triangulated irregular network
are delineated (Figure 5c). A buffered area (the buffer distance varies from 5–10 m depending on
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the building sizes in the scene) of the triangulated irregular network (marked with the black curve
in Figure 5d) is built as some of the buildings that are not completely detected in CNN, and small
footprints less than a priori minimum building area are then deleted. The minimum bounding rectangle
(MBR) of the triangulated irregular network area is finally generated for the building patch cropping
(Figure 5e, the red rectangle). In the ACM boundary extraction, the edges in the high resolution
optical images are often located at the texture changes; however, they appear at the places where
the elevation changes in NDSM. Comparatively, the contrast between building objects and ground
surfaces is stronger in NDSM than in high resolution optical images, and thus, we employed NDSM for
further ACM refinement (Figure 5f). After the boundary extraction, all building patches are mosaicked
based on the cropping position to the original scenes.

Figure 5. Individual building patch generation. (a) The high resolution optical images, (b) building
footprints detected by CNN and clustered together for an individual building, (c) Tin generated based
on the individual building footprints, (d) the buffer area of the Tin domain (marked with black curve),
(e) MBR of the buffer (the red rectangle), and (f) individual NDSM building patch cropped by the MBR.

2.4. Experiment Setup

Our CNN architecture is running on NVIDIA TITAN X based on Caffe, and the ACM algorithm
and the RF classification algorithm are implemented by Matlab R2014a. The remote sensing images
in this study are processed by ArcGIS 10.4.1 and ENVI 5.3. The building samples from the ISPRS
benchmark dataset and Open street map (OSM) were used for training. High resolution optical images
and NDSM are cropped into small patches of 300 × 300 pixels. For the Potsdam and Marion datasets,
8400 and 8092 patches are used for CNN model training, respectively. The trained CNN are then used
for mapping building footprints.

To understand the algorithm robustness, the proposed methods are compared with the methods
that use CNN [37] or ACM [40], as well as the state of the art classification method, RF [27]. The training
and inference manners of RF and CNN are quite different. The stratified random sampling strategy is
used for RF method, and the samples are only from the test images. For the ACM method, the entire
scene was fed into the ACM model for building boundary extraction. The detected building footprints
in the raster format were converted to the vector format. Small objects, i.e., less than the minimum
building area, e.g. often cars, small trees, or the salt and pepper noise caused by classification, are
removed. All the building boundary results are post-processed using the DP algorithm [41].

2.5. Assessment

Method assessments were conducted at the scene, object, and pixel levels. Detected buildings are
split or merged based on the topological relations, as identified by the topological clarification method
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proposed by Rutzinger et al. [42]. The metrics of Completeness (Comp), Correctness (Corr), and F1-score
(F1) were derived as follows:

Comp = TP/(TP + FN)

Corr = TP/(TP + FP)
F1 = 2 × Comp×Corr

Comp+Corr

(3)

where, TP, FP and FN have different definitions in the three levels, and they are described in more
detail below.

At the scene level, we establish correspondences between buildings in the detected results and
ground reference by their overlapping rate (Equations (4)). The overlapping rate is derived as follows:

Roverlap = Aoverlap/Aref (4)

where, Aoverlap is the overlapping area of the detected building and the corresponding building in the
ground reference and Aref is the area of the building in ground reference.

At the scene level, the detected results are categorized based on five different critical thresholds
for the overlapping rates (i.e., Toverlap = 10%, 30%, 50%, 70%, and 90%). The detected buildings with
the overlapping rates larger than the critical threshold are labeled as TP, the reference buildings with
the overlapping rates lower than the critical threshold are considered as FN, and the detected buildings
with the overlapping rates lower than the critical threshold are considered as FP.

At the object level, we only evaluated each detected building which has an overlap with ground
reference data set (i.e., the TPs in scene level). The object level metrics give estimates of a single
building. Object level TP denotes the overlapping area between the detected building and the reference
building, FN denotes the undetected area of the reference building, and FP denotes the falsely detected
area of the detected building. With the defined TP, FN, and FP, the metrics of Comp, Corr, and F1-score
are first derived for each individual building, and then averaged for all the objects across the scene.

To perform assessments at the pixel level, both the detected results and the reference data are
converted to the raster formats and then compared with each other. At the pixel level, the pixel
correctly detected as building is referred as TP. FN denotes the building pixel that is not detected,
and FP denotes the pixel that is not a building in the reference data, but which was misclassified
as building.

The three-level assessment shows the performance of our method in different ways.
The scene-based assessment is based on the overlapping area, indicating the accuracy of the whole
scene. The object-based metrics can evaluate how a building object can be extracted. Pixel-based
metrics are easily done by comparing the detect images and ground truth. However, pixel-based
assessment may be distorted owing to the problems of building boundaries [42]. The different metrics
are indicative to the algorithm accuracies from different aspects, but should not be compared across
different levels.

3. Results

3.1. Building Boundary Extraction Results

Figure 6 shows visual comparisons among methods. ACM often misclassifies tall trees as
buildings, and fails to extract buildings of low height due to background confusion. RF can better
extract building footprints than ACM, but it frequently generates classification results with apparent
“salt and pepper” artifacts. CNN outperforms both ACM and RF in distinguishing trees from buildings,
whereas CNN could misclassify the buildings with heterogeneous textures. The methods of both
CNN_ACM_1 and CNN_ACM_2 obtain reasonable results, as compared using the algorithms above.

402



Remote Sens. 2018, 10, 1459

 

Figure 6. The detected buildings in five test scenes with five different methods. Areas in the green color
denote TP, areas in the blue color denote FN, and areas in the red color denote FP at the object level.

As marked with red rectangles in Figure 6, buildings with inconsistent roof texture are rarely
extracted correctly in CNN, whereas the use of ACM clearly refines the building boundaries. Figure 7
shows the details of the marked building in Potsdam 2_13. CNN_ACM_2 tracks the boundary fairly
well, whereas CNN_ACM_1 can detect the building, but the detected boundary is not accurate enough.
ACM underestimates the building and some building footprints are not detected. Both CNN and
RF have the salt-and-pepper artifacts. For buildings with vegetation on top of the roof (marked
with yellow rectangles in Figure 6), CNN_ACM_2 could provide good results, while CNN_ACM_1
and CNN failed to extract the roof areas covered by vegetation (see details in Figure 7, Potsdam
6_15). Results detected by RF still have the salt and pepper artifacts. The building missed by the
other methods as marked by blue rectangles in Figure 6 could be detected well using CNN_ACM_1.
For the tower with complex structure in Potsdam 7_13 (marked with green rectangle in Figure 6),
CNN_ACM_1 yields a more complete result than other methods. The buildings in Marion dataset
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have simple structures and similar spectrum. All methods except ACM and RF successfully extracted
the building boundaries.

 

Figure 7. The zoom-ups of the marked buildings in Figure 6 with five different methods.

3.2. Performance Assessment

Figure 8 presents the assessment results of the proposed building boundary extraction methods
for five test scenes at the scene level (see the details in Tables A1 and A2). The overlapping thresholds
are used to determine whether the detected building is a TP at the scene level. This means that if
the overlapping rate Roverlap of a building is lower than the threshold, it will be considered as an
undetected one. Obviously, the methods could detect more TPs and achieve higher accuracies using
low overlapping thresholds than high overlapping thresholds. For the Potsdam dataset, CNN_ACM_1
achieves the accuracies higher than 90.41% when the overlapping threshold is less than or equal
to 30%. For 50–70%, the scene level accuracies are almost all above 82.05%, except Potsdam 6_15
at Toverlap = 70%. While for the highest threshold (90%), the average accuracy of the three scenes
is 73.22%. When using CNN_ACM_2, similar accuracies were obtained, except for a slight drop in
Potsdam 6_15. In the Marion dataset, the accuracies are higher than those of Potsdam, as few buildings
are missed in both scenes. CNN_ACM_1 obtains the accuracies of above 98.00% for the overlapping
threshold less than or equal to 70%. The accuracies are above 95.00% when assessed by the threshold of
Toverlap = 90%. CNN_ACM_2 obtains higher accuracies in Marion S1 than CNN_ACM_1, and slightly
lower accuracies in Marion S2.
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Figure 8. The scene level F1 scores of the five test images. (a) The accuracies of the method
CNN_ACM_1, (b) the accuracies of the method CNN_ACM_2. The abbreviation of P denotes Potsdam,
the abbreviation of M for Marion, T for the overlapping threshold.

Figure 9 shows the assessment of the extracted building boundaries at the pixel and object levels
(see the details in Tables A3 and A4). At the object level, the mean values of Comp, Corr, and F1 for
all the detected buildings overlapped with ground truth are derived and shown in Figure 9a,b. Comp
represents the similarity between overlapping area Aoverlap and ground truth, while Corr represents
the similarity between overlapping area Aoverlap and detect results. F1 can be regarded as a weighted
average of Comp and Corr. For the method of CNN_ACM_1, we can see that the detected buildings
have good area similarity compared with ground reference objects: the mean F1 scores are above
82.98% for all the five test scenes, among which Marion S1 achieves 94.35%. For the methods of
CNN_ACM_2, the mean F1 scores of all the assessed buildings are above 84.15%, and the highest
accuracy (93.96%) is also obtained for Marion S1. The accuracies at the pixel level (Figure 9c,d) can be
perceived as a kind of average of scene and object level assessment. The average F1 score of the five
test scenes at the pixel level is 91.62% for CNN_ACM_1, and 91.72% for CNN_ACM_2.

 

Figure 9. The three metrics of the five test scenes at the object level and the pixel level. (a) The object level
accuracies of the method CNN_ACM_1, (b) the object level accuracies of the method CNN_ACM_2,
(c) The pixel level accuracies of the method CNN_ACM_1, and (d) the pixel level accuracies of the
method CNN_ACM_2. The abbreviations of P, M and T are the same as Figure 8.
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3.3. Comparative Analysis

Figure 10 compares the assessment results of different building boundary extraction methods
across two datasets. The horizontal axis denotes the assessment level, namely, the object level, the pixel
level, and the scene level with five different overlapping thresholds. The vertical axis denotes the
accuracies of F1 scores.

 
Figure 10. Assessments using the two datasets are compared for the building boundary extraction
methods, including the proposed methods, CNN, RF, and ACM. The abbreviation of OBJ denotes
results at the object level, the abbreviation of PIX for pixel-based assessment, S10 for scene-based
assessment with the overlapping threshold of 10%, and so on.

For the scene of Potsdam 2_13, CNN_ACM_1 performs the best in the five scene level assessments,
and the method of CNN_ACM_2 comes second. This means that CNN_ACM_1 can detect more
buildings which overlap with ground truths than other methods. At the object level, CNN_ACM_1
also works the best. Higher object-level accuracy implies that the detected buildings have better
area similarity with ground truth. The other methods, CNN, ACM and RF, all work worse than our
proposed method on all the three levels. In Potsdam 6_15, CNN_ACM_1 performs the best in all the
five scene level assessments. This is because CNN_ACM_1 detects several small buildings which other
methods do not extract. However, the detected building boundaries are poorer than CNN_ACM_2,
as shown in Figure 6. At the object level and pixel level, CNN_ACM_2 undoubtedly achieves the best
results. The accuracy of CNN_ACM_1 is slightly higher than that of CNN and RF, and ACM is the
worst. In Potsdam 7_13, the opposite result is obtained. CNN_ACM_2 detects more buildings, but the
building shapes are worse than with CNN_ACM_1. In Marion S1, CNN_ACM_2 and CNN performs
best in the scene level assessments. CNN_ACM_1 and RF miss a small building, and their accuracies
are a bit worse. ACM also obtains the worst accuracy. For Marion S2, the accuracy of RF is as good
as CNN_ACM_1, except Toverlap = 90%. The other three methods show the same ability in the scene
level. CNN_ACM_1 achieves the best object level accuracy, and RF obtains the highest pixel level
accuracy, respectively. Overall, our proposed methods are effective for buildings under various scenes.
CNN_ACM_1 obtains the best results at the scene level, and CNN_ACM_2 is good at the object level.
CNN and RF only attain satisfactory results in simple building types.
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4. Discussion

In practice, most building footprints can be detected by CNN, which shows a powerful ability in
distinguishing buildings and vegetation. However, salt-and-pepper artifacts remain inside a building
or on the building boundaries in the classification results. Accordingly, the completeness of a building
needs to be improved to some extent. As reported in Section 3, the introduction of ACM improves the
accuracies obviously when the footprints of a building are partly missed in CNN classification. On the
whole, the integrated solution of CNN_ACM_1 works the best, except in the case of buildings with
vegetation on the roof, as it can detect more building areas than other methods. CNN_ACM_2 also
performs well on the building boundary refinement, which benefits from the excellent edge extraction
capability of ACM, as the contour of ACM can stop at the relative reliable building edges. Moreover,
the individual building patch generation process reduces the calculation range of ACM. The method
of RF can obtain good results in simple scenarios. However, it has a more severe salt and pepper effect
than CNN. The method of ACM is often influenced by other ground objects such as trees. In terms
of the performance of the proposed methods in the two datasets, the results for the Marion dataset
are better than Potsdam in almost all the three assessment levels. Buildings with diverse shapes and
different spectral in Potsdam make it harder for accurate extraction, while the simple structures and
spectral characteristics of buildings in Marion resulted in high accuracy.

Although the proposed models perform well, further improvements are needed. First, the
generalization ability of the network should be improved. CNN_ACM_1 shows poor handling capacity
in case of buildings with vegetation on the roof. This is mainly due to the different data distribution of
the training data and the test scene, although they have the same data sources. The reason that RF can
detect this kind of building is attributed to the sampling strategies: it selects samples from the very
classification images. Second, a softer and more effective building boundary regularization method is
required. The DP regularization algorithm reduces the building extraction results to some extent.

5. Conclusions

We developed a method for building boundary extraction using CNN and ACM. Two kinds of
strategies are designed. The first employs ACM for boundary feature extraction, which is then fed
to the CNN architecture. The second starts building footprints detection with CNN classification,
and then clusters the footprints to obtain subsets of candidate buildings, from which the buffer of
every building is constructed and the MBR is derived. Next, the NDSM of the scene are cropped
by the MBRs. Finally, the cropped NDSMs are fed to the ACM for building boundary refinement,
and mosaicked into a whole scene based on their original positions. The benefits of our method are as
follows: (1) the proposed solution can reduce the influence of vegetation and salt and pepper artifacts.
(2) It can extract buildings which are similar to the ground surfaces, which are missed in the other
methods. When testing two datasets with various building shapes, we obtained better results than
other three methods in the five test scenarios. In the future, we hope to extend our method to other
complex building types, such as the archaeological buildings.
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Appendix A

Table A1. Accuracies of CNN_ACM_1 at the scene level.

Scenes Metrics
Overlapping Threshold

10% 30% 50% 70% 90%

Potsdam 2_13
Comp 0.9701 0.9552 0.9104 0.8358 0.6716
Corr 1.0000 1.0000 1.0000 1.0000 1.0000
F1 score 0.9848 0.9771 0.9531 0.9106 0.8036

Potsdam 6_15
Comp 0.9730 0.8919 0.8378 0.7027 0.5405
Corr 0.9231 0.9167 0.9118 0.8966 0.8696
F1 score 0.9474 0.9041 0.8732 0.7879 0.6667

Potsdam 7_13
Comp 0.9048 0.9048 0.8571 0.7619 0.7143
Corr 0.9048 0.9048 0.9000 0.8889 0.8824
F1 score 0.9048 0.9048 0.8780 0.8205 0.7895

Marion S1
Comp 0.9697 0.9697 0.9697 0.9697 0.9091
Corr 1.0000 1.0000 1.0000 1.0000 1.0000
F1 score 0.9846 0.9846 0.9846 0.9846 0.9524

Marion S2
Comp 1.0000 1.0000 1.0000 1.0000 0.9600
Corr 1.0000 1.0000 1.0000 1.0000 1.0000
F1 score 1.0000 1.0000 1.0000 1.0000 0.9796

Table A2. Accuracies of CNN_ACM_2 at the scene level.

Scenes Metrics
Overlapping Threshold

10% 30% 50% 70% 90%

Potsdam 2_13
Comp 0.9403 0.9403 0.8955 0.8209 0.6567
Corr 0.9844 0.9844 0.9836 0.9821 0.9778
F1 score 0.9618 0.9618 0.9375 0.8943 0.7857

Potsdam 6_15
Comp 0.8919 0.8919 0.8378 0.7027 0.5405
Corr 0.8250 0.8250 0.8158 0.7879 0.7407
F1 score 0.8571 0.8571 0.8267 0.7429 0.6250

Potsdam 7_13
Comp 0.9524 0.9524 0.8571 0.8571 0.7619
Corr 0.9091 0.9091 0.9000 0.9000 0.8889
F1 score 0.9302 0.9302 0.8780 0.8780 0.8205

Marion S1
Comp 1.0000 1.0000 1.0000 1.0000 0.7576
Corr 1.0000 1.0000 1.0000 1.0000 1.0000
F1 score 1.0000 1.0000 1.0000 1.0000 0.8621

Marion S2
Comp 1.0000 1.0000 1.0000 1.0000 0.8800
Corr 0.9615 0.9615 0.9615 0.9615 0.9565
F1 score 0.9804 0.9804 0.9804 0.9804 0.9167

Table A3. Accuracies of the proposed method at the object level.

Scenes
CNN_ACM_1 CNN_ACM_2

Mean_Comp Mean_Corr Mean_F1 Mean_Comp Mean_Corr Mean_F1

Potsdam 2_13 0.8752 0.8949 0.8693 0.8769 0.9086 0.8822
Potsdam 6_15 0.7827 0.9481 0.8298 0.8278 0.9386 0.8567
Potsdam 7_13 0.9009 0.8669 0.8701 0.8948 0.8226 0.8415

Marion S1 0.9681 0.9235 0.9435 0.9170 0.9646 0.9396
Marion S2 0.9756 0.8704 0.9173 0.9514 0.9181 0.9333
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Table A4. Accuracies of the proposed method at the pixel level.

Scenes
CNN_ACM_1 CNN_ACM_2

Comp Corr F1 Comp Corr F1

Potsdam 2_13 0.9021 0.9054 0.9038 0.8678 0.9140 0.8903
Potsdam 6_15 0.8866 0.9626 0.9230 0.9369 0.9601 0.9483
Potsdam 7_13 0.9555 0.8438 0.8962 0.9058 0.8509 0.8775

Marion S1 0.9679 0.9187 0.9427 0.9184 0.9654 0.9413
Marion S2 0.9755 0.8621 0.9153 0.9511 0.9078 0.9290
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18. Mongus, D.; Lukač, N.; Žalik, B. Ground and building extraction from LiDAR data based on differential
morphological profiles and locally fitted surfaces. ISPRS J. Photogramm. Remote Sens. 2014, 93, 145–156.
[CrossRef]

19. Shan, J.; Sampath, A. Building extraction from LiDAR point clouds based on clustering techniques.
In Topographic Laser Ranging and Scanning: Principles and Processing; Toth, C.K., Shan, J., Eds.; CRC Press:
Boca Raton, FL, USA, 2008; pp. 423–446.

20. Awrangjeb, M.; Fraser, C.S. Automatic segmentation of raw LiDAR data for extraction of building roofs.
Remote Sens. 2014, 6, 3716–3751. [CrossRef]

21. Wang, R.; Hu, Y.; Wu, H.; Wang, J. Automatic extraction of building boundaries using aerial LiDAR data.
J. Appl. Remote Sens. 2016, 10, 016022. [CrossRef]

22. Fukushima, K.; Miyake, S.; Ito, T. Neocognitron: A neural network model for a mechanism of visual pattern
recognition. IEEE Trans. Syst. Man Cybern. 1983, SMC-13, 826–834. [CrossRef]

23. Lari, Z.; Ebadi, H. Automatic extraction of building features from high resolution satellite images using
artificial neural networks. In Proceedings of the ISPRS Conference on Information Extraction from SAR and
Optical Data, with Emphasis on Developing Countries, Istanbul, Turkey, 16–18 May 2007.

24. Vapnik, V.N. An overview of statistical learning theory. IEEE Trans. Neural Netw. 1999, 10, 988–999. [CrossRef]
[PubMed]

25. Turker, M.; Koc-San, D. Building extraction from high-resolution optical spaceborne images using the
integration of support vector machine (SVM) classification, Hough transformation and perceptual grouping.
Int. J. Appl. Earth Obs. Geoinf. 2015, 34, 58–69. [CrossRef]

26. Freund, Y.; Schapire, R.E. A decision-theoretic generalization of on-line learning and an application to
boosting. J. Comput. Syst. Sci. 1997, 55, 119–139. [CrossRef]

27. Ho, T.K. The random subspace method for constructing decision forests. IEEE Trans Pattern Anal. Mach. Intell.
1998, 20, 832–844. [CrossRef]

28. Guo, B.; Huang, X.; Zhang, F.; Sohn, G. Classification of airborne laser scanning data using JointBoost.
ISPRS J. Photogramm. Remote Sens. 2015, 100, 71–83. [CrossRef]

29. Lodha, S.K.; Kreps, E.J.; Helmbold, D.P.; Fitzpatrick, D.N. Aerial LiDAR Data Classification Using Support
Vector Machines (SVM). In Proceedings of the 3rd International Symposium on 3D Data Processing,
Visualization and Transmission (3DPVT 2006), Chapel Hill, NC, USA, 14–16 June 2006; pp. 567–574.
[CrossRef]

30. Lodha, S.K.; Fitzpatrick, D.M.; Helmbold, D.P. Aerial lidar data classification using AdaBoost. In Proceedings
of the Sixth International Conference on 3-D Digital Imaging and Modeling, Montreal, QC, Canada,
21–23 August 2007; pp. 435–442. [CrossRef]

31. Du, S.; Zhang, F.; Zhang, X. Semantic classification of urban buildings combining VHR image and GIS data:
An improved random forest approach. ISPRS J. Photogramm. Remote Sens. 2015, 105, 107–119. [CrossRef]

32. Niemeyer, J.; Rottensteiner, F.; Soergel, U. Contextual classification of lidar data and building object detection
in urban areas. ISPRS J. Photogramm. Remote Sens. 2014, 87, 152–165. [CrossRef]

33. Vakalopoulou, M.; Karantzalos, K.; Komodakis, N.; Paragios, N. Building detection in very high resolution
multispectral data with deep learning features. In Proceedings of the IEEE International Geoscience and
Remote Sensing Symposium, Milan, Italy, 26–31 July 2015; pp. 1873–1876. [CrossRef]

34. Erhan, D.; Szegedy, C.; Toshev, A.; Anguelov, D. Scalable object detection using deep neural networks. arXiv
2014, arXiv:1312.2249.

35. Li, Y.; He, B.; Long, T.; Bai, X. Evaluation the performance of fully convolutional networks for building
extraction compared with shallow models. In Proceedings of the IEEE International Geoscience and Remote
Sensing Symposium, Fort Worth, TX, USA, 23–28 July 2017; pp. 850–853. [CrossRef]

36. Long, J.; Shelhamer, E.; Darrell, T. Fully convolutional networks for semantic segmentation. In Proceedings
of the IEEE Conference on Computer Vision and Pattern Recognition, Boston, MA, USA, 7–12 June 2015;
pp. 3431–3440.

37. Badrinarayanan, V.; Kendall, A.; Cipolla, R. Segnet: A deep convolutional encoder-decoder architecture for
image segmentation. IEEE Trans. Pattern Anal. Mach. Intell. 2017, 39, 2481–2495. [CrossRef] [PubMed]

38. Maninis, K.-K.; Pont-Tuset, J.; Arbeláez, P.; Van Gool, L. Convolutional oriented boundaries: From image
segmentation to high-level tasks. IEEE Trans. Pattern Anal. Mach. Intell. 2018, 40, 819–833. [CrossRef]
[PubMed]

410



Remote Sens. 2018, 10, 1459

39. Rupprecht, C.; Huaroc, E.; Baust, M.; Navab, N. Deep active contours. arXiv 2016, arXiv:1607.05074.
40. Jing, Y.; An, J.; Liu, Z. A novel edge detection algorithm based on global minimization active contour model

for oil slick infrared aerial image. IEEE Trans. Geosci. Remote Sens. 2011, 49, 2005–2013. [CrossRef]
41. Douglas, D.H.; Peucker, T.K. Algorithms for the reduction of the number of points required to represent a

digitized line or its caricature. Cartogr. Int. J. Geogr. Inf. Geovisual. 1973, 10, 112–122. [CrossRef]
42. Rutzinger, M.; Rottensteiner, F.; Pfeifer, N. A comparison of evaluation techniques for building extraction

from airborne laser scanning. IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens. 2009, 2, 11–20. [CrossRef]

© 2018 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

411





remote sensing 

Article

A Boundary Regulated Network for Accurate Roof
Segmentation and Outline Extraction

Guangming Wu 1 ID , Zhiling Guo 1, Xiaodan Shi 1, Qi Chen 1,2, Yongwei Xu 1,

Ryosuke Shibasaki 1 and Xiaowei Shao 1,*

1 Center for Spatial Information Science, University of Tokyo, Kashiwa 277-8568, Japan;
huster-wgm@csis.u-tokyo.ac.jp (G.W.); guozhilingcc@csis.u-tokyo.ac.jp (Z.G.);
shixiaodan@csis.u-tokyo.ac.jp (X.S.); qichen@csis.u-tokyo.ac.jp (Q.C.);
xyw@csis.u-tokyo.ac.jp (Y.X.); shiba@csis.u-tokyo.ac.jp (R.S.)

2 Faculty of Information Engineering, China University of Geosciences (Wuhan), Wuhan 430074, China
* Correspondence: shaoxw@csis.u-tokyo.ac.jp; Tel.: +81-04-7136-4390

Received: 16 June 2018; Accepted: 26 July 2018; Published: 30 July 2018

Abstract: The automatic extraction of building outlines from aerial imagery for the purposes of
navigation and urban planning is a long-standing problem in the field of remote sensing. Currently,
most methods utilize variants of fully convolutional networks (FCNs), which have significantly
improved model performance for this task. However, pursuing more accurate segmentation results is
still critical for additional applications, such as automatic mapping and building change detection.
In this study, we propose a boundary regulated network called BR-Net, which utilizes both local and
global information, to perform roof segmentation and outline extraction. The BR-Net method consists
of a shared backend utilizing a modified U-Net and a multitask framework to generate predictions
for segmentation maps and building outlines based on a consistent feature representation from
the shared backend. Because of the restriction and regulation of additional boundary information,
the proposed model can achieve superior performance compared to existing methods. Experiments on
an aerial image dataset covering 32 km2 and containing more than 58,000 buildings indicate that
our method performs well at both roof segmentation and outline extraction. The proposed BR-Net
method significantly outperforms the classic FCN8s model. Compared to the state-of-the-art U-Net
model, our BR-Net achieves 6.2% (0.869 vs. 0.818), 10.6% (0.772 vs. 0.698), and 8.7% (0.840 vs. 0.773)
improvements in F1 score, Jaccard index, and kappa coefficient, respectively.

Keywords: roof segmentation; outline extraction; convolutional neural network; boundary regulated
network; very high resolution imagery

1. Introduction

In the field of remote sensing, for applications such as urban planning, land use analysis,
and automatic updating or generation of maps, automatic extraction of building outlines is a
long-standing problem. Recent years, based on the rapid development of imaging sensors and
operating platforms, a dramatic increase in the availability and accessibility of very high resolution
(VHR) remote sensing imagery has made this problem increasingly urgent [1]. Extracting building
outlines directly from images containing various backgrounds is very challenging because of the
complexity of color, luminance, and texture conditions. A two-step approach that first segments
building roofs and then generates outlines according to the segmentation results is more appropriate
for this problem.

Based on the scale, resolution, and precision level of extracted data, various methods
and algorithms have been proposed for segmenting VHR images [2]. These methods have
achieved acceptable precision levels that solve the aforementioned problem to some extent.
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However, for additional applications, such as building change detection and automatic mapping,
more accurate and robust methods are required.

According to the sources of the data, existing methods can be categorized as three groups:
(1) image only [3]; (2) Light Detection and Ranging (LiDAR) point cloud only [4]; and (3) combination
of both image and point cloud [5,6]. Based on the algorithms for segmentation, these methods can
also be divided into two groups: (1) non-classification-based methods; and (2) classification-based
methods. For non-classification-based methods, segmentation is performed by: (a) analyzing pixels
values or histograms to determine a threshold [7]; (b) detecting edges utilizing edge detectors [8];
or (c) utilizing region information [9,10]. Classification-based methods produce segmentations of an
image by classifying every pixel. Classification-based methods will first learn a pattern according to
ground truth data and then apply it to new images. Because these patterns can be adjusted based
on the ground truth data, learning-based methods have achieved superior performance in terms of
generalization and precision [11–13].

Prior to the introduction of convolutional neural networks (CNNs), classification-based methods
extract features from image by utilizing hand-crafted descriptors [14–17] and produce classification
result by utilizing various classifiers [18–20]. Because the type and parameters of a descriptor are
manually selected and optimized, an optimal solution typically requires significant trial-and-error
testing, which is labor intensive and lacks generalization ability. Rather than utilizing hand-crafted
descriptors, CNN methods automatically extract features and perform classification by utilizing
convolutional, subsampling, and fully-connected layers [21]. Because the feature extraction patterns
are learned directly from the data, CNNs have superior generalization capability and precision [22].

Since AlexNet overwhelmingly won the Large Scale Visual Recognition Challenge 2010
(LSVRC-2010) and 2012 [23], and based on the availability of open-source large-scale annotated
datasets [24–26], CNN-based algorithms have become the gold standard in many computer vision
tasks, such as image classification, object detection, and image segmentation. Initially, researchers
mainly applied patch-based CNN methods to detecting or segmenting buildings in aerial or satellite
images [27] and significantly improved classification performance. However, owing to extreme
memory costs and low computational efficiency, fully convolutional networks (FCNs) [28] have
recently attracted more attention in this area. Instead of utilizing small patches and fully-connected
layers to predict the class of a pixel, FCN methods utilize sequential convolutional, subsampling,
and upsampling operations to generate pixel-to-pixel translations between input and output images.
Because no patches or fully-connected layers are required, FCN methods greatly reduce memory costs
and the number of parameters, which significantly improves processing efficiency [29]. The classical
FCN simply performs single (FCN32s) or multiple (FCN16s and FCN8s) instances of upsampling of
subsampled layers to generate predictions for input images of consistent height and width. Because of
the information loss caused by the subsampling and upsampling operations, the prediction results of
FCN models often have blurred edges and low precision.

To overcome the limitations of the basic FCN model, some novel FCN-based methods have
been introduced to improve model performance. In place of the traditional upsampling operations,
the SegNet [30] adopts an unsampling operation that records pooling indices during the pooling
stage and then applies them during upsampling. The DeconvNet [31] method introduces a novel
deconvolution layer that can produce upsampled results utilizing convolution transpose operations.
Both unsampling and deconvolution partially solve the information loss caused by upsampling
operations, which leads to superior performance. Other methods, such as U-Net [32] and FPN [33],
adopt skip connections that utilize both the lower and upper layers to generate a final output, resulting
in superior performance. The MC-FCN [34] method utilizes multi-constraints to prevent bias and
improve precision.

These methods have improved the traditional FCN model through various innovative techniques
and achieved state-of-the art performance. However, these techniques either focus on replacing
bilinear upsampling with more information-preserving methods (SegNet and DeconvNet) or adding
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skip-connections/constraints (U-Net and MC-FCN) to achieve better utilization of the feature
representation capability of hidden layers. Another critical issue in FCN-based still exists. Regardless
of how these models generate predictions, for each pixel, its value is solely dependent on the
features of the upper layer within its localized receptive field (e.g., a 5 × 5 kernel), meaning the
global shape information (e.g., linear relationships between points and right-angle relationships
between lines) of building polygons are ignored. Additionally, when capturing aerial images, it is
inevitable to include noisy data, such as portions of buildings that are shadowed by surrounding trees.
In such cases, the more accurately a model can recognize boundary pixels, the greater the distance
between predictions and the ground truth will be.

In light of this issue, we propose a novel deep CNN architecture called the boundary regulated
network (BR-Net) to utilize both local and global information for better roof segmentation and more
accurate outline extraction. The BR-Net model adopts a modified U-Net structure as a shared backend
and simultaneously produces predictions for both segmentation and outlines. In the proposed BR-Net,
the optimizer has two main tasks. It must ensure that both the segmentation and outlines of the
prediction results are as close as possible to those of the ground truth. In this manner, in every
iteration, parameters are updated by considering both segmentation and outlines, which prevents
parameters from focusing on surrounding pixels and utilizes a wider range of global information.
Experiments on a VHR imagery dataset (see details in Section 2.1) demonstrate the effectiveness of
the proposed BR-Net model. In comparative experiments, the values of precision, recall, overall
accuracy, F1 score, Jaccard index [35] and kappa coefficient [36] achieved by the proposed method are
0.857, 0.885, 0.952, 0.869, 0.772, and 0.840, respectively. For all evaluation metrics other than recall,
the proposed BR-Net outperforms U-Net and significantly outperforms classic FCN8s. Furthermore,
sensitivity analysis indicates that other techniques, such as batch normalization (BN) [37] and leaky
rectified linear units (LeakyReLUs) [38], can be easily integrated into our BR-Net model to enhance
model performance for segmentation and outline extraction. The main contribution of this paper is that
we propose a novel boundary regulated network that improves the performance of the state-of-the-art
method (e.g., U-Net) for performing segmentation and outline extraction on VHR aerial imagery.
The introduction of boundary regulation provides new insight for improving model performance.

The materials and methods are presented in Section 2, where the configuration of the network
models are also described. In Section 3, the results of comparisons between four methods and
sensitivity analysis of BR-Net are introduced. Discussion and conclusions regarding our study are
presented in Sections 4 and 5, respectively.

2. Materials and Methods

2.1. Data

To evaluate the performance of different methods, a study area that covers 32 km2 in Christchurch,
New Zealand is chosen for this study. The aerial image dataset and corresponding building
outlines (polygons in .shp format) are downloaded from Land Information of New Zealand
(https://data.linz.govt.nz/layer/53413-nz-building-outlines-pilot/). The spatial resolution of the
aerial images is 0.075 m. The original images are captured during the flying seasons of 2015 and
2016. Later, they are converted into orthophotos and divided into tiles by the provider. The size of
each tile is 3200 × 4800 pixels (240 × 360 m2). Prior to conducting our experiments, we merge the
370 tiles within the study area into a single mosaic. Additionally, for the purpose of accurate roof
segmentation, we manually adjust vectorized building outlines to ensure that all building polygons
are strictly aligned with their corresponding roofs.

As shown in Figure 1, the study area is largely covered by residential or manufacturing buildings
with sparsely distributed patches of grassland. Prior to conducting our experiments, the study area is
evenly divided into two areas for training (Figure 1, left) and testing (Figure 1, right). The training and
testing areas contain 28,786 and 26,747 building objects, respectively.
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Figure 1. Aerial imagery of the study area ranging from 172◦33′ E to 172◦40′ E and 43◦30′ S to 43◦32′ S.

2.2. Methodology

Figure 2 presents the workflow for our study. The aerial imagery from the study area is processed
by utilizing a data preprocessing framework to extract proper training and testing data (see details in
Section 2.2.1). Then, the training data are further divided into two portions: 70% of the data are utilized
for direct model training and the remaining 30% are utilized for cross validation. Through training and
cross validation, hyper-parameters, such as number of iterations (or epochs) and value of learning rate,
are optimized and determined. Then, the model trained by optimized hyper-parameters is utilized
for generating predictions from the testing data. The performance of the model is evaluated based
on commonly used evaluation metrics. For evaluating segmentation performance in this study,
we chose precision, recall, overall accuracy, Jaccard index, and kappa coefficient. To compare the raw
performance of different methods, all evaluation metrics are computed without any post-processing
operations, such as conditional random fields [39] or morphological operations [40]. The final outlines
of the buildings are extracted from the segmentation maps by utilizing the Canny operator [41].

Figure 2. Workflow for our study. The proposed BR-Net method is trained and cross validated utilizing
the training data. Later, evaluation of model performance is conducted by utilizing the testing data.
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2.2.1. Data Preprocessing

The aerial imagery from the study area is divided into training and testing regions. Later, the aerial
imagery from both regions is processed by a sliding window of 224 × 224 pixels (with stride of
224 pixels) to generate image slices. In deep learning, particularly for classification tasks, biased data
typically leads to overfitting and poor generalization [42]. To avoid this issue, thresholding is applied
to the slices generated from the training region to filter out image slices with low building coverage
rates (e.g., building coverage rate ≤ 15%). After data preprocessing, the number of samples in training,
validation and testing data are 27,912, 1952 and 71,688, respectively.

2.2.2. Boundary Regulated Network

The classic FCN model, which utilizes fully convolutional layers to perform pixel-to-pixel
translations from inputs to outputs, is first proposed by Long et al. in 2015. By removing
fully-connected layers, the FCN model greatly reduces the total number of parameters and significantly
improves model performance. Advanced FCN-based models improve model performance by utilizing
novel techniques, such as unsampling (SegNet), deconvolution (DenconvNet), skip connections
(U-Net), and multi-constraints (MC-FCN). Although these FCN-based models are already very
powerful, they still have some limitations:

• For these models, the prediction value of each pixel is solely based on the features
within a localized receptive field (e.g., a 3 × 3 kernel). Therefore, global information
(e.g., linear relationships between points and right angle relationships between lines) of building
polygons cannot be utilized by these models.

• When capturing aerial imagery, it is inevitable to obtain noisy data, such as portions of buildings
that are shadowed by surrounding trees. If the models are successfully trained to strictly segment
the image solely by surrounding pixels, the hidden part of building polygon will be ignored.

To overcome these limitations, the proposed BR-Net model adopts multitask learning for
segmentation and outline extraction to utilize both local and global information of images. During
the training phase, the optimizer has two main tasks. It must ensure that both the segmentation
and outline extraction prediction results are as consistent as possible with the corresponding ground
truth. In this manner, during every iteration, the boundary information can restrict and regulate the
parameter updating. It will prevent mapping pattern of model from biasing toward segmentation map
of surrounding pixels.

Figure 3 presents the network architecture of the proposed BR-Net model. This model is composed
of two parts: (1) an optimized U-Net-style FCN as a shared backend; and (2) a dual prediction framework
for generating segmentation and outline extraction results. In the shared backend, there are several
convolution, nonlinear activation, subsampling, and skip-connection operations.

The convolution operation is an element-wise multiplication performed via kernels. The size of
the kernel determines the range of receptive field. In contrast to a rectified linear unit (ReLU) [43],
which sets all values less than zero to zero, the output will be handled by a LeakyReLU with an
alpha value of 0.1. To accelerate deep network training, avoid bias and prevent gradient vanishing,
BN layers are heavily applied following convolutional layers. In this study, max-pooling [44] is
chosen for subsampling the height and width of intermediate features. To achieve a consistent size
between inputs and outputs, sequential bilinear upsampling [45] and skip-connection operations are
implemented. A skip-connection is a concatenating operation across a single axis.

For multitask prediction, both segmentation and outline predictions are generated from the same
output from the shared backend. For each prediction, a single kernel convolution operation followed
by a sigmoid operation is required.
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Figure 3. The network architecture of the proposed BR-Net model. The BR-Net model adopts a
modified U-Net structure as a shared backend and performs multitask predictions for roof segmentation
and outline extraction.

The binary cross entropy [46] between a prediction and the corresponding ground truth is utilized
to compute the losses for segmentation (Lossseg) and outline (Lossbou). Each loss can be calculated as

Loss = − 1
h × w

h,w

∑
i=1,j=1

gi,j × log(yi,j) + (1 − gi,j)× log(1 − yi,j) (1)

where h and w represent the height and width of the prediction (y) and corresponding ground truth
(g). The value of yi,j is the predicted probability of the pixel category.

Therefore, the total loss of the BR-Net can be formulated as

Loss f inal = (1 − α)× Lossseg + α × Lossbou (2)

where α is the weight of the boundary loss (Lossbou). In this study, the value of α is set to 0.5.
With final loss being minimized by an Adam optimizer [47] in every iteration, the BR-Net model

learns a mapping pattern that can produce predictions for both segmentation and outlines utilizing a
single input.

2.3. Experimental Setup

2.3.1. Architecture of the BR-Net

The architecture of the BR-Net consists of a shared backend and multitask prediction model.
The shared backend consists of four sequential down-blocks, one central conv-block, and four
sequential up-blocks. The central conv-block is a 3 × 3 convolutional layer with 384 kernels followed
by a LeakyReLU activation function and BN layer. Four skip connections are placed between the
2nd BN layer among the down-blocks and corresponding upsampling layer among the up-blocks.
The initial input of the model is an RGB image slice of 224 × 224 pixels. The output of each block
serves as the input for the next block.
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Figure 4a presents the structure of a down-block. The h, w, and d represent the height, width, and
depth of an input, respectively. k represents the number of kernels that are utilized for convolution
operations. Each down-block has two convolutional layers followed by two LeakyReLU activation
functions, two BN layers, and a max-pooling layer. For each input, a down-block generates an output
with half the width and height. The numbers of kernels in the four down-blocks are [24, 48, 96, 192].

Figure 4b presents the structure of an up-block. The h, w, and d represent the height, width and
depth of an input, respectively. k and k’ represent the dimension of the corresponding BN layer among
the down-blocks and the number of kernels utilized for convolution operations, respectively. In an
up-block, there is a single bilinear upsampling layer, a skip connection layer, and three convolutional
layers followed by LeakyReLU activation functions and BN layers. An up-block doubles the width
and height of its input. The numbers of kernels in the four up-blocks are [192, 96, 48, 24].

CONV(3x3), (w, h, k)

BN, (w, h, k)

CONV(3x3), (w, h, 2*k)

BN, (w, h, 2*k)

Max-pooling, (w/2, h/2, 2*k)

Input = (w, h, d)
BN,  (2*w, 2*h, k )

CONV(3x3), (2*w, 2*h, k )

BN, (2*w, 2*h, k )

CONV(3x3), (2*w, 2*h, k )

Upsampling, (2*w, 2*h, k )

a. Layers in down-block.                                   b. Layers in up-block

BN, (2*w, 2*h, k)
concatenate

LeakyReLU

LeakyReLU

LeakyReLU

LeakyReLU

CONV(1x1), (w, h, k )

Input = (w, h, d)

LeakyReLU

BN, (w, h, k )

Figure 4. Layers in down-blocks and up-blocks of the shared backend.

The output of the shared backend is a 3D matrix with consistent width and height of the input
image. A single 1 × 1 convolutional kernel followed by a sigmoid activation function is applied to the
output to generate predictions for segmentation maps. Similarly, single 3 × 3 convolutional kernel
with sigmoid activation function is used for generating outlines. The losses of different tasks are then
calculated by computing the binary cross entropy between the predictions and ground truth.

2.3.2. Integration of Different Components

To further analyze the importance and significance of different components, including BN,
LeakyReLU, and the proposed multitask training loss function, various combinations of the three
components are tested in a comparison experiment. As shown in Table 1, BR-Net models with different
combinations of components (with and without BN after each convolution operation, and with and
without nonlinear activation of ReLU/LeakyReLU functions (see details in Figure 4)) are trained and
validated utilizing the same training and testing data.
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Table 1. Component combinations of BR-Net models.

Combinations BN ReLU LeakyReLU

− BN / ReLU *
+ BN / ReLU * *
− BN / LeakyReLU *
+ BN / LeakyReLU * *

3. Results

The best FCN variant (FCN8s) and classic U-Net model are adopted as baseline models in our
comparisons. These models, as well as the proposed BR-Net model, are trained and evaluated utilizing
the same dataset and processing platform.

3.1. Hyper-Parameter Optimization

Figure 5 shows the trends of model performances under training rates of 5 × 10−3, 1 × 10−3,
2 × 10−4, 4 × 10−5 and 8 × 10−6. In general, too large (>1 × 10−3) or too small (<4 × 10−5) learning
rate leads to poor performance. Three different methods (FCN8s, U-Net and BR-Net) show similar
trends over various learning rates:

• As shown in Figure 5a, FCN8s model achieves the best performance with the learning rate of
2 × 10−4. For major metrics, FCN8s model shows similar values using learning rate between
4 × 10−5 and 2 × 10−4.

• As shown in Figure 5b, U-Net model shows the highest values of major metrics with the learning
rate of 2 × 10−4. Under learning rates from 2 × 10−4 to 1 × 10−3, the performances of U-Net
model are almost identical.

• As shown in Figure 5c, similar to FCN8s and U-Net methods, the BR-Net model reaches its best
performance with the learning rate of 2 × 10−4.
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Figure 5. Model performances using learning rates of 5 × 10−3, 1 × 10−3, 2 × 10−4, 4 × 10−5 and
8 × 10−6: (a) performances of FCN8s under various learning rates; (b) performances of U-Net under
various learning rates; and (c) performances of BR-Net under various learning rates.

3.2. Qualitative Result Comparisons

3.2.1. Result Comparisons at Region Level

Figure 6 reveals that the BR-Net method is superior to U-Net and significantly outperformed
the FCN8s method in the region-level comparison. In residential regions, such as the top-left
and bottom-right regions, all three methods are capable of building recognition and segmentation.
The FCN8s model presents significantly more false positives than the other methods. The U-Net model
presents fewer false positives than FCN8s, but still failed to discriminate roads when compared to
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the BR-Net model. In non-residential regions, such as the top-right, central, and bottom-left regions,
the U-Net and BR-Net models present a significantly smaller number of false positives than FCN8s.

Image

FCN8s

U-Net

BR-Net

Top-left              Top-right               Central               Bottom-left          Bottom-right

Figure 6. Results of roof segmentation of regions by FCN8s, U-Net, and the proposed BR-Net. The five
regions are located in the top-left, top-right, central, bottom-left, and bottom-right portions of the
testing area. Each region contains 2240 × 2240 pixels. The green, red, blue, and white channels in the
results represent true positive, false positive, false negative, and true negative predictions, respectively.

Figure 7 presents the outline extraction results of the FCN8s, U-Net, and BR-Net methods.
In residential regions (e.g., top-left and bottom-right regions), the majority of building outlines are
extracted by all three models. However, the results from the FCN8s model contain more false positive
polygons and lines compared to the other two methods. Compared to U-Net, BR-Net presents fewer
false positives in adjacent areas between buildings and roads. Similar to the residential regions, in the
non-residential regions in the top-right, central, and bottom-left portions of the test area, the FCN8s
method generates a relatively large number of false positives.

3.2.2. Result Comparisons at Single-House Level

To further explore the improvements in our method compared to other methods, several
representative samples are selected for additional comparison.

Figure 8 presents eight representative groups of segmentation results generated by FCN8s, U-Net,
and BR-Net. In general, U-Net and BR-Net perform better than FCN8s with slightly fewer false
negatives (d and c) and significantly fewer false positives (a, b, e, f, and h), respectively. Compared to
the U-Net model, BR-Net model generates fewer false negatives within buildings (a, d, f, and g) and
fewer false positives around building edges (b, c, and e).
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Figure 7. Results of outline extraction from different regions by FCN8s, U-Net, and the proposed
BR-Net. The five regions are located in the top-left, top-right, central, bottom-left, and bottom-right
portions of the testing area. Each region contains 2240 × 2240 pixels. The green, red, blue, and white
channels in the results represent true positive, false positive, false negative, and true negative
predictions, respectively.

a                   b                    c               d                    e                  f                    g                  h

Image

FCN8s

U-Net

BR-Net

Figure 8. Representative results of single-building-level segmentation by FCN8s, U-Net, and BR-Net.
The green, red, blue, and white channels in the results represent true positive, false positive,
false negative, and true negative predictions, respectively.

Figure 9 presents eight representative groups of outline extraction results from FCN8s, U-Net,
and BR-Net. In general, all three methods can extract the major parts of buildings. For aerial images
captured in good imaging conditions, both BR-Net and U-Net can generate near-perfectly aligned
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building outlines, whereas the polygon shapes in the FCN8s results are slightly twisted (c and h).
For aerial images captured in shadowy condition, the BR-Net model produces results that are close to
the actual shapes of buildings, instead of only the unobstructed parts of building (a, e, and g). It should
be noted that, when both FCN8s and U-Net produce broken polygons, the proposed BR-Net model
can still generate acceptable outlines (d and f).

a                   b                    c               d                    e                  f                    g                  h

Image

FCN8s

U-Net

BR-Net

Figure 9. Representative results of single-building-level outline extraction by FCN8s, U-Net and,
BR-Net. The green, red, blue, and white channels in the results represent true positive, false positive,
false negative, and true negative predictions, respectively.

3.3. Quantitative Result Comparisons

In this study, two imbalanced metrics of precision and recall, and four general metrics of overall
accuracy, F1 score, Jaccard index, and kappa coefficient are utilized for quantitative evaluations of roof
segmentation results. Figure 10 presents comparative results between FCN8s, U-Net, BR-Net for the
testing area.

For the imbalanced metrics of precision and recall, the BR-Net method achieves significantly
higher values of precision (0.857 vs. 0.742 for U-Net and 0.620 for FCN8s), which indicates that our
method performs well in terms of suppressing false positives. This result is consistent with the
observations in Figure 6. However, compared to the recall value of 0.922 for FCN8s and U-Net,
BR-Net achieves a slightly lower value of 0.885. Compared to the U-Net method, the BR-Net method
shows 15.5% (0.857 vs. 0.742) improvement of precision and 4.0% (0.885 vs. 0.922) decline of recall.
The improvement in precision (15.5%) significantly outweighs the decline in recall (4.0%).

For the four general metrics, the BR-Net model achieves the highest values for overall accuracy,
F1 score, Jaccard index, and kappa coefficient. For overall accuracy, BR-Net achieves improvements of
approximately 2.8% (0.952 vs. 0.926) over U-Net and 8.1% (0.952 vs. 0.881) over FCN8s. For F1
score, BR-Net achieves improvements of approximately 6.2% (0.869 vs. 0.818) over U-Net and
17.9% (0.869 vs. 0.737) over FCN8s. Compared to the FCN8s method, the BR-Net method achieves
improvements of 30.1% (0.772 vs. 0.589) and 26.3% (0.840 vs. 0.665) for Jaccard index and kappa
coefficient, respectively. Compared to the U-Net method, the BR-Net method achieves improvements
of 10.6% (0.772 vs. 0.698) and 8.7% (0.840 vs. 0.773) for Jaccard index and kappa coefficient, respectively.
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Accuracy F1-score Jaccard Kappa

FCN8s 0.620 0.922 0.881 0.737 0.589 0.665
U-Net 0.742 0.922 0.926 0.818 0.698 0.773

BR-Net 0.857 0.885 0.952 0.869 0.772 0.840

a. 

b.

BR-Net

Figure 10. Comparison of segmentation performances of FCN8s, U-Net, and BR-Net across the entire
testing area. (a) Bar chart for performance comparison. The x- and y-axis represent the evaluation
metrics and corresponding values, respectively. (b) Table of performance comparisons of methods.
For each evaluation metric, the highest values are highlighted in bold.

3.4. Sensitivity Analysis of Components

The sensitivity of the components for BN and nonlinear activation of ReLU/LeakyReLU functions
is analyzed in this section.

Figure 11 presents representative roof segmentation results from BR-Net with different
combinations of components. Compared to the basic BR-Net model (−BN/ReLU), adding BN
(+BN/ReLU) or replacing the ReLU activation function with a LeakyReLU activation function
(−BN/LeakyReLU), or combining both batch normalization and LeakyReLU (+BN/LeakyReLU)
slightly reduces the number false positives (e and h) and false negatives (a, b, d, and g), which leads
to better overall performance for roof segmentation. The performance improvements resulting from
adding BN and replacing the activation function are quite similar.

Figure 12 presents representative results of single-house-level outline extraction from BR-Net with
different combinations of components. Similar to the roof segmentation results, the BR-Net model with
the addition of BN (+BN/ReLU) or replacement of the ReLU activation function with a LeakyReLU
activation function (−BN/LeakyReLU), or combining both BN and LeakyReLU (+BN/LeakyReLU),
produces better building contours for both shadowed (a, c, d, and g) and non-shadowed (b, e, f, and h)
images. However, the differences between the BR-Net models of +BN/ReLU, −BN/LeakyReLU,
and +BN/LeakyReLU are not significant.
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Figure 11. Representative results of single-building-level roof segmentation from BR-Net with various
combinations of components. The green, red, blue, and white channels in the results represent true
positive, false positive, false negative, and true negative predictions, respectively.
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Figure 12. Representative results of single-building-level outline extraction from BR-Net with various
combinations of components. The green, red, blue, and white channels in the results represent true
positive, false positive, false negative, and true negative predictions, respectively.

The evaluation results of BR-Net with various combinations of components are presented in
Figure 13.

In Figure 13a, for all evaluation metrics other than recall, the BR-Net model with the addition of
BN (+BN/ReLU) or replacement of ReLU with LeakyReLU (−BN/LeakyReLU), or combining BN and
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LeakyReLU (+BN/LeakyReLU), produces slightly higher values than the basic model (−BN/ReLU).
Compared to the basic model, the model utilizing LeakyReLU (−BN/LeakyReLU) produces a higher
value of recall.

In Figure 13b, the BR-Net model with BN and LeakyReLU (+BN/LeakyReLU) produces the
highest values for five out of six evaluation metrics, namely precision, overall accuracy, F1 score,
Jaccard index, and kappa coefficient. Compared to the basic model, the increases in these metrics are
4.3% (0.857 vs. 0.822), 0.5% (0.952 vs. 0.947), 1.2% (0.869 vs. 0.859), 2.1% (0.772 vs. 0.756), and 1.6%
(0.840 vs. 0.827), respectively. However, the model with BN and LeakyReLU results in the lowest value
of recall with a decrease of approximately 2.0% (0.885 vs. 0.903) compared to the base model.
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Combinations Precision Recall Overall 
Accuracy F1-score Jaccard Kappa

 –BN/ReLU 0.822 0.903 0.947 0.859 0.756 0.827
 +BN/ReLU 0.838 0.902 0.950 0.866 0.770 0.835

–BN/LeakyReLU 0.826 0.919 0.950 0.868 0.770 0.838
+BN/LeakyReLU 0.857 0.885 0.952 0.869 0.772 0.840

Figure 13. Comparison of segmentation performances of BR-Net models with various combinations of
components. (a) Bar chart for performance comparison. The x- and y-axis represent the evaluation
metrics and corresponding values, respectively. (b) Table of performance comparisons of methods.
For each evaluation metric, the highest values are highlighted in bold.

3.5. Computational Efficiency

The FCN8s, U-Net, and BR-Net models were implemented in PyTorch (https://pytorch.
org/) and tested on a 64-bit Ubuntu system equipped with an NVIDIA GeForce GTX 1070
GPU (https://www.nvidia.com/en-us/geforce/products/10series/geforce-gtx-1070-ti/) and 8 GB
of memory. During training, the Adam stochastic optimizer [47] with a learning rate of 2 × 10−4 and
betas of (0.9, 0.999) was utilized. To conduct fair comparisons between the different methods, the batch
size and iteration number for training were fixed as 24 and 10,000, respectively.

The computational efficiencies of the different methods during different stages are listed in
Table 2. During the training stage, the FCN8s model processes approximately 29.3 frames per second
(FPS), while the fastest model (U-Net) reached 91.7 FPS. For the BR-Net models, adding BN or
replacing ReLU with LeakyReLU will decrease training speed. During the testing stage, as there is no
need for gradient calculation or parameter updating, all models are 3–4 times faster. Similar to the
training stage, the U-Net model is faster than all BR-Net models. However, the differences in their
computational efficiencies become smaller. Compared to the BR-Net model with the best performance
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(+BN/LeakyReLU), the U-Net model achieves 16.2% (91.7 vs. 80.2) and 12.3% (280.6 vs. 249.9) higher
FPS during the training and testing stages, respectively.

Table 2. Comparison of computational efficiency of FCN8s, U-Net, and BR-Net with various
combinations of components.

Stage FCN8s U-Net
BR-Net

(−BN/ReLU)
BR-Net

(+BN/ReLU)
BR-Net

(−BN/LeakyReLU)
BR-Net

(+BN/LeakyReLU)

Training (FPS) 29.3 91.7 88.1 80.2 86.6 78.9
Testing (FPS) 130.2 280.6 276.5 252.5 274.1 249.9

4. Discussion

4.1. Regarding the Proposed BR-Net Model

In the field of remote sensing, deep CNN models are first applied to detecting buildings in rural
area [48] or informal settlements [49]. Because of limitations in terms of heavy memory costs and
low computational efficiency, these patch-based CNN models are not capable of performing roof
segmentation over large areas. In 2016, Maggiori et al. first adopted an FCN for segmenting large-scale
aerial images [50,51]. With the development of new computer vision algorithms, more advanced
FCN-based models, such as SegNet, U-Net, and MC-FCN, have been introduced and optimized for
roof segmentation tasks.

In this paper, we propose a novel boundary regulated network termed BR-Net to improve
capability of roof segmentation and outline extraction through combination of both local and global
information of images. Existing advanced FCN-based models enhance the performance of the classic
FCN model by either focusing on replacing the simple bilinear upsampling operation with more
information-preserving methods (e.g., unsampling in SegNet and deconvolution in DeconvNet) or
making better usage of the feature representation capability of hidden layers (e.g., skip-connections
in U-Net and multi-constraints in MC-FCN). In contrast to other advanced FCN-based models,
the proposed BR-Net model adopts a shared backend utilizing a modified U-Net and a dual prediction
framework for the generation of segmentation and outline extraction results. Because of the multitask
learning, BR-Net can utilize both local information from surrounding pixels to segment buildings
and global information from polygons to generate outline. Comparative results from the testing
area demonstrated that the proposed BR-Net model further improves the capability of FCN-based
methods (FCN8s and U-Net) and achieves state-of-the-art performance on this task. Additionally,
other techniques, such as BN and LeakyReLU activation, can be easily integrated into BR-Net to
achieve superior performance.

4.2. Accuracies, Uncertainties, and Limitations

Compared to classic FCNs (FCN8s) and the state-of-the-art fully convolutional model (U-Net),
BR-Net achieved the highest values for five out of six evaluation metrics (precision, overall accuracy,
F1 score, Jaccard index, and kappa coefficient). The BR-Net model achieves a value of 0.857 for the
precision, whereas U-Net and FCN8s only achieve values of 0.742 and 0.620, respectively. However,
BR-Net shows slightly lower recall than FCN8s and U-Net (0.885 of BR-Net vs. 0.922 of FCN8s and
U-Net). The increment of the precision as well as the decline of recall from BR-Net might due to the
regulation of boundary information that avoid making prediction solely by surrounding pixels. Since
the improvement in precision significantly outweighs the decline in recall, the proposed BR-Net model
is superior to FCN8s and U-Net at roof segmentation and outline extraction tasks.

From the sensitivity analysis of different components, adding BN after each convolutional
operation or replacing the traditional ReLU activation function with a LeakyReLU or combining
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both BN and LeakyReLU is able to improve the performance of the basic BR-Net model (see details in
Figure 13).

As shown in Table 3, compared to U-Net, even the basic BR-Net model (−BN/LeakyReLU)
achieves higher values for all evaluation metrics other than recall. Adding boundary loss to U-Net
leads to better performance (basic BR-Net vs. U-Net). In comparison to optimized BR-Net, negative
BR-Net shows smaller values of major metrics including precision, overall accuracy, f1-score, Jaccard
index and kappa (see Rows 4 and 5 of Table 3). Removing boundary loss from optimized BR-Net leads
to weaker performance (negative BR-Net vs. optimized BR-Net). These results demonstrate that our
proposed boundary loss is a critical factor for improving model performance.

Table 3. Comparison of segmentation performances of U-Net, basic BR-Net, negative BR-Net and
optimized BR-Net. The highest values for different metrics are highlighted in bold.

Methods Precision Recall
Overall

Accuracy
F1-score Jaccard Kappa

U-Net 0.742 0.922 0.926 0.818 0.698 0.773
basic BR-Net 1 0.822 0.903 0.947 0.859 0.756 0.827
negative BR-Net 2 0.768 0.951 0.936 0.845 0.739 0.806
optimized BR-Net 3 0.857 0.885 0.952 0.869 0.772 0.840

1 BR-Net (−BN/ReLU); 2 BR-Net (+BN/LeakyReLU), without boundary loss; 3 BR-Net (+BN/LeakyReLU).

During our computational efficiency analysis, we observed a significant increasing in
computational cost when utilizing the multitask framework, BN, or LeakyReLU in the training
stage. The differences in processing speed became much smaller in testing stage. This decrease
in computational efficiency may become a problem when applying our method to very large
datasets, such as automatic mappings of provinces or entire countries. Additionally, compared
to the performances of FCN8s and U-Net, the performance of BR-Net is lower by approximately 4.0%
(0.885 vs. 0.922) in terms of recall. The balance between precision and recall must be studied further.
Additionally, even for the optimized BR-Net model, there is still a certain amount of false positives
in its prediction results (see top-right and bottom-left regions in Figure 6), which prevents its further
application for more precise outline extraction and vectorization.

5. Conclusions

In this paper, we propose a novel boundary regulated network for accurate roof segmentation
and outline extraction from VHR aerial images. The proposed BR-Net model has the ability to perform
automatic segmentation and outline extraction from RGB images. Its performance is verified through
several experiments on a VHR dataset covering approximately 32 km2. With its unique design of
boundary restriction and regulation, the proposed method achieved significantly better performance
than FCN8s and U-Net. In comparison to U-Net, BR-Net achieved gains of 6.2% (0.869 vs. 0.818),
10.6% (0.772 vs. 0.698), and 8.7% (0.840 vs. 0.773) in F1 score, Jaccard index, and kappa coefficient,
respectively. Sensitivity analysis demonstrated that adding BN or utilizing LeakyReLU, or combining
BN and LeakyReLU, can further improve model performance. In future studies, we will further
optimize our network architecture to achieve better performance with less computational cost.
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