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Preface to “Water Resources Assessment 
and Management in Drylands” 

Drylands are fragile environments and, therefore, highly susceptible to 
environmental changes. They cover nearly 50% of the world’s land surface and are 
increasingly being reclaimed by a growing population for food production and 
urbanization. This makes water resources management in drylands an extremely 
important issue. The unplanned water resources development may result in 
aquifer depletion, soil and/or water salinization, loss of water through 
evapotranspiration due to inadequate irrigation systems, and land degradation 
such as soil erosion, soil crusting, and sand encroachment to name a few. 

Drylands can also serve as excellent indicators of the onset, nature and 
severity of climate shifts as their ecosystems respond almost immediately to 
temperature variations and water stresses. Therefore, assessing and managing 
these ecosystems is vital because they may serve as early warning systems. The 
combined effect of climate and land use changes can have long lasting and 
disastrous consequences on these ecosystems that must be adverted as they 
become increasingly important for food production. 

Fortunately technological advances are providing the means to observe and 
measure almost in real time the status of dryland ecosystems and their resources. 
Dryland ecosystem models are increasingly built with information derived from a 
variety of disparate sources and scales, from field surveys and field experiments 
to satellite Earth observations. Studies on dryland ecosystem function, services 
and water demands are progressively conducted by drawing insights from 
multiple disciplines. This is largely made possible due to the use of geospatial 
information technology and tools which enable surveying and analyzing large 
amounts of data. 

The diversity of problems affecting drylands water resources demands up-to-
date scientific information to guide their rational uses. Such information needs to 
be made accessible to decision makers and the general public to promote 
transparency and engagement in the decision-making process. Adequate policies 
can help in mitigating adverse environmental impacts by regulating and 
managing these precious and scarce natural resources. 

This Special Issue on “Water Resources Assessment and Management in 
Dryland” is intended to provide a collection of articles addressing various aspects 
of dryland hydrology. Articles about recent scientific discoveries in hydrology / 
hydrogeology, new emerging technologies and their use in water resources 
assessment, development, and management are compiled here in three chapters. 
The first chapter addresses methods and techniques to assess water resources, the 
second chapter deals with water policy and management issues in drylands, and 
the third chapter contains examples of agricultural water management in 
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drylands. It is hoped that the selection of papers will give the reader an overview 
of current research in this field. 

Magaly Koch and Thomas M. Missimer 
Guest Editors 



Editorial to “Water Resources Assessment
and Management in Drylands”
Magaly Koch and Thomas M. Missimer

Abstract: Drylands regions of the world face difficult issues in maintaining water
resources to meet current demands which will intensify in the future with population
increases, infrastructure development, increased agricultural water demands, and
climate change impacts on the hydrologic system. New water resources evaluation
and management methods will be needed to assure that water resources in drylands
are optimally managed in a sustainable manner. Development of water management
and conservation methods is a multi-disciplinary endeavor. Scientists and engineers
must collaborate and cooperate with water managers, planners, and politicians to
successfully adopt new strategies to manage water not only for humans, but to
maintain all aspects of the environment. This particularly applies to drylands regions
where resources are already limited and conflicts over water are occurring. Every
aspect of the hydrologic cycle needs to be assessed to be able to quantify the available
water resources, to monitor natural and anthropogenic changes, and to develop
flexible policies and management strategies that can change as conditions dictate.
Optimal, sustainable water management is achieved by cooperation and not conflict,
thereby necessitating the need for high quality scientific research and input into
the process.

Reprinted from Water. Cite as: Koch, M.; Missimer, T.M. Water Resources Assessment
and Management in Drylands. Water 2016, 8, 8.

1. Introduction

Population and water demand are rapidly growing in the drylands regions of
the world. More than 20% of the world’s population, at least 1.2 billion, currently
live in areas with physical scarcity of water. Arid and semi-arid regions occur in
about 30% of the total land area of the Earth and with intensification of desertification
caused by global warming and poor land management practices, this percentage
is increasing [1]. The future health and well-being of the populations occupying
these areas are dependent upon being able to assess the status of the available water
resources in real time and to develop and implement policies and management
strategies to maintain and grow water supplies.

The papers contained within this Special Issue of Water, entitled “Water
Resources Assessment and Management in Drylands”, describe new methods of
water resources assessment and evaluation of drylands hydrology, use of new tools
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in the implementation of water policies and management strategies, and strategies
used to manage agricultural water use which accounts for the largest global water
use at over 70% [1]. The papers cover different areas of geography and climatic
conditions that highlight a variety of techniques tailored to the unique conditions
occurring within regions with differing water use rates and management problems.

2. Contributors

New methods and the application of old ones are required to assess and
manage water resources in drylands regions. Thomas et al. [2] provide a regional
assessment of the impact of rainfall intensity on the recharge rate over a large area
of the southwestern United States in their paper entitled “Precipitation Intensity
Effects on Groundwater Recharge in the Southwestern United States”. They use a
combination of the water table fluctuation and master recession curve methods
to assess aquifer recharge applied to water level data collected from a large
number of observation wells. They apply a double mass curve graphical method
to assess the consistency of hydrologic data and an intensity-duration-frequency
analysis to develop recharge/precipitation ratios. The techniques applied yield
intensity-duration-frequency curves for various rainfall events ranging from three to
48 h in duration. This type of analysis is critical in developing assessments of recharge
rates during climate change that may bring changes in duration of rainfall events and
drought periods. They emphasize the importance of “characterizing groundwater
recharge behaviors over short time periods which are affected by variability in
precipitation statistics” to understanding overall recharge for the development of
improved groundwater management strategies.

The paper by Jadoon et al. [3] entitled “Anthropogenic-induced changes in
the mechanism of drylands ephemeral stream recharge, western Saudi Arabia”
documents how over-pumping of a shallow aquifer system in drylands can impact
recharge. The authors demonstrate that a wadi system in western Saudi Arabia
can no longer recharge by conventional infiltration and percolation from a channel
during storm events. The natural occurrence of thin clay layers in the unsaturated
zone and a pumping-induced water table position more than 10 m below surface
no longer allows infiltrated water to reach the water table. Recharge can now occur
only around the wadi perimeter where permeable sediments intersect with fractured
rocks that receive rainfall. The only water management remedy to make the aquifer
system sustainable is to curtail pumping until the water table reaches a level that can
be maintained by rainfall recharge and a lesser degree of pumping.

In their paper “Predicting soil infiltration and horizon thickness for a large-scale
water balance model in an arid environment”, Saito et al. [4] use a model calibrated
from double-ring infiltrator data, horizon thickness measurements, and vegetation
surveys to assess infiltration over a 30 km � 50 km area of Western Australia. They
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developed a set of type curves relating cumulative infiltration with time and
related the curves to vegetative biomass. They concluded that a strong correlation
occurs that relates cumulative infiltration and horizon thickness with biomass and
canopy coverage. The predictive equations developed can be used with vegetation
distribution maps derived from a combination of field surveys and satellite images
to make landscape-scale infiltration estimates.

Re-forestation is a method commonly used to help slow or mitigate
desertification. Huang et al. [5], in their paper entitled “Simulation of water use
dynamics by Salix bush in a semi-arid shallow groundwater area of the Chinese
Erdos Plateau”, evaluate the impacts of using this plant to develop shelterbelts
and to return farmland to forest. They used the Hydrus-1D model to evaluate
the contributions of groundwater and the plant to evapotranspiration (ET). This
model allowed investigation of the heat flux on soil water flux and evaluation of the
impact of Salix on evapotranspiration. They concluded that the water use of Salix is
dependent on rainfall infiltration and, in the driest period, more groundwater is used.
Also, groundwater contributions to ET were 26.9% and 40.6% with and without heat,
which causes groundwater contribution to be over-estimated when thermally-driven
water vapor flow is not taken into account.

A major water management strategy in drylands regions is the use of managed
aquifer recharge to balance water supply imbalances [6]. In two companion papers,
Lopez et al. [7] in their paper “Method of relating grain size distribution to hydraulic
conductivity in dune sands to assist in assessing managed aquifer recharge projects:
Wadi Khulays dune field, western Saudi Arabia” and Mughal et al. [8] in their paper
“Experimental measurement of diffusive extinction depth and soil moisture gradients
in a dune sand aquifer in western Saudi Arabia: Assessment of evaporation loss
for design on an MAR system” deal with two important issues in assessing the
feasibility and design of Managed Aquifer Recharge (MAR) systems in a hyper-arid
region. The location of MAR projects in stabilized dune fields requires screening of
large landscape areas to assess potentially feasible sites. Lopez et al. [7] developed
a mathematical method using grain size distribution data to estimate hydraulic
conductivity. Their research documents the changes of hydraulic conductivity
and effective porosity with grain size distribution across dunes and allows the
development of saturated water storage to be made without the collection of large
amounts of data. This research could be coupled to remote sensing methods to allow
landscape screening and assessment of potential MAR sites. A critical design aspect
for MAR project development in a dune sand aquifer is the prevention of diffusive
evaporative loss of water from storage during system operation. Mughal et al. [8]
determined that the diffusive evaporative extinction depth is about 1 m in dune
sands within the size range evaluated by Lopez et al. [7]. Therefore, if a MAR system
were to be developed, a 1 m cover of sand above the water table position would be
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sufficient to prevent water loss. They determined that it took 56 days of soil diffusion
to reach the extinction depth.

It is necessary to make improvements in water policy and management in arid
and semi-arid regions, especially in consideration of natural climatic variability and
anthropogenic warming. Kahil et al. [9], in their paper “Improving the performance
of water policies: Evidence from drought in Spain”, use a hydro-economic model that
links hydrological, economic and environmental elements to efficiency, sustainability,
and equity requirements. They conclude that water pricing and water markets in
a river basin located in Spain are an economic means that work well where private
markets control water, but not as well where the government controls the resources.
The water pricing policy favored by the European Water Framework Directive
(WFD) tends to be detrimental to farmers by increasing their losses during drought
conditions, whereas stakeholder cooperation lessens the impacts to individuals by
spreading losses more equitably.

Yang et al. [10], in their paper “Simulation of groundwater-surface water
interactions under different land use scenarios in the Bulang Catchment, northwest
China”, evaluate the current use of water within the vegetative landscape and four
proposed changes in the composition of the vegetation. The different land use
scenarios were evaluated using a simple calculated water balance, a steady-state
groundwater model, and a transient groundwater model. They found that within the
current landscape condition, 91% of the precipitation is consumed by crops, leaving
9% to become groundwater recharge which sustains stream discharge in the observed
year of record. Four scenarios were evaluated, including (1) the status quo vegetation
types; (2) the previous natural state of vegetation which was desert grasses; (3) a
change of crop types to dry resistant types; and (4) an optimal landscape consisting
of dry resistant crops and desert grasses. The optimal scenario was found to increase
groundwater recharge and increase river discharge.

Maintenance of oases is a critical issue in arid regions because these areas
commonly have the only source of freshwater, a high diversity of vegetative types,
and support rural human populations. Xue et al. [11], in their paper “Quantification of
environmental flow requirements to support ecosystem services of oasis areas: A case
study in Tarim Basin, northwest China”, evaluate the necessary environmental flow
requirements (EFRs) to maintain riverine ecosystem health, assurance of oasis-desert
ecotone and riparian forest stability, and restoration of ecotone groundwater
resources. They quantified the environmental flow requirements, divided the
flow into those portions needed for maintenance of various ecosystem functions,
and assessed the response of environmental flow requirements to natural runoff.
The EFRs for maintenance of the oases ecosystem function and groundwater flow
restoration were deterred as a percentage of natural river discharge.
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Vegetative belts are commonly used to stabilize wind-transported sand in
proximity to major highways or other infrastructure. This vegetation is maintained
by using the lowest quantity and quality of water possible which can cause
salinization and loss of the vegetative buffer. Huang et al. [12], in their paper
“Spatiotemporal distribution of soil moisture and salinity in the Taklimakan Desert
highway shelterbelt”, assess the impact of the irrigation on plant growth to prevent
salinization and maintenance of the vegetation buffer for the future. They found
that the soil texture played an important role in controlling the plant growth and
concluded that the currently designed drip irrigation system would allow the
contained growth of the plants within the shelterbelt.

Since agriculture is the largest percentage user of water in the world, new
irrigation management techniques are quite important in conserving and managing
water. Al-Bakri et al. [13], in their paper “Geospatial techniques for improved
water management in Jordon”, used groundwater pumping data, estimated crop
consumption data, and Landsat data to develop an irrigation water auditing
technique. They applied the method in three water basins in Jordan to assess if
the pumping schemes being used are sustainable. Overall, pumping was found to be
in excess of sustainable yields by between 144% and 360%. Also, it was found that
the monitoring technique could be used to reveal violations of water use practices
and could be incorporated into changes in water law in Jordan.

In arid regions crop ET losses consume a considerable amount of irrigation
water. Tian et al. [14], in their paper “Partitioning of cotton field evapotranspiration
under mulched drip irrigation based on a dual crop coefficient model”, used the
dual crop model SIMDualKC to estimate actual crop ET and basal crop coefficients
over a cotton field located in northwestern China. They found that the model used
is capable of providing accurate estimates for the cotton crop ET and could be used
to establish efficient irrigation schedules. Also, they found that plastic mulch had a
positive effect on reducing irrigation water use.

Development of an efficient irrigation schedule can have significant benefits in
terms of reducing crop irrigation water use requirements. Yang et al. [15], in their
paper “Winter irrigation effects in cotton fields in arid inland irrigated areas in the
north of the Tarim Basin, China”, investigated the use of winter irrigation to assess
water and salt management practices. Their research resulted in the development
of a specific range of irrigation applications per unit area and a recommendation to
delay application to early December. Irrigation application by using several stages,
along with the change in time of application delivery, improved salt control.

3. Conclusions

From the information found in this collection of papers, it is apparent that new
evaluation methods will be needed to manage water sustainably in drylands regions.
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The 14 papers contained herein incorporate a diverse group of technologies and
methods including field measurements, modeling, and remote sensing to evaluate
water resources to resolve regional and local issues in drylands regions. Policies
and management strategies that reduce water use, control salinization, maintain
ecosystems, and maintain sustainable water use for public water supply, crop
irrigation, and industrial use are developed from the types of research information
herein presented. The diverse technologies and global geography of applications
will be useful to all entities involved in drylands water management.

Acknowledgments: The authors of this editorial, who served as Guest Editors of this special
issue of Water, thank the journal editors for their time and resources, the many authors of the
papers for their contributions, and the numerous referees for their hard work that improved
the various versions of the manuscripts leading to high quality published papers.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Maliva, R.G.; Missimer, T.M. Arid Lands Water Evaluation and Management;
Springer-Verlag: Berlin, Germany, 2012.

2. Thomas, B.F.; Behrangi, A.; Famiglietti, J.S. Precipitation intensity effects on groundwater
recharge in the southwestern United States. Water 2016, 8, 90.

3. Jadoon, K.J.; Al-Mashharawi, S.; Hanafy, S.M.; Schuster, G.T.; Missimer, T.M.
Anthropogenic-induced changes in the mechanism of drylands ephemeral stream
recharge, western Saudi Arabia. Water 2016, 8, 136.

4. Saito, T.; Yasuda, H.; Sugannuma, H.; Inosako, K.; Abe, Y.; Kojima, T. Predicting soil
infiltration and horizon thickness for a large-scale water balance model in an arid
environment. Water 2016, 8, 96.

5. Huang, J.; Zhou, Y.; Hou, R.; Wenninger, J. Simulation of water use dynamics by Salix
bush in a semi-arid shallow groundwater area of the Chinese Erdos Plateau. Water 2015,
7, 6999–7021.

6. Megdal, S.B.; Dillon, P. (Eds.) Policy and Economics of Managed Aquifer Recharges and Water
Banking; MDPI: Basal, Switzerland, 2015.

7. Lopez, O.M.; Jadoon, K.Z.; Missimer, T.M. Method of relating grain size distribution to
hydraulic conductivity in dune sands to assist in assessing managed aquifer recharge
projects: Wadi Khulays dune field, western Saudi Arabia. Water 2015, 7, 6411–6426.

8. Mughal, I.; Jadoon, K.Z.; Mai, P.M.; Al-Mashharawi, S.; Missimer, T.M. Experimental
measurement of diffusive extinction depth and soil moisture gradients in a dune sand
aquifer in western Saudi Arabia: Assessment of evaporation loss for design on an MAR
system. Water 2015, 7, 6967–6982.

9. Kahil, M.T.; Albiac, J.; Dinar, A.; Calvo, E.; Esteban, E.; Avella, L.; Garcia-Molla, M.
Improving the performance of water policies: Evidence from drought in Spain. Water
2016, 8, 34.

XX



10. Yang, Z.; Zhou, Y.; Wenninger, J.; Uhlenbrook, S.; Wan, L. Simulation of
groundwater-surface water interactions under different land use scenarios in the Bulang
Catchment, northwest China. Water 2015, 5959–5985.

11. Xue, J.; Gui, D.; Zhao, Y.; Lai, J.; Feng, X.; Zeng, F.; Zhou, J.; Mao, D. Quantification of
environmental flow requirements to support ecosystem services of oasis areas: A case
study in Tarim Basin: Northwest China. Water 2015, 7, 5657–5675.

12. Huang, Y.; Wang, Y.; Zhao, Y.; Xu, X.; Zhang, J.; Li, C. Spatiotemporal distribution of
soil moisture and salinity in the Taklimakan Desert highway shelterbelt. Water 2015, 7,
4343–4361.

13. Al-Bakri, J.T.; Shawash, S.; Ghanim, A.; Abdelkhaleq, R. Geospatial techniques for
improved water management in Jordan. Water 2016, 8, 132.

14. Tian, F.; Yang, P.; Hu, H.; Dai, C. Partitioning of cotton filed evapotranspiration under
mulched drip irrigation based on a dual crop coefficient model. Water 2016, 8, 72.

15. Yang, P.; Zia-Khan, S.; Wei, G.; Zhong, R.; Aguila, M. Winter irrigation effects in cotton
fields in arid inland irrigated areas in the north of the Tarim Basin, China. Water 2016,
8, 47.

XXI





 
 

 
Chapter 1: 
Methods to Assess and Manage 
Water in Drylands 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 



Precipitation Intensity Effects on
Groundwater Recharge in the Southwestern
United States
Brian F. Thomas, Ali Behrangi and James S. Famiglietti

Abstract: Episodic recharge as a result of infrequent, high intensity precipitation
events comprises the bulk of groundwater recharge in arid environments. Climate
change and shifts in precipitation intensity will affect groundwater continuity, thus
altering groundwater recharge. This study aims to identify changes in the ratio
of groundwater recharge and precipitation, the R:P ratio, in the arid southwestern
United States to characterize observed changes in groundwater recharge attributed
to variations in precipitation intensity. Our precipitation metric, precipitation
intensity magnification, was used to investigate the relationship between the R:P
ratio and precipitation intensity. Our analysis identified significant changes in the
R:P ratio concurrent with decreases in precipitation intensity. The results illustrate
the importance of precipitation intensity in relation to groundwater recharge in arid
regions and provide further insights for groundwater management in nonrenewable
groundwater systems and in a changing climate.

Reprinted from Water. Cite as: Thomas, B.F.; Behrangi, A.; Famiglietti, J.S.
Precipitation Intensity Effects on Groundwater Recharge in the Southwestern
United States. Water 2016, 8, 90.

1. Introduction

Sustainable groundwater management requires an effective framework that
includes, in part [1], an understanding of groundwater system fluxes. Challenges
to sustainable groundwater management are directly linked to the estimation of
outflow (i.e., pumping, baseflow) and inflow (i.e., recharge) [2] and are thus linked to
the flux of water that infiltrates to the saturated zone. As described by Theis [3], the
rate of groundwater recharge is dependent upon the rate of the addition of water
to the system and the rate at which available water can infiltrate to a depth thus
escaping evaporation. Throughout the world, groundwater depletion has spurred
actions which include recharge augmentation such as importing surface water [4] and
rainwater capture [5]. The volume of recharge to an aquifer system alone does not
correspond to the portion of available groundwater storage for withdrawals. Such an
antiquated idea, conceptualized as safe yield [6,7], was replaced by sustainable
groundwater management theories which account for ecosystem services provided
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by groundwater storage including baseflow to streams [8] and the maintenance of
groundwater storage.

Global observations and groundwater simulations have evaluated changes to
recharge based on IPCC projections [9,10] or have evaluated groundwater recharge
to assess resilience [11]. Model-based approaches [9,12–17] range from simplistic
soil budget models to fully coupled global climate models and groundwater flow
models to study groundwater recharge. Such approaches typically seek to determine
long-term groundwater recharge as a function of changes in precipitation intensity
and timing.

Groundwater recharge is an important variable for effective groundwater
management [1,6,10], especially in arid regions with little recharge [11,18].
Groundwater resources in arid environments have been identified as under stress
resulting from the imbalance between groundwater recharge and the combination
of natural rates of discharge and groundwater withdrawals. Groundwater storage
in arid regions is considered non-renewable [18,19] at timescales of groundwater
management planning horizons and are often impacted by anthropogenic activities
resulting in dramatic changes in groundwater resources [20]. An example illustrating
the influence of anthropogenic impacts to natural aquifer discharge rates is the
Nubian aquifer in northeast Africa: prior to extensive development, studies
documented the natural rate of groundwater depletion of 0.79 km3/year [21] to
2.7 km3/year [22] while more recent depletion rates of 6.1 km3/year have been
observed from 2003 to 2013 [11]. Future imbalances of groundwater recharge are
expected to occur as a result of variability attributed to climate change, especially in
arid regions [9,23].

In arid and semi-arid environments, groundwater recharge tends to occur
during extreme precipitation events [24] as compared to other environments
which are characterized as having a combination of constant-rate and episodic
behaviors [25]. Groundwater recharge varies spatially as a result of physical
attributes including soil type, depth to groundwater, vadose zone porosity,
hydrogeology and precipitation patterns. Because of the episodic nature of recharge
in arid environments, small changes in precipitation intensity have been suggested
to influence groundwater recharge [26,27]. Recent studies have sought to quantify
episodic recharge [28] or identify regional groundwater recharge [10,11,23]. Such
evaluations, however, did not identify influences in observed groundwater recharge
as a function of precipitation, the primary goal of this study.

The arid southwestern United States has experienced prolonged drought
conditions [29,30]. Castle et al. [31] evaluated groundwater storage changes
during the drought and identified significant groundwater depletion in the Lower
Colorado River Basin. In that study, the authors attributed significant changes of
groundwater depletion rates to discrepancies between surface water (i.e., reservoirs)

4



and groundwater management resulting from the drought. Alley and Konikow [32]
argue that a portion of the groundwater storage declines may result from natural
groundwater discharges. In reality, the likely scenario of groundwater storage loss in
the region includes a combination anthropogenic influences, natural groundwater
discharges and climate. In this study, we seek to evaluate changes in the ratio of
recharge to precipitation (R:P ratio) which may account for rates of groundwater
declines observed in the region. For example, changes in recharge to the aquifers
may result in short-term fluctuations in both natural and anthropogenic fluxes from
the aquifer [33]. Our evaluation holds important implications for groundwater
management in arid environments as groundwater resources are used to meet
more than 70% of water demands [34] while climate projections predict reduced
precipitation in arid regions [35]. In our study, we evaluate changes in the R:P ratio
using a double mass curve approach [26,36] in combination with satellite-observed
precipitation data to attribute changes in precipitation statistics to observed changes
in groundwater recharge at locations across the arid southwestern United States
(Figure 1).Water 2016, 8, 90 3 of 15 
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2. Data

2.1. TRMM

Data from the latest version of the Tropical Rainfall Measuring Mission (TRMM)
merged precipitation product (3B42-V7; [37]) was used to account for precipitation
rates within the 0.25-degree grid surrounding each groundwater observation with
a focus on the period 2000–2015. The TRMM product is bias adjusted using
monthly ground gauge data from the Global Precipitation Climatology Centre
(GPCC) product [38]. The 3-h, 0.25-degree product has been found valuable for
hydrologic modeling (e.g., [39]) and successfully applied in the southwestern United
States to assess monsoon precipitation behavior [40,41].

2.2. Groundwater Hydrographs

Observations of water table depth were collected from the U.S. Geological
Survey (USGS) [42] and the Arizona Department of Water Resources (ADWR) [43].
Well locations as illustrated in Figure 1 were selected based on length and
completeness of record, time between observations (15-min to 6-h intervals) and
for geographical representation throughout the study region. Wells within Active
Management Areas in Arizona were not included in our study as groundwater
replenishment activities are often used to augment groundwater resources.

2.3. USGS Streamflow Data

Streamflow data from USGS gages [42] were collected for watersheds either
in near proximity to or enveloping groundwater observation wells. Gage stations
were selected for sites with fewer than 5 consecutive days of no flow readings and a
maximum of 5% missing data. Hydrograph recessions were isolated by identifying
the beginning of a streamflow recession when a 3-day moving average begins to
decrease and ends when a 3-day moving average begins to increase [44,45].

3. Methods

3.1. Estimation of Recharge

The estimation of groundwater recharge using in situ data can be conducted
using multiple approaches, including the water table fluctuation (WTF) method [46]
and the master recession curve (MRC) approach [47]. One would anticipate that in
arid environments, groundwater elevations would typically be in a near steady-state
decline over time due to the natural recession behavior of aquifer systems without
external influences (i.e., pumping) [3]. Periodic recharge would occur during
this natural recession decline as a result of intense precipitation events. The
MRC approach of [47] is thus advantageous in our evaluation of recharge as the
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analysis accounts for natural and anthropogenic changes in groundwater hydrograph
recessions over time.

The MRC approach provided as an executable program [47] was used to isolate
groundwater recharge for select wells in the arid southwestern US (Figure 1) while
accounting for rates of decline in observed groundwater elevation data. The MRC
approach is an extension of the WTF method which estimates groundwater recharge
as a function of water table height with respect to water table elevation which would
occur in the absence of recharge (∆Ht). Groundwater recharge for each time step
t (Rt) is calculated by

Rt � Sy � ∆Ht (1)

where Sy is the specific yield. As described by [47], a limitation of the MRC approach
is the estimate of the specific yield; thus, recharge was only estimated at wells for
which a robust estimate of specific yield could be identified using a relation between
streamflow and groundwater elevations [48]. As described by [49], one may estimate
specific yield (Sy) as

Sy �
q

∆h
(2)

where q represents the average streamflow during a hydrograph recession event
as a depth per unit of catchment area and ∆h represents the average decline in
groundwater elevations during the streamflow hydrograph recession period.

Nimmo et al. [28] extend the MRC approach to account for episodic recharge
events. In that study, selected episodic recharge events from wells were used
to estimate recharge. In our analysis, we wish to characterize a change in the
relationship between recharge (R) and precipitation (P). Thus, we employ the MRC
approach to produce a continuous time series of recharge estimates. The bin-averaged
approach was used to isolate recharge in individual groundwater observation wells
with recharge rates estimated at the same time interval as groundwater readings
(∆t = 15 min to 6 h). Because of the small ∆t between observations, a large bin number
was used (n = 1000) to ensure accurate representation of average groundwater
elevation decline rates expressed in the MRC. Output from the MRC analysis includes
an estimate of recharge, cumulative recharge and a representation of the groundwater
hydrograph recession behavior used to construct the MRC for each individual well.

3.2. Double Mass Curve

The double mass curve (DMC) is a simple graphical method to evaluate the
consistency of hydrological data [36,50]. The DMC approach plots the cumulative
data of one variable against the cumulative data of a second variable. A break
in the slope of a linear function fit to the data is thought to represent a change
in the relation between the variables. This approach provides a robust method
to determine a change in the behavior of precipitation and recharge in a simple
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graphical method. The DMC approach has been used to detect changes in the
relation between groundwater recharge and precipitation [26] by plotting the sum of
recharge against the sum of precipitation. Such an approach is used here since the
change in the fraction of precipitation resulting in observed recharge at a well, the
R:P ratio, indicates a change in groundwater continuity [51].

To assess a change in the R:P ratio, we use a single-phase regression (SPR)
analysis. The parametric approach takes advantage of the optimal properties of
linear regression whereby the paired time series (RP) are divided into 2 groups
(RPtc,RPtn) given by

ÿ

Rt “

#

βO1 `β1
ř

Ptc ` εtc 1 ď Rt ď tc

βO2 `β2
ř

Ptn ` εtn 1` tc ď Rt ď tn
(3)

where tc and tn represent the time at which the paired time series is split into 2
groups and β1 and β2 represent the slope between the sum of R and the sum of P.
The residuals given in Equation (3), εtc and εtn, are correlated, an expected result
given that the summed time series Rt and Pt are serially correlated, thus failing
to meet requirements of ordinary least squares regression. For this analysis, we
employed a bootstrap approach to estimate the coefficients β1 and β2 in addition to
the coefficient standard error estimates (Sβ1 and Sβ2). Our test statistic to identify a
significant change of slope in the R:P ratio, Tc, is defined by

Tc “
β̂1 ´ β̂2

b

S2
β1
´ S2

β2

(4)

Our statistic Tc follows as student’s t distribution. Any reference to significant
changes in the slope of R:P in our analysis implies a p-value < 0.001 unless
otherwise noted.

3.3. Intensity-Duration-Frequency

Intensity-duration-frequency (IDF) analysis provides a statistical graphical
representation of rainfall intensity for a given exceedance probability [52,53].
Analyses of statistical precipitation events are often used in the design of engineering
structures involving hydrologic flows [54] while statistical representations of IDF
results have become commonplace in hydrology textbooks [55,56]. Creating IDF
curves begins by isolating annual maximum precipitation depths for the duration of
interest, and using a statistical distribution to identify precipitation intensities for
specific return periods. The 3-h TRMM data for each groundwater well location was
used to identify duration periods of 3, 6, 12, 24, 36 and 48 h by summing precipitation
depths over the time window of interest. As described by Stedinger et al. [50], the
extreme value (EV) distributions are often used to fit observed hydrologic random
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variable behavior. The Gumbel distribution is one example of an EV distribution
often used for rainfall [57] or floods [58,59]. Given a set of X-hour rainfall (P1, . . . ,Pn),
let the random variable P be the annual maximum of Pi, where X represents the
time window of interest. If P are independent and identically distributed random
variables with no upper bound, we can assume that P has a Gumbel distribution.
Return intervals for annual maximum values of P can then be estimated using the
Gumbel distribution given by the quantile function

χp “ ε´ αˆ ln pln p´pqq (5)

for any probability p along with the first moment (i.e., mean) and second moment
(i.e., variance)

µx “ ε` 0.57721ˆ α (6)

σ2
x “ π

2α2{6 (7)

where ε and α in Equations (6) and (7) can be estimated using various approaches
including L-moments [60] while probability p can be estimated using the Gringorten
plotting position (p = (i ´ 0.44)/(n + 0.12)) where i represents rank and n is the number
of observations. IDF analysis employing the Gumbel distribution provides a statistical
graphical representation of rainfall intensity for a given exceedance probability [50,51].
IDF curves have been used to evaluate groundwater recharge [61–64] which may be
impacted by changes in precipitation patterns as a result of climate change [35]. Of
these studies, only Dourte et al. [61] evaluated IDF changes which may be related to
deviations in groundwater recharge.

4. Results

4.1. Temporal Changes in Groundwater Elevations

Groundwater hydrograph recession behaviors are captured in the predicted
rate of decline of groundwater elevations, dh/dt, as estimated in the MRC recharge
estimation approach. The data are used to create the master recession curve for each
well, synonymous with master recession curves used to characterize streamflow
hydrograph behavior [65,66]. Of interest is the general observance of groundwater
elevations over time which are used to quantify groundwater recharge. An analysis
was conducted using the SPR approach to identify a change in the behaviors of
dh/dt (Figure 2) by plotting the sum of dh/dt against time. It is important to note
that regions with little change in the cumulative sum of dh/dt represent times
during which recharge occurs, thereby negating decreases in dh/dt over time.
For wells located within the Lower Colorado River Basin (Figure 1), significant
changes in groundwater behaviors where identified in the period ranging from
August 2008 to July 2010, well within the timeframe identified by Castle et al. [31]
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who detected a significant change in groundwater storage behaviors using data
from the Gravity Recovery and Climate Experiment (GRACE) satellites to isolate a
groundwater storage time series. In that study, changes in groundwater storage
were attributed to an intensification of the drought in 2012 and unsustainable
groundwater withdrawals. Our results illustrated increased rates of groundwater
storage depletion over time, thus corroborating the observed reductions in storage
over the region [31,67]. The results illustrated in Figure 2 are important as the general
increased rate of decline (i.e., active groundwater depletion) is accounted for in the
estimate of groundwater recharge.
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Figure 2. The cumulative rate of change in groundwater elevations (dh/dt) (in
blue) and the timing of the maximum Tc statistic indicating a significant (p < 0.001)
change in the behavior of dh/dt (in orange). Panels correspond to wells identified
in Table 1 and Figure 1.

Table 1. Well information.

Well ID Figure Label GW Level ∆t R:P Date

393143111523301 A 6-h October 2007
373735113394101 B 6-h September 2007
375244112463201 C 6-h July 2007
393020112362201 D 6-h August 2008
360055110304001 E * 15-min April 2009
361225110240701 F * 15-min April 2009
363143110355001 G * 15-min April 2009
355855114043501 H * 6-h November 2008
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Table 1. Cont.

Well ID Figure Label GW Level ∆t R:P Date

351401114132401 I * 6-h August 2010
350633114103701 J * 6-h August 2009
345524112374401 K * 6-h August 2010
344359111591101 L * 6-h January 2009
341402111215101 M * 6-h August 2009
324113109415401 N * 6-h September 2007
320901110175301 O * 6-h September 2008

Note: The * identifies wells located within the Lower Colorado River Basin.

4.2. Recharge

Groundwater recharge as estimated from groundwater head changes,
groundwater hydrograph recessions and estimated specific yield are illustrated
in Figure 3 as monthly estimated recharge as a percent of precipitation. Differences
in recharge between sites can be largely explained by variability in hydrogeological
conditions including various depths to the potentiometric surface. The results in
Figure 3 clearly illustrate the influence of summer monsoonal precipitation events
which result in greater rates of recharge as a function of precipitation. The influence
of the lag between observations of precipitation and the episodic recharge event in
the potentiometric surface is also evident. For example, intense precipitation events
were observed at Site A in October 2008 with negligible recharge in the groundwater
hydrograph. However, in November 2008, despite little observed precipitation, a
large recharge event was identified resulting from the time necessary to infiltrate
through the vadoze zone and result in an observed change in groundwater storage
in the well, thus causing a large apparent ratio between R and P.

4.3. R:P Ratio

The relation between precipitation and recharge is represented through the
double mass curve (DMC) as illustrated in Figure 4. The episodic nature of recharge,
depicted by a characteristic step pattern, is clearly evident for all sites. Sites with
notable increased linearity in the DMC represent sites with larger recharge estimates
(i.e., Figure 4e) [26]. Further, the timing of recharge estimated for the wells coincides
with monsoonal precipitation events as depicted in Figure 3.
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363143110355001 G * 15-min April 2009 
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344359111591101 L * 6-h January 2009 
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Figure 3. Monthly ratios of recharge (R) to precipitation (P). It is important to
recognize the influence of infiltration lag, which produces high ratios of R/P on a
monthly time scale.

The SPR approach was used to detect changes in the R:P ratio. The results
illustrated in Figure 4 and summarized in Table 1 demonstrate that significant
changes in slope were identified in all wells, with changes corresponding to dates
ranging from July 2007 to August 2010. This significant change in slope suggests an
imbalance in the physical recharge behaviors in the system. To evaluate the potential
imbalance, we ponder the climatic factors which could alter the ratio of R:P, including
antecedent soil moisture conditions, changes in soil moisture storage, changes in
evapotranspiration (ET) rates or changes in precipitation intensity [27]. As the region
is arid, it is unlikely that antecedent soil moisture conditions would vary greatly
between episodic recharge events. ET rates could potentially change as a result of
increased temperatures in the region [68]; however, as potential evapotranspiration
(PET) greatly exceeds precipitation on an annual basis, it is unlikely that variability
in ET would create a shift in the R:P ratio. To assess our hypothesis, we evaluated
changes in the temporal mean and variance of the difference in monthly P and ET
for regions around each well as simulated in the National Land Data Assimilation
System (NLDAS) [69,70] model including NOAH [71], Variable Infiltration Capacity
(VIC) [72] and MOSAIC [73]. The difference, P-ET, represents the flux of water
between land and atmosphere. Thus, any significant change in P-ET would suggest
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that the changes in groundwater recharge could be due to portioning of water to
streamflow, soil moisture or infiltration. Our results documented no significant
change in P-ET for each 1/8-degree grid encompassing each well. Also, soil moisture
likely decreases to levels below the wilting point as a result of high PET between rare
episodic precipitation events. Thus, we anticipate that small changes in precipitation
intensity, which can have a considerable impact on recharge [27] may result in a
change in the R:P ratio. It is important to recognize that changes in groundwater
storage, as evaluated in the MRC (Section 3.1) is not a factor in shifts in the R:P ratio
as changes in dh/dt have been accounted for prior to the estimation of recharge from
the groundwater hydrograph.
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4.4. IDF Curves

To evaluate the influence of precipitation intensity to alter recharge, IDF curves
for return periods of 2, 5 and 10 years for 3-, 6-, 12-, 24-, 36- and 48-h precipitation
duration events were estimated as illustrated in Figure 5. The IDF curves in
Figure 5 illustrate precipitation behaviors either prior to the change in the R:P ratio
(Section 4.2) or after the change. We can identify a change in precipitation intensity,
especially for short (i.e., 2- and 5-year) return periods. To assess these apparent shifts
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in precipitation intensities, we evaluate the precipitation intensity magnification,
which represents the factor by which the posterior precipitation intensity at a return
interval would need to be multiplied by to obtain the preceding precipitation intensity.
For example, a magnification factor of 0.5 for a 4-year return period implies that the
posterior precipitation intensity has been reduced by 50%. The precipitation intensity
magnification is defined as

Mp “
Iptn

Iptc

(8)

where Ip is the intensity for precipitation while factors tn and tc represent either
posterior or preceding time, respectively. Results summarized in Table 2 suggest
slight changes in precipitation intensity with magnification factors generally less
than 1 for return periods of 2, 5 and 10 years. Such changes in precipitation intensity
have been shown to dramatically alter recharge [25,27,74]. Magnification factors
for several sites, Site E for example, exhibit reduced magnitudes for short-duration
events and increased magnitude for longer-duration events. Such changes illustrate
the importance of short-term and high intensity precipitation events in the region
which typically result from summer monsoon events [75].Water 2016, 8, x 11 of 15 
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5. Discussion

The groundwater recharge literature has few studies that seek to characterize
episodic recharge in arid regions. [76] studied episodic recharge in the Murray
Darling basin, later identifying the nature of episodic recharge across the region [26].
Limited studies [26,28] have assessed in situ groundwater data to characterize
changes in recharge. This study evaluated groundwater elevations within the arid
southwestern United States to understand potential changes in recharge which
may have led to decreases in groundwater storage which Castle et al. [31] and
Konikow [67] identified within the Lower Colorado River basin and Arizona,
respectively. Our results clearly document changes in the relationship between
recharge and precipitation identified using the SPR analysis in the double mass
curve (Figure 3). Further, the timing of the significant change in the R:P ratio
occurred concurrent to noticeable changes in precipitation intensity identified by the
precipitation magnification intensity index (Equation (8)). We thus attribute changes
in the R:P ratio (Figure 4) to changes in precipitation intensity (Figure 5) across the
region. Such results have been predicted for constant recharge sources [77] whereby
changes to any of the water budget variables (here precipitation) can lead to changes
in the infiltration of water to the saturated zone.

The episodic nature of groundwater recharge [24,25] was evident in Figure 4
highlighted by the step pattern of recharge and precipitation in the double mass curve.
Through a simple approach to isolate a change in the relation between recharge and
precipitation, the SPR approach, we identified a significant shift in recharge behavior.
Given the aridity of the region, we hypothesized that changes in precipitation
intensity have altered recharge in the region. Based on the time of the observed
change in the R:P ratio (Figure 2, Table 1), we isolated precipitation data to represent
precipitation intensity before and after the event. An IDF analysis employing a
metric to account for precipitation intensity, a precipitation intensity magnification,
identified a slight decrease in intensity posterior to the change identified in the R:P
ratio (Table 2, Figure 5). Our findings support previous studies which identified
precipitation intensity as an important factor in groundwater recharge [26,27,74,78]
whereby small changes in precipitation intensity result in magnified changes in
groundwater recharge. Thus, as argued by Alley and Konikow [32], a decrease in
groundwater storage can, in part, be explained by a change in the recharge behaviors
in wells across the southwestern United States. It remains unknown, however,
if the apparent change in the precipitation intensity is a function of climate-scale
variability [79] or climate change [80].

Groundwater resources in arid regions of the globe are considered
nonrenewable [18] and under stress [11]; therefore, a full understanding of the
factors by which stress is identified, primarily use (natural and anthropogenic) and
availability (a function of both recharge and groundwater storage), is necessary to
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effectively and sustainably manage the resource. This study documents the fact that
changes in precipitation intensity can result in a change in recharge behaviors, a
factor of great importance for groundwater management [81–83]. The change in
recharge behaviors was identified during a prolonged drought, thus illustrating the
importance of climate variability for recharge resulting from La Nina/El Nino [84]
or ENSO/PDO [85]. Reference [80] summarized global groundwater recharge
studies over historical time frames, highlighting the need to understand recharge
for sustainable groundwater management. Our study provides further evidence of
the importance of characterizing groundwater recharge behaviors over short time
periods which are affected by variability in precipitation statistics.
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Anthropogenic-Induced Changes in the
Mechanism of Drylands Ephemeral Stream
Recharge, Western Saudi Arabia
Khan Z. Jadoon, Samir Al-Mashharawi, Sherif M. Hanafy, Gerard T. Schuster
and Thomas M. Missimer

Abstract: Wadi aquifers in Saudi Arabia historically have been recharged primarily
by channel loss (infiltration) during floods. Historically, seasonal groundwater
levels fluctuated from land surface to about 3 m below the surface. Agricultural
irrigation pumping has lowered the water table up to 35 m below the surface.
The geology surrounding the fluvial system at Wadi Qidayd consists of pelitic
Precambrian rocks that contribute sediments ranging in size from mud to boulders
to the alluvium. Sediments within the wadi channel consist of fining upward,
downstream-dipping beds, causing channel floodwaters to pass through several
sediment sequences, including several mud layers, before it can reach the water table.
Investigation of the wadi aquifer using field observation, geological characterization,
water-level monitoring, geophysical profiles, and a hypothetical model suggests a
critical water level has been reached that affects the recharge of the aquifer. The
wetted front can no longer reach the water table due to the water uptake in the
wetting process, downstream deflection by the clay layers, and re-emergence of
water at the surface with subsequent direct and diffusive evaporative loss, and likely
uptake by deep-rooted Acacia trees. In many areas of the wadi system, recharge
can now occur only along the channel perimeter via fractured rocks that are in
direct horizontal hydraulic connection to the permeable beds above and below the
water table.

Reprinted from Water. Cite as: Jadoon, K.Z.; Al-Mashharawi, S.; Hanafy, S.M.;
Schuster, G.T.; Missimer, T.M. Anthropogenic-Induced Changes in the Mechanism of
Drylands Ephemeral Stream Recharge, Western Saudi Arabia. Water 2016, 8, 136.

1. Introduction

In drylands regions, most stream discharges are of an ephemeral nature with no
perennial discharges of surface water that are locally produced [1]. In the Middle East
region, ephemeral streams are termed wadis and the underlying alluvial sediments
are commonly the only sources of fresh groundwater in many basins [2]. Wadis
have been historically areas where oases have occurred in which wells containing
freshwater and small farms were developed.
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The aquifer underlying a wadi channel is recharged primarily by infiltration
and percolation coupled with transmission loss (infiltration) in the channel during
flood events [1–12]. A number of important factors dictate the quantity of recharge
to these aquifers. They include: (1) duration of the channel flood event, (2) degree
of surface water ponding within the wadi channel during an event, (3) vertical
hydraulic conductivity of the alluvial sediments, (4) degree of horizontal stratification
(e.g., presence of mud layers within the sequence), (5) slope and structure of the
bedding within the aquifer, (6) position of the water level in the aquifer at the time of
the flood, and (7) the occurrence of deep-rooted vegetation (phreatophytes).

Depending upon the geology of the basin in which a wadi channel lies, the
alluvial sediments constituting the underlying aquifer can consist primarily of
boulders, gravel, and sand, or can contain significant quantities of mud that forms
a stacked pattern with mud layers creating separation between the high hydraulic
conductivity gravel beds ([12], Figure 1). Where the aquifer consists of fining
upwards beds associated with individual flood events, the saturated front of water
percolating downward in the aquifer may be intercepted and diverted horizontally
downstream or can be extracted by vegetation that has horizontal oriented root
masses occurring atop mud layers [1]. In wadi segments where the channel slope is
steep, the bedded sediments can be truncated, causing the percolated water to emerge
downstream and be lost to direct evaporation or can be transported to a shallow depth
at which diffusive evaporation loss can occur. This issue is particularly problematic
at transition locations where slope inflections occur between channel-reach segments.
In addition, water can be lost in channel segments that have eroded after a flood event
(Figure 2, left panel). The steepest slope inflections tend to occur at transitional locations
from the distal to middle, and middle to proximal channel locations.

In highly-stratified alluvial aquifers, a substantial lowering of the water table
can cause a major reduction in the rate of recharge for individual storm events as
well as a long-term reduction in overall recharge. The three causes of the reduction
in recharge rate are: (1) the increased thickness of the unsaturated zone which creates
the requirement of a greater amount of water to enter the aquifer to allow wetting of
the unsaturated sediment; (2) the occurrence of the clay layers that inhibit vertical
movement of the wetting front; and (3) the greater number of horizontal diversions
that inhibit downward movement of the wetted front. The increased thickness of the
unsaturated zone causes a rainfall event to be of larger magnitude and of a longer
duration before recharge can occur. The larger number of barriers to vertical flow
with diversion amplifies the problem of vertical flow to allow recharge as the water
table declines. Enhanced growth of deep-rooted vegetation, such as Acacia sp., may
also contribute to the change in hydrology. Based on local conditions, a critical
position of the water table will be reached whereupon recharge from channel flood
loss will no longer occur.

24



Water 2016, 8, 1 2 of 14 
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Figure 2. Characteristics of wadi channels in western Saudi Arabia showing the
distal, middle, and lower segments (from Missimer et al. [12]).

It is the purpose of this research to explore the issue of anthropogenic lowering
of water levels by pumping of wells in a wadi aquifer system that severely reduces or
eliminates channel flood loss as a means of recharge. Loss of water from the alluvial
aquifer system has been further exacerbated by the historical planting of Acacia trees
which are phreatophytes. This can cause the only recharge mechanism to be vertical
movement into fractured rocks occurring at the wadi perimeter or the permanent
drying of the alluvial aquifer. The concept is investigated by field observation of
the geology and hydrogeology of a wadi system occurring in a geologic setting that
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produces considerable quantities of mud during erosion. Water level measurements,
geophysical measurements, and a theoretical assessment using one-dimensional
unsaturated zone modeling were also made.

2. Background and Methods

2.1. Site Description

The western region of Saudi Arabia contains numerous wadi systems that drain
into the Red Sea during flood events [13]. These wadis are very mature systems
that have been formed as erosion channels incised into Precambrian-age rocks
with diverse lithologies [14]. Wadis that occur in Precambrian rocks consisting of
partially-metamorphosed shales, schists, metavolcanic, and meta-sediments tend to
contain a greater quantity of mud within the alluvial sediment filling the channel and
forming the underlying aquifer. At other locations, Precambrian granites produce a
higher percentage of boulders, pebbles, gravel, and sand with lower mud content.

A series of field studies were conducted in Wadi Qidayd that is located about
120 km north of Jeddah in western Saudi Arabia (Figure 3). The geology of the
Wadi Qidayd consists primary of schists, and meta-sedimentary rock types that
produce a wide variety of sediments including boulders, cobbles, pebbles, gravel,
sand, and mud [15]. The wadi channels are located in areas of enhanced faulting
and fracturing of the Precambrian rocks and have been influenced by the influx of
tertiary lava flows [16]. The Precambrian rocks surrounding the wadi channels are
heavily fractured. An eroded tertiary lava field, eroded into boulders, commonly lies
adjacent to the incised valleys formed by the wadi.

The composition of the sediments constituting the alluvial aquifer system that
underlies the channel network varies depending on the geographic position. The
geomorphic zones, as defined by Missimer et al. [12] (Figure 2), are the distal, middle,
and proximal reaches. The aquifer in the distal channel reaches is 3 to 5 m thick
and contains only a few mud layers which generally are located just above the
fractured bedrock. In the middle segments, the aquifer thickness ranges from
5 to 50 m in thickness and it consists of a vertically stacked sequence of fining
upward, bedded sediments. A mud layer does not always occur between layers of
coarse-grained sediments due to removal by periodic erosion events. The proximal
channel sediments range from 50 to 100 m in thickness and contain numerous fining
upward flood deposited units along with 1 to 3 m thick units of muddy sand or
sandy mud, some gravel beds, and some winnowed sand beds. Some of the bedding
was directly observed in dry and deep wells with an exposed open-hole section
(Figure 4). Local residents provided some descriptions of the sediments in the wells,
which are large in diameter (2 to 3 m) and were dug by hand.
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Figure 4. Dry well in Wadi Qidayd showing fining upward bedding in the lower
part of the well.

A few aquifer tests were conducted in the area and showed a range in horizontal
hydraulic conductivity values from 5 to 334 cm/h (1.4 ˆ 10´3 to 9.3 ˆ 10´2 cm/s)
and vertical hydraulic conductivity values ranging from 4 to 34 cm/h (1.1 ˆ 10´3

to 9.4 ˆ 10´3 cm/s) [12]. Sediment samples were collected from cross sections of
the channels at specific areas and the laboratory grain size distributions, porosity,
and hydraulic conductivities were measured [17]. Estimates of the vertical hydraulic
conductivity of the mud layer, when greater than 5 cm in thickness, are about
0.89 cm/h (2.5 ˆ 10´4 cm/s) and at about 10 cm in thickness are less than 0.083 cm/h
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(2.3 ˆ 10´5 cm/s). The aquifer in the distal area is unconfined and in the middle and
proximal is semi-unconfined to semi-confined in nature [18].

2.2. Field Observation Methods

Numerous field excursions and exercises were conducted at Wadi Qidayd over
a period of three years. A large number of wells were inspected and discussions
were held with the farmers in the area. The bedding was observed and described
in some dry wells where it could be directly [4] recorded. Additionally, within the
channel and particularly at the edges, the fining upward sediment flood deposits
were observed. The channel was inspected and some areas of moisture emergence
were observed (Figure 2, right panel). The occurrence of deep-rooted desert plants
(Acacia sp.) was documented.

Water level recording devices (HOBO DataLoggers) were placed in several
wells to document the depletion of the aquifer caused by pumping. The record from
the well data is incomplete because during pumping cycles, the water level would
commonly fall below the position of the transducer. Sometimes farmers would
remove the transducers from the wells to dig below the depleted water table. The
location of the well where water level data were recorded is shown in Figure 5.
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2.3. Collection of Geophysical Profiles across Parts of Wadi Qidayd

Some geophysical profiles were collected across the wadi channel (Figure 5)
after a rainfall event from the edge of the wadi to the central part of the channel. The
target of the geophysical study was to find the thickness of the surface layer and the
depth to the water table. In this regard, one seismic and two resistivity profiles were
recorded at the selected study area (Figure 5).
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The 2D seismic profile had a total of 117 vertical component receivers with 2.0 m
spacing and one shot at every receiver position. Here, a 91 kg accelerated weight
drop was used to generate the seismic energy with about 15 stacks used at each
shot location.

The seismic refraction method was very sensitive to velocity/density variations
in the subsurface, while the resistivity method is more sensitive to water content in
the subsurface layer [19]. In this study two resistivity profiles were recorded (Figure 5)
to identify the depth to the water table. Profile P-1 was recorded using 64 nodes with
a 5 m node interval while profile P-2 was recorded using 32 nodes with node interval
of 5 m. Both profiles were recorded using the Wenner-Schlumberger configuration.

2.4. Hydrodynamic Modeling

Vertical movement of the wetting front through the sediment sequence was
assessed by using a simplified one-dimensional water flow model. The hydrological
simulator Hydrus 1-D was utilized to numerically solve the Richards equation for
the soil hydrodynamics, expressed here in terms of pressure head [20]:
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where the time and depth dependent pressure head (h) is given in cm, θ is the soil
water content (cm3¨ cm´3), C(h) = dθ (h)/dh is the differential water capacity where
θ(h) is the water content as a function of pressure head (cm3/cm3), t is the time (h),
z is the depth which is considered positive downward (cm), and K(θ) is the hydraulic
conductivity as a function of water content (cm/h).

The water retention and hydraulic conductivity functions of the subsurface
system were described by the classical Mualem-van Genuchten model [21,22]. The
water retention is given by:
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where Ks is the saturated hydraulic conductivity (cm/h) and λ(-) represents pore
tortuosity. The value of λ is 0.5 or it can be estimated from bulk density and hydraulic
conductivity with which it is highly correlated [23].

Two scenarios were simulated to assess the infiltration of water in a 13-meter
thick sediment subsurface section. The first scenario was considered with uniform
coarse texture sediments having a porosity of 38% and saturated hydraulic
conductivity of 24.81 cm/h. In the second scenario, thin layers of impervious fine
texture soil were imbedded in the course texture sediment. Porosity of the fine texture
soil was 42% and saturated hydraulic conductivity was 0.85/cm h. Parameters α

and n were obtained with the Rosetta model using sand, silt, and clay contents for
both the coarse and fine texture soil [24]. In total, fifteen soil samples were collected
from the wadi channel and analyzed for grain size distribution having coarse to
fine soil texture. The average of the grain sizes for the coarse texture samples have
93.39% sand, 4.93% silt, and 1.68% clay, whereas fine texture soil samples have 25.21%
sand, 58.57% silt, and 16.2% clay. Parameters for the Mualem-van Genuchten model are
shown in Table 1.

Table 1. Mualem-van Genuchten hydraulic parameters for the coarse and fine
texture sediments.

Texture θr(cm3¨ cm´3) θs(cm3¨ cm´3) α(cm´1) n(-) Ks(cm h´1) λ(-)

Coarse 0.048 0.381 0.036 3.171 24.81 0.5
Fine 0.061 0.423 0.005 1.663 0.85 0.5

3. Results

3.1. Wadi Channel Geology

Data collected from dry wells was by visual observation. Eroded parts of the
primary and tributary channels within the Wadi Qidayd drainage basin suggest that
the alluvial aquifer is highly stratified with numerous beds occurring between the
land surface and the base of the aquifer. The scale of these fining upwards beds
ranges from 0.3 to 1.5 m. Flood events have removed the mud layer that separates the
fining-upwards beds at some locations, thereby making the permeable bed thicker
(up to 2 m). The overall aquifer ranges from less than 5 m in thickness in the upper
(distal) reaches of minor tributaries to nearly 85 m in the primary channel in the
proximal reach. These estimates are based on well depths that penetrate into or close
to the base of the aquifer. The wells in the proximal reach may not yield an accurate
estimate of the aquifer thickness because of saline-water occurrence which limits well
depths. Based on field observations, it is estimated that there are at least four mud
units occurring within each 5 to 30 m vertical segment of the aquifer. Three fining
upward units were found in the dry well shown in Figure 4 within a 4 m open section.
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The thickness of the mud part of a bed increases downstream (settling time during a
flood event) with a corresponding overall reduction primarily in vertical hydraulic
conductivity. The lateral continuity of each storm-deposited, fining upward bed
cannot be predicted accurately. There are likely some discontinuities that allow
deep penetration of the wetted front before reaching a deeper bed at some locations
(e.g., bed slope inflection points).

The Precambrian rocks that occur along the perimeter walls of the wadi are
highly fractured with the orientation of the fractures being vertical in many locations
(Figure 6). Large-diameter, fractured-rock wells (2–3 m) are used to supply isolated
dwellings that are built atop the bluffs surrounding the distal parts of the wadi
system. These wells demonstrate that the rock has sufficient hydraulic conductivity
and storage to supply enough fresh water to supply large houses (10–15 m3/d).
A drawing showing the conceptual connection between the fractured rock aquifer
and the alluvial aquifer is shown in Figure 7. Commonly, during storms rainfall
is trapped at the base of the heavily eroded “harrats” or lava fields that occur at
the land surface along the upper rim of the wadis and flows between the boulders
toward the edge of the wadi channels (Figure 8a). The soil occurring at the base
of the eroded lava boulders consists of a thick layer of dense clay (Figure 8b). The
surface water can then enter the fractured rock at the perimeter of the wadi channels and
travel downward to enter the alluvium where the harrat system (eroded lava) comes in
contact with the fractured rocks (Figure 9).
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Figure 7. Stacked sequence of fining upward beds showing sediment composition and hydraulic 
connection to the perimeter fractured rock. Note that the vertical scale is what would be expected if 
all of the beds were preserved within a 5 m increment. It is expected that many mud layers have been 
removed in some reaches of the wadi, particularly the distal and middle sections, but in all cases 
there are at least three full beds preserved. 

 

 
Figure 8. Eroded basaltic boulders of the harrat (a) trap water during rainfall events and it ponds 
atop the underlying clay (b). The water flows downhill on the clay surface to where it intersects 
fractured rocks along the perimeter walls of the wadi. The fractured rock conducts the water 
downward into the low hydraulic conductivity beds within the alluvial sequence, thereby providing 
perimeter recharge. 

(a) 

(b) 

Figure 7. Stacked sequence of fining upward beds showing sediment composition
and hydraulic connection to the perimeter fractured rock. Note that the vertical
scale is what would be expected if all of the beds were preserved within a 5 m
increment. It is expected that many mud layers have been removed in some reaches
of the wadi, particularly the distal and middle sections, but in all cases there are at
least three full beds preserved.
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Figure 8. Eroded basaltic boulders of the harrat (a) trap water during rainfall
events and it ponds atop the underlying clay (b). The water flows downhill
on the clay surface to where it intersects fractured rocks along the perimeter
walls of the wadi. The fractured rock conducts the water downward into the
low hydraulic conductivity beds within the alluvial sequence, thereby providing
perimeter recharge.
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Figure 9. Harrat lava boulders draped over the edge of Wadi Qidayd allowing
trapped rainfall to enter the perimeter fractured rock.

3.2. Water Level Fluctuations

The water levels throughout the alluvial aquifer system of Wadi Qidayd are
declining, but not in a regular manner. Many wells in the distal area where the
alluvium is 5 m or less in thickness are dry most of the year. Some wells do receive
some recharge from channel loss during floods. So, many wells have about 1 m
of water in storage above the basement rock with the water table position being
4 m below surface. Water levels in the middle to proximal reaches of the wadi are
between 13 and 35 m below surface and are either dry or the water is unusable due
to high salinity in many areas. Wells are still being developed and pumped for sale
of water in some parts of the wadi system.

The water level fluctuations in a well were recorded for eight months as shown
in Figure 10. A single precipitation event occurred near the end of December. The
water level dropped from 14 to 15.6 m and the HOBO logger was in the free air after
15.6 m. The water level showed stable measurements during the month of September
and October as the logger measured the pressure of free air. There was no data
during November and the first three weeks of December as the farmer removed the
logger and dug the well 2 m deeper. Overall, the system water level was dropping
without significant recovery during flood events. There was a delay of 10 days or
greater after a rainfall/flood event between a pattern of declining water levels and a
short-term rise in the water level with a return to a declining state. The temporary
recovery of the water level in the well was likely due to either a pressure effect or
water reaching the well from the fractured rock source at the edge of the channel.
The rapid decline occurs because of the continuing pumping of the aquifer in the
nearby area.
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Figure 10. Water level record from a well at a farm (location in Figure 5). Note that
one rainfall event was recorded in December of 2014, but water level recovery did
not occur for 10 days after the event and began to rapidly recede within a few days.
The missing record was caused by the removal of the transducer from the well by
the farmer as it was deepened.

3.3. Hydrus Modeling Results

Figure 11 shows the precipitation and potential evaporation used for
the hydrological simulator, HYDRUS 1-D (public domain free software) as a
time-variable top boundary condition. The potential evaporation was calculated
using the modified Penman-Monteith equation [24]. Hourly average values of
various meteorological variables, including air temperature, relative humidity, wind
speed, incoming shortwave radiation, and barometric pressure, were input into
the model. Meteorological variables were recorded at a meteorological station
located close to Wadi Qidayd. Two extreme precipitation events were simulated
hypothetically. First, a precipitation event of 45 mm within four hours was chosen
and second, an event equal to the precipitation of 90 mm within four hours was
used which is the same as the devastating flood in Jeddah in 2009. The initial
condition was considered as dry with 0.065 water content through the whole 13 m
simulation domain.

Figure 12a,b shows that HYDRUS 1-D computed water content profiles based on
the hydraulic parameters obtained for the first scenario with coarse texture sediment
and second scenario with thin fine texture layers between the coarse texture sediment,
respectively. In both scenarios, the effects of two extreme precipitation events are
clearly visible in the water content profiles. In the time- and depth-dependent
water content of scenario one, variations due to the first precipitation event can be
observed in the top 5 m of the subsurface and after the second precipitation event the
changes in water content remains in the top 10 m of sediment sequence (Figure 12a).
Furthermore, the maximum water content simulated on the 350th day of the year was
0.084, which is 0.036 more than the residual water content. Hydrological simulations
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confirm that the thick unsaturated zone of 13 meter cannot be recharged even if the
sediment sequence has an entirely coarse sediment sequence even with the heaviest
rainfall event ever recorded in the region of Wadi Qidayd. In the second scenario,
nine thin layers of fine texture soil were considered in the top 7.5 m within the
coarse sediment sequence (Figure 12b). After the first precipitation event the first
two thin layers of fine texture of soil represent the water infiltration and after second
heavy precipitation event the water infiltration effect can be observed in the top four
layers of fine texture of soil, which act as a mud layers (Figure 12b). Hydrological
simulations were tested by placing the thin fine texture layers at different depths and
in all cases the water did not infiltrate below the fourth layer. In the wadi, mostly
Acacia sp. trees are grown, which have long roots and the water trapped in the mud
layers is likely taken up by the root system. The effect of root water uptake was not
incorporated in HYDRUS-1 modeling to keep the scenario simple and to simulate
more subsurface infiltration.
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3.4. Geophysical Profiles

A profile was made from the Precambrian rock located along the north wall of
the main channel of the wadi toward the center of the channel. The first arrival travel
times of the recorded data were picked and then inverted to find the subsurface
velocity model shown in Figure 13 [25,26]. The travel time tomogram represents the
variation in seismic wave propagation in both the horizontal and vertical directions.
Figure 13 shows that three different layers are present. The first layer below the
surface consists of loose sand and gravel. It has a seismic wave velocity ranging
between 600 and 880 m/s. The second layer consists of clay which is partially
saturated with water with a seismic wave velocity ranging between 1130 and
1240 m/s. The third layer consists of highly fractured bedrock with a seismic wave
velocity of 1440 to 2000 m/s. The depth to the top of the second layer ranges between
13–16 m at the northern part and 4–7 m at the central and southern parts of the
profile, while the depth to the top of the third layer is about 24 m at the northern
part, and 7 to 14 m at the central and southern parts of the profile.
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Similar to the seismic refraction tomogram, the resistivity profiles [27] were
analyzed using the travel-time tomography method described by Yu et al. [19] and
show three subsurface layers (Figure 14). These layers include a surface unit with a
thickness of 2 to 6 m, consisting of dry lose mud, sand, and gravel with a resistivity
ranging between 800 and 1000 Ohm.m, a second layer, partially saturated with water
with very low resistivity values (10–100 Ohm.m), because it consists mainly of clay
and has a thickness of about 10 m, and a bottom layer consisting mainly of bedrock
with high resistivity values of 700 and gradually increasing to 3000 Ohm.m with
depth. The water table is consistent with the top of the third layer, and the saturation
is the reason for the decreased the resistivity of this layer from 3000 Ohm.m to about
700 Ohm.m.
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Resistivity profile P-2 shows a very similar subsurface model to that of profile
P-1, except at the northern part of P-2 where the first layer disappears. This is because
the northern part of P-2 is recorded along a rock cliff, where the clay layer is exposed
at the surface, and no sand-gravel layer was deposited at this location.

Comparing the resistivity and seismic results shows some similarities, especially
the depth to the top of the third layer at the central and southern part of the profile.
Both methods should not give identical results since the seismic method is sensitive
to the elastic properties of the rocks, while the resistivity method is sensitive to the
water content and salinity of the rocks.

The profile shows that the water table within the wadi channel sloped
downward from the fractured rock edge of the channel inward towards the center of
the channel. There is approximately 3 m difference which is significant in that the
water table in the aquifer within the central part of the channel is lower than at the
sides. This suggests that little or no recharge is occurring in the channel, but only at
the edges of the channel via the fractured rocks.Water 2016, 8, 1 12 of 14 
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4. Conclusions

Field observations of geology, water level measurements, geophysical profiles,
and simple scenario-modeling using HYDRUS1-D, were conducted to investigate
the current recharge mechanism within Wadi Qidayd in Western Saudi Arabia. The
alluvial aquifer in this wadi has been heavily pumped and water levels are commonly
greater than 25 m in depth in large areas of the system. The significant lowering of
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water levels by farm and commercial water sales wells is a relatively recent problem
that did not occur historically in the wadi.

The data collected suggest that channel loss during floods is no longer the
primary means of recharge in the wadi. This conclusion is based on the low water
levels in the aquifer, resulting in a greater thickness of the unsaturated zone, the
occurrence of naturally-occurring, fining upwards beds capped with low hydraulic
conductivity clays, deflected water passing parallel to the mud layers downstream,
higher water levels at the edge of the channel compared to the middle after a flood
event, and the common occurrence of Acacia sp. which has long roots and removes
water lying atop the mud layers. Simplified, scenario-modeling of the unsaturated
zone using HYDRUS1-D suggests that the occurrence of four fining-upwards beds
that contain a mud layer is sufficient to prevent the vertical recharge of the aquifer
during flood events based on the actual range of rainfall and duration, as recorded at
local weather stations.

Therefore, we conclude that most of the recharge to Wadi Qidayd currently
occurs via the perimeter fractured rocks that have direct hydraulic connection to the
horizontally-layered, high hydraulic conductivity gravel, and boulder beds to allow
water collected in the harrat area to drain into the aquifer. There may be some areas
of the channel that still may receive direct recharge via channel loss in the distal areas
of the wadi where mud layers may not occur and at slope inflection points where
erosion or non-deposition of the mud layers occur. The unsaturated zone modeling
shows that there is a minimum water level that, once reached, will preclude recharge
due to the and thickness of the unsaturated zone and number of preserved mud
layers that define the top of flood deposits.

The importance of this research is that the activities of humans (over-pumping)
can change the physical mechanisms of recharge within an ephemeral stream. Once
the mechanisms have been changed, the quantity of water available for use from the
aquifer will significantly reduce and exacerbate the depletion problem. Therefore,
wadi aquifers, which are generally believed to provide renewable water resources,
may not be recharged sufficiently to be viable water sources in the future and
could, perhaps, be considered to be non-renewable resources within a short-term
time context.

With regard to water management of the wadi aquifer system, the channel
recharge mechanism could be restored by reducing the pumping rate, removal of the
Acacia sp. trees (or reducing the density), and monitoring of the wadi aquifer water
levels. If pumping is ceased and a “rest period” is allowed to occur, eventually the
water table will rise to a level wherein channel loss or infiltration can, again, reach
the water table. The likely range of water level fluctuations that should occur with
Wadi Qidayd is 1 to 5 m below the surface to maintain the channel recharge function.

38



The usefulness of our research may be limited to wadi systems lying in
geological formations that produce muddy sediments during erosion and the
geometry of the observed flood deposits. However, nearly all wadi aquifers contain
sufficient mud in storm deposits in the proximal reaches to exhibit similar behavior
to the observed throughout Wadi Qidayd.
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Predicting Soil Infiltration and Horizon
Thickness for a Large-Scale Water Balance
Model in an Arid Environment
Tadaomi Saito, Hiroshi Yasuda, Hideki Suganuma, Koji Inosako, Yukuo Abe
and Toshinori Kojima

Abstract: Prediction of soil characteristics over large areas is desirable for
environmental modeling. In arid environments, soil characteristics often show strong
ecological connectivity with natural vegetation, specifically biomass and/or canopy
cover, suggesting that the soil characteristics may be predicted from vegetation
data. The objective of this study was to predict soil infiltration characteristics and
horizon (soil layer) thickness using vegetation data for a large-scale water balance
model in an arid region. Double-ring infiltrometer tests (at 23 sites), horizon thickness
measurements (58 sites) and vegetation surveys (35 sites) were conducted in a
30 km ˆ 50 km area in Western Australia during 1999 to 2003. The relationships
between soil parameters and vegetation data were evaluated quantitatively by
simple linear regression. The parameters for initial-term infiltration had strong
and positive correlations with biomass and canopy coverage (R2 = 0.64 ´ 0.81). The
horizon thickness also had strong positive correlations with vegetation properties
(R2 = 0.53 ´ 0.67). These results suggest that the soil infiltration parameters and
horizon thickness can be spatially predicted by properties of vegetation using their
linear regression based equations and vegetation maps. The background and reasons
of the strong ecological connectivity between soil and vegetation in this region were
also considered.

Reprinted from Water. Cite as: Saito, T.; Yasuda, H.; Suganuma, H.; Inosako, K.;
Abe, Y.; Kojima, T. Predicting Soil Infiltration and Horizon Thickness for a Large-Scale
Water Balance Model in an Arid Environment. Water 2016, 8, 96.

1. Introduction

Prediction of soil characteristics over large areas is desirable for environmental
modeling, precision agriculture and natural resources management. In arid
environments, soil permeability is one of the most important characteristics because
it governs infiltration and runoff characteristics of the landscape. Horizon (soil layer)
thickness above underground hardpans or basement rocks is also significant because
hardpans and basement rocks are impermeable and constrain water movement.
These soil characteristics are essential as input parameters or boundary conditions
for water balance analysis by rainfall-runoff modeling. Rainfall-runoff models are
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important to predict the movement of precious water resources in arid landscapes.
The accuracy of the input parameters used in such models has a significant effect
on model performance [1]. A lack of data for the models is a major limitation for
simulation of regional hydrologic processes [2]. However, it is well known that
soil characteristics often show high spatial variability. Direct measurements of soil
characteristics are time-consuming, labor-intensive and costly to characterize for
areas >100 km2.

Stemming from land system surveys of the 1950s to 1970s [3–5], two main
approaches are widely used to predict the spatial variability of soil characteristics
on large scales: geostatistics [6] and environmental correlation [7]. In this paper, we
focus on the environmental correlation, specifically using correlations between soil
and vegetation properties. An environmental correlation approach evaluates the
spatial distribution of soil characteristics by quantifying the relationship between
soil and environmental attributes. Terrain attributes derived from digital elevation
models (DEM) are the most major predictive factor in this approach [8,9]. Explicit,
quantitative, and usually simple empirical models are developed to describe the
relationships between georeferenced soil samples and predictive factors (e.g., [10,11]).
Multiple linear regression has been most widely used in the modeling processes
(e.g., [12–15]). In addition to the topographical factors, climatic, organic, lithologic
and temporal factors can be used as predictors [16].

Land cover is one of the useful indicators of soil properties and class because
the natural vegetation and its dynamics should represent some kind of equilibrium
relation with soil type [16–18]. Recently, vegetation data such as vegetation structure
and canopy coverage can be obtained relatively easily even over large areas by
remote sensing techniques. These data have been used as predictive factors in
combination with terrain attributes and other factors in several studies [19–21]. For
example, vegetation indices from Landsat Thematic Mapper and Enhanced Thematic
Mapper Plus (Landsat TM and ETM+) were used to predict soil classes [22], soil
drainage classes [23], soil hydraulic properties [2] and soil profile depth, total
phosphorus and total carbon [24]. Zhu [25] used canopy coverage from Landsat
TM to predict soil classes. Park and Vlek [26] used a vegetation map to predict
soil properties. Vegetation indices from SPOT images were also used to predict soil
organic matter [27] and soil organic carbon [28]. In these studies, vegetation data
are just one category of the predictive factors, however, successful deployment of
this data suggests that the vegetation attributes may play an important role in the
environmental correlation approach.

To predict soil infiltration properties and horizon thickness, vegetation factors
may be particularly useful because these soil characteristics are highly correlated
to vegetation due to the co-evolution of landscapes [29]. A considerable number
of studies have been reported on the strong relationship between infiltration
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parameters and vegetation data (e.g., [30–36]). Regarding the horizon thickness,
Lamotte et al. [37] showed that the depth and distribution of hardpans were
associated with differences in vegetation. Pracilio et al. [38] also reported that tree
height was limited by the depth to hardpans in southwestern Australia. Therefore,
these soil characteristics may be simply predicted from vegetation data only if
quantitative and strong correlations can be found between the soil characteristics
and vegetation attributes for large areas.

The objective of this study is to investigate the prediction of soil infiltration
characteristics and soil horizon thicknesses using vegetation data for areas of the order
of hundreds to thousands of km2 in an arid environment. We conducted infiltration
tests (at 23 sites), horizon thickness measurements (58 sites) and vegetation surveys
(35 sites) in an established research area (30 km ˆ 50 km) in Western Australia. The
relationships between obtained soil parameters and vegetation data were evaluated
quantitatively by simple linear regression analyses. The infiltration properties and
horizon thickness in the whole research area were predicted from regression equations
and vegetation maps derived by remote sensing.

2. Area Descriptions and Methods

2.1. Research Area and Measurement Sites

The Leonora research area (lat 28˝38113” S, long 120˝59115” E) was located
about 600 km northeast from Perth, the capital city of Western Australia, covering
approximately 1500 km2 (30 km in an east-west direction and 50 km in a north-south
direction) (Figure 1). This research area was originally established to assess arid
zone afforestation and to estimate the effect of carbon fixation in arid lands [39].
A large-scale water balance model and a tree growth simulator have also been
developed to estimate water and carbon flow in the research area [40,41]. Thus,
information on soil characteristics for the whole research area was needed for these
models and also to establish boundary conditions for the models [42].

The area is arid: average annual rainfall measured in the area (1917–1998) is
211 mm with a standard deviation of 109 mm [43]. Although the topographical
gradient is less than 1% for almost the entire research area, there are many wadis (dry
riverbeds containing water only during times of heavy rain). When intensive rainfall
occurs, the wadis function as drainage paths for runoff to the large and shallow salt
lake at the lowest elevation. The surface soil contains abundant quantities of ferric
oxide and is colored red due to laterization [44]. The feature of the soil in this area is
the presence of the Wiluna hardpan [45], which is extremely hard, impermeable and
consists of laminated layers of silica with ferruginous and calcareous cement, and
which is often up to 10 m thick [46]. According to a fluorescent X-ray analysis, these
hardpans in the research area consist of 45% Al2O3, 39% SiO2 and 12% Fe2O3.
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The research area has been used for extensive grazing by one farm family,
but all of the forest and woodland in the research area is considered natural forest
and woodland [47]. The vegetation of the area is a mixture of Acacia woodland,
Acacia shrub land (Acacia aneura with small shrubs, e.g., Eremophilla sp.) and bare
ground [47,48]. About half of the research area is bare ground or low open woodland,
where canopy coverage is less than 10%, and the other half is woodland and open
forest, where canopy coverage varies between 10% and 50% [49]. The dominant
species is Acacia aneura; Eucalyptus camaldulensis open forest and woodland are
adjacent to some wadis; and salt-tolerant shrubs and bushes are observed around
the salt lake. Abe et al. [50] reported that the biomass distribution is related with the
slope, position of the wadi and the distance from the wadi.

Measurements on soil infiltration, horizon thickness and vegetation were
conducted at a maximum of 58 sites of size 50 m ˆ 50 m. The soil surveys
were intensively conducted in November and December in 1999 and 2002. The
vegetation surveys were conducted from 1999 to 2003. All sites were classified into
three vegetation categories by the dominant species at the sites: Eucalyptus (EP),
Acacia aneura (AA), or bush or bare ground (BB) sites. The locations of sites on
which measurements were taken were chosen by preliminary ground inspections
and interpretation of aerial photographs in order to satisfy the following conditions:
(i) the ecological and topographical conditions within each site were homogeneous:
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and (ii) there was a wide range in the biomass (Figure 1). In addition, the distances
of the sites from the nearest wadis were measured by visual interpretations of aerial
photographs in order to categorize the sites into “around wadis” (within 100 m of
the nearest wadis) and “others”. The reason for the categorization was that the areas
around wadis had a characteristic ecosystem. The distribution of wadis was able to
be determined also from terrain analysis of a DEM [50].

2.2. Analyzed Data Set

2.2.1. Infiltration Data

Double-ring infiltrometer tests were performed at 23 sites (4 EP, 10 AA and
9 BB sites) (Figure 1). All other variables shown in Sections 2.2.2 and 2.2.3 were also
recorded at these sites. At each site, one point was chosen that gave a satisfactory
representation of the surface soil condition of the site. An inner ring, 0.30 m in
diameter and 0.30 m deep, was carefully driven 0.10 m into the soil at the chosen
point. Each infiltration run continued for 90 min by which time a steady state rate had
been attained. Soil profile surveys to measure depth to hardpans were also conducted
at all sites at which measurements were made. The horizons were generally dry
during the measurement period and the variation of the volumetric water contents
was small (0.02–0.08 m3¨m´3). The effect of the difference in the soil moisture on
infiltration rate was therefore small. At one site with little vegetation, infiltration
tests were performed at three locations to evaluate the spatial variability in the soil
permeability within the site.

Two commonly used infiltration equations were fitted to the infiltration data
collected during tests: the Kostiakov [51] and Philip [52] equations. Cumulative
infiltration (I, mm) is expressed by the Kostiakov equation as:

I “ ktm, (1)

where t (min) is the time that water has been in contact with the soil, and k and m
are constants. The Kostiakov equation is empirical; its parameters do not have clear
physical meanings but it is simple and easy to define. Note that if t = 1 in Equation (1),
then I = k. This means k is 1 minute of infiltration. In contrast, the Philip equation is
based on physical parameters and given by:

I “ St1/2 ` At, (2)

where S (mm¨min´1{2) accounts for the sorption of water at the beginning of the
infiltration process and A (mm¨min´1) accounts for the long-term (steady-state)
infiltration rate. We introduced a parameter It (mm), which is the measured
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cumulative infiltration for any period of time (t). As above, parameters k, m, S,
A and It were obtained as soil infiltration characteristics at each of the sites.

According to visual interpretation of the aerial photographs, six of the 23 sites
were within 100 m of the nearest wadis. Analyses excluding these six sites were also
performed. A subscript _ew was added to the infiltration parameters when the six
sites were excluded in the analyses (e.g., k_ew).

2.2.2. Horizon Thickness Data

Horizon thickness was measured at 58 sites (10 EP, 25 AA and 23 BB sites). The
surface horizon above the underground hardpan was dug out by engine augers
and the horizon thickness (Th, cm) was determined by measuring the depths of the
augered holes. The horizon thicknesses sometimes varied within a short distance
thus they were measured at 10–15 locations within each site area, and the average
horizon thickness was adopted as the Th data at the site. The maximum measurement
range of Th was limited to 115 cm by the length of the drill. Therefore, at 10 sites
(seven EP and three AA sites) where the horizon thickness was over 115 cm, Th
was tentatively assigned a value of 115 cm. Analyses excluding these 10 sites were
also performed.

2.2.3. Vegetation Data

The stand biomass (Bm, kg¨m´2) and canopy coverage (Cc, m2¨m´2) were
measured or estimated at every site. The stand biomass was defined as the sum of
the biomass of the individual trees above ground that comprised stand per the unit
ground area. The canopy coverage was defined as the ratio of the vertical projection
area of the forest and woodland canopy per unit area [47]. Cc was obtained relatively
easily from both vegetation surveys and remote sensing analyses. In contrast, Bm was
more difficult to estimate than Cc but we considered that it was a more efficacious
measure of the amount of vegetation.

At 35 of the 58 sites, vegetation surveys were conducted originally for the remote
sensing analyses. Various vegetation parameters were measured for all trees such as
tree height, diameter at breast height and canopy silhouette area. Each tree biomass
was calculated by the allometric equation for each tree species using a destructive
sampling method [53]. From these results, the values of Bm and Cc were calculated
for each site. To extrapolate the site based Bm and Cc values to the entire study
area, satellite images (Landsat TM and ETM+; 16 scenes from June 1998–December
1999; 30 m resolution) and aerial photographs (on 10–11 November 1999; digitized
ortho color photograph consisted of Red, Green and Blue bands, 0.25 m quadrate)
were used. As results of analyses for both images, distribution maps of Bm and Cc

were made for the entire area. The details of the estimation methods adopted are
described by Taniguchi et al. [54] and Suganuma et al. [47,49]. An example of the Bm
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distribution map developed by satellite image analyses is shown in Figure 2 [54]. At
23 sites at which vegetation surveys were not conducted (Figure 1), Bm and Cc were
estimated from the aerial photographs that had higher resolution and accuracy than
the satellite images. The Cc values were estimated by visual interpretation of the
aerial photographs (e.g., R2 = 0.99 [49]). The Bm values were estimated using high
correlation between Bm and Cc for each vegetation type (e.g., R2 = 0.92 [47]).
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2.3. Data Analysis and Development of Prediction Equation 

Figure 2. Distribution map of stand biomass and the distributions of sorptivity and
horizon thickness predicted by the regression equations (Figures 4 and 7a). The
stand biomass was estimated using SAVI (Soil Adjusted Vegetation Index) from
satellite images (Landsat TM and ETM+; 16 scenes from June 1998–December 1999;
30 m quadrate) [54].

2.3. Data Analysis and Development of Prediction Equation

Liner regression analysis was used to quantify relationships between the
infiltration parameters or horizon thickness and vegetation data. In this paper, soil
characteristics were predicted from vegetation data, thus k, m, S, A, It and Th were
used as the dependent variables (y) and Bm and Cc were used as the independent
variables (x). In addition to regression parameters, some statistical measures were
provided to evaluate the model performance: mean (M) and standard deviation (SD)
for each observed and predicted variable, mean bias error (MBE) and root mean
square error (RMSE) [55].

The dependent variables highly correlated with the vegetation variables were
predicted using their linear regression based equations. Prediction equations of time
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series of infiltration were also developed by substituting the regression equations
for each infiltration constant into the original infiltration equations (Equations (1)
and (2)). The detailed development is shown in the results section (Section 3.2).

3. Results

3.1. Relationships between Infiltration Parameters and Vegetation Data

The cumulative infiltrations varied greatly from site to site, suggesting a high
spatial variability in the soil permeability in the research area (Figure 3). At a final
cumulative infiltration (90 min), the maximum value was 685 mm, minimum 37 mm,
mean 226 mm and standard deviation 155 mm. Both Equations (1) and (2) were
in close agreement with the measured cumulative infiltration at every site; The
coefficients of determination of the fittings were within a range of 0.99 to 1.00, and
the RMSE between the measured and fitted cumulative infiltrations were within a
range of 0.45 mm to 10.0 mm. At one site where the infiltration tests were performed
at three locations, the final cumulative infiltrations (I90) of three tests were 180, 193
and 214 mm and the standard deviation was 17 mm, suggesting the spatial variability
in the soil permeability was small within the site.
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Table 1 shows the output of the resulting linear regression analysis relating
vegetation data to infiltration parameters and statistical measures. Several infiltration
parameters correlated highly with vegetation data. The constants k in the Kostiakov
equation and S in the Philip equation showed particularly high and positive
correlations with Bm and Cc (Figure 4). Both k and S are measures of the infiltrability
at the beginning of the infiltration process and results indicate that surface soil
permeability was strongly correlated with the vegetation. With an increase in the t
value of It, the correlation coefficients between It and Bm or Cc decreased (Table 1).
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Thus, the rate of infiltration into shallower soil has a stronger correlation with
vegetation. No significant correlation was obtained between the constant A of
Philip’s equation and Bm or Cc. This result suggests that permeability of horizons low
in the profile is not correlated with the vegetation because the constant A accounts
for the long-term infiltration rate.
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Figure 4. Relationships between infiltration parameters (k, m, S and A) and
vegetation data (Bm and Cc). BB = bush or bare ground site; AA = Acacia aneura site;
EP = Eucalyptus site.
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When the six sites within 100 m of the nearest wadis were excluded from
the regression analyses, the R2 values between I60_ew or A_ew and the vegetation
data substantially increased compared with those of I60 or A (Table 1). The initial
infiltrability, k_ew and S_ew, also showed a strong correlation with vegetation data,
suggesting that the soil permeability from the surface to depth is strongly correlated
with the vegetation except close to wadis.

3.2. Prediction of Infiltration Parameters from Vegetation Data

The initial infiltrability (k, S and I5) can be predicted with high accuracy from
Bm and Cc over the whole area using the linear regression coefficients shown in
Table 1. For example, S (sorptivity: mm¨min´1{2) can be expressed as a function of
Bm using S(Bm) = 2.98 + 0.96Bm from Figure 4, where S(Bm) is the estimated sorptivity
from Bm. Using this equation, Figure 2 is regarded as the distribution map of S for
the whole research area. The long-term infiltrability (I60 and A), which was poorly
correlated, was not predicted for the whole area, however, it can be predicted as
well as the initial infiltrability if the area of within 100 m wadis is eliminated. I60 is
an important long-term infiltrability parameter because it is used to model hourly
runoff generation when hourly rainfall data are available. I60_ew showed a strong
correlation with Bm and Cc. Therefore, the prediction of hourly runoff becomes
possible by the concurrent use of the hourly rainfall data, the regression equation for
I60_ew, and distribution maps of wadis and Bm or Cc.

An example of the development of the prediction equation of time series
infiltration, using the relationship between k, m and Bm is given below. Both constants
k and m of the Kostiakov equation are closely correlated with Bm. The regression
equations between k and Bm, and m and Bm from Table 1 are k = 2.53 + 1.16Bm

and m = 0.86 ´ 0.020Bm. Substituting these into Equation (1) gives the estimated
cumulative infiltration, IK(Bm) (mm), as:

IK(Bm) “ p2.53 ` 1.16Bmqt´0.020Bm`0.86. (3)

Simultaneous use of Equation (3) and the Bm distribution map (Figure 2) enables
the prediction of cumulative infiltration at any elapsed time and at any place in the
area. The value of IK(Bm) increases with increases in t and Bm (Figure 5). However,
at high values of t and Bm, IK(Bm) decreases with an increase in Bm. The decrease in
IK(Bm) with the increase in Bm is incongruous with the observed positive correlation
between infiltrability and vegetation.
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Figure 5. Estimated cumulative infiltration by Equation (3) (IK(Bm): mm) as
a function of stand biomass (Bm: kg¨ m´2) and time (t: min).

A similar procedure was used for the other infiltration parameters. The
relationships between k_ew and m_ew for Equation (1), and S_ew and A_ew for
Equation (2) are shown below. The prediction equations are presented as, respectively:

IK(Bm)_ew “ p2.69 ` 0.95Bmqt´0.011Bm`0.84, (4)

IP(Bm)_ew “ p2.69 ` 0.91Bmqt1/2 ` p1.05 ` 0.17Bmqt, (5)

where IK(Bm)_ew and IPpBm)_ew are the estimated cumulative infiltrations in mm. The
subscript K and P denote that the bases of the equations are Kostiakov and Philip
equations, respectively. These equations can be applied to the study area excluding
the wadi surrounds.

The prediction accuracy of Equations (3)–(5) was evaluated by the coefficient of
determination (R2) between the estimated cumulative infiltration and It (measured
cumulative infiltration) for all sites. Figure 6 presents the variations in the R2 values
with time. The R2 value between IK(Bm) and It was initially high (R2 > 0.6, t < 10 min),
but decreased rapidly with time because of: (i) the low correlation between long-term
infiltrability and vegetation; and (ii) the decrease in IK(Bm) with the increase in Bm

in the high ranges of t and Bm (Figure 5), as previously mentioned. We propose
that Equation (3) should be used only for the prediction of initial-term infiltrations,
such as for the prediction of infiltrations and runoff generations for brief rainfall
events (t < 20 min). In contrast, the R2 value between IK(Bm)_ew or IPpBm)_ew and It

was more than 0.7 for all time periods, suggesting that even long-term infiltration
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can be predicted by Equations (4) or (5) with an acceptable degree of accuracy in
the area outside the wadi surrounds. There was no significant difference between
Equations (4) and (5) in prediction accuracy. The RMSE between the measured
cumulative infiltration and IK(Bm), IK(Bm)_ew and IPpBm)_ew at 60 min were 83.5, 35.6
and 36.0 mm, respectively. These values were slightly smaller than the RMSE
values of Bm-I60 and Bm-I60_ew (Table 1), suggesting the developed time series
equations predicted the cumulative infiltration more accurately than the original
regression equations.Water 2016, 8, 96 10 of 15 
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Figure 6. Variations in the coefficient of determination (R2) values between
measured and estimated cumulative infiltrations for all sites with time.

3.3. Prediction of Horizon Thickness from Vegetation Data

The horizon thickness had strong positive correlations with Bm (R2 = 0.67; n = 58;
p < 0.001) and Cc (R2 = 0. 56; n = 58; p < 0.001) (Figure 7). Th can be expressed as
a function of Bm using Th(Bm) = 25.40 + 6.00Bm from Figure 7a, where Th(Bm) is the
estimated horizon thickness from Bm in cm. Using this equation, Figure 2 is regarded
as the distribution map of Th for the whole research area. When 10 sites, the horizon
thicknesses of which were greater than 115 cm were excluded in regression analyses,
Th showed strong correlation with Bm (R2 = 0.58; n = 48; p < 0.001) and Cc (R2 = 0.53;
n = 48; p < 0.001), meaning the excluding these sites does not affect the correlation
relationship. Eight of these 10 sites and another two sites were located within 100 m
of the nearest wadi. If the total of 12 irregular sites, Th > 115 cm or around wadis,
were excluded in regression analyses, Th still showed strong correlation with Bm

(R2 = 0.55; n = 46; p < 0.001) and Cc (R2 = 0.53; n = 46; p < 0.001).
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and (b) horizon thickness (Th) and canopy coverage (Cc). BB = bush or bare ground
site; AA = Acacia aneura site; EP = Eucalyptus site.

4. Discussion

The six sites within 100 m of the nearest wadis had relatively high Bm and Cc

values, and showed high initial infiltration rates (Figure 4). From the result of soil
profile surveys, horizons with low permeability were observed at three of these
six sites. The depths of these horizons were about 20–50 cm from the soil surface.
Although these horizons were not hardpans, they were extremely compacted and
hard; the values for the long-term infiltration parameters were strongly affected
by them. It seemed that these horizons of low permeability served as transient
river beds around wadis during large runoff events. In contrast, there were no
horizons of low permeability in the other three sites within 100 m of wadis and the
soil permeability was high even at depth. These results indicate that the spatial
variability of permeability was particularly high in lower horizons around wadis.

The constant m in the Kostiakov equation had a negative and strong correlation
with Bm and Cc (Figure 4). This constant does not have clear physical meaning,
but when the m value is small, the infiltration rate rapidly decreases with time
(Equation (1)). Thus, m values were particularly small at the three sites around
wadis where there are horizons of low permeability. These m values enhanced the
negative slope of the regression line (b) between m and Bm or Cc (Table 1 and Figure 4).
Therefore, the slope values of m_ew for both Bm and Cc were smaller than the slope
values of m for Bm and Cc. The prediction equation of time-series infiltration was
also affected by the steep negative gradient due to the small m values; this was the
reason why the predicted IK(Bm) by Equation (3) decreased with an increase in Bm at
high values of t and Bm (Figure 5).
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BB (bush or bare ground) sites were concentrated in the lower range of k and S,
and the lower range of Bm and Cc (Figure 4). In contrast, EP (Eucalyptus) sites
concentrated in the upper range of k and S, and Bm and Cc, respectively. AA
(Acacia aneura) sites were distributed along regression lines, which means the stand
biomass and canopy coverage of Acacia aneura spatially varied and correlated with
the surface soil permeability.

It appeared that the main reason for the strong correlation between horizon
thickness and vegetation was the restriction of the rooting depth for plants in the
vicinity of hardpans [38,56]. Furthermore, vegetation may also affect the horizon
thickness as a natural selection process and for its advantage [57–59]. For example,
rich vegetation supplies surface soils through litter falls and micro-organisms, in
contrast, poor vegetation cover often causes runoff and erosion which reduces the
horizon thickness. BB sites were concentrated in the lower ranges of Th and Bm or Cc,
whereas EP sites were concentrated in higher ranges (Figure 7). These tendencies
were similar to the distributions of BB and EP shown in the relationships between
initial infiltrability and vegetation data (Figure 4). AA sites were dispersed widely in
thin to deep soil areas; Acacia aneura may be able to grow regardless of the limitation
of depth to the hardpan. This would be one of the reasons why Acacia aneura was the
dominant species in this area where hardpans distribute in shallow underground.

It seemed that the strong correlation between soil infiltration, horizon thickness
and vegetation was caused by their ecological connectivity through water movement.
Such associations may be particularly pronounced in arid lands because water is
the main driving force of vegetation distribution and hence ecosystems in arid
environments (e.g., [60–62]). The regression equations presented in this paper
are region-specific. We contend that the same concept of prediction of these soil
characteristics would be applicable for other arid lands that have similar ecosystems.

In most cases, above ground stand biomass showed slightly higher correlations
with soil characteristics than canopy coverage (Table 1). We propose that this was
because the stand biomass obtained in this study included the allometric equation
for each tree species in the calculation, and hence it was a more robust measure of
the current condition and amount of vegetation than canopy coverage. However,
canopy coverage can be obtained more easily than biomass. The choice of either
stand biomass or canopy coverage as the predictor will depend on the required
accuracy and the resources required to collect the field data.

Strong statistical relationships are proven between vegetation indices calculated
from satellite imagery such as NDVI (Normalized Difference Vegetation Index) or
SAVI (Soil Adjusted Vegetation Index) and biomass or canopy coverage. Vegetation
indices can be obtained more easily for even larger areas than our current study
site; they may be able to be effective soil characteristic predictors. Further studies
are required to explore other predictors based on remote sensing. Improvement
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of field measurements is another task. To determine depths to deep hardpans,
electric resistivity surveys may be useful [37]. We used the double-ring infiltrometer
for the convenience of use and transportation; however, infiltrability is often
overestimated under ponding conditions compared with dripping conditions
(e.g., [63,64]). Quantification of spatial variability of infiltrability within sites may also
be important, specifically at high vegetation sites. Conducting multiple infiltration
tests within a site using rainfall simulators will contribute to increase in accuracy of
runoff prediction.

5. Conclusions

Soil infiltration characteristics and horizon thickness were predicted using
vegetation data for a 1500 km2 site in an arid environment. The parameters for the
initial-term infiltration and horizon thickness had strong and positive correlations
with the biomass and canopy coverage over the entire area studied. The parameters
for the long-term infiltration also had strong, positive correlations with vegetation
when the data obtained around wadis was excluded. We conclude that the infiltration
parameters and horizon thickness above hardpans can be predicted by use of the
linear regression equations with vegetation data. The prediction equations of time
series infiltration were developed by substituting the regression equations for each
infiltration parameter into the original infiltration equations. Concurrent use of these
equations and the distribution map of vegetation (and wadis) enabled the prediction
of the cumulative infiltration at any time for place in the research area. We contend
that the same concept of prediction of soil characteristics would be applicable for
other arid lands that have similar ecosystems.
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Simulation of Water Use Dynamics by Salix
Bush in a Semiarid Shallow Groundwater
Area of the Chinese Erdos Plateau
Jinting Huang, Yangxiao Zhou, Rongze Hou and Jochen Wenninger

Abstract: This study analyzed the water use of the Salix psammophila bush in
a semi-arid area in northwest China using a Hydrus-1D model. The model
incorporated the effect of thermally driven water flow coupling liquid water, water
vapor and heat transport. The model was calibrated and validated using hourly
field measurements of soil water content and temperature at different depths
for a growing season of 154 days. Furthermore, another Hydrus-1D model was
established to simulate environments with decreased heat, rainfall or temperature
and an increased leaf area index using calibrated and validated parameters. Our
results show that upward and downward thermally driven water vapor fluxes
account for 0.11% and 0.28%, respectively, of the corresponding direction of total
water flux during the bush’s growing season. Although the vapor flux is very
small, simulations incorporating heat flow revealed alterations in the temperature
and pressure head gradients over the root zone, especially during dry periods.
Consequently, the cumulative contributions of groundwater to evapotranspiration
(ETg) with heat flow and without heat flow were 26.9% and 40.6%, respectively,
during the simulation period. Therefore, the cumulative contribution of groundwater
to ETg is overestimated when heat flow is excluded. Thus, we recommended that
heat transport be incorporated when evaluating ETg in arid and semi-arid areas.

Reprinted from Water. Cite as: Huang, J.; Zhou, Y.; Hou, R.; Wenninger, J. Simulation
of Water Use Dynamics by Salix Bush in a Semiarid Shallow Groundwater Area of
the Chinese Erdos Plateau. Water 2015, 7, 6999–7021.

1. Introduction

Arid and semi-arid regions compose over half of the global land area [1]. These
areas often suffer from frequent sandstorms, and farmland is threatened by moving
sands, particularly in China [2]. In the early 1980s, the Chinese government initiated
a reforestation project called the “Three North Forest Shelterbelts” [3], and in 2000,
the “Return Farmland to Forest and Grassland” project was initiated [4]. These
reforestation projects have prevented further deterioration of arid regions and have
rehabilitated the eco-environment. However, recent research has revealed side
effects stemming from the improper selection of plants [5], such as the decay of
re-vegetation and a decrease in groundwater levels [6]. In arid areas, water resources
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are extremely scarce and the environment is very fragile. Surface water is usually
limited, and groundwater sustains the co-existence of social-economic development
and the natural environment. Thus, understanding the relationship between water
use by vegetation and groundwater dynamics is crucial to managing and maintaining
healthy ecosystems while providing water for human needs [7].

In desert regions, rainfall events can be characterized as rainfall pulses with a
discontinuous, highly variable, and largely unpredictable frequency and intensity [8,9].
This small amount of rainfall only recharges the shallow soil layer; in contrast, heavy
rainfall can permeate into the deep soil layer and groundwater [2]. Many perennial
plants in arid and semiarid zones have adapted to these sporadic rainfall pulses by
adopting a dimorphic root system composed of branched surface roots that acquire
water from shallow soil layers and deeper roots that can access perennially available
groundwater [10,11]. Plants able to extract groundwater from shallow aquifers are
commonly referred to as phreatophytes. Some phreatophytes appear to be largely
dependent on groundwater, while others show only a slight dependency. Thus,
phreatophytes exhibit an obligate and facultative groundwater dependency [12].
However, the identification of obligate and facultative phreatophytes is complicated by
species characteristics [13,14] and shifts between wetter and drier soil conditions [11].

Temperature-driven soil water flow is another process that can affect water
balance and movement in arid and semi-arid areas [15]. The dynamics of liquid
water and water vapor movement have been determined based on the mathematical
description of liquid water and vapor flux by Philip and de Vries [16] for unsaturated
soils under a soil water pressure head and a soil temperature gradient. This study
produced a mathematical model [1,17] based on the influence of air flow [18],
meteorological conditions [19], and vegetation cover [15,20]. However, there have
been limited modeling studies evaluating the role of coupled fluxes and their
temporal variation in desert bush-dominated areas under shallow groundwater level
conditions. In particular, information about the movement of liquid water, water
vapor, and heat in bush-dominated sandy soil as well as the contribution of water
vapor flux to total water flux remains limited for areas such as the Mu Us Desert.

The objective of this study was to assess the water use of Salix psammophila
(S. psammophila) in a semi-arid area of the Mu Us Desert of northwest China
using a coupled liquid water, water vapor, and heat transport model. Systematic
field measurements were conducted to investigate the relationships between
S. psammophila transpiration and groundwater level changes. First, we calibrated the
HYDRUS-1D model [21] using soil water and temperature measurements obtained in
an S. psammophila bush plot. We then used the model to compute the contributions of
groundwater to root water uptake to quantify the dependency of the S. psammophila
bush on groundwater. Third, we investigated the movement of liquid water and
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water vapor in the absence of heat transport and under decreased rainfall, increased
temperature and LAI.

2. Materials and Methods

2.1. Field Site Description

The experimental site was located in the Hailiutu River catchment (between
38˝061 and 38˝521 N, 108˝471 and 109˝231 E) in the Erdos Plateau of northwest China
(Figure 1). The Hailiutu River is a branch of the Wuding River, which is a major
tributary of the Yellow River. The total area of the Hailiutu River catchment is
approximately 2645 km2. A hydrological station located at the outlet of the Hailiutu
catchment near Hanjiamao village registered a mean annual discharge of 2.64 m3/s
for the period 1957–2007. Studies show that the flow regime has changed dramatically
over the last 51 years. Four major shifts were detected in 1968, 1986, 1992 and 2001,
reflecting quasi-natural conditions, reservoir construction, combined river diversion
and groundwater extraction, and increased crop area [22]. Based on 50 years
of meteorological data (from 1957–2007) obtained from a station approximately
40 km northwest of the study site, the long-term average annual air temperature
is 8.1 ˝C, and the minimum and maximum monthly average air temperatures are
´8.6 ˝C in January and 23.9 ˝C in July. The average annual precipitation is 340 mm,
approximately 70% of which occurs between July and September. The average annual
potential evaporation is estimated to be 2180 mm [23]. The area’s main crop is maize,
which is sown in mid-April and harvested in mid-October, with slight variation
depending on seasonal weather conditions. Irrigation depends on local rainfall [23].

The experimental site is located approximately 11 km northeast of the Hailutu
River. The dominant natural vegetation around the research site is S. psammophila,
which covers approximately 30% of the area, along with other sporadically distributed
herbs, primarily Artemisia ordosica, Korshinsk peashrub and Hedysarum laeve Maxim.

2.2. Field Measurements

A set of instruments was installed to measure environmental variables, including
the sap flow of S. psammophila, soil water, soil temperature, and groundwater level
(Figure 2). The instruments used in the study are listed in Table 1. Detailed information
regarding river catchment and groundwater level measurements can be found in a
previous study [23]. Here, the results of a root survey and measurements of soil water
content and soil temperature are described.

2.2.1. Measurement of Soil Water Content

Soil water content (SWC, cm3/cm3) was measured at eight depths using
time-domain reflectometry (TDR) technology. All sensors were inserted horizontally
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into the soil. All sensors installed at 10, 20, 40, 60, 80, 100, 120 and 140 cm depths
were 6005CL2 (Minitrase SEC Co. Ltd., Goleta, CA, USA, 2% resolution). Data were
recorded every 10 s and stored every 1 hour by a data-logger (Minitrase SEC Co. Ltd.,
Goleta, CA, USA).Water 2015, 7 4 
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2.2.2. Measurement of Soil Temperature

The soil temperature was measured at 10 different depths using TCAV
thermocouple sensors (Campbell Scientific, Logan, UT, USA). The thermocouple
sensors were installed at 2, 5, 10, 20, 30, 40, 50, 60, 70 and 80 cm depths. All sensors
were inserted horizontally into the soil. The data were recordedat 10-s intervals and
were stored as 1-h averages using a CR1000 data-logger (Campbell Scientific, Logan,
UT, USA).
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Figure 2. Schematic plot of instrument locations.

2.2.3. Root Survey

Root distribution reflects the location of the water source used by the plants.
Because root distribution varies with depth and radial distance, soil cores were
collected around S. psammophila plants using a root auger (Eijkelkamp, Giesbeek, The
Netherlands) after defoliation. Undisturbed uniform soil samples 10 cm in diameter
and 15 cm in height were obtained, and the position of each sample was recorded
at the horizontal radial distance from the stem and the depth to the point of each
sample. Four symmetrical transects centered at the stem with a radius of 4 m were
investigated. The total area of the root distribution was determined to be 50.24 m2.
Roots were sieved out of the core sample and washed on the day of sampling. The
cleaned roots from each core sample were weighed using an electric balance (readout
0.01 g; resolution limit of 1%), and photos were taken on scaled paper (resolution:
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1 mm). The total root length of fine roots (diameter < 2 mm) was measured using
gvSIG (a geographic information system ) open source software [24]. The root length
density (cm/cm3) of each sample was determined by dividing the total root length
by the core volume. The vertical distribution of fine roots was determined from the
average of the root-length density at the same sample depth and the radial distance
within the root zone of a S. psammophila plant. Two maxima of root length density
were observed: one between 0 and 30 cm and another between the 60 and 120 cm
(with a peak at approximately 80–90 cm) soil layers.

Table 1. Instruments used at the research site.

Variable Height (m) Horizontal Distance to
the Bush Stem (m) Instrument or Sensor Type

Wind speed (W¨ m´2) 5.25 3.0 05130-5 RM Yong wind monitor
Net radiation (W¨ m´2) 3.75 3.0 NR-LITE sensor

Rainfall (mm¨ hr´1) – 3.0 52203 RM Young rain gauge
Air temperature (K) and

relative humidity (%)
3.25 3.0 HMP45C temperature-humidity

sensors4.25 3.0
Soil heat flux (W¨ m´2) ´0.08 3.0 HFP01 heat flow plates

Soil temperature (˝C)
´0.02, ´0.05, ´0.1,

´0.2, ´0.3, ´0.4, ´0.5,
´0.6, ´0.7, ´0.8

1.5 TCAV thermocouple

Sap flow 0.7 – Flow 32 1K

Soil water content ´0.1, ´0.2, ´0.4, ´0.6,
´0.8, ´1.0, ´1.2, ´1.4 1.5 6005CL2

Groundwater level (cm)
and Temperature (˝C) ´2.0 1.5 DI501

Root auger
´0.15, ´0.3, ´0.45, ´0.6,
´0.75, ´0.9, ´1.05, ´1.2,

´1.35, ´1.5

from 0.1 to 4.0 with
0.1 interval –

2.3. Simulations of Soil Water and Heat Transport

HYDRUS-1D software [21] was used to simulate water flow, water vapor and
heat transport under root water uptake conditions. The model simulation followed a
3-step approach similar to that previously published [25]. The first step involves the
calibration of soil parameters using hourly measurements from 26 April to 26 May
2012. The second step is the validation of the model using hourly measurements from
27 May to 27 September 2012. The third step is a complete simulation from April to
September 2012 to investigate the groundwater dependency of the Salix bush.

2.3.1. Governing Equation

The governing equation for the one-dimensional vertical flow of liquid water
and water vapor in variably saturated media is given by the following mass
conservation equation [17]:

BθTphq
Bt

“ ´
BqL
Bz

´
Bqv

Bz
` Sphq (1)
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where θT is the total volumetric water content (cm3/cm3), which is the sum of the
volumetric liquid and vapor water content (θT = θL + θv); qL and qv are the flux
densities of liquid water and water vapor (cm/h), respectively; t is time (h); z is the
vertical axis position (cm); and S(h) is the sink term (cm3/cm3/h).

The flux density of liquid water, qL, has been defined by Philip, J.R., et al. [16]:

qL � qLh � qLT � �KLhp
Bh
Bz

� 1q � KLT
BT
Bz

(2)

where qLh and qLT are the isothermal and thermal liquid water flux densities (cm/h);
h is the matrix potential head (cm); T is the temperature (�C); and KLh (cm/h) and
KLT (cm2/�C/h) are the isothermal and thermal hydraulic conductivities for
liquid-phase fluxes due to gradients in h and T, respectively.

Using the product rule for differentiation and assuming that the relative
humidity in soil pores is constant at different temperatures, the flux density of
water vapor, qv, can be written as [17]:

qv � qvh � qvT � �Kvh
Bh
Bz

� KvT
BT
Bz

(3)

where qvh and qvT are, respectively, the isothermal and thermal water vapor flux
densities (cm/h); and Kvh (cm/h) and KvT (cm2/�C/h) are the isothermal and
thermal vapor hydraulic conductivities of water vapor, respectively.

The total heat flux density is defined as the sum of the conduction of sensible
heat, as described by Fourier’s law (the first term on the right side), the convection
of sensible heat by liquid water (the second term) and water vapor (the third term),
and the convection of latent heat by vapor flow (the fourth term) [17]:

pCp
BT
Bt

q � pL0
Bθv

Bt
q �

B

Bz
pλ

BT
Bz

q � pCwqL
BT
Bz

q � pCvqV
BT
Bz

q � pL0
BqV
Bz

q (4)

where λ is the apparent thermal conductivity of the soil (J/cm/h/�C); Cp, Cw, and
Cv are the volumetric heat capacities (J/cm3/�C) of the soil, liquid, and vapor phases,
respectively; qL is the sum of the isothermal and thermal liquid water flux densities
(cm/h); L0 is the latent heat of vaporization of liquid water (J/cm3); and qv is the
sum of the isothermal and thermal vapor flux densities (cm/h). Details regarding
the HYDRUS-1D model can be found in previously published work [17,21].

The sink term in Equation (1), S(h), is defined as the volume of water
removed from a unit volume of soil per unit time due to plant water uptake.
Feddes, R.A., et al. [26] defined S(h) as:

Sphq � αphqbpxqTp (5)
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where the root-water uptake reduction factor α(h) is a prescribed dimensionless
function of the soil water pressure head, and b(x) is a non-uniform distribution of
the potential water uptake rate over a root zone normalized by the field root survey
value determined by Huang, J.T. et al. [23]. Tp is the potential transpiration.

2.3.2. Soil Characteristics

The water retention curve is one of the most fundamental hydraulic
characteristics in the soil water flow equation. The soil water retention equation is
given by van Genuchten [27]:

θphq “

$

&

%

θr `
θs ´ θr

r1` |αh|nsm
h ď 0

θs h ą 0
(6)

where θ is the volumetric water content (cm3/cm3) at pressure head h (cm); θr and
θs are the residual and saturated water contents (cm3/cm3), respectively; α (> 0, in
1/cm) is related to the inverse of the air-entry pressure; and n (>1) is a measure of
effect of the pore-size distribution on the slope of the retention function (m = 1´ 1/n).

The hydraulic conductivity of soil K(h) is described as:

Kphq “ KsSl
e

"

1´ r1´ Se
n{pn´1qs

1´1{n
*2

(7)

where Ks is the saturated hydraulic conductivity. Se is the effective saturation:

Se “
θphq ´ θr

θs ´ θr
(8)

The thermal conductivity was defined by de Marsily [28] as:

λpθq “ λ0 ` βtCw |q| (9)

where Cw is the volumetric heat capacity of the water and q is water flux; βt is the
thermal dispersivity (cm); and λ0 is the baseline thermal conductivity, which has
been described by Chung, S.O., et al. [29] as:

λ0 “ b1 ` b2θ ` b3θ0.5 (10)

where b1, b2 and b3 are empirically determined parameters (W/cm/˝C).
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2.3.3. Root Water Uptake Modeling

In equation (5), the root distribution b(x) was normalized according to the
field root survey data. For α(h), we used the functional formula introduced by van
Genuchten [30]:

αphq “
1

1` ph{h50q
p (11)

where h50 is the pressure head at which transpiration is halved and p is an adjustable
constant that determines the steepness of the transition from potential to reduced
uptake rates as h decreases.

2.3.4. Boundary and Initial Conditions

An atmospheric boundary condition was implemented at the soil surface, while
a variable pressure head condition was used at depth. The evaporation from the soil
surface and transpiration by plants were simulated using the HYDRUS-1D model. To
specify the potential transpiration (Tp) and potential evaporation (Ep), we calculated
the potential evapotranspiration (ETp) using the Penman-Monteith equation [31].
Potential evaporation (Ep) and potential transpiration were then calculated according
to the Beer’s law method:

Tp “ ETpp1´ e´k¨LAIq

Ep “ ETpe´k¨LAI (12)

where LAI is the leaf area index [´] and k is an extinction coefficient set to 0.463.
In our study, LAI was derived from MODIS imagery (MOD15A2) at a temporal

resolution of 8 days, with LAI reaching a peak of ~1.69. Thus, the computed potential
evaporation was used as an input to calculate the actual evaporation fluxes based
on a reduction of van Genuchten’s equation for transpiration and the hCrit limit for
soil evaporation. In our simulations, hCrit was determined from the equilibrium
conditions between soil water and atmospheric water vapor. During the experiments,
the observed pressure heads at the research site were used for model calibration
and validation. Figure 3 summarizes the imposed surface and bottom conditions,
showing the hourly values of precipitation, potential evapotranspiration, and depth
to groundwater table.

The upper and lower boundary conditions for heat transport were specified as
temperature boundary conditions. The upper boundary values were given as the
observed temperatures at 0.02 cm, and the lower boundary values were given as
the groundwater temperature. The initial soil water content and soil temperature
were determined from the measured values on April 26 at 0:00 h by interpolating the
measured values between different depths.
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Figure 3. Summary of the modeled soil column boundary conditions
(P = precipitation; ETp = potential evapotranspiration; Tp = transpiration;
GWT = depth to groundwater table).

2.3.5. Criterion for Model Calibration

Model calibration was evaluated using root mean square error (RMSE),
systematic RMSE (RMSEs), unsystematic RMSE (RMSEu), and index of agreement
(d) [32,33], defined as follows:

RMSE “

g

f

f

e

N
ÿ

i“1

pPi ´Oiq
2

N
(13)

RMSEs “

g

f

f

e

N
ÿ

i“1

pP̂i ´Oiq
2

N
(14)

RMSEu “

g

f

f

e

N
ÿ

i“1

pPi ´ P̂iq
2

N
(15)

d “ 1´

»

—

—

—

–

N
ř

i“1
pPi ´Oiq

2

N
ř

i“1
p
ˇ

ˇPi ´O
ˇ

ˇ`
ˇ

ˇOi ´O
ˇ

ˇq
2

fi

ffi

ffi

ffi

fl

, 0 ď d ď 1 (16)

where the RMSEs indicates errors due to under- or over prediction by showing how
far the data fluctuate from the 1:1 line in a scatter plot of computed versus measured
values. When the RMSEu is minimized and the RMSEs approaches RMSE, the model
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performs with maximum accuracy. The value of d ranges from 0 (no agreement) to
1 (a perfect fit between simulated and measured values). N is the number of paired
observations, and Pi and Oi are the computed and measured values, respectively. O
is the mean of measured values, and P̂i is defined as:

P̂i “ a` bOi (17)

where a and b are the intercept and slope of the least-squares linear regression
between Pi and Oi.

2.3.6. Investigation of Liquid Water and Water Vapor Movement

To quantify the effect of water movement on the water use of the Salix bush, the
calibrated model was used to investigate liquid water and water vapor movement
under two scenarios. The first scenario quantified the contribution of soil water to
S. psammophila under conditions with or without heat using the measured data. The
second scenario evaluated liquid water and water vapor movement in the case of
decreased rainfall (i.e., half the amount of rainfall during the experimental period,
in agreement with historical values during periods of low rainfall) while increasing
temperature and LAI (5 ˝C temperature and 1.5 LAI increases [34] were assumed,
respectively) using the calibrated model.

3. Results

3.1. Model Calibration and Validation

HYDRUS-1D software was used to simulate water movement at the
experimental site. The soil hydraulic parameters and soil heat parameters were
calibrated and validated using the soil water content and temperature data while
varying the drought stress parameters h50 and p. During the model calibration period
(from April 26 to July 11, 2012), in general, the soil water content gradually increased
from the ground surface to the deep layers, unless rainfall occurred. Moreover, the
soil water content in the shallow layers was more sensitive to rainfall than that in
the deep layers. For example, a daily rainfall of 30.3 mm occurred on June 27 and
triggered an increase in the soil water content at depths up to 100 cm, while after
smaller rainfall events, the increase in the soil water content only reached 40 cm.
During the validation period (July 12 to September 28, 2012), the soil water content
increased with soil depth to groundwater. However, a large rainfall event of 41.1 mm
on July 20 and subsequent rainfall resulted in an increase in the groundwater level,
which thereafter remained high. The soil water content at a depth of 100 cm remained
saturated until the conclusion of our experiments.

72



Six parameters in the van Genuchten model [27] were calibrated using field
measurements (i.e., θr, θs, α, n, l, and Ks). Calibration was performed by fitting
the observed and modeled soil water contents using the Marquardt-Levenberg
optimization algorithm. HYDRUS-1D ran the optimization process until it found the
highest R2 values [21] between observed and computed soil water content.

The soil column was schematized as six soil layers based on our in situ
investigations. The parameter Ks was determined using the inverse auger
method [35] for each layer. The remaining parameters were estimated using
Rosetta [36], a pedotransfer function that predicts hydraulic parameters from soil
texture data (Table 2).

Table 2. Soil texture at the observation site.

Depth (cm) Sand (%) Silt (%) Clay (%)

0–40 97.3 2.7 0
41–55 97.9 2.1 0
56–70 98.5 1.6 0
71–90 98.7 1.3 0
91–110 99.1 0.9 0

111–200 98.8 1.2 0

Running Hydrus-1D with Rosetta hydraulic parameter estimates and
empirically determined values for saturated hydraulic conductivity in simulations
produced poor agreement for the index. We therefore attempted to calibrate the soil
hydraulic property model using the measured soil water content. In Equation (6),
there are five unknown parameters for each layer. When using the inverse model
in Hydrus-1D software, we found that fitting all five parameters in six layers at the
same time tended to cause the inverse algorithm to fail. Thus, the five parameters
were fitted layer by layer. This fitting method has been reported previously by other
researchers [37]. When the simulated and measured soil water contents exhibited a
good agreement index, the hydraulic parameters were fixed and the drought stress
parameters h50 and p were fitted via the measured sap flow of S. psammophila. Finally,
the hydraulic and drought stress parameters were fixed, and the thermal parameters
were fitted using the soil temperature.

The temporal variation of the computed soil water content at the eight
measurement depths during the calibration and validation periods was reasonably
consistent with the field measurements at each depth (Figure 4). We found that the
parameters α and n were more sensitive than the other parameters. Table 3 shows
the calibrated hydraulic parameters. The statistical criteria for model calibration
(Equations (13)–(16)) are summarized in Table 4. The RMSE values were very low
for both the calibration and validation periods at all measured depths. The index
of agreement (d) was very high, ranging from 0.65 to 0.96 and from 0.86 to 1.00,
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respectively, for the model calibration and validation periods at all depths. Generally,
the calibration and validation results were acceptable. The soil water contents
computed using the model captured the sharp increase in the soil water content after
heavy rainfall events.

Table 3. The calibrated parameters for the HYDRUS-1D model.

Depth (cm) θr (cm3¨ cm´3) θs (cm3¨ cm´3) α (cm´1) n Ks (cm¨h´1) l

0–40 0.045 0.39 0.0550 2.180 115.70 0.5
41–55 0.075 0.40 0.0245 3.812 118.22 0.5
56–70 0.07 0.39 0.0198 4.873 113.42 0.5
71–90 0.072 0.29 0.0189 5.716 110.42 0.5
91–110 0.124 0.39 0.0295 2.973 103.02 0.5

111–200 0.065 0.39 0.01618 5.654 110.02 0.5
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Figure 4. The fit of measured soil water content at eight different depths based on
soil profile (points) using model-computed values (solid lines) for the calibration
period (26 April to 12 July) and the validation period (13 July to 27 September).

Reported parameter values for root-water uptake reduction by specific plants
and soils range from approximately ´1000 cm to ´5000 cm for h50 and from 1.5 to 3
for p [38]. However, especially coarse soil, such as sand, is almost completely drained
of water at a fairly modest pressure head (i.e., ´300 or´400 cm). Using values for h50

and p that are similar to those reported in the literature caused the uptake reduction
to perform essentially as a step function [38]. On this basis, we employed an h50 value
that was considerably lower than that reported in the literature. Likewise, a larger
value of p was required to account for the steepness of the soil water retention curve.
Similar to the approach reported by Zhu, Y., et al. [39], we performed simulations
using a range of values for h50 and p in an effort to calibrate the HYDRUS-1D model.
As expected for Aeolian sand, the simulated water contents were not very sensitive to
h50 and p. This finding agrees with the results of Zhu, Y., et al. [39], which simulated
Populus euphratica root uptake in coarse sand soil. A comparison between simulated
and measured soil water contents is presented in Figure 4. For our research plants,
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the values of h50 and p were found to be ´630 cm and 3, respectively, from the results
of fitting the predicted and measured values for transpiration (Figure 5). It can be
seen that the observed and simulated transpiration of S. psammophila fitted well (with
R2 = 0.99), indicating that the calibration values of h50 and p were acceptable.
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Figure 5. The fit of the measured (SFm) and computed (SFs) cumulative
transpiration rates of the S. psammophila bush.

Hourly measurements of soil temperature at nine different depths reveal clear
diurnal fluctuations (Figure 6). However, both the temperature and the amplitude
of the diurnal fluctuations decrease with the increase of depth because the air
temperature is higher than the groundwater temperature during the measurement
period spanning from 26 April to 27 September 2011, indicating downward heat
transport. The temperature also exhibited seasonal variation, increasing beginning
in late April, reaching the highest temperature in July and August and decreasing
in September. The calibrated HYDRUS-1D model is able to simulate both seasonal
and diurnal variations in soil temperature at nine different depths (Figure 6). The
statistical measures used for temperature calibration and validation are shown in
Table 5. The RMSE ranges from 0.446 ˝C to 2.396 ˝C and from 0.784 ˝C to 2.175 ˝C
during the calibration and validation periods, respectively. The index of agreement
(d) is larger than 0.88, during both the calibration period and the validation period,
indicating a good agreement between the computed and measured soil temperatures
(Table 5).
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Figure 6. The fit of computed soil temperatures (solid lines) to measured temperatures 

(points) at nine depths in the soil profile used for calibration (26 April to 12 July) and 
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Figure 6. The fit of computed soil temperatures (solid lines) to measured
temperatures (points) at nine depths in the soil profile used for calibration (26 April
to 12 July) and validation (13 July to 27 September).
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3.2. Pressure Head over the Root Zone

The mean values of the pressure head over the root zone with and without heat
flow are shown in Figure 7. During the simulated period, the mean value of the
pressure head ranged from ´9408.9 to ´31.11 cm with heat flow and from ´244.3
to ´32.5 cm without heat flow. In the simulation without heat, liquid connectivity
breaks down (via Equation 7) and the water content cannot decrease further, whereas
in the simulation with heat transport, very small amounts of water continue to
be transported. These small changes have a large effect on the simulated matrix
potential because the simulation approaches the residual water content. The lowest
value of the pressure head occurred mainly during periods of no precipitation and a
deep groundwater table (Figure 3).
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Figure 7. Comparison of the mean pressure head values over the root zone with
heat flow (hRoot with heat) and without heat flow (hRoot without heat).

3.3. Evapotranspiration

The calculated evapotranspiration is shown in Figure 8, both with and without
heat flow. During the simulated period, the total transpiration rates were 27.9 cm
and 28.1 cm with and without heat flow, respectively. The total evaporation rates
were 15.9 cm and 16.7 cm with and without heat flow, respectively. The differences
were 0.2 cm and 0.8 cm for transpiration and evaporation, respectively (Figure 8a).
In total, the simulated value of ET with heat flow is lower than that without heat
flow; in other words, the value of ET is overestimated without heat flow.
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To further clarify the effect of heat flow on transpiration, root water uptake
values for two zones are shown in Figure 8b. It can be seen that the root water uptake
is affected by heat flow mainly from 0 cm to 30 cm, and the value was 10.4 cm and
10.6 cm with and without heat flow, respectively. The value of root water uptake in
the zone from 60 cm to 90 cm is the same—6.1 cm—both with and without heat flow.Water 2015, 7 18 
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Figure 8. (a) Cumulative evapotranspiration; and (b) root water uptake for selected
depth intervals with heat flow and without heat flow.

3.4. Water Storage and Bottom Flux

The change in soil water storage and bottom flux during the simulated period
is shown in Figure 9. The cumulative changes in soil water storage were 11.7 cm
and 11.4 cm with and without heat flow, respectively. The heat flow thus has little
influence on the change in soil water storage.

During the simulated period, the cumulative bottom flux was positive,
indicating the net groundwater inflow to the soil column. The total bottom fluxes
were 14.4 cm and 15.1 cm with heat flow and without heat flow, respectively.
Furthermore, groundwater inflow occurs during dry days, indicating the dependency
of this process on groundwater. During heavy rain, the cumulative bottom fluxes
decreased, indicating groundwater recharge. For example, after 4.87 cm rain fall
occurred on the June 27 and June 28, value of cumulative bottom fluxes decreased
from 11.18 cm to 9.55 cm without heat and from 9.42 cm to 7.89 cm with heat,
respectively. This indicated value of recharge was 1.63 cm without heat and 1.53 cm
with heat, respectively.
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Figure 9. A comparison of the cumulative change in soil water storage and
cumulative bottom water flux, both with and without heat flow.

3.5. Movement of Liquid Water and Water Vapor

3.5.1. Daily Movement of Liquid Water and Vapor Water in Summer

Figure 10a shows the liquid water movement temporal-space character before
and after a heavy rainfall event (48.7 mm, occurred from 11:00 27 June to 4:00 29 June).
Before the rainfall, the liquid water moved upward because of evapotranspiration,
and the value ranged from 0 to 0.038 cm/h during the daytime; during the same
period, transpiration ceased, a zero gradient zone formed at a depth of approximately
80 cm, and the liquid water below the gradient zone moved downward with a value
ranging from 0 cm/h to 0.08 cm/h. During the rainfall, the liquid water moved
downward, and the maximum water flux reached 0.69 cm/h. Following the rainfall,
because of ET, the liquid water moved upward at the upper soil profile and moved
downward continually over a 54-h period. At the end of the infiltration process, the
change in the liquid water showed the same characteristics as before the rainfall.

Figure 10b shows the water vapor characteristics in the temporal-space before
and after the same heavy rainfall event. It can be seen that the rainfall event only
influenced the shallow soil layer (around a depth of 0 cm to 40 cm) water vapor
movement, and the direction was upward. During the other days, the movement
direction of water vapor was different during the day (moved upward) and night
(moved downward) at a depth of 0 to 40 cm. At a depth of 40 cm to the groundwater
table, the water vapor moved downward. This phenomenon indicates that the vapor
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circulation-condensation process supplied additional moisture for root water uptake
at the shallow soil profile.
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Figure 10. Simulated vertical distribution of the isothermal and thermal liquid
water and water vapor fluxes during a typical period from the experimental period
before and after a rainfall event (0:00 26 June to 23:00 1 July); (a) liquid water fluxes;
(b) thermal vapor water fluxes.

3.5.2. Movement of Liquid Water and Water Vapor in Autumn

Figure 11 shows the liquid water and water vapor movement in the beginning
of autumn. The flux of the liquid water movement in the autumn is much smaller
than that in the summer (Figure 11a). However, in arid and semi-arid areas, the
air temperature dropped lower than the soil temperature at night during autumn.
Consequently, the movement of water vapor shows slightly different characteristics
compared with that in the summer (Figure 11b). At a depth of 0 cm to 40 cm, the
movement of water vapor shows the same characteristics as that in the summer.
However, when the air temperature is lower than the groundwater temperature, the
water vapor zero flux interface moves to a depth of approximately 80 cm and the
water vapor moves upward at a depth of 40 cm to 80 cm, indicating that the water
vapor movement is upward. In contrast, when the air temperature is higher than the
groundwater temperature, the water vapor moves downward at a depth of 40 cm to
groundwater table.
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Figure 11. The movement of (a) liquid water; and (b) water vapor in autumn.

3.6. Contributions of Liquid Water and Water Vapor to Water Movement

The cumulative change of the average node flux with time is shown in Figure 12.
The cumulative upward liquid water and water vapor flux are 26.49 cm and 0.03 cm,
accounting for 99.89% and 0.11% of the total upward water flux, respectively.
Additionally, the cumulative downward liquid water and water vapor flux are
26.75 cm and 0.28 cm, accounting for 99.72% and 0.28% of the total downward water
flux, respectively. The liquid water flux is three orders of magnitude higher than the
water vapor flux. The water vapor flux is negligible.Water 2015, 7 21 
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Figure 12b shows the change in the water flux with depth. It can be seen that
the zero flux interface of liquid water is formed at depths of 73 cm and 70 cm with
heat flow and without heat flow. This indicates that the liquid water moves farther
downward with the effect of heat flow during the simulated period. Moreover,
the cumulative upward water vapor is lower than the downward water vapor
(Figure 12a), so the cumulative water vapor was directed to the deep soil layer at a
depth of approximately 158 cm.

3.7. Soil Water Contributions to Evapotranspiration

According to the previous calculations under the influence of heat flow, the soil
water storage is increased by 11.7 cm. The precipitation is 41.1 cm, and the ET is
43.8 cm, including 27.9 cm of transpiration and 15.9 cm of evaporation. The total
bottom water flux is 14.4 cm (upward), indicating the contribution of groundwater
to the soil water balance.

To calculate the soil water contributions to evapotranspiration, the difference in
the soil distribution between hydrostatic and actual conditions was used as described
by Shah, N., et al. [40]. When distribution of the pressure and the soil moisture
reached the hydrostatic equilibrium condition, the soil acted as a vessel and the ET
was supplied entirely by the groundwater without a vadose zone contribution (VZC).
As the depth of the groundwater table (DWT) increased, the hydraulic connections
weakened. The hydraulic connections between groundwater are lost at a rate that
exceeds the upward replenishment from the saturated zone. Hence, the VZC to ET
occurs in a time step of ∆t = ti ´ ti´1 of the water content profile from hydrostatic
equilibrium. Mathematically (modified from Shah N., et al. [39]),

ETvzc ´ P ` qbot “ VZC (18)

VZC “ rpTSMeq ´ TSMmodelq|ti´1´pTSMeq ´ TSMmodelq|tis{pti´ ti´1q (19)

where ETvzc is the contribution of soil water to ET, P is precipitation, qbot is the
calculated bottom flux, and VZC is the contribution of soil water. TSMeq is the soil
water content in the column corresponding to DWT under hydrostatic equilibrium
conditions, and TSMmodel is the soil water content computed from simulated by
Hydrus-1D for the corresponding time.

The calculated soil water contributions are shown in Figure 13. It can be seen
that during the small rainfall period, the soil is dry and the ET is supplied by the
groundwater. In contrast, after the rainfall, the soil becomes wet and the ET mainly
comes from the soil water. This result confirmed the previous research results
using the soil water balance approach at the same site [23]. However, during the
simulation with heat flow, the cumulative amount of soil water and groundwater
contribution to ET are 32.0 cm and 11.8 cm, which account for 73.1% and 26.9%,
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respectively, of the total ET (43.8 cm). In contrast, the cumulative soil water and
groundwater contributions to ET without heat flow are 26.6 cm and 18.2 cm, which
account for 59.4% and 40.6%, respectively, of the total ET (44.8 cm) without heat
flow. The simulated results indicate that the contribution of groundwater to ET is
overestimated without considering heat flow.
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Figure 13. The contribution of soil water to ET during the simulation period (ETvzc

is the soil water contribution, and ETcvzc is the cumulative contribution): (a) soil
water movement with heat flow; and (b) soil water movement without heat flow.

3.8. Water Movement during Climate and LAI Change

Table 6 shows the calculated flux of liquid water and water vapor during periods
of climate and LAI change compared to the results of the calibrated model. It can be
seen that the maximum cumulative upward liquid water flux of LAI increased by
0.5, indicating that more water will be consumed if the vegetation becomes denser.
However, the minimum cumulative downward liquid water was observed when the
rainfall decreased by half. This result indicated that water use by the investigated
bush will increase and that the percolation amount decreased as rainfall decreased.
The cumulative water vapor flux did not change much in comparison with the liquid
water flux with decreases in rainfall, increases in temperature, or increases in LAI.
This result is consistent with the results presented in Figure 12, suggesting that the
amount of water vapor was only slightly affected by a decrease in rainfall and by
increases in temperature and LAI. Therefore, the vapor from groundwater will not
allow a resilience of the investigated bush ecosystem in case of rainfall decrease,
temperature increase and LAI increase.
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Table 6. The cumulative flux of liquid water and water vapor during climate and
LAI changes.

Water Flux Calibrated Model Rainfall*0.5 Temperaure + 5˝C LAI*1.5

Cumulative upward liquid water flux (cm) 27.24 29.631 27.245 38.305
Cumulative downward liquid water flux (cm) ´28.322 ´11.203 ´28.312 ´24.096

Cumulative upward vapor water flux (cm) 0.026 0.026 0.026 0.025
Cumulative downward vapor water flux (cm) ´0.071 ´0.073 ´0.071 ´0.075

4. Discussion

In arid and semi-arid areas, thermally driven soil water movement is an
important component of the soil-plant-atmosphere interaction. The temperature
gradient changes due to diurnal temperature variations, resulting in the evaporation
and condensation of water vapor in the soil. Zeng, et al. [41] found that the movement
of water vapor can be described by three stages in shallow soil layers over the
course of a day. Furthermore, the evaporation and condensation of water vapor
are determined by the pressure head and temperature gradient. The results of
water vapor movement simulation in this paper show similar characteristics as
previously reported [41] during summer, when the air temperature was higher than
the temperature of the groundwater (Figure 10b). However, the zero flux interface is
formed in deeper soil in the autumn (Figure 11b). This phenomenon indicates that
water vapor condensation is more frequently caused by both diurnal and seasonal
air temperature changes under shallow groundwater table conditions in semi-arid
desert regions. During the summer, both the air temperature and the groundwater
temperature increase, so the alternation and condensation of vapor occur in shallow
soil layers determined by diurnal soil temperature fluctuations. In contrast, the air
temperature decreased and the groundwater temperature increased due to the soil
temperature penetration time lag, resulting in the alternation of evaporation and
condensation in shallow and deep soil layers.

Anthony, et al. [42] examined the magnitude of the water vapor flux reported in
experimental studies by various authors and found that the maximum magnitude of
moisture change due to vapor flow ranges from 7.2 ˆ 10´3 to 2.5 ˆ 10´2 cm/h. The
simulated results in this study are in agreement with these values (Figures 10b and 11b).
Regarding the water vapor contribution to total water flux, Parlange, et al. [43] found
that water vapor contributed between 10% and 30% of the total flux based on one
week of field observations in bare sandy loam soil. Deb, et al. [44] found that the total
upward water vapor flux in the unsaturated soil layer of furrow-irrigated sandy loam
soil was approximately 10.4% of the upward total water flux over a 50-day period.
Compared to those results, the water vapor contribution to the total water flux in our
simulation was much smaller: the upward and downward contributions were 0.11%
and 0.28%, respectively. These smaller percentages are caused by the transpiration of
the investigated bush from liquid water in semi-arid areas with shallow groundwater
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table conditions. In other words, the liquid water was dominant due to the large
amount of transpiration, even though the rainfall decreased by half (Table 6). This
phenomenon agrees with the results reported by Garcia, et al. [15]. Although the
amount of water vapor flux is small, the mean pressure over the root zone is very
low during dry periods with heat flow (Figure 7). Water vapor could provide a small
but noteworthy source of water for plants during the driest period of the year [45].
Thus, simulations without heat flow did not capture the dynamics of pressure head
changes that affect the rate and direction of water flow [15].

In semi-arid and arid regions, rainfall variations can lead to changes in water use
strategy by plant species [11]. This study confirmed that an increase in rainfall could
lead to an increased use of rain water and decreased groundwater use (Figure 13)
during the growing season by the Salix bush. Nevertheless, quantifying groundwater
use is another issue. The contribution of groundwater to vegetation water use varies
by crop [46], grass [47], and trees [39] according to the Richards equation. However,
these studies did not consider the effect of thermal driving flow. Based on our
simulation results, the groundwater contribution to ET is different depending on
heat flow condition (Figure 10).

This study is limited to thermally driven water movement on water use of
S. psammophila. However, water use of ecological system includes competition
and coordination mechanism. To evaluate vegetation competition for water and
light limitation, Brolsma, et al. [48,49] created a coupled bio-physical-vegetation
growth and variably saturated three-dimensional hydrological model to simulate
both short-term and long-term vegetation dynamics along a hill slope in temperate
forests. It found that once a tree is established under slightly unfavorable soil
moisture conditions it cannot be outcompeted by smaller trees with better soil
moisture uptake capabilities, both in dry as in wet conditions. To investigate water
flow within and around a root network, Schneider, et al. [50] proposed a standalone
root water uptake model to investigate the role of root architecture on the spatial
distribution of root water uptake. Model simulations show a redistribution of water
uptake from more densely to less densely rooted layers with time. Water use of
the investigated bush vegetation system may involve both the competition and
coordination mechanism referring to the bush ecological consistent as described
in section 2.1. Moreover, Specific ecological features could also impact water-use
strategies as point by Bertrand, et al. [51]. Therefore, these vegetation water use
strategies should be taken into account in further modeling efforts.

5. Conclusions

A Hydrus-1D model was calibrated and validated using hourly field
measurements of soil water content; the temperature over a period of 154 days;
and liquid water, water vapor and heat transport. The soil water content and
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temperatures computed by the model fit well with the empirical values at all depths.
The model was used to investigate the effects of heat flow on the soil water flux and
the groundwater contribution to evapotranspiration by the Salix bush. The main
conclusions of the study can be summarized as follows:

1. The mean pressure head over the root zone when heat flow is included is
smaller than when heat flow is not included on dry days. This means that
simulated heat transport varied with temperature and pressure head gradients,
suggesting a mechanism for moisture redistribution within the root zone.

2. The zero flux interface of thermally driving water vapor flux varies daily and
is affected seasonally by temperature gradients. During the summer, water
vapor is condensed in shallow soil layers. However, the zero flux interfaces are
formed in both shallow and deeper soil layers in the autumn. This will help us
understand the pattern of water vapor movement over space and time.

3. In semi-arid areas, the water use of the Salix bush depends on rainfall infiltration.
During the driest period, more groundwater is used for transpiration.

4. The percentages of groundwater contribution to ET were 26.9% and 40.6%
with heat and without heat flow over the course of the 154-day simulation,
respectively. Therefore, the groundwater contribution will be overestimated
when thermally driven water vapor flow is not taken into account.
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Method of Relating Grain Size Distribution
to Hydraulic Conductivity in Dune Sands to
Assist in Assessing Managed Aquifer
Recharge Projects: Wadi Khulays Dune
Field, Western Saudi Arabia
Oliver M. Lopez, Khan Z. Jadoon and Thomas M. Missimer

Abstract: Planning for use of a dune field aquifer for managed aquifer recharge
(MAR) requires that hydraulic properties need to be estimated over a large
geographic area. Saturated hydraulic conductivity of dune sands is commonly
estimated from grain size distribution data by employing some type of empirical
equation. Over 50 samples from the Wadi Khulays dune field in Western Saudi
Arabia were collected and the grain size distribution, porosity, and hydraulic
conductivity were measured. An evaluation of 20 existing empirical equations
showed a generally high degree of error in the predicted compared to the measured
hydraulic conductivity values of these samples. Statistical analyses comparing
estimated versus measured hydraulic conductivity demonstrated that there is a
significant relationship between hydraulic conductivity and mud percentage (and
skewness). The modified Beyer equation, which showed a generally low prediction
error, was modified by adding a second term fitting parameter related to the mud
concentration based on 25 of the 50 samples analyzed. An inverse optimization
process was conducted to quantify the fitting parameter and a new empirical equation
was developed. This equation was tested against the remaining 25 samples analyzed
and produced an estimated saturated hydraulic conductivity with the lowest error of
any empirical equation. This methodology can be used for large dune field hydraulic
conductivity estimation and reduce planning costs for MAR systems.

Reprinted from Water. Cite as: Lopez, O.M.; Jadoon, K.Z.; Missimer, T.M. Method of
Relating Grain Size Distribution to Hydraulic Conductivity in Dune Sands to Assist
in Assessing Managed Aquifer Recharge Projects: Wadi Khulays Dune Field, Western
Saudi Arabia. Water 2015, 7, 6411–6426.

1. Introduction

Within the context of water management, dune aquifers have been used to store,
treat and recover water for more than 60 years [1–7]. In arid lands, rainfall events are
sparse and commonly produce flash flood events that are not conductive to recharge
of most aquifers (e.g., wadi aquifers) [8]. Dune aquifers are known to be effective at
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allowing natural recharge [9–13]. Increasingly, dune aquifers are being considered
for use in storing captured storm water or treated wastewater for future use [14].
Therefore, there is a need to understand the hydraulic properties of dune aquifers to
assess water storage and recovery potential using the concept of aquifer storage and
recovery (ASR).

Dunes are an important part of the landscape in arid regions, especially within
the desert areas of Australia, the Sahara, and Arabia, where dune field cover
constitutes 31%, 28%, and 26%, respectively, of the total land area [15]. Investigations
of dune fields have been conducted to assess the physics of wind-transported
sediment mechanisms [16], the sediment grain size properties [17–19], and the
movement of the dunes because of geohazard potential [20]. Little consideration has
been given to assessment of the sediment hydraulic properties in terms of hydraulic
conductivity (saturated), porosity, and specific yield [21–23].

Empirical equations are commonly used to estimate saturated hydraulic
conductivity from grain size data in various sediment types to populate grids in
models or to set limits for the maximum rate of recharge for unsaturated zone
flow [24–26]. There are over 30 published empirical equations commonly used to
perform this task with each one having a different set of assumptions for its use.
Unfortunately, many of these equations were developed using very limited databases
with the comparative number of measured grain size distributions analyses and
hydraulic conductivity measurements being limited to a population as small as 20.
Considerable improvements to the accuracy of these empirical equations for analysis
of specific depositional environments have been made recently [26]. Herein, we
analyze the use of the inversion mathematical method to calibrate a new equation
for relating the grain size distribution to the hydraulic conductivity of interior dune
sediment at a specific location and compare the developed equation to the improved
method of Rosas et al. [26].

In this research, the grain size distribution, porosity, and hydraulic conductivity
variations in an interior dune field are measured in an effort to (1) provide a
characterization of these parameters along the cross-section of a dune, and (2) develop
an improved empirical relationship between grain size distribution and hydraulic
conductivity for this dune field, using a mathematical inversion method, (3) compare
the developed equation to other empirical equations used to estimate interior dune
field hydraulic conductivity, and (4) investigate the impact of the mud percentage
(silt and clay) fraction on the hydraulic conductivity. Furthermore, a calibration
procedure was proposed to estimate the fitting parameter of the developed empirical
relationship by considering twenty five samples collected in the Khulays dune field,
then applying the equation to prediction of another set of 25 samples for assessment
of predictive error. This methodology could be applied to various other depositional
environments to facilitate estimates of hydraulic conductivity without having to
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measure it in a large numbers of samples in the laboratory. This research applies
to prediction of saturated hydraulic conductivity. It is clearly understood that the
packing of the dune sediment has an impact on the saturated hydraulic conductivity
and that the empirical equations do not take this into consideration, so the calculated
values can be assessed to be similar to dune sands located within 10 to 20 m of the
surface, which are not well compacted.

Four research hypotheses where developed for testing and are: (1) most
empirical equations currently used to estimate saturated hydraulic conductivity from
grain size distribution of dune sands have large errors; (2) a significant statistical
correlation exists between the percentage of mud (silt and clay) in dune sand and
the hydraulic conductivity; (3) a significant statistical relationship exists between
saturated hydraulic conductivity and the dispersion (and other statistical moments)
in interior dune sands, and (4) inversion modeling can be applied to calibrate a field
specific empirical equation relating saturated hydraulic conductivity and grain size
distribution in interior dune sands.

2. Background and Methods

2.1. Site Description

The Wadi Khulays aquifer system, located about 50 km northeast of Jeddah,
Saudi Arabia (Figure 1), consists of several valleys that drain from the western slope
of the Arabian Shield into the Wadi Khulays plain near the Red Sea coast [27]. A
dune field was formed by the prevailing northwesterly wind transporting alluvial
deposits from the northern sheet wash and Wadi plains of Wadi Khulays to the south
side, centered at about 22˝61 N, 39˝141 E [28,29]. Dune heights range from 3.5 to 8 m,
depending on the location within the field. The dune sediment is predominantly
quartz sand with some other siliciclastic minerals. Dune sediments lie on desert
pavement that dips slightly westward and contains a significant percentage of mud
and has a low hydraulic conductivity. Moisture was found at the base of the dune
sediments. No significant vegetation occurs within the dune field.

2.2. Field Study and Laboratory Methods

The sediments were evaluated using standard laboratory methods for the
determination of hydraulic conductivity, grain size distribution and porosity. First,
samples were collected from the upper 5 to 10 cm across several dunes at five
locations beginning at the toe and ending downwind of the avalanche face within
the inter-dune area (Figure 2A). The dunes sampled occurred in two 800 m long
transects (green markers on Figure 2B,C). A total of 50 samples were collected for
full analysis. An additional 24 samples were collected from dune crests covering a
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surface area of about 37,500 m2 and were analyzed only for grain size distribution
(Figure 2B, blue markers).
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Figure 2. Wadi Khulays dune field sample locations (black arrows show the
predominant wind direction). Green markers show the location of dunes selected
for full sampling (analysis of grain size, porosity and hydraulic conductivity across
the dune). Blue markers show a second sampling for grain size analysis only from
dune crests. The blue region corresponds to the analysis shown in Figure 8. Inset:
Diagram showing the sample location across individual dunes.

The grain size distribution was determined using the standard sieving technique
as described by Tanner and Balsillie [29] and the American Society of Testing and
Materials [30]. About 70 g of sample were analyzed using 34 standard sieves with
size increments corresponding to 0.25-phi units (phi is equal to ´log to the base
2 in mm). The amount of mud (silt and clay) in a sample was determined as the
weight of the sample left in the pan after passing through all of the sieves with the
smallest being 0.0063 mm. The sieving process involved the continuous rotation and
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tapping of the sieves by the use of a Ro-Tap machine for 30 min as recommended
by Tanner and Balsillie [29]. The weight retained within each sieve was measured
to an accuracy of 0.01g and the statistical moments were calculated following the
approach described in Tanner and Balsillie [29], using custom software developed by
Rosas et al. [26].

The hydraulic conductivity was measured using a standard constant head
permeameter based on the methodology described by Wenzel [31] and following
the American Society for Testing and Materials standard D2434-68 [32]. A constant
head was applied to an approximate 10 cm column filled with saturated sediment
sample and water flow was from bottom to top through the cylinder. The hydraulic
conductivity was obtained by applying Darcy’s Law of flow through porous media
and was reported in meters per day.

In order to obtain an estimate of total porosity of each sample, a 250 mL (cc)
graduated cylinder was first filled partially with a known volume of water. Sediment
was carefully added to the cylinder and allowed to settle and compact. Additional
water and sediment were added to the column. Care was taken to not allow air
entrapment within the saturated column. The column was also compacted slightly
by tapping the side of the cylinder with a rubber mallet to approximate natural
system packing conditions near surface. The volume of sediment was determined
along with the volume of water added. When the water level in the cylinder rose
above the surface of the sediment, a correction was made to the water volume added
(subtraction). Then, the estimated porosity was determined by dividing the volume
of water by the volume of sediment.

2.3. Mathematical Analysis

Among the 21 empirical equations that estimate the hydraulic conductivity
from the grain size distribution, most of them use a relationship in the form shown
in Equation (1), where n is the porosity and β is a coefficient that may depend on
the shape of the grain, type of depositional environment or other factors, d10 is the
effective grain diameter (at which 10% of the sample is finer), g is the gravitational
acceleration and ν is the kinematic viscosity of water.

K “ β
g
ν
ξ pnq d2

10 (1)

Rosas et al. [26] compared the effectiveness of these equations for different
depositional environments, and provided depositional environment-dependent β
coefficients, as well as offset values (bias) for beach sands, offshore marine sands,
and dune sands (coastal and interior), as well as for river sediments. In this study, the
four equations that showed the best fit for interior dune sands, as recommended in
Rosas et al. [26], were selected as target equations to be modified by the inclusion of
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other grain size distribution parameters, based on the significance of their correlation
with the hydraulic conductivity values. The inclusion was done by adding a second
term to the target equations, which contains the mud percentage and a fitting
parameter. The inclusion of a second term in the Beyer Equation [33] is shown below:

K
„

m
day



“ P1
g
v

log
„

500
C



` P2exp p´mudq (2)

where C is the coefficient of uniformity defined as C = d60/d10 (d60 is the diameter at
which 60% of the sample is finer), P1 and P2 are the fitting parameters to be optimized.
The inverse problem was formulated in the sense of root mean square error and the
objectivity function was accordingly defined as:

min ∅ pbq “

d

ř

ipK piq ´ K˚ pi, bq2

n
(3)

where K piq and K˚ pi, bq are the vectors containing the measured and modeled
hydraulic conductivity, respectively, b = [P1,P2] is the parameter vector to be
estimated, and, n is the number of samples. An inversion the first twenty-five
measurements was used to estimate the fitting parameters P1 and P2. To properly
deal with the nonlinearity of the objective function during minimization and, in
particular, avoid being trapped in local minima, we adopted a global optimization
approach. Hence, we used the shuffled complex evolution (SCE-UA) algorithm for
the global optimization. This global optimization algorithm has been widely used in
hydrologic modeling [34], and proved to be consistent and efficient for finding the
global optimum parameter values of integrated hydrogeophysical and hydrologic
models [35,36].

3. Results

3.1. Grain Size, Porosity, and Hydraulic Conductivity Analyses

Measured grain size statistical parameters, d10, mud percentage, measured
porosity and measured hydraulic conductivity of the 50 samples collected across the
individual windward and leeward dunes are summarized in Figure 3. The grain
size statistical properties d10, mud (%), standard deviation, skewness, and kurtosis,
and the measured hydraulic conductivity vary in a regular pattern across the dune
profile, while mean grain diameter does not vary in the same pattern (Figure 3).
The dunes crests have significantly higher hydraulic conductivities and d10 values,
corresponding to the lowest percentage of mud content. Porosity of the dune sands
was found to be relatively uniform with a mean of 0.39 and a standard deviation of
0.02. The red-cross marks on the figure show the location of outlier samples.
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3.2. Empirical Hydraulic Conductivity Estimates from Grain Size Distribution  

An analysis of 21 empirical methods used to estimate hydraulic conductivity from grain size analysis 
shows that there is a large error between measured and estimated values using most of the methods 
(Figure 4A) [37–51]. Each of the 21 methods contains somewhat different assumptions and specific 
equations should be applied to specific recommended sediment types, but many of these methods have 

Figure 3. Summary of grain size and hydraulic properties along the cross-section
of the dunes. Red crosses are outlier samples.

3.2. Empirical Hydraulic Conductivity Estimates from Grain Size Distribution

An analysis of 21 empirical methods used to estimate hydraulic conductivity
from grain size analysis shows that there is a large error between measured and
estimated values using most of the methods (Figure 4A) [37–51]. Each of the
21 methods contains somewhat different assumptions and specific equations should
be applied to specific recommended sediment types, but many of these methods have
not been used properly in numerous investigations, particularly by practitioners in
the engineering field. It is evident in viewing this graphic that the estimate accuracy
is based on the assumptions of each equation and perhaps on the properties of the
sediments at the specific location being investigated. Equations for the listed methods
and assumptions for use are contained in Rosas et al. [26]. The Beyer, Harleman,
Hazen (modified) and Kozeny-Carman methods showed the best fit for hydraulic
conductivity of interior dune sands in this analysis. Coefficients used by these
methods were modified for dune sands in Rosas et al. [26] and showed a significant
improvement (Figure 4B). As shown, there is still room for additional improvement
of these modified equations.
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Figure 4. Estimated hydraulic conductivity using 21 empirical methods for all
Wadi Khulays dune sample compared to the measured values (blue line) (A).
(B) Comparison of the estimated hydraulic conductivities to the measured values
using the modified methods for dune interior dune sands using the modified
equations in Rosas et al. [26].

3.3. Statistical Analyses between Sediment Grain Size Properties and
Hydraulic Conductivity

Linear relationships between the statistical moments and other properties
of the grain size distribution vs. measured are shown as plots in Figure 5. The
correlation coefficients R2 and p are shown in Table 1. The p-values are reported
as ´log(p) in order to compare the order of magnitude of the correlations, with a
significant correlation being considered to have a value of ´log(p) of 2 or more
(p < 0.01). Even though the R2 values were very low for all the parameters
considered (R2 < 0.4), significant p-values were found for the correlation between
the hydraulic conductivity and d10

2, the standard deviation, skewness and kurtosis
of the distribution in phi units (´log2 mm; [52]), as well as for the mud percentage of
the sample (fraction <0.0625 mm).
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Table 1. Correlation coefficients between hydraulic conductivity and grain size
distribution parameters.

Correlated Parameters R2 ´log(p-Value)

K, d10
2 0.34 4.9

K, mean 0.04 0.8
K, standard deviation 0.30 4.4

K, skewness 0.39 6.0
K, kurtosis 0.22 3.2

K, mud 0.37 5.6
Mud, mean 0.16 2.4

Mud, standard deviation 0.72 14.2
Mud, skewness 0.45 7.1
Mud, kurtosis 0.11 1.7

K, F “ d10
2exp p´Mudq 0.56 4.8

The mud percentage in the samples was positively correlated with the standard
deviation (R2 = 0.72) and negatively correlated with the skewness of the distribution
(R2 = 0.45) (Figure 5).
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3.4. Optimization of the Target Equations by Inclusion of a Second Parameter

The percentage of mud was used for development of the fitting parameters
(P1 and P2) for Equation (2). Figure 6A,B shows the convergence of the P1 and
P2 parameters, respectively, to the global optimum values. For the inversion,
the optimization parameter space was set to ´1 ˆ 10´2 ď P1 ď 1 ˆ 10´2 and
´10 ď P2 ď 10. In the first 180 iterations the optimization algorithm searched
different parameters set in the provided parameter space and later converged to the
optimum values. The stopping criterion for the inversion was specified with respect
to the convergence criterion in which an optimum was assumed to be reached when
the objective function did not improve by more than 0.01% in 10 successive evolution
loops. The estimated parameters P1 and P2 were 4.0 ˆ 10´4 and ´0.595.
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Figure 7 shows the response surfaces of the objective functions for the P1 and
P2 parameter plane. The range of each parameter has been divided into 500 discrete
values resulting in 250,000 objective function calculations for the plot. The white
star marker corresponds to the solution found by the SCE optimization algorithm.
Response surface analysis of the objective function is important as it provides
valuable insights into the uniqueness of the inverse solution, the sensitivity of the
model to the different parameters, and parameter correlations. The topography of
the objective function shows that the parameters P1 and P2 are not correlated and
a U-valley can be observed in the direction of the P2 parameter. Furthermore, in
the direction of parameter P1, the V-shape valley of decreasing and increasing trend
of the objective function shows that the objective function is more sensitive to the
parameter P1 as compared to the P2.
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Table 2 shows a comparison of the R-square and RMSE values obtained
for the four best fitted empirical equations for interior dune sands: Beyer [33],
Harleman et al. [41], Hazen [42] and Kozeny-Carmen [45], and the new equation by
including mud (%) and two fitting parameters. The fitting parameters were estimated
by inversion using first 25 measurements and for the rest of the measurements model
hydraulic conductivity was estimated by using the estimated fitting parameters in
the new equation. Values of R2 and RMSE indicate that the new equation estimates
modeled hydraulic conductivity close to the measured hydraulic conductivity. The
RMSE improvement is calculated with respect to Equation (2).

Table 2. Performance of empirical equations.

Equation R2 RMSE (m/day) RMSE Improvement (%)

Beyer 0.60 3.04 25%
Harleman 0.59 3.01 23%

Hazen 0.59 3.03 24%
Kozeny-Carmen 0.36 3.38 38%

Equation (2) 0.61 2.44

4. Discussion

The patterns along the cross-section of the dunes were similar for the d10 value,
the mud percentage and the hydraulic conductivities; dune crests showed higher
hydraulic conductivities and d10 values, as well the lowest mud content, which were
progressively lower (hydraulic conductivity and d10) and higher (mud percentage)
towards the extremities of the dune.

Since the dunes are constantly being turned over by physical processes (wind
action and gravity), the patterns reveal the vertical distribution of the properties
inside the dune. Sediments within the interdune areas were poorly sorted as
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indicated by a higher standard deviation. Coarser gravelly grains tend to accumulate
in these areas due to gravity, and these larger grains offer a protection for the finer
particles against wind erosion. Most of the samples were negatively skewed except
for a number of samples collected from the crests.

Most of the equations found in the literature for the determination of hydraulic
conductivity from grain size distribution use the square of the d10 value and a
function of the porosity [26]. The porosity of the dune sands from the Wadi Khulays
dune field was determined to be relatively uniform and therefore the effect of porosity
on the hydraulic conductivity could not be evaluated.

The skewness of the grain distribution, as well as the mud content showed a
statistically significant correlation with the hydraulic conductivity. None of the
equations used in the Rosas et al. [26] study make use of the skewness in the
distribution. Panda and Lake [53] modified the Kozeny-Carman equation to include
a corrective factor based on the skewness and coefficient of variation (Cdp “ σ{dp
where dp is the mean grain diameter) of the particle size distribution (psd). The
equation was found to underestimate the hydraulic conductivity of the dune sands
and is problematic for a number of samples with high standard deviation in the psd
(Figure 4). Krumbein and Monk [46] use the standard deviation of the distribution
in phi units, however, the estimated hydraulic conductivities by this method were
shown to be ineffective in determining the values for dune sands (Figure 4; [26]).
Moreover, evaluating the statistical moments of the grain size distribution is not a
straightforward task. Because the mud percentage is significantly correlated with
both the hydraulic conductivity values and the skewness of the distribution, it
was selected as a proxy parameter that can be used to improve the effectiveness in
determining the hydraulic conductivity from grain size distribution.

The ability to accurately predict the hydraulic conductivity of several
samples from grain size distribution should significantly reduce the effort in the
characterization of large areas, such as dune fields. In this study, the inclusion of the
mud term significantly reduced the RMSE of the predicted hydraulic conductivity
values. This allowed for the calculation of the spatial distribution of the hydraulic
properties over a large area of the dune field by measuring only the grain size
distribution parameters and applying Equation (2) (Figure 8). Since the porosity of
the dune sands was relatively uniform, the function of the porosity was assumed
to be constant. This approach may be used in large dune areas to determine the
appropriate locations for water infiltration or can be correlated with the infiltration
rate in dune recharge studies.

103



Water 2015, 7 6421 
 

 

were shown to be ineffective in determining the values for dune sands (Figure 4; [26]). Moreover, 
evaluating the statistical moments of the grain size distribution is not a straightforward task. Because the 
mud percentage is significantly correlated with both the hydraulic conductivity values and the skewness 
of the distribution, it was selected as a proxy parameter that can be used to improve the effectiveness in 
determining the hydraulic conductivity from grain size distribution. 

The ability to accurately predict the hydraulic conductivity of several samples from grain size 
distribution should significantly reduce the effort in the characterization of large areas, such as dune 
fields. In this study, the inclusion of the mud term significantly reduced the RMSE of the predicted 
hydraulic conductivity values. This allowed for the calculation of the spatial distribution of the hydraulic 
properties over a large area of the dune field by measuring only the grain size distribution parameters 
and applying Equation (2) (Figure 8). Since the porosity of the dune sands was relatively uniform, the 
function of the porosity was assumed to be constant. This approach may be used in large dune areas to 
determine the appropriate locations for water infiltration or can be correlated with the infiltration rate in 
dune recharge studies. 

 

Figure 8. Spatial distribution of the hydraulic conductivity along the dune crests in a selected 
site within the dune field. 

Since the samples used to develop the equation were relativity small in volume compared to the full 
dimensions of the dunes, the issue of scale needs to be addressed in that small samples commonly tend 
to underestimate the bulk hydraulic conductivity of an aquifer [54]. Larger scale measurement methods 
used to assess saturated aquifer systems, such as standard aquifer performance tests or tracer tests, almost 
always yield higher average hydraulic conductivity values based on the occurrence of bedding or 
diagenetic enhancement of hydraulic conductivity within an aquifer. While dune aquifers are not 
homogeneous and isotopic, they approach this condition better than almost any other type of aquifer, 
especially when located near or at land surface. Therefore, use of the new equation to determine the 
average hydraulic conductivity of a dune system will yield a reasonable estimate, perhaps on the low 
end of the actual average value. Within other types of aquifer systems, the error of using grain size 
distribution to estimate hydraulic conductivity becomes greater, especially as the heterogeneity of the 
sediment increases, as found by Rosas et al. [26]. 
  

Figure 8. Spatial distribution of the hydraulic conductivity along the dune crests in
a selected site within the dune field.

Since the samples used to develop the equation were relativity small in volume
compared to the full dimensions of the dunes, the issue of scale needs to be
addressed in that small samples commonly tend to underestimate the bulk hydraulic
conductivity of an aquifer [54]. Larger scale measurement methods used to assess
saturated aquifer systems, such as standard aquifer performance tests or tracer
tests, almost always yield higher average hydraulic conductivity values based on
the occurrence of bedding or diagenetic enhancement of hydraulic conductivity
within an aquifer. While dune aquifers are not homogeneous and isotopic, they
approach this condition better than almost any other type of aquifer, especially when
located near or at land surface. Therefore, use of the new equation to determine the
average hydraulic conductivity of a dune system will yield a reasonable estimate,
perhaps on the low end of the actual average value. Within other types of aquifer
systems, the error of using grain size distribution to estimate hydraulic conductivity
becomes greater, especially as the heterogeneity of the sediment increases, as found
by Rosas et al. [26].

5. Conclusions

Evaluating the hydraulic properties of dune sands is an important task in
understanding recharge and in designing artificial storage and recovery systems in
dune aquifer systems. The vertical distribution of these properties inside most dunes,
except where there are internal mud layers, can be obtained by measuring the grain
size distribution along the cross-section of the dune. Furthermore, there is interest in
reducing the effort in estimating the hydraulic properties of dune sands over a large
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area. This can be achieved by the use of empirical relationships between grain size
distribution parameters and the hydraulic conductivity.

Significant correlations between the hydraulic conductivity values of dune sands
and their grain size distribution parameters were found, especially for the skewness
of the distribution and the mud content, as well as with the d10 value, which is
commonly used in empirical equations for determining the hydraulic conductivity.
While the relationship of the hydraulic conductivity and the skewness is significant,
its influence can be accounted for by the use of a proxy parameter, the mud content,
which showed high correlations with both the skewness and hydraulic conductivity
of the samples. Finally, the porosity of the dune sands is very uniform at a high
porosity of 0.39, with a standard deviation of 0.02. Therefore, an accurate estimation
of the hydraulic conductivity can be obtained by employing an empirical equation
using the d10 value, the mud percentage of the sample and two optimized coefficients.
This approach can be used to study the spatial distribution of dune sands in larger
areas. Application of the new empirical equation developed from this research will
improve estimates of hydraulic conductivity for interior dune fields, but may not
be applied to coastal dune fields that tend to contain coarser sand, have a higher
d10 value, and contain little or no mud.

The data and analysis confirms the first research hypothesis that large errors
occur between estimated and measured saturated hydraulic conductivity using the
published empirical equations. The second hypothesis concerning the statically
significant relationship between the measured and estimated hydraulic conductivity
and mud percentage is confirmed. The hypothesis concerning a significant
statistical relationship between the hydraulic conductivity and the dispersion is not
supported, but a statistically significant relationship with skewness was confirmed.
A confirmation of the last hypothesis shows that the use of inversion modeling using
the mud percentage with one of the existing empirical equations leads to improved
estimation of hydraulic conductivity. The technique did make a slight reduction in
error of prediction compared to the modified equations developed by Rosas et al. [26].

Detailed design of aquifer recharge systems in dune field settings does
require that a number of field and laboratory tests should be performed to assess
the saturated and unsaturated hydraulic conductivity (vertical and horizontal)
using more sophisticated methods, such as double-ring infiltrometer tests and
measurements made using undisturbed cores (if they can be collected) and aquifer
performance tests where the sand is saturated. However, the relationship between
grain size distribution and hydraulic conductivity can be used as a rapid scanning
tool, to add data between detailed tests (populating a model grid), and for estimation
in locations where large amounts of grain size data have been published (data mining
and reanalysis). The estimation of saturated hydraulic conductivity from grain size
analysis is therefore useful particularly in the planning of large-scale managed
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aquifer recharge projects, but cannot replace more detailed analytical methods used
in design.
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Experimental Measurement of Diffusive
Extinction Depth and Soil Moisture
Gradients in a Dune Sand Aquifer in
Western Saudi Arabia: Assessment of
Evaporation Loss for Design of an
MAR System
Iqra Mughal, Khan Z. Jadoon, P. Martin Mai, Samir Al-Mashharawi and
Thomas M. Missimer

Abstract: A component of designing a managed aquifer recharge system in a dune
aquifer is the control of diffusive evaporative loss of water which is governed by the
physical properties of the sediments and the position of the water table. A critical
water table position is the “extinction depth”, below which no further loss of water
occurs via diffusion. Field experiments were conducted to measure the extinction
depth of sediments taken from a typical dune field in the region. The soil grain
size characteristics, laboratory porosity, and saturated hydraulic conductivity were
measured. The sand is classified as well-sorted, very fine sand with a mean grain
diameter of 0.15 mm. Soil moisture gradients and diffusion loss rates were measured
using sensors in a non-weighing lysimeter that was placed below land surface. The
sand was saturated carefully with water from the bottom to the top and was exposed
to the natural climate for a period of about two months. The moisture gradient
showed a gradual decline during measurement until extinction depth was reached
at about 100 cm below surface after 56 days. Diurnal temperature changes were
observed in the upper 75 cm of the column and were negligible at greater depth.

Reprinted from Water. Cite as: Mughal, I.; Jadoon, K.Z.; Mai, P.M.; Al-Mashharawi, S.;
Missimer, T.M. Experimental Measurement of Diffusive Extinction Depth and Soil
Moisture Gradients in a Dune Sand Aquifer in Western Saudi Arabia: Assessment of
Evaporation Loss for Design of an MAR System. Water 2015, 7, 6967–6982.

1. Introduction

Western Saudi Arabia is a hyper-arid area that receives only about 50 mm of
rainfall each year in the coastal area and slightly greater accumulations in the interior
higher altitude areas [1]. When rainfall does occur, it is an intense event that causes
flash floods through ephemeral channels, known as wadis [2,3]. Flood water passing
through the wadi channels allows some recharge to the underlying alluvial aquifer,
but most of the water is lost to discharge to tidal water or evaporates with only 3%
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to 10% being captured as recharge [4–6]. Recent research on future climatic changes
in this region suggests that a greater degree of variability will occur with longer
drought periods and more intense rainfall events with corresponding floods [7,8].
Therefore, it is necessary to assess a water management system that will capture
freshwater from flood events and place the captured water into storage for use during
drought periods.

One strategy being implemented is the construction of large dams within the
ephemeral channel system to capture and store stormwater, such as the recently
constructed dam in Wadi Khulays (Figure 1). While this strategy is effective at
containing the captured water, the climate of the area is very hot and dry, resulting
in a high degree of evaporative loss from the reservoir, on the order of 50% or
greater [9,10]. To mitigate this loss of water to free surface evaporation, two managed
aquifer recharge (MAR) schemes have been suggested, one using the storage within
the wadi alluvial aquifer in downstream parts of the wadi system [10] and a second
using a down-gradient dune field (Figure 1) [11].
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Figure 1. Wadi Khulays Dam and reservoir (a) and the downstream dune field (b),
Lopez et al. [11].

Dune aquifers have been used in many regions for the storage of various types
of treated freshwater [12,13] to impaired quality water [11,14]. There are several
important issues in the use of a dune aquifer for stormwater storage in western Saudi
Arabia. The aquifer must have adequate storage capacity (porosity or specific yield)
to receive the stormwater, satisfactory hydraulic conductivity to allow infiltration of
the water and recovery through wells or underdrains, a degree of stability to maintain
the subsurface reservoir, a low hydraulic gradient to keep the water in storage, and a
known extinction depth to allow a design that minimizes evaporative loss. A method
of determining dune aquifer hydraulic properties and a rapid screening process in
this region is presented in this special issue by Lopez et al. [15]. The primary purpose
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of our research is to experimentally measure the evaporative extinction depth of
dune sands in this region of Saudi Arabia.

Previous research has estimated extinction depth in a variety of soil types [16–19].
The grain size characteristics of the soil or sediment, position of the water table,
and climate are known to affect the extinction depth as demonstrated in actual
measurements [20–22]. Commonly, estimates of extinction depth research have
been conducted considering total evapotranspiration without a separation of
diffusive evaporation loss and plant impacts via transpiration [16–19]. Furthermore,
Soylu et al. [23] used different numerical models to investigate the sensitivity of land
surface evapotranspiration to water table depth and soil texture. They concluded that
further field-based studies and modeling are essential to improve the predictability of
shallow water table and land surface interactions in numerical models, particularly as
it relates to the parameterization of soil hydraulic properties. An excellent review of
the evaporation from bare sandy soil in arid environments can be found in Wang [24].

In this research, we measured the diffusive evaporation loss under a condition
of bare sand as would occur within an MAR site in a dune field without any influence
of vegetation. The climatic conditions and soil moisture profiles were recorded. We
then applied the hydrological simulator HYDRUS-1D to model the soil evaporation
loss. The measured and modeled extinction depth in bare dune sand was compared
to measurements made in other locations.

2. Background and Methods

2.1. Collection of Sand Samples from Dune Fields

A field experiment was carried out to measure the diffusive extinction depth of
dune sand and to monitor the soil moisture and temperature dynamics during
summer for 59 days (18 July 2012–14 September 2012). The sand used in the
experiment was excavated from a desert dune in the southwestern region of Saudi
Arabia (22˝0817.5011N, 39˝16117.3511E). The samples removed from the dune were
rather homogeneous but mixed and not in a natural condition. However, dune
sands are typically moving and unstable to a degree, therefore making the samples
representative of the dune characteristics. The minimum and maximum temperatures
in the field were 24 and 43 ˝C, respectively, recorded by the meteorological station
installed nearby the experimental site. No rainfall events occurred during the period
of the field experiment.

2.2. Grain Size Distribution Analyses

The grain size distribution of the dune sand was measured using the standard
sieving technique as described by Tanner and Balsillie [25] and the National Soil
Survey Laboratory Methods Manual [26]. A total of 34 sieves were used in the
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analysis. Five samples were randomly selected from the full volume of collected
sediment for analysis.

2.3. Laboratory Porosity and Hydraulic Conductivity Measurements

Porosity measurements were made in the laboratory using the water saturation
method. A known volume of water was placed into a graduated cylinder. A dry
sediment sample was then added to the water within the cylinder. The sediment
addition was carefully controlled to avoid creation of air bubbles within the column
and was terminated before the volume of sediment exceeded the top of the water
in the graduated cylinder. The column was tapped carefully with a rubber mallet
until the sediment volume ceased to reduce in height. This approximated the natural
packing of the sediment within the dune. The volume of water was determined be
subtracting the excess water found in the cylinder from the initial volume of water
added. The porosity was determined by dividing the water volume by the sediment
volume. This analysis was conducted on three samples collected from the excavated
sand and 50 samples on which grain size distribution and hydraulic conductivity
were measured from the same dune field by Lopez et al. [15]. Additional porosity
measurement were made during moisture calibration.

The hydraulic conductivity was measured in the laboratory with a standing
head (constant head) permeameter, using standard laboratory methods [27].
Measurements were conducted on the same five samples on which porosity and
grain size distribution analyses were made.

2.4. Calibration of Moisture Sensors

For monitoring the vertical profile of soil moisture content and temperature,
5TM soil moisture sensors were used, which are manufactured by Decagon Devices,
Inc. (Pullman, WA, USA). These sensors measure the soil moisture content by
measuring the permittivity of the soil, which is a strong function of water content, by
using the Topps equation [28] given as below:

θw pm3{m3q “ 4.3ˆ 10´6εr
3´ 5.5ˆ 10´4εr

2 ` 2.92ˆ 10´2εr´ 5.3ˆ 10´2 (1)

where θw is soil moisture content and εr is permittivity of soil. The natural variation
in the characteristics of most soils causes the generic calibration for ECH2O soil
moisture sensors to have an error of approximately ˘ 3%–4%. The error can be
reduced to ˘ 1%–2% for all soils by using a soil specific calibration. Thus, the sensors
were calibrated to obtain the best possible accuracy in volumetric water content
measurements before using them in the experiment.

The procedure used to calibrate the sensors is: (1) a 1 kg of dune sand was
collected from the excavated sand and was dried and cleaned to remove rocks and
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clods; (2) a container with a diameter of 19.2 cm and a 18.1 cm height was filled and
packed with the dried sand; (3) the sensors were inserted vertically into the sand
within the container; (4) each sensor was inserted three to four times into the packed
sand to verify the readings and an average of all moisture content readings was
recorded in case minor variability was observed; (5) a volume of the undisturbed soil
was carefully removed using a metal ring with a diameter of 79 mm and height of
55 mm and was transferred to a foil pan which was weighed before and after transfer
of the soil; (6) the dried sand was saturated in 10 episodes by adding 400 mL of water
to each and then the sand was compacted with sensor readings taken in the same
manner as the dried sand; (7) the sand samples were removed from the container
after each episode and transferred to 10 separate foil pans, each weighed before and
after filling; (8) a total of 11 pans, one dry and the others containing wet sand, were
placed in an oven at a temperature of 110 ˝C and left to dry for 24 h; (9) after 24 h,
the pans were removed from the oven and were weighed to determine the water
content (θw) of the sand for each sample using Equation (2) for each sample; (10)
after calculating the:

pθwq “ pweight o f pan` sand`waterq ´ pweight o f pan` dry sandq
pweight o f pan` dry sandq ´ pweight o f panq (2)

moisture content of the samples, a scatter plot was generated with the sensor data
(permittivity (εr)) on the x-axis and the water content (moisture, (permittivity (εr))
on the y-axis, and (11) regression analysis was applied to a find best-fitting cubic
polynomial between the parameters resulting in the best-fit curve shown in Figure 2.
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Figure 2. Plot showing the relationship between permittivity (εr) and soil moisture
content (θw).
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The red line in the plot represents the Topps equation [26] which the sensors
use to calculate the soil moisture content and the black line is the best-fit of a cubic
equation through the measurement points of the sand samples. The calibration
function constructed by this plot was later applied on the raw sensor data that was
collected during the experiment. A similar calibration procedure has been used
successfully for geophysical measurements in the field to relate relative permittivity
to soil water content [29,30].

2.5. Experimental Design and Instrumentation

The experimental setup consisted of a plastic barrel with diameter 150 cm and
height of 150 cm that was positioned under the ground level. Figure 3 shows the
experimental arrangement and instrumentation in the field.

PVC pipes with a 5 cm diameter were perforated by drilling small holes in them
and the pipes were then wrapped with a thin cotton fabric to restrict entry of small
sand particles into the pipes and to avoid clogging. Two perforated vertical pipes
were connected to each other by horizontal perforated pipes inside the barrel. They
were fixed inside the barrel to allow saturation of the sand from bottom upwards to
avoid trapping air bubbles and to accurately monitor the water level fluctuation.
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Figure 3. Schematic diagram of the setup to monitor water level, temperature and
soil moisture gradients.

During the course of adding sand in the barrel, the already calibrated 5TM
sensors were installed at different depths. Fourteen sensors were placed in the barrel
at depths ranging from 3 to 100 cm. They were set to record data automatically,
at a time step of five minutes, using three EM50 digital/analogue data loggers
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manufactured by Decagon Devices, Inc. Each logging unit has six ports, five to
connect sensors and one port to transfer the data from the sensors to the computer.

A submersible pressure transducer was suspended inside the perforated pipes to
monitor the varying water level during natural atmospheric conditions (evaporation,
precipitation). The transducers used in the experiment were U20 titanium water
level data logger manufactured by HOBO. The transducers were also set to record
readings with a regular time step of five minutes.

The filled and buried barrel setup is shown in Figure 4 with the sand being
dry in Figure 4a and saturated in Figure 4b. When the installation was completed,
water was poured into the barrel through the vertical perforated pipes (bottom to
top) to avoid the entrapment of air during saturation. The sand inside the barrel
was wetted in several episodes until full saturation was reached and total volume
of 0.928 m3 water was injected in the barrel. Soil moisture content and temperature
were recorded throughout the filling process. Upon being satisfied that the sand was
fully saturated with no significant trapped air in the barrel, the system was left to
record evaporation loss from the sand.
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2.6. Hydrodynamic Modeling

A variety of different hydrodynamic modeling tools are readily available
to simulate water fluxes in the vadose zone, as compared in Scanlon et al. [31].
Hydrodynamic models mainly vary with regard to inclusion of vapor and heat fluxes
as well as the internal coupling approaches of these fluxes. In arid and semi-arid
regions, the vapor movement is often an important part of the total water flux when
the soil moisture becomes relatively low in the topsoil. In this study, we choose
to apply the hydrological simulator HYDRUS-1D because of its robust numerical
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scheme and short calculation times [31]. The hydrological simulator HYDRUS 1-D
simulates non-isothermal water and vapor flow as described by Saito et al. [32]:

Bθphq
Bt
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Bz

„

pKlh ` Kvhq Bh
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` Klh ` pKLT ` KvTq BT

Bz



´ S phq (3)

In Equation (3), h is the time and depth dependent pressure head (cm), t is the
time (s), θ is the total volumetric water content, being the sum (θ = θv + θl) of the
volumetric water vapor content, θv, and the volumetric liquid water content, θl (both
expressed as an equivalent water content), θ(h) is the water content as a function
of pressure head (cm3¨ cm´3), T is temperature (K), Klh is isothermal hydraulic
conductivity for the liquid phase (cm¨ s´1), KLT is thermal hydraulic conductivity
for the liquid phase (cm¨K´1¨ s´1), Kvh is isothermal vapor hydraulic conductivity
(cm¨ s´1), z is the depth positive downward in cm, and S is a sink term usually used
to account for root water uptake (s´1).

The classical Mualem-van Genuchten (MVG) model was used to describe the
water retention and isothermal unsaturated hydraulic conductivity functions of the
subsurface system [33,34]. The water retention is given by:

θl phq “ θr ` pθs ` θrq r1` |αh|ns´m (4)

where θr and θs are the residual and saturated water contents (cm3¨ cm´3),
respectively, α (cm´1) and n (–) are shape parameters which are inversely related
to the air entry value and the width of the pore size distribution, respectively, and
m is defined as m = 1´1/n with n > 1 [28]. The isothermal unsaturated hydraulic
conductivity is given by:
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(5)

where Ks is the saturated hydraulic conductivity (cm¨h´1), λ (´) represents pore
tortuosity, and r determines the shape of the hydraulic conductivity function. θr is
the residual water content. It is used as an empirical parameter which is either given
the value of zero or the value which best fits the water retention data or it can be
derived from soil texture using the pedo-transfer function. θs can be obtained by fully
saturating the sand sample and then drying the sample in an oven for 24 h at 110 ˝C.
The value of λ generally used is 0.5 or it can be estimated from bulk density and
hydraulic conductivity with which it is highly correlated [35]. Values of α and n were
obtained from the Rosetta database and are 0.145 and 2.18, respectively [Rosetta].
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The thermal hydraulic conductivity function, KLT , in Equation (3) is defined as
follows [36]:

KLT “ KLh

ˆ

hGwT
1

γ0

dγ

dT

˙

(6)

where GwT is the grain factor (unitless), which quantifies the temperature dependence
of the soil water retention curve [37], γ is the surface tension of soil water (J¨m´2),
and γ0 is the surface tension at 25 ˝C (= 71.89 g¨ s´2). The temperature dependence
of γ is given by:

γ “ 75.6´ 0.1425T´ 2.38ˆ 10´4T2 (7)

where γ is in g¨ s´2 and T in ˝C. The isothermal, Kvh and thermal, KvT , vapor
hydraulic conductivities are described by Nassar and Horton [38].

Equation (3) is solved numerically using the hydrological simulator
HYDRUS-1D [32]. The depth of the domain was fixed to z = 150 cm, the size of
the barrel, and the vertical profile was discretized into 150 equally sized elements
(dz = 1 cm). The time step for the top boundary condition (evaporation) was fixed
to one hour, whereas the lower boundary condition was fixed to zero water flux.
The top boundary condition for temperature was assumed to be equal to the air
temperature and lower boundary temperature was fixed at 35 ˝C.

3. Results

3.1. Physical Properties of the Media

The grain size data from the five randomly selected samples showed rather
uniform properties. The sediment is very well sorted and lies within the very fine
sand classification of the Wentworth scale [39].

Laboratory porosity measurements also showed some degree of variation with
the full range of the samples being 0.33–0.41 (Table 1). The average value was about
0.38. This is comparative to the large number of measurements made on samples
from the same dune field by Lopez et al. [15]. They found a mean value of 0.39 ˘ 0.02
for 50 samples. However, a large number of additional samples were measured
during moisture calibration with the average being 0.35. This value was consistent
with the volume of water placed into the cylinder.

Table 1. Soil porosity and hydraulic conductivity data.

Parameter Sample 1 Sample 2 Sample 3 Sample 4 Sample 5

Porosity 0.41 - 0.33 - 0.40
Hydraulic Conductivity (m/day) 6.48 3.30 (?) 6.75 7.57 7.54

The measured hydraulic conductivity values ranged from 6.48 to 7.54 m/day. A
small value of 3.30 m/d was measured which is considered to be an anomaly. The

118



range in hydraulic conductivity occurring across the dunes at the site where the
sample was collected ranges from 5 to 11 m/day [15].

3.2. Water Level Profile

The fluctuation of the water level inside the barrel was monitored by the
transducers installed in the perforated pipes as shown in Figure 5.
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In response to the first wetting episode, a rapid increase in the water level was recorded by 
the transducers. The abrupt rise in water level was followed by a decline as the water added 
through the perforated pipe filled the pipes quickly and then took time for imbibition in sand and to 
become fully stabilized. The seven prominent peaks ranging from 0 to −0.61 m (Figure 5), observed 
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sand. After several wetting-infiltration episodes, the range of water level fluctuation shows a 
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Figure 5. Water level fluctuations monitored with a time step of 15 min.

In response to the first wetting episode, a rapid increase in the water level
was recorded by the transducers. The abrupt rise in water level was followed by
a decline as the water added through the perforated pipe filled the pipes quickly
and then took time for imbibition in sand and to become fully stabilized. The seven
prominent peaks ranging from 0 to ´0.61 m (Figure 5), observed in the initial days of
the experiment, were caused by the continuous wetting-infiltration cycles in the sand.
After several wetting-infiltration episodes, the range of water level fluctuation shows
a decrease, as the sand was gradually being saturated. After saturation, the sand was
exposed to natural conditions (evaporation, infiltration) for a few days. This helped
to stabilize the water level in the pipe and the barrel due to the slow imbibition of
water in the sand. Consequently, a gradual decline can be noticed which lasted for
almost 10 days (from 20 to 30 July) as evident in Figure 5. After declining for 35 more
days, the gradient eventually stabilized at approximately 0.97 m and then remained
at this depth for the duration of the experiment. Thus, this depth can be established
as the extinction depth of dune sand. The data gap between August 15 and 20 can be
interpolated using the average gradient during this period based on the trend.
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3.3. Soil Moisture Content Profile

Figure 6a–c shows the changes in soil moisture content recorded by 5TM sensors
installed at various depths in the barrel. Figure 6a,b depict the instantaneous rise
in soil moisture content due to the first sand wetting session. The initial high
range in fluctuations of the soil moisture content were caused by the simultaneous
wetting–infiltration cycles of the sand. The soil moisture content shows a negative
gradient for 20 days, when the barrel was left under natural conditions (evaporation).
The gradient then shows a gentle decline through 30 more days. Figure 6c depicts
the soil moisture variation recorded by the deepest sensors installed in the barrel
which document a decline of soil moisture content first at a depth of 40 cm, followed
by the declines at 45 and 50 cm. The sensors installed deeper than 45 cm show
slight declines and steadiness of the soil moisture content trend compared to the
sensors that were installed at shallow depths (Figure 6c). The symmetric diurnal
fluctuations are evident in the shallow profiles, which can be seen more prominently
in the upper 25 cm.
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Figure 6. Soil moisture content variations recorded by sensors (a) from 3 to 7 cm of
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3.4. Temperature Profile

The temperature profiles were recorded using the Decagon sensors installed
at depths ranging from 3 to 100 cm in the barrel (Figure 7). At the start of the
experiment, the sand temperature was high as the sand was dry and hot. When
the sand was wetted, a decline in the temperature was observed. An average
diurnal temperature fluctuation of 10–20 ˝C occurred in the upper 10 cm (Figure 7a).
The diurnal temperature fluctuations declined in magnitude with depth in the soil
profile and between 12 and 35 cm depth the diurnal variation is the range of 3–7 ˝C
(Figure 7b). A temperature of over 35 ˝C persisted throughout the profile of the dune
sand event to a depth of 100 cm (Figure 7c).
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Figure 7. Temperature fluctuations recorded by the sensors (a) from depths of
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3.5. Hydrodynamic Modeling Results

Like any hydrological simulator, HYDRUS-1D requires top and initial boundary
conditions. In this study, natural conditions (precipitation and evaporation) were
considered as the boundary condition at the top. Meteorological variables were
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recorded at a weather station located near the site. No precipitation occurred
during the period of the field experiment. The air temperature recorded during
the evaporation period is shown in Figure 8. The maximum and minimum air
temperatures were 43 and 24 ˝C, respectively.

The FAO-56 Penman-Monteith equation was used to determine the potential
evaporation following a similar previous study [16]. The hourly potential
evaporation “Ep” was estimated using the FAO-56 method as described by
Allen et al. [40] (Figure 9). The method used first calculated the potential evaporation
from a grass ground-cover reference Er using the modified Penman-Monteith
equation [40]. Hourly average values of various meteorological variables, including
air temperature, relative humidity, wind speed, incoming shortwave radiation,
and barometric pressure, were input into the model. Then, the reference
evapotranspiration is scaled with an empirical coefficient which is Ep = 1.15Er [34].
This coefficient defines the higher rate of diffusive evaporation potential of bare soil
as compared to the reference grass cover [41].
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In practical applications, the depth-dependent initial conditions in the
hydrodynamic model are poorly known, or not at all. The initial condition used in
numerical simulation with respect to the soil water content is shown in Figure 10.
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Figure 10. Soil moisture content recorded in the sand column at the beginning of
the experiment.

It is derived from the depth-dependent water content measured by the sensors
exactly after the last imbibition. The sensors showed almost full saturation below
a depth of 7 cm, and the value of fully saturated sand was considered to be
0.35 (cm3¨ cm´3) obtained from the laboratory experiment. The sand in the top
7 cm was not completely saturated because water was added from the perforated
pipes from the bottom upwards (to avoid air entrapment). Furthermore, the water
added from the bottom via the perforated pipes needed more time to get imbibed in
the sand to have a stable level near the surface.

3.6. Comparison of Sensor and MVG Model Results

The soil moisture content was calculated with a HYDRUS-1D simulation
(Figure 11). The figure shows the soil water content profile follows the same trend as
observed in the sensor data (Figure 6). The water content of the soil is lowest at 5 cm.
The trends from depths 7–45 cm show increasing saturation and thus increasing
moisture content until the 100 cm depth is reached where the soil moisture is highest
at complete saturation (0.35).
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The diurnal variation of soil water content can be observed in the top 5–12 cm
depth. The soil moisture content data obtained from the sensors at seven depths
were plotted against the water content obtained from the Mualem van-Genuchten
(MVG) model by using HYDRUS 1-D at these depths (Figure 12).

Water 2015, 7page–page 

11 

It is derived from the depth-dependent water content measured by the sensors exactly after the last 
imbibition. The sensors showed almost full saturation below a depth of 7 cm, and the value of fully 
saturated sand was considered to be 0.35 (cm3·cm−3) obtained from the laboratory experiment. The sand 
in the top 7 cm was not completely saturated because water was added from the perforated pipes from 
the bottom upwards (to avoid air entrapment). Furthermore, the water added from the bottom via the 
perforated pipes needed more time to get imbibed in the sand to have a stable level near the surface. 

3.6. Comparison of Sensor and MVG Model Results 

The soil moisture content was calculated with a HYDRUS-1D simulation (Figure 11). The figure 
shows the soil water content profile follows the same trend as observed in the sensor data (Figure 6). 
The water content of the soil is lowest at 5 cm. The trends from depths 7–45 cm show increasing 
saturation and thus increasing moisture content until the 100 cm depth is reached where the soil 
moisture is highest at complete saturation (0.35). 

 
Figure 11. Soil moisture content profile obtained by hydrodynamic simulation. 

The diurnal variation of soil water content can be observed in the top 5–12 cm depth. The soil 
moisture content data obtained from the sensors at seven depths were plotted against the water 
content obtained from the Mualem van-Genuchten (MVG) model by using HYDRUS 1-D at these 
depths (Figure 12). 

(a) (b)

Figure 12. Soil water content ߠw measured by sensors versus soil water content obtained by 
hydrodynamic modeling at shallow (a) and greater (b) depths. Blue line represents 1:1 line and red is 
the best linear fit. 

Figure 12. Soil water content θw measured by sensors versus soil water content
obtained by hydrodynamic modeling at shallow (a) and greater (b) depths. Blue
line represents 1:1 line and red is the best linear fit.

It is observed the water content obtained from the MVG model overestimated
the sensor derived measurements in the top 12 cm depth (Figure 12a), whereas, at
greater depths, the MVG estimated water content was overestimated (Figure 12b).
The data points are somewhat scattered and yield an r2 value of 0.84 and 0.71,
for shallow and greater depths, respectively. Comparing model results with the
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measured data shows a model overestimation at depths of 25–45 cm and an
underestimation from 5 to 12 cm. Detailed comparisons of the sensor and model
estimations are shown in Figure 12a,b.

4. Discussion

The field experiment and HYDRUS 1-D modeling of bare dune sand under local
climatic conditions showed the diffusive extinction depth to be about 1 m. The mean
grain diameter of the sand used in the experiment was at about 0.15 mm or about
2.9 phi units. For comparison, the experimental work conducted by Hellwig [22]
found that the evaporative extinction depth of bare soil with a mean grain diameter
of 0.53 mm was about 0.6 m. The results of the experiments of Hellwig [20,22] on the
effects of particle size, position of the water table, and climate are generally consistent
with the results herein obtained. However, our experiments were conducted using
a finer grain size of the tested soil and was at higher average surface temperatures
and low humidity compared to the Hellwig experiments.

Modeling work using HYDRUS 1-D on estimating the extinction depth of soils
with various compositions and land covers was conducted by Shah et al. [18]. They
concluded that pure, bare sand with no significant content of fines produced an
extinction depth of 0.5 m. However, they concluded that fine-textured soils would
have a greater extinction depth compared to coarse-grained soils for similar land
covers. Since the dune sand tested has some mud and a fine to very fine sand mean
grain diameter, the results are expected to yield a deeper extinction depth. Therefore,
the experimental work conducted on the bare dune sand is in general agreement
with the research conducted by Shah et al. [18], yet specific to the climatic conditions
found at the site.

It is very likely that the extinction depth found in this experimental method
applies to dune sands with the mean grain diameter and measured porosity values in
the ranges found in most desert areas. Compaction of fine-grain, well-rounded,
predominantly quartz composition dune sands is not relevant above a vertical
effective stress of less than 1 to 2 MPa which corresponds to a depth of about
100 m [42]. Further, the loss of porosity between land surface and 100 m in very fine
dune sand, based on experimental results, is less than 1% at about 100 m [42]. This
has no impact on the measured extinction depth in the field experiment.

5. Conclusions

Experimental studies were conducted to estimate the diffusive extinction
depth of dune sand and to monitor the water level, soil moisture and temperature
gradients. The sand used in the experiment was excavated from dunes located in the
southwestern region of Saudi Arabia. Several samples of the sand were subjected to
porosity, hydraulic conductivity and grain size distribution laboratory analyses. In a
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field experiment, the dune sand was placed in a barrel with a height of 150 cm and
a diameter of 150 cm and was left exposed under natural conditions (precipitation,
evaporation) after saturation. Transducers were used to record the water level
fluctuations and 5TM sensors were used to capture the dynamics of soil moisture
content and temperature profiles.

The water level gradient showed stabilization at a depth of about 1 m in
the sand column which was established as the extinction depth of the dune sand
under a bare condition. Moreover, it was found that soil specific calibration of
the soil moisture content sensors is useful in obtaining accurate volumetric water
content measurements.

It was found that the hydrodynamic simulator HYDRUS 1-D, when provided
with accurate hydraulic and meteorological parameters and specific initial and top
boundary conditions, provides a reasonably accurate representation of vadose zone
processes, making this method highly applicable in arid and semi-arid hydrological
processes especially for those related to evaporation and extinction depths. The
results from sensor derived soil moisture content data and that obtained from
HYDRUS 1-D using the single porosity model of Maulem–van Gunechten (MVG)
was compared. It was found that both datasets are correlated as the soil moisture
profile obtained from hydrodynamic simulation follows the same trend as the soil
moisture content profile recorded by the sensors.

The experimental and modeling results found are in general agreement with
previous studies conducted on measurement of the diffusive evaporative extinction
depth. Experiments conducted on bare sandy soils by Hellwig [20–22] and
Shah et al. [40] showed the extinction depth to be 0.6 and 0.5 m respectively for
coarser sands compared to those studied. This is consistent with the concept that the
extinction depth increases based on a reduction in mean grain diameter and addition
of clay or fine-grained organic material. The finer grain sediment tends to increase
the height of the capillary fringe and aids in diffusion.

Based on the measurement of the extinction depth for this sand, an MAR project
designed to store water in the source dune field would require that the water table
position be maintained below a depth of 1 m. Therefore, the loss of water during the
storage cycle could be minimized and a more efficient system could be designed.

Acknowledgments: The funding for this research was provided by the Water Desalination and
Reuse Center at the King Abdullah University of Science and Technology and discretionary
faculty funding. The authors thank the local farmer Khadr Bin Sayed AlGamdi for providing
access to his farm where the field experiments were conducted.

Author Contributions: Iqra Mughal conducted the background research, the field work,
and wrote part of the text. Samir Al-Mashharawi worked with Iqra Mughal on the field
work and helped collect and test the samples. Khan Z. Jadoon worked with Iqra Mughal on
the HYDRUS1 modeling. P. Martin Mai and Thomas M. Missimer wrote and reviewed the
manuscript with added references and background.

126



Conflicts of Interest: The authors declare no conflict of interest.

References

1. Subyani, A.M. Geostatistical study of annual and mean rainfall patterns in southwest
Saudi Arabia. Hydrol. Sci. J. 2004, 49, 803–817.

2. Sen, Z. Wadi Hydrology; CRC Press, Taylor & Francis Group: Boca Raton, FL, USA, 2008.
3. Maliva, R.G.; Missimer, T.M. Arid Lands Water Evaluation and Management; Springer:

Heidelberg, Germany, 2012.
4. Abdulrazzak, M.J.; Morel-Seytoux, H.J. Recharge from an ephemeral stream following

wetting front arrival to water table. Water Resour. Res. 1983, 19, 194–200.
5. Sorman, A.U.; Abdulrazzak, M.J. Infiltration-recharge through wadi beds in arid regions.

Hydrol. Sci. J. 1993, 38, 173–186.
6. Missimer, T.M.; Drewes, J.E.; Amy, G.; Maliva, R.G.; Keller, S. Restoration of wadi aquifers

by artificial recharge with treated wastewater. Groundwater 2012, 50, 514–527.
7. AlSarmi, S.; Washington, R. Recent observed climate change over the Arabian Peninsula.

J. Geophys. Res. 2011, 166, D11109.
8. Almazroui, M. Simulation of present and future climate of Saudi Arabia using a regional

climate model (PRECIS). Int. J. Climatol. 2013, 9, 2247–2259.
9. Al-Muttair, F.F.; Sendil, U.; Al-Turbak, A.S. Management of recharge dams in Saudi

Arabia. J. Water Res. Plan. Manag. 1994, 120, 749–763.
10. Missimer, T.M.; Guo, W.; Maliva, R.G.; Rosas, J.; Jadoon, K.Z. Enhancement of wadi

recharge using dams coupled with aquifer storage and recovery wells. Environ. Earth Sci.
2014, 73, 1303–1315.

11. Lopez, O.; Stenchikov, G.; Missimer, T.M. Water management during climate
change using aquifer storage and recovery in a dunefield in western Saudi Arabia.
Environ. Res. Lett. 2014, 9.

12. Vandenbohede, A.; van Houtte, E.; Lebbe, L. Sustainable groundwater extraction in
coastal areas: A Belgian example. Environ. Geol. 2009, 57, 735–747.

13. Thoa, N.T.K.; Arduino, G.; Giang, N.V.; van, P.T.K.; Vuong, B.T. The model for
management of aquifer recharge in sand dune area of Bac Binh, Binh Thuan, Vietnam.
J. Earth Sci. 2006, 28, 389–410.

14. Dillion, P. Aquifer storage and recovery with stormwater and reclaimed water in
Australia. In Proceedings of the UNESCO-VIETNAM Artificial Recharge in South East
Asia, Ho Chin Minh City, Virtnam, 15–17 December 2004.

15. Lopez, O.M.; Jadoon, K.Z.; Missimer, T.M. Method of relating grain size distribution to
hydraulic conductivity in dune sands to assist in assessing managed aquifer recharge
projects: Wadi Khulays dune field, western Saudi Arabia. Water 2015, 7, 6411–6426.

16. Droogers, P.; Allen, R.G. Estimating reference evapotranspiration under inaccurate data
conditions. Irrig. Drain. Syst. 2002, 16, 33–45.

17. Inmark, S.; Irmak, A.; Allen, R.; Jones, J. Solar and net radiation-based equations to
estimate reference evapotranspiration in humid climates. J. Irrig. Drain. Eng. 2003, 129,
336–347.

127



18. Shah, N.; Nachabe, M.; Ross, M. Extinction depth and evapotranspiration from ground
water under selected land covers. Ground Water 2007, 45, 329–338.

19. Xiao, X.; Li, B.; Sauer, T.; Heitman, J.; Ren, T. Cumulative soil water evaporation as a
function of depth and time. Vadose Zone J. 2000, 10, 1016–1022.

20. Hellwig, D.H.R. Evaporation of water from sand, 1: Experimental set-up and climate
influence. J. Hydrol. 1973, 18, 93–108.

21. Hellwig, D.H.R. Evaporation of water from sand, 2: Diurnal variations. J. Hydrol. 1973,
18, 109–118.

22. Hellwig, D.H.R. Evaporation of water from sand, 4: The influence of the depth of the
water table and the particle size distribution of the sand. J. Hydrol. 1973, 18, 109–118.

23. Soylu, M.E.; Istanbulluoglu, E.; Lenters, J.D.; Wang, T. Quantifying the impact of
groundwater depth on evapotranspiration in a semi-arid grassland region. Hydrol. Earth
Syst. Sci. 2011, 15, 787–806.

24. Wang, X. Vapor flow resistance of dry soil layer to soil water evaporation in arid
environment: An overview. Water 2015, 7, 4552–4574.

25. Tanner, W.F.; Balsillie, J.H. Environmental Granulometry; Special Publication No. 40;
Florida Geological Survey: Tallahassee, FL, USA, 1995.

26. United States Department of Agriculture-Natural Resources Conservation Service
(USDA-NRCS). Soil Survey Laboratory Methods Manual; Report No. 42, Version 4.0;
National Soil Center: Lincoln, NE, USA, 2004.

27. American Society for Testing and Materials (ASTM). Standard Test Method for Permeability
of Granular Soils, ASTM Standard D2434–68; ASTM: West Conshocken, PA, USA, 2006.

28. Topp, S.; Grasmueck, M.; Vega, S.; Viggiano, D.A. Electromagnetic determination of soil
water content: Measurement in coaxial transmission lines. Water Res. 1980, 16, 574–582.

29. Jadoon, K.Z.; Weihermüller, L.; Scharnagl, B.; Kowalsky, M.B.; Bechtold, M.;
Hubbard, S.S.; Vereecken, H.; Lambot, S. Estimation of soil hydraulic parameters in
the field by integrated hydrogeophysical inversion of time-lapse ground-penetrating
radar data. Vadose Zone J. 2012, 11, 1–17.

30. Dimitrov, M.; Vanderborght, J.; Kostov, K.G.; Jadoon, K.Z.; Weihermuller, L.; Jackson, T.J.;
Bindlish, R.; Pachepsky, Y.; Schwank, M.; Vereecken, H. Soil hydraulic parameters and
surface soil moisture of a tilled bare soil plot inversely derived from L-band brightness
temperatures. Vadose Zone J. 2014, 13, 1–18.

31. Scanlon, B.R.; Christman, M.; Reedy, R.C.; Porro, I.; Simunek, J.; Flerchinger, G.N.
Intercode comparisons for simulating water balance of surficial sediments in semiarid
regions. Water Res. 2002, 38, 1323–1339.

32. Saito, H.J.; Simunek, J.; Mohanty, B. Numerical analyses of coupled water, vapor and
heat transport in the vadose zone. Vadose Zone J. 2006, 5, 784–800.

33. Mualem, Y. A new model for predicting the hydraulic conductivity of unsaturated porous
media. Water Res. 1976, 12, 513–522.

34. Van Genuchten, M.T. A closed form equation for predicting the hydraulic conductivity
of unsaturated soils. Soil Sci. Soc. Am. J. 1980, 44, 892–898.

128



35. Vereecken, H. Estimating the unsaturated hydraulic conductivity from theoretical models
using simple soil properties. Geodema 1995, 65, 81–92.

36. Noborio, K.; McInnes, K.J.; Heilman, J.L. Two-dimensional model for water, heat, and
solute transport in furrow-irrigated soil: II. Field evaluation. Soil Sci. Soc. Am. J. 1996, 60,
1010–1021.

37. Nimmo, J.R.; Miller, E.E. The temperature dependence of isothermal moisture vs.
potential characteristics of soils. Soil Sci. Soc. Am. J. 1986, 50, 1105–1113.

38. Nassar, I.N.; Horton, R. Simultaneous transfer of heat, water, and solute in porous media:
I. Theoretical development. Soil Sci. Soc. Am. J. 1992, 56, 1350–1356.

39. Wentworth, C.K. A scale of grade and class terms for clastic sediments. J. Geol. 1922, 30,
377–392.

40. Allen, R.G.; Pereira, L.S.; Smith, M. Crop Evapotranspiration: Guidelines for Computing Crop
Water Requirements; Irrigation and Drainage Paper 56; Food and Agriculture Organization
of the United Nations: Roma, Italy, 1998.

41. Scharnagl, B.; Vrugt, J.; Vereecken, H.; Herbst, M. Inverse modeling of in situ soil water
dynamics: Investigation the effect of different prior distributions of the soil hydraulic
parameters. Hydrol. Earth Syst. Sci. 2011, 15, 3043–3059.

42. Chuhan, F.A.; Kjeldstad, A.; Bjorlykke, K.; Hoeg, K. Experimental compression of
loose sands: Relevance to porosity reduction during burial in sedimentary basins.
Can. Geotech. J. 2003, 40, 997–1011.

129



 

 

  



 
 

 
Chapter 2: 
Water Policy and Management  
in Drylands 
 
 
 
 
 
 
 
 
 
 
 
 



 

 

 



Improving the Performance of Water
Policies: Evidence from Drought in Spain
Mohamed Taher Kahil, Jose Albiac, Ariel Dinar, Elena Calvo, Encarna Esteban,
Lorenzo Avella and Marta Garcia-Molla

Abstract: Water scarcity is a critical environmental issue worldwide, especially in
arid and semiarid regions. In those regions, climate change projections suggest
further reductions in freshwater supplies and increases of the recurrence, longevity
and intensity of drought events. At present, one important question for policy
debate is the identification of water policies that could address the mounting water
scarcity problems. Suitable policies should improve economic efficiency, achieve
environmental sustainability, and meet equity needs. This paper develops and
applies an integrated hydro-economic model that links hydrological, economic and
environmental elements to such issues. The model is used to conduct a direct
comparison of water markets, water pricing and institutional cooperation, based on
their economic, environmental and equity outcomes. The analysis is performed in the
Jucar Basin of Spain, which is a good natural experiment for studying water scarcity
and climate change policies. Results indicate that both institutional and water market
policies are high performing instruments to limit the economic damage costs of
droughts, achieving almost the same social benefits. However, the environmental
effects of water markets are worrying. Another important finding is that water
pricing is a poor policy option not only in terms of private and environmental
benefits but also in terms of equity.

Reprinted from Water. Cite as: Kahil, M.T.; Albiac, J.; Dinar, A.; Calvo, E.; Esteban, E.;
Avella, L.; Garcia-Molla, M. Improving the Performance of Water Policies: Evidence
from Drought in Spain. Water 2016, 8, 34.

1. Introduction

Water scarcity and water quality degradation are becoming widespread problems
in most regions around the world. The reasons are the large increase in global
water extractions in the last century from 600 to 3900 km3, driven by the intensive
growth of population and income, coupled with a questionable performance of water
governance and policies [1].

The scale of the global growing overexploitation indicates that water
mismanagement is quite common, and that sustainable management of basins is
a complex and difficult task. At first, water scarcity resulted from surface extractions,
but recently it is worsening because of the unprecedented depletion of groundwater
brought about by falling pumping costs. Between 1960 and 2000, groundwater
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extractions rose from 310 to 730 km3 per year pushing depletion up to 150 km3 [2]. This
staggering annual depletion ranges from 50 km3 in the Indus-Ganges-Brahmaputra
region to 24 km3 in the USA, and is 13 km3 in the Tigris-Euphrates region, and 9 km3

in Northern China (NASA GRACE data estimations).
Water scarcity is increased gradually by the decisions on water extractions in

river basins linked to land use and economic activities. The problems arising from
water scarcity could become critical during drought periods. Climate change is
projected to aggravate the severity and recurrence of drought events, especially
in arid and semiarid regions [3]. In those regions, the combined effects of
human-induced permanent water scarcity and climate change-induced droughts
portend unprecedented levels of water resources degradation.

The sustainable management of water is quite challenging because of the
different types of goods and services provided by water. These goods and services can
be classified as private goods, common pool resources, or public goods, depending
on the degree of exclusion and rivalry in consumption among consumers. A good
is non-excludable when individuals cannot be excluded from their use, and a good
is non-rival when consumption by one individual does not reduce availability to
others. Treated drinkable water in urban networks is close to a private good (rivalry
& exclusion), water in surface watercourses and aquifers is close to a common pool
resource (rivalry & non-exclusion), while water sustaining ecosystems comes close
to a public good (non-rivalry & non-exclusion) [4]. The management of water is
governed by public policies because pure competitive markets fail to account for the
common pool and public good characteristics of water.

The contribution of this paper is to develop and apply an innovative approach
to inform the ongoing policy discussion addressing water scarcity and droughts.
A hydro-economic model of the Jucar Basin in Spain is used to conduct a direct
comparison of policies based on their economic, environmental and equity effects.
Three policy alternatives are considered: (1) an institutional approach based on
stakeholders’ cooperation; (2) a water market policy; and (3) a water pricing policy.
The assessment of the three policies provides information to stakeholders and
decision makers about the tradeoffs between the policies in the allocation of water
among sectors and locations. The paper is organized as follows. The three types
of water policies are reviewed in Section 2. Then, the Jucar River Basin and the
modeling framework are described in Section 3. Section 4 presents the drought and
policy scenarios and the simulation results. Finally, Section 5 concludes with the
summary and policy implications.

2. Types of Policy Instruments

Three types of policy instruments could address the market externalities created
by the common pool and public good characteristics of water. The first type is the
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“Pigou solution”, based on taxation of water extractions [5]. This is the water pricing
approach that is being implemented in the European Water Framework Directive
(WFD) [6]. The second type is the “Coase solution”, which is based on privatizing
the resource and trading [7]. This is the water market approach that has been
implemented in Australia [8]. The third type is the common property governance [9],
based on the evidence that coercive government rules can fail because they lack
legitimacy and knowledge of local conditions. This is the institutional cooperative
approach, where affected stakeholders design the rules and enforcement mechanisms
for the sustainable management of common pool resources [10], although this
approach has not received widespread attention in either research or policy circles.

Mainstream water policies in some countries are derived from the Dublin
Statement on Water, which declares water an economic good [11], and are based
on so-called economic instruments such as water markets or water pricing. Besides
the European Union and Australia, both water pricing and water markets are being
considered at present for solving the acute water scarcity problems in China [12].

These economic instruments can work well when water exhibits private good
characteristics such as in urban networks, but work less well when water exhibits
common pool resource or public good characteristics. There is a strong consensus
among experts that water pricing could achieve sizable gains in efficiency and
welfare in urban and industrial water networks [13], although implementation
could face technical and political difficulties. Irrigation water from surface
watercourses and aquifers exhibits common pool resource characteristics, and the
use of economic instruments requires transforming the resource into a private good.
This transformation is quite difficult, especially in arid and semiarid regions under
strong water scarcity pressures, and would require the support of stakeholders.

Water pricing in irrigation, to achieve water conservation, has been the subject
of debate since the 1990s. A string of the literature finds that irrigation water pricing
has limited effects on water conservation [14,15], and some authors indicate that
water markets seem far more effective than water pricing for allocating irrigation
water [16]. Several studies in Spain support those previous findings, but also find that
water pricing policy involves disproportionate costs to farmers [17,18]. In contrast,
Tsur et al. [19] indicate that water pricing could achieve an efficient allocation of
irrigation water without damaging farmers’ benefits, if the pricing policy guarantees
that all or part of the revenue collected by water agencies remains in the area and is
reinvested in improving water use efficiency.

In recent decades, the water market approach has been gaining ground in some
parts of the world to allocate water to irrigation such as in Australia and Chile.
Previous studies in the literature consider that water trading is a flexible and efficient
way to address water allocation problems [20–22]. These studies indicate that water
markets may increase water use efficiency, avoid the development of new costly
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water resources, and achieve significant welfare gains by reallocating water from
crops with low to high marginal value of water. Numerous pre-requisites are needed
for the design of well-functioning water markets such as the definition of water
rights, the creation of legal and institutional frameworks for trade, and investments
in infrastructure to facilitate water transfer [23].

The Murray-Darling Basin in Australia is the main agricultural area in the
country. It is at present the most active water market in the world, and during the
drought of 2002–2012, this market generated benefits in the range of several hundred
million to 1 billion US dollars per year [24,25]. A challenge to water markets is the
third party effects such as environmental impacts, which would reduce the benefits
of trading. Water markets reduce streamflows because previously unused water
allocations are traded, and also because gains in irrigation efficiency at a parcel level
reduce drainage and return flows to the environment downstream. This reduction
in basin return flows has been demonstrated in different settings [26–28]. Another
worrying effect is the large surge in groundwater extractions, as shown in the last
drought in the Murray-Darling Basin (Blewett [29] indicates that extractions between
2002 and 2007 were seven times above the allowed limits placed on groundwater
users). The choice in Australia has been to mostly ignore the third party impacts of
water markets [24].

Medellín et al. [30] estimate very large potential gains from water trading under
droughts or climate change in California. These gains in the Central Valley of
California are estimated at 1.4 billion US dollars. However, implementing these
potential gains from trading is quite a challenge as the failure of the Water Bank
experience in the 2009 drought shows. Water transfers were blocked by the water
exporting regions and environmentalist NGOs.

Culp et al. [31] indicate that the highly complex institutional setting in western
USA, including a set of restrictive laws and regulations on water rights, imposes
significant obstacles to water trading. Thus, the transaction costs of trading are
extremely high, limiting the achievement of the full potential of water markets.
The issue of transaction costs has been analyzed by Regnacq et al. [32] for the case
of California water markets. Their empirical results show the importance of the
transaction costs linked to distance and institutional impediments in the decision
to trade. Although part of these costs represents a legitimate means to avoid third
party impacts (especially the natural environment), the rest of the costs could be
reduced to increase trade. The attainment of the water markets solution seems to
require well-functioning institutions, involving stakeholders’ cooperation and more
transparent administrative mechanisms.

In Spain, the approach to water management is based on institutional
arrangements and relies on the river basin authorities. The basin authorities are
responsible for water management, water allocation, control and enforcement,
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planning and waterworks. The special feature of this institutional arrangement
is the key role played by stakeholders in managing the basin authority.

Stakeholders are part of the basin authorities, taking decisions in the basin
governing bodies and in local watershed boards, and they are involved at all levels
of decision making: planning, financing, waterworks, measures design, enforcement,
and water management. The management of water is decentralized, with the basin
authorities in charge of water allocation, and water user associations in charge of
secondary infrastructure and water usage. The main advantage of this institutional
setting is that stakeholders cooperate in the design and enforcement of decisions,
rules and regulations, and therefore the implementation and enforcement processes
are conducted smoothly [33].

Therefore, water allocation relies on the cooperation of stakeholders in basin
authorities. Although water management in Spain is far from perfect, there
have been recent mounting signs of successful experiences in the case of the
La Mancha aquifers [34], where aquifer extractions have been curbed through
stakeholders’ cooperation.

Irrigated agriculture is the largest user of water in most arid and semiarid
regions, and plays an important role in sustaining rural livelihoods and ecosystems.
Adjustments to the shortfall of water supply in basins fall mainly on irrigation
activities, which often trigger considerable economic and environmental impacts, and
social conflicts. One important question for future policy debates is the identification
of potential water management policies in irrigation. Suitable policies should
improve economic efficiency, achieve environmental sustainability, and address
equity when faced by growing scarcity, droughts and climate change.

Previous studies in the literature analyzed the advantages and limitations of
the different approaches to allocate water in irrigation. We find that there is a
gap in previous literature regarding the comparison between policy instruments in
order to address the market externalities of water resources, and also to determine
the relative efficacy of these different policy approaches. Filling this gap may
improve the performance of water policies in many basins. The contribution
of this paper is to apply state-of-art methodology in the direct comparison of
three important water policy instruments: water markets, water pricing, and the
status-quo institutional cooperation. The analysis is performed by formulating and
applying an integrated hydro-economic model that links hydrological, economic,
and environmental elements to assess the performance outcomes of these policies.
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3. Materials and Methods

3.1. The Jucar River Basin

The Jucar River Basin (JRB) is located in the regions of Valencia and Castilla-La
Mancha in Eastern Spain. It extends over 22,300 km2 and covers the area drained by
the Jucar River and its tributaries, mainly the Magro and the Cabriel Rivers (Figure 1).
The Basin has an irregular Mediterranean hydrology, characterized by recurrent
drought spells and normal years with dry summers.Water 2016, 8, 33 5 of 15 
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Figure 1. Map of the Jucar River Basin.

The JRB renewable water resources are nearly 1700 Mm3/year but water
extractions are very close to renewable resources, 1680 Mm3, and the Basin is
almost a closed water system. The main water use is irrigated agriculture with 1400
Mm3, followed by urban and industrial uses of 270 Mm3, which supply households,
industries, and services of more than one million inhabitants (Table 1). There are also
non-consumptive uses for hydropower, aquaculture and recreation.

Table 1. Water use by sector and origin in the JRB in a normal flow year (Mm3).
Source: CHJ [35].

Origin Agriculture Urban Industrial Total

Surface
water 761 118 24 903

Groundwater 633 104 25 762
Reuse 11 0 1 12

Total 1405 222 50 1677
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The irrigated area extends over 190,000 ha, and the main crops grown are rice,
wheat, barley, garlic, lettuce, grapes, and citrus. There are three major irrigation
areas located in the upper Jucar, the lower Jucar, and the bordering area of the Turia
Basin. The Eastern La Mancha irrigation area (EM) is located in the upper Jucar,
covering 100,000 ha. The irrigation districts of Acequia Real del Jucar (ARJ), Escalona
y Carcagente (ESC), and Ribera Baja (RB) are in the lower Jucar, with an area of
35,000 ha. The irrigation district of Canal Jucar-Turia (CJT) is located in the bordering
Turia Basin with an area of 22,000 ha (Table 2).

Table 2. The main water users in the JRB. Source. CHJ [35].

Water Users
Water Use (Mm3)

Surface Water Groundwater Total

City of Albacete 17 0 17
EM aquifer irrigation district 13 386 399
Nuclear central of Cofrentes 14 0 14

City of Valencia 95 0 95
City of Sagunto 8 0 8

CJT irrigation district 70 91 161
ARJ irrigation district 213 0 213
ESC irrigation district 38 0 38
RB irrigation district 254 0 254

Other uses 193 285 478

Total JRB 915 762 1677

The expansion of water extractions in the Basin and the severe drought spells in
recent decades have triggered considerable negative environmental and economic
impacts. The growth of water extractions in recent decades has been driven especially
by subsurface irrigation from the EM aquifer. The aquifer depletion, combined
with other important water extractions in the Basin, and the recurrent drought
spells have caused the water flows in the Jucar River to diminish. Environmental
flows are dwindling in many parts of the Basin, resulting in serious damages to
water-dependent ecosystems. There have been negative impacts on the downstream
water users. For instance, the water available to the ARJ district has fallen from 700
to 200 Mm3 in the last 40 years. Consequently, the dwindling return flows from the
irrigation districts in the lower Jucar have caused serious environmental problems to
the Albufera wetland, which is mostly fed by these return flows [36].

The Albufera wetland is the main aquatic ecosystem in the JRB. It is a fresh-water
lagoon included in the RAMSAR list, and was declared a special protected area for
birds (The RAMSAR convention is an international treaty for the conservation and
sustainable utilization of wetlands). The Albufera wetland receives water from the
return flows of the irrigation districts in the lower Jucar, mainly from the ARJ and
the RB irrigation districts, and other flows originate from discharges of untreated
and treated urban and industrial wastewaters. There is an important water quality
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problem driven by deficiencies in the sewage disposal and treatment systems in the
adjacent municipalities, and by the reduced flows originating from the Jucar River
that are used to improve the quality of wastewater discharges [37].

The increased frequency and intensity of drought spells during recent decades
has been addressed by the Jucar Basin authority with investments in several
long-term adaptation measures, such as construction of storage and regulation
facilities, improvement of water efficiency through investment in irrigation systems,
and installation of metering devices and special groundwater monitoring programs
to control groundwater extractions.

3.2. The Modeling Framework

The comparison of policies is based on the hydro-economic model developed
in Kahil et al. [38]. The model includes three components: (1) a reduced form
hydrological sub-model; (2) a regional economic sub-model consisting of irrigation
districts and urban centers; and (3) an environmental benefit sub-model. The reduced
form hydrological sub-model is used to link the different components of the River
Basin and to simulate the spatial hydrological impacts of droughts. The mathematical
formulation of the reduced form hydrological sub-model is as follows:

Woutd “ Wind ´Wlossd ´DivIR
d ´DivURB

d (1)

Wind`1 “ Woutd ` rIR
d ¨

´

DivIR
d

¯

` rURB
d ¨

´

DivURB
d

¯

` ROd`1 (2)

Woutd ě Emin
d (3)

where Equations (1)–(3) are the mass balance, the flow continuity, and the
minimum-environmental flow constraints, respectively. These constraints determine
the water available in the different river reaches that can be used after considering the
environmental restrictions. Woutd is the water outflow from a river reach d; Wind the
water inflow to d; Wlossd the loss of water in d; DivIR

d the water diversion to irrigation
districts located in d; DivURB

d the water diversion to urban and industrial activities
located in d; Wind`1 the water inflow to the next river reach d` 1;

“

rIR
d ¨

`

DivIR
d
˘‰

the
return flows from irrigation districts;

“

rURB
d ¨

`

DivURB
d

˘‰

the return flows from urban
and industrial activities; ROd`1 the runoff entering river reach d` 1 from tributaries;
and Emin

d the minimum environmental flow established for each river reach.
The regional economic sub-model accounts for the decision processes made by

irrigation water users in the five major irrigation districts (EM, CJT, ARJ, ESC, and
RB) and by urban users in the three main cities (Valencia, Albacete, and Sagunto). A
farm-level programming component has been developed for each irrigation district,
which maximizes farmers’ private benefits from irrigation activities by choosing a
crop mix subject to various technical and resource constraints. A Leontief production
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function technology is assumed with fixed input and output prices, in which farmers
are price takers. The optimization problem is given by the following formulation:

Max BIR
k “

ÿ

ij

C1ijk¨Xijk (4)

subject to
ÿ

i

Xijk ď Tlandkj (5)

ÿ

ij

Wijk¨Xijk ď Twaterk (6)

ÿ

ij

Lijk¨Xijk ď Tlabork (7)

Xijk ě 0 (9)

where BIR
k is farmers’ net benefits in irrigation district k. C1ijk is a vector of coefficients

of net income per hectare of crop i using irrigation technology j. The net income of
each crop is equal to revenue minus direct and indirect costs, and amortizations. The
decision variable in the optimization problem is Xijk, corresponding to the area of
crop i using irrigation technology j. Crops are aggregated into three representative
crop groups: cereals, vegetables, and fruit trees. Irrigation technologies are flood,
sprinkler, and drip.

Constraint Equation (5) represents the available area for irrigation equipped
with technology j in irrigation district k, Tlandkj. The water constraint Equation (6)
represents irrigation water availability in irrigation district k, Twaterk, which depends
on surface and subsurface water extractions for that district. Parameter Wijk is gross
water requirements per hectare of each crop i using irrigation technology j. The
labor constraint Equation (7) represents labor availability in irrigation district k,
Tlabork. Parameter Lijk is labor requirements per hectare of crop i using irrigation
technology j.

For urban water uses, an economic surplus optimization scheme has been
developed for each city in the Basin. The optimization problem maximizes social
surplus given by the consumer and producer surplus from water use in each city,
subject to several physical and institutional constraints. The optimization problem is:

Max BURB
u “

ˆ

adu¨Qdu ´
1
2
¨ bdu¨Q2

du ´ asu¨Qsu ´
1
2
¨ bsu¨Q2

su

˙

(9)

subject to
Qdu ´Qsu ď 0 (10)
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Qdu, Qsu ě 0 (11)

where BURB
u is the consumer and producer surplus of city u. Variables Qdu and Qsu

are water demand and supply by/to the city u, respectively. Parameters adu and bdu
are the intercept and slope of the inverse demand function, while parameters asu and
bsu are the intercept and slope of the water supply function. Equation (10) states that
supply must be greater than or equal to demand. The quantity supplied, Qsu, is the
connecting variable between urban use optimization components and the reduced
form hydrological sub-model.

The environmental benefits sub-model accounts for the environmental benefits
generated by the main aquatic ecosystem in the JRB, the Albufera wetland. The
sub-model considers only water inflows to the Albufera wetland originating from
irrigation return flows of the downstream ARJ and RB irrigation districts. Inflows
and benefits of the Albufera wetland are given by the following expressions:

EAlbu f era “ α¨ rIR
ARJ ¨

´

DIR
ARJ

¯

` β¨ rIR
RB¨

´

DIR
RB

¯

(12)

BAlbu f era “

$

’

&

’

%

ρ1¨ EAlbu f era i f 0 ď EAlbu f era ď E1

δ2 ` ρ2¨ EAlbu f era i f E1 ă EAlbu f era ď E2

δ3 ` ρ3¨ EAlbu f era i f EAlbu f era ą E2

(13)

where Equation (12) determines the quantity of water flowing to the Albufera
wetland, EAlbu f era. Parameters α and β represent the shares of return flows that
feed the wetland from the ARJ and RB irrigation districts, respectively. The products
[rIR

ARJ ¨ pD
IR
ARJq] and [rIR

RB¨ pD
IR
RB)] are return flows from the ARJ and RB irrigation

districts, respectively.
Equation (13) represents economic environmental benefits, BAlbu f era, from the

ecosystem services that the Albufera wetland provides to society. The environmental
benefit function is assumed to be a piecewise linear function of water inflows,
EAlbu f era, to the wetland. This function expresses shifts in the ecosystem status when
critical thresholds of water inflows E1 and E2 are reached, following the approach of
Scheffer et al. [39]. The reason is that ecosystems do not always respond smoothly to
changes in environmental conditions, and they may switch abruptly to a contrasting
alternative state for certain critical levels. Time series data of various hydrological
and chemical indicators have been collected to characterize the ecosystem health
status of the wetland [35], along with economic valuation studies of the Albufera
and other wetlands [40–42]. The specification and estimation of the environmental
benefit function are described in Kahil et al. [38].

Detailed information on the technical coefficients and parameters of the
hydro-economic model has been collected from field surveys, expert consultation,
statistics, and reviewing the literature [35,43–47]. This information covers water

142



inflows to the Basin, water diversion to users, urban water prices and costs, efficiency
of primary and secondary conveyance channels, crop yields and prices, subsidies,
production costs, amortizations, crop water requirements, crop labor requirements,
land and labor availability, and groundwater extractions.

4. Comparison of Water Policies

Results from running the hydro-economic model are used to analyze the
economic and environmental effects of the three alternative water policies designed
to cope with scarcity and drought: the current institutional arrangement of the basin
authority, water markets, and water pricing. Water markets and water pricing are
implemented differently. First, the model is run to maximize the private benefits
of irrigation and urban use. This solution entails the optimal water allocations and
optimal shadow prices (Shadow prices reflect the economic value of water to users
and their willingness to pay for it. In technical terms, the shadow price of water is
the marginal value of water for the particular user, or the value the user obtains from
applying an additional unit of water. In the water market policy, water is exchanged
until the shadow prices are equalized among all users, following the equi-marginal
rule). Two policies can be implemented to achieve this optimal solution. One is
water markets, where trading among users leads to the optimal water allocations
(which generate the corresponding shadow prices). The other policy is water pricing,
where water taxes are used to align current water prices with the optimal shadow
prices (which generate the corresponding water allocations). The resulting benefits
for farmers are quite different under water markets and water pricing, since farmers
make revenue when selling water with markets, but with water pricing, they lose
revenue because of the water taxes.

The model provides results on the private benefits of users, environmental
benefits, water use and return flows, and inflows to the Albufera wetland. Social
benefits are assumed to be the sum of the private benefits from irrigation and urban
use, and the environmental benefits (Table 3).

Two drought scenarios are considered, mild drought and severe drought. The
reduction of water inflows over normal levels is 22 percent for mild droughts, and 66
percent for severe droughts. More information on the characterization of drought
scenarios can be found in Kahil et al. [38]. The model simulates the outcomes of the
three alternative policies to deal with these two drought scenarios.
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Table 3. Policies under drought: institutional cooperation, water markets, and
water pricing.

Drought Scenario Normal Year Mild Drought Severe Drought

Type of
Water Policy

Current Situation
(Institutional
Cooperation)

Institutional
Cooperation

Water
Markets

Water
Pricing

Institutional
Cooperation

Water
Markets

Water
Pricing

Water Use (Mm3) a

Irrigation districts 1030 908 908 908 683 683 683
EM 399 359 363 363 304 316 316
CJT 155 132 150 150 107 146 146
ARJ 200 180 197 197 131 185 185
ESC 33 30 32 32 18 31 31
RB 243 207 166 166 123 4 4

Urban use 119 105 105 105 74 74 74
Traded water - - 40 - - 120 -

Environmental
flows (inflows to

Albufera)
60 52 50 50 34 29 29

Private and Environmental Benefits (million Euros) b

Private benefits
Irrigation districts 190 171 175 93 136 148 54

EM 80 72 72 37 61 62 31
CJT 45 40 42 33 36 39 17
ARJ 34 31 32 17 23 25 4
ESC 7 7 7 5 4 5 2
RB 24 21 22 1 12 17 0

Urban use 283 276 276 276 241 241 241
Total 473 447 451 369 377 389 295

Environmental
benefits 75 37 32 32 22 19 19

Social benefits 548 484 483 401 399 408 314

Note: a Water allocations to irrigation, urban use and environment in million cubic
meters. b Private benefits from irrigation and urban use, and environmental benefits in
million Euros.

Institutional cooperation is the baseline policy, and represents the current water
management to cope with scarcity and droughts. The basin authorities are the main
administrative bodies responsible for water management, and they are organized
around the governing boards, the stakeholder boards, and the management services.
An important feature of basin authorities is the involvement of stakeholders,
which has been a permanent characteristic since their creation in the 1920’s.
Stakeholders include water users, public administrations, farmers’ unions and
environmental groups. The stakeholders’ representatives are present in all governing
and participation bodies at the basin scale, and run the watershed boards at the local
scale [33].

This approach entails flexible adaptive changes in water allocations based on
the negotiation and cooperation of users, where water stakeholders are involved
in the decision making process, including the environmental concerns. The water
allocations that result from cooperation are observed in the data from both normal
and drought periods.

The water market policy opens up water trading between economic agents in
irrigation districts and urban centers. Economic theory predicts that water markets
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achieve welfare gains by reallocating water from low to high marginal values of water,
and this efficient use of water maximizes the total private benefits summed over
agents. The model is used to test the water market policy alternative, and empirically
estimate the market potential welfare gains. Water trade becomes more pronounced
as drought severity intensifies, reaching 120 Mm3 under severe drought. The main
effect is the improvement of irrigation efficiency, but also the subsequent fall in
irrigation return flows, which further reduce the environmental flows in the basin.

The water pricing policy achieves also the efficient use of water by adjusting water
prices to balance water demand with the available water supply during drought.
This policy alternative is in line with the water pricing policy advocated by the
European Water Framework Directive, reiterated in the recent Blueprint to Safeguard
Europe’s Water Resources [6]. Water prices in each irrigation district and urban
center are set equal to the marginal value of water at the efficient level of water use,
which is the market-clearing price. This water tax revenue is collected by the public
and private water agencies responsible for water supply. All or part of this revenue
may be employed outside the basin areas, representing a loss of benefit from both
individual farmer and basin perspectives. One advantage of the water pricing policy
is that it assures the financial viability of the water agencies, which could guarantee
their operation without the need of public subsidies. As indicated above, the water
taxes levied with water pricing involve significant revenue losses for farmers.

Social benefits under the institutional or baseline policy in normal flow conditions
amount to 548 million Euros. Private benefits are 190 million Euros for irrigation and
283 million for urban demand, from using 1030 and 119 Mm3 of water, respectively.
Environmental benefits provided by the Albufera wetland are 75 million Euros, and
the Albufera wetland receives 60 Mm3 of return flows from the ARJ and RB irrigation
districts, which support the ecological status of the wetland.

4.1. Mild Drought Scenario

Mild drought events reduce social benefits by 65 million Euros under the
institutional and water market policies, but the social benefits are reduced by
150 million Euros under water pricing. The environmental losses are close to
40 million Euros under all policies, cutting environmental benefits by half. The
difference among policies is the irrigation losses, which are below 20 million under
institutional and water market policies, but escalate to 100 million under water
pricing. Therefore the large benefit losses from the water pricing policy are driven by
the large impact of pricing on irrigation profits.

The environment sustains significant benefit losses derived from the reduction
of water inflows to the Albufera wetland. These water inflows under water markets
and water pricing fall below the critical threshold E1, creating a regime shift in the
wetland. The institutional policy achieves higher environmental benefits because
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it allocates more water to the Albufera wetland, avoiding further desiccation and
ecosystem degradation.

The effects on the urban sector are moderate both in terms of water allocations
and private benefits. The reason is the priority rules under the institutional policy,
and also the availability of additional water sources at higher costs from neighboring
basins in the case of Valencia and Sagunto (Turia Basin), or groundwater in the case
of Albacete.

Farmers face diminishing water use from drought and reduced crop acreage,
mostly cereals because these are the less profitable crops. The allocation of irrigation
water to the RB, ARJ and CJT districts changes between the institutional and water
market policies. Water markets allocate 40 Mm3 less water to RB, and this water is
assigned to ARJ and CJT. These water exchanges are driven by the differences among
water shadow prices in districts. As indicated above, the shadow prices of water
are the marginal values of water in each location, and therefore water exchanges
reallocate water from locations with low marginal values of water to locations with
high marginal values where water is more profitable. However, the private benefits
of all irrigation districts are almost the same under both the institutional and water
market policies.

The opportunity costs of policies incurred by farmers are the benefit losses
sustained under each policy. A steep increase in the opportunity costs of a particular
policy would be met by opposition from farmers leading to policy failure, given
that other feasible policies are less costly. The costs of the water pricing policy are
very high for farmers compared to the institutional or water market policies, with
irrigation benefits falling by half when water pricing is implemented instead of the
other policies. The reason for these high costs is the large losses sustained by farmers
from taxing water. Opposition to the water pricing policy would be strong in the RB,
EM and ARJ districts, where the opportunity costs of implementing water pricing are
especially damaging to farmers. This empirical finding shows that the institutional
and water market policy options are much more feasible and equitable than water
pricing, because water pricing involves disproportionate costs to farmers.

4.2. Severe Drought Scenario

The effects of severe drought are more pronounced than those of mild drought,
although they show similar patterns. The fall in social benefits is almost 150 million
Euros under the institutional and water market policies, but social benefits losses
escalate to almost 250 million under water pricing. Environmental benefits
sustain quite large losses, although the institutional policy allocates slightly more
environmental flows to the Albufera wetland.

The irrigation benefits by district are almost the same under the institutional
and water market policies, and the main difference is the change in water allocation
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to the RB, ARJ and CJT districts. Compared to the institutional policy, water markets
are driven by the shadow prices of water, reallocating water from locations with
low marginal value of water to locations with high marginal value. Water trading
allocates more water to the ARJ, ESC, EM and CJT districts by reducing the allocation
of the RB district by 120 Mm3.

Choosing the water pricing policy under severe drought is quite detrimental to
farmers because water taxes escalate, and they cannot generate revenue by selling
water. The implementation of water pricing instead of the institutional or water
market policies, makes farmers lose two thirds of their private profits. In districts
such as RB and ARJ, the private benefits of farmers are almost entirely wiped out.
The opportunity costs for farmers of the water pricing policy are disproportionate.

The total costs and their distribution among those who bear them from
confronting a severe drought in the Jucar Basin by the irrigation, urban and
environmental sectors depend on the policy selected by decision makers, and these
costs are given by the benefit losses incurred by each sector. These costs are 42 million
Euros for the urban sector (283–241) and 53 million for the environment (75–22)
regardless of the policy chosen, but these costs triple from 50 million Euros (190–140)
to almost 150 million (190–54) for the irrigation sector by selecting the water pricing
policy instead of the other policies.

4.3. Additional Measures to Protect The Environment

Protecting environmental flows, especially during droughts, is a major challenge
in almost all basins in arid and semiarid regions. In these basins, regulators face
a challenge to enforce environmental flows not only because they have to control
surface and subsurface extractions, but also because the irrigation returns component
of environmental flows is even more difficult to regulate than water extractions.
Examples of these management difficulties include basins where water management
efforts are quite sophisticated, such as the Jucar basin in Spain, the Murray-Darling
Basin in Australia, and the Central Valley in California (In the Jucar Basin, there was a
desiccation of the Jucar mainstem during the last drought [34]. In the Murray-Darling
Basin, groundwater depletion reached 104 km3 during the last drought [29]. In the
Central Valley of California, groundwater depletion has reached 80 km3 during the
current drought [48]).

Two additional measures are considered for the JRB to protect environmental
flows, one associated with water markets and the other with the institutional policy.
The first measure follows the example of the Murray-Darling Basin, where a very
expensive program is being implemented to recover water for the environment
using a public water buyback program [49]. Although expensive, this seems to
be a workable policy to reap most of the private benefits of pure water markets
while protecting ecosystems, and this could be called the environmental water
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market. The second measure is to improve the current institutional stakeholder
cooperation in Jucar, by including environmental stakeholders as full participants.
These augmented environmental flows are achieved by the negotiation among
all economic and environmental stakeholders, which appears to be a sustainable
institutional policy.

Both the environmental water market and the sustainable institutional policies
achieve large gains in environmental benefits, above 200 Million Euros in mild and
severe droughts, with social benefits in the Basin reaching around 730 million Euros
under mild drought and 660 million Euros under severe drought [38,50].

5. Conclusions

The sustainable use of water resources requires a reliable understanding of the
main processes and their linkages, an accurate assessment of impacts, and improving
management by stakeholders and governance by policy makers to deal with water
scarcity, droughts and climate change. Sound management and governance is quite
a challenge because of the wide and complex range of goods and services provided
by water, including private goods, common pool resources, and public goods.

This paper presents an empirical assessment of three water policy instruments
to address water scarcity and droughts: water pricing, water markets, and common
property governance. A direct comparison of the three policies is made by developing
and applying an integrated hydro-economic model of the Jucar Basin in Spain,
analyzing the economic and environmental effects of each policy.

Water pricing and water markets are economic instruments that work well
when water is a private good, but less well when water is a common pool resource
or public good. Studies in California and Australia demonstrate the large gains
of water markets, both potential gains in California [22,30] and actual gains in
Australia [24,25].

We present evidence from Spain, a community with an ancient tradition of
cooperation among stakeholders in water user associations dating back centuries.
Evidence from Spain regarding alternative proposed policy instruments is derived
from the Jucar Basin, where water markets, water pricing, and institutional policies
are simulated under drought.

The empirical results highlight that both institutional and water market policies
are economically-efficient instruments to limit the economic damage costs of
droughts, achieving similar social benefits in terms of private and environmental
benefits. This finding is important because it shows that in the case of Jucar, the status
quo institutional policy can attain almost the same private benefits as water markets.

The advantages of water markets compared to the institutional policy of
stakeholders’ cooperation are a slight reduction in land fallowing, a small
improvement in irrigation efficiency, and a more even distribution of drought losses
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among irrigation districts, important for equity concerns. Water markets minimize
private economic damages from drought but disregard the environmental benefits.
Results show that water markets entail a reduction of water for environmental
purposes, causing faster ecosystem regime shifts compared to the current institutional
setting. The reason lies with the public good characteristic of environmental flows,
which are external to markets, leading to excessive ecosystem degradation. This
is important when planning for a future with climate change and emerging social
demands for and economic benefits from aquatic ecosystem protection.

Water pricing is the policy advocated by the European WFD. This policy poses
important implementation challenges in arid and semiarid regions such as Spain,
where irrigation is the largest user of water, with strong impacts on the supply of a
wide range of ecosystem services. The water pricing policy for managing drought
is detrimental to farmers. Implementing water pricing instead of water markets or
institutional policies, increases farmers’ losses by 80 and 100 million Euros, a high
percentage of their base incomes, under mild and severe drought, respectively.

These benefit losses are the opportunity costs of the water pricing policy to
farmers, and the steep opportunity costs of water pricing would be economically
and politically damaging. The main empirical finding on water pricing is that
farmers lose from half to two thirds of their net benefits when the water pricing
policy is implemented during drought, instead of the water market or institutional
policies. Enforcing water pricing will become a difficult task facing tough political
and technical hurdles.

The empirical results show that water market and institutional policies are much
more economically attractive and equitable than water pricing, because water pricing
involves disproportionate costs to farmers. There are also additional measures for
these two policies that could enhance the protection of environmental flows. One
measure is public water buyback programs for water markets, in order to reap the
benefits of water markets while protecting ecosystems. The other measure is greening
the cooperation in the institutional policy, by including the environment as a full
stakeholder in the process of water allocation among sectors and spatial locations.
However, protecting the environment with water pricing will require adding further
“environmental” and “resource use” costs to water prices (in WFD terminology),
resulting in highly disproportionate costs to farmers.

Water management in the JRB is based on the negotiation and cooperation of
stakeholders, which seems to provide a worthwhile prospect for sustainable water
management in irrigation. In fact, this approach achieves better environmental
outcomes compared to other policy instruments, and almost the same outcomes
in terms of farmers’ private benefits and social benefits compared to the water
market policy. However, the status quo institutional-based approach poses difficult
implementation challenges in real-world situations. The reasons are that institutions
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may involve asymmetric negotiation power among the stakeholders, while the severe
scarcity of water resources may considerably reduce incentives for cooperation.

The evidence from the JRB highlights that, despite these limitations, the status
quo institutional-based approach of stakeholders’ cooperation was able to reduce
environmental and economic damages during the last drought period, and to
surrogate social conflicts by cooperation. The JRB experience suggests that the
implementation of the institutional approach in managing water resources requires
sufficient institutional capacity to deal with power asymmetry and resource scarcity,
as well as available social capital supporting cooperation, which is particularly
necessary for the promotion of self-regulation initiatives.
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Simulation of Groundwater-Surface Water
Interactions under Different Land Use
Scenarios in the Bulang Catchment,
Northwest China
Zhi Yang, Yangxiao Zhou, Jochen Wenninger, Stefan Uhlenbrook and Li Wan

Abstract: Groundwater is the most important resource for local society and the
ecosystem in the semi-arid Hailiutu River catchment. The catchment water balance
was analyzed by considering vegetation types with the Normalized Difference
Vegetation Index (NDVI), determining evapotranspiration rates by combining sap
flow measurements and NDVI values, recorded precipitation, measured river
discharge and groundwater levels from November 2010 to October 2011. A simple
water balance computation, a steady state groundwater flow model, and a transient
groundwater flow model were used to assess water balance changes under different
land use scenarios. It was shown that 91% of the precipitation is consumed by the
crops, bushes and trees; only 9% of the annual precipitation becomes net groundwater
recharge which maintains a stable stream discharge in observed year. Four land
use scenarios were formulated for assessing the impacts of land use changes on the
catchment water balance, the river discharge, and groundwater storage in the Bulang
catchment. The scenarios are: (1) the quasi natural state of the vegetation covered by
desert grasses; (2) the current land use/vegetation types; (3) the change of crop types
to dry resistant crops; and (4) the ideal land use covered by dry resistant crops and
desert grasses, These four scenarios were simulated and compared with measured
data from 2011, which was a dry year. Furthermore, the scenarios (2) and (4) were
evaluated under normal and wet conditions for years in 2009 and 2014, respectively.
The simulation results show that replacing current vegetation and crop types with
dry resistant types can significantly increase net groundwater recharge which leads to
the increase of groundwater storage and river discharges. The depleted groundwater
storage during the dry year could be restored during the normal and wet years so
that groundwater provides a reliable resource to sustain river discharge and the
dependent vegetations in the area.

Reprinted from Water. Cite as: Yang, Z.; Zhou, Y.; Wenninger, J.; Uhlenbrook, S.;
Wan, L. Simulation of Groundwater-Surface Water Interactions under Different Land
Use Scenarios in the Bulang Catchment, Northwest China. Water 2015, 7, 5959–5985.
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1. Introduction

Water is the most important limiting factor for agricultural production and
ecosystem protection in semi-arid conditions [1]. To maintain a delicate balance
between the protection of the ecosystem and the sustainable development of
local society is critical task in semi-arid regions. Optimizing water use efficiency
for agricultural crops [2] is a key approach to mitigate water shortages and to
reduce environmental problems in arid and semi-arid regions. Along with the
water shortage limitation for agricultural productivity, the desertification has been
controlled by planting shrubs as ecosystem rehabilitation measures in recent decades
in the semi-arid parts of northwest China [3]. However, the water balance in
semi-arid catchments can be significantly influenced by vegetation type [4], irrigation
schedules [5], and groundwater irrigation [5]. Brown et al. [6] determined that
the changes in water yield at various time scales were a result of permanent
changes in the vegetation cover by means of mean annual water balance model.
Jothityangkoon et al. [7] concluded that spatial variability of soil depths appears
to be the most important controlling parameter for runoff variability at all time
and space scales, followed by the spatial variability of climate and vegetation cover
in semi-arid catchments. The differences in water balance components between a
number of temperate and semi-arid catchments in Australia can be attributed to the
variability of soil profile characteristics like water storage capacity and permeability,
vegetation coverage and water use efficiency, rainfall, and potential evaporation [8].
Scott et al. [9] indicated that grassland relies primarily on recent precipitation, while
the tree/shrub obtained water from deeper parts of the soil profile in the semi-arid
riparian floodplain of the San Pedro River in southeastern Arizona. Planting of shrub
seedlings can significantly enhance topsoil development on the dune surface and
stabilizing the sand dunes [10], but the water consumption of artificially introduced
plants and the effects on the water balance have not been investigated.

Land use management and rehabilitation strategies would have significant
impact on the catchment water balance and hence on water yield and groundwater
recharge [11]. Consequently, understanding impacts of land use change on
the catchment water balance dynamics is critical for sustainable water resources
management. Stream flow [12–14], flow regime [15], and the river water quality [16,17]
can be influenced by the change of land use/land cover in the catchment. Compared
with the mechanism of land use effects on the surface water, the groundwater
recharge [18,19], discharge [20,21], levels [22], hydrochemistry and contamination [23],
and nitrate concentrations [24–27] can be indirectly affected by the land use changes
through infiltration. Krause et al. [28] assessed the impacts of different strategies
for managing wetland water resources and groundwater dynamics of landscapes
based on the analysis of model simulation results of complex scenarios for land-use
changes and changes of the density of the drainage-network, but regional groundwater
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modeling studies are often hampered by data scarcity in space and time especially in
semi-arid regions [29]. Thus, the estimation of areal inputs such as precipitation and
actual evapotranspiration (ET) is essential for groundwater model studies. Actual ET
corresponds to the real water consumption and is usually estimated by considering
weather parameters, crop factors, management and environmental conditions [30].
Despite of some uncertainties and inconsistencies in the results, remote sensing is a
useful technique for the study of groundwater hydrology and has aided the successful
location of important groundwater resources [31]. Remote sensing and Geographic
Information Systems (GIS) have been used for the investigation of springs [32],
determining the groundwater dependent ecosystems [33], determining the recharge
potential zones [34], mapping groundwater recharge and discharge areas [35],
detecting potential groundwater flow systems [36], and monitoring infiltration rates
in semi arid soils [37]. Remote sensing data can be employed for estimating the ET by
means of energy balance methods, statistical methods using the difference between
surface and air temperature, surface energy balance models, and spatial variability
methods at different scales [38]. Remote sensing and the Normalized Difference
Vegetation Index (NDVI) have been widely employed for estimating groundwater
evapotranspiration [39,40], investigating the relationship between vegetation growth
and depth to groundwater table [41–44], and accessing groundwater recharge
fluxes [45]. Many researchers have conducted direct measurements like the sap
flow method which uses the stem heat balance technique [46], and scaled these
values to the catchment level transpiration [47]. The remote sensing could offer the
relevant spatial data and parameters at the appropriate scale for use in distributed
hydrological models [48] and groundwater models [49,50]. Those studies trend
to utilize the areal ET calculated from the theory of surface energy balance with
remote sensing data at lager scale. However, few studies have been conducted on
simulating the groundwater response to different land use scenarios by determining
areal ET using field measurements and remote sensing data in semi-arid regions
particularly in Asia.

Most recent studies focus on the simulation of land use or climate change
impacts for improving the water use efficiency for agricultural production, but few
have been conducted on artificially introduced plants for stabilizing sand dunes and
the effects on the water resources in semi-arid regions. Since evapotranspiration from
crops and shrubs dominate groundwater discharge in semi-arid catchments [51], a
balance must be achieved between land use (prevention of desertification) and water
resources conservation for agricultural and other purposes. Sap flow measurements
can directly provide transpiration rates of the individual vegetation in carefully
selected sites. However, the uncertainty of estimating areal ET rates varies in space
and time through the necessary up-scaling for the areal computation. Remote sensing
technologies have been recently employed for calculating the areal ET by means
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of energy balance at large scale, but few were conducted using combined field
measurements and remote sensing data (NDVI) in semi-arid regions. Multiple
procedures have been employed in this study in order to evaluate the influence of
land use management on hydrological processes in the semiarid Bulang catchment.
The methods used in this study consisted of identifying vegetation types with NDVI
values, determining evapotranspiration rates with sap flow measurements in the
field, and computing the areal ET rates by a combination of remote sensing data
(NDVI) and field measurements. Impacts of different land use scenarios on water
resources were simulated by a groundwater model with the aid of combined field
measurements, remote sensing, and GIS techniques, which reveals the catchment
water balance in the sandy region of the middle section of the Yellow River Basin.
The results provide scientific information to support rational land use management
and water resources conservation in semi-arid areas.

2. Materials and Methods

2.1. Study Area

The Bulang River is a tributary of the Hailiutu River, which is located in
the middle reach of the Yellow River in northwest China (Figure 1). Located
in a semi-arid region, the total area of the Bulang catchment is 91.7 km2. The
land surface is characterized by undulating sand dunes, scattered desert bushes
(Salix Psammophila), cultivated croplands (Zea mays), and a perennial river in the
southwestern downstream area. The surface elevation of the Bulang catchment
ranges from 1300 m at the northeastern boundary to 1160 m above mean sea level
at the catchment outlet in the southwest. The long-term annual average daily mean
temperature is 8.1 ˝C and the monthly mean daily air temperature is below zero in the
winter time from November until March. The mean annual precipitation measured
at the nearby Wushenqi meteorological station for the period 1984 to 2011 was
340 mm/year. Precipitation mainly falls in June, July, August and September. The
mean annual pan evaporation (recorded with an evaporation pan with a diameter of
20 cm) is 2184 mm/year (Wushenqi metrological station, 1985–2004). The geological
formations in the Bulang catchment mainly consist of four strata (1) the Holocene
Maowusu sand dunes with a thickness from 0 to 30 m; (2) the upper Pleistocene
Shalawusu formation (semi consolidated sandstone) with a thickness of 5 to ~90 m;
(3) the Cretaceous Luohe sandstone with a thickness of 180 to ~330 m; and (4) the
underlying impermeable Jurassic sedimentary formation.
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2.2. Methods

2.2.1. Water Balance

The catchment water balance can be calculated with the components of
precipitation (P), evapotranspiration (ET), discharge of the Bulang stream (Q), deep
groundwater circulation discharging to the main Hailiutu River (D), and the change
of storage (dS/dt ) in the catchment as:

P-ET-Q-D “
dS
dt

(1)

Precipitation, discharge of the Bulang River, and the change of the groundwater
levels that represent the storage change in the system can be directly measured in
the field, but not the ET and deep circulation fluxes. In this study, the areal ET
was estimated from the site measurements of sap flow of maize, salix bush, and
willow tree which were up scaled by using the NDVI generated vegetation cover
from remote sensing data.

2.2.2. Groundwater Discharge

The groundwater discharge as the baseflow was separated from daily average
river discharge measurements according to hydrograph separation results using
isotopic tracers [51]. Daily river discharge can be considered as groundwater
discharge during days without rainfall, while 74.8% of the river discharge originated
from the groundwater in the two days after the recorded heavy rainfall based on the
trace method [51].

2.2.3. Groundwater Model

In correspondence with the geological structure, the upper Maowusu sand
dunes together with Shalawush deposits were simulated with one model layer
as the unconfined aquifer and the underlying Cretaceous Luohe sandstone was
simulated with another model layer as the confined aquifer. The outlet of the
river valley was simulated as a head-dependent flow boundary, considered to
be the deep groundwater discharge to the Hailiutu River. All other boundaries
were taken as no-flow boundaries in line with the catchment water divide. The
Bulang stream was simulated as a drain since groundwater always discharges to
the stream. Net groundwater recharge was calculated as precipitation (P) minus
evapotranspiration (ET).
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Figure 1. Location of the Bulang sub-catchment within the Hailiutu basin in Northwest 
China, the location of sap flow measurements for maize and salix, hydrological and 
meteorological stations, groundwater level monitoring wells, and the digital elevation model. 

  

Figure 1. Location of the Bulang sub-catchment within the Hailiutu basin in
Northwest China, the location of sap flow measurements for maize and salix,
hydrological and meteorological stations, groundwater level monitoring wells, and
the digital elevation model.

The popular numerical model code MODFLOW [52] was used for the flow
simulation. The numerical model grid cell has a uniform size of 50 by 50 m, resulting
in a model grid consisting of 310 rows and 350 columns. The top elevation of the
model is the surface elevation which is taken from the Digital Elevation Model with a
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resolution of 30 by 30 m. The bottom elevation of the model is interpolated from the
limited geological borehole data. The hydrogeological parameters such as hydraulic
conductivity, specific yield, and specific storage were divided into three zones
according to lithology. The General-Head Boundary (GHB) package of MODFLOW
was used to simulate deep groundwater discharge to the Hailiutu River, where flow
into or out of a GHB cell is calculated in proportion to the difference between the
head in the model cell and the stage of the Hailiutu River. The MODFLOW Drain
package was used to simulate groundwater discharge to the Bulang stream since the
stream acts as a drain which always receives groundwater discharge. The Recharge
package was used to simulate the net recharge which was calculated in an Excel
sheet being precipitation minus evapotranspiration.

A steady state flow model was calibrated first with the annual average values
of rainfall, ET rates, stream discharges, and the groundwater levels measured from
November 2010 to October 2011. A transient flow model was then constructed and
calibrated with the measured daily data from November 2010 to October 2011. The
model calibration was performed with the optimization code PEST [53]. PEST found
optimal values of hydraulic conductivities and storage parameters by minimizing
the sum of squared differences between model-calculated and observed values of
groundwater heads at the observation wells. The Drain conductance was further
calibrated by comparing calculated and measured stream discharges.

2.2.4. Scenario Analysis

For semi-arid areas such as our study area, a delicate balance among vegetating
sand dunes, agricultural production, and water resources conservation must be
maintained [44]. Over-vegetating sand dunes with high water consumption species
(such as poplar trees and salix bushes) would reduce net groundwater recharge
and diminish stream flows. Desert grasses, such as Artemisia Ordosica and Korshinsk
Peashrub, consume much less water and are better choice for vegetating sand dunes.
These grasses are common in areas with a deep groundwater table. The dominant
agricultural crop type in the area is maize. Maize needs to be irrigated six times [54]
and consumes a lot of water. The local agricultural department has started a program
to extend dry-resistant crops such as sorghum and millet. Considering the possible
land use changes in the area, the following scenarios are proposed:

‚ Scenario 1 assumes a natural situation in which the catchment is covered by
desert grasses. This scenario sets up a bench mark case to compare impacts of
land use changes on groundwater and stream flow.

‚ Scenario 2 represents the current land use in 2011. Impacts of current land use
changes on groundwater and stream flow can be analyzed by a comparison to
scenario 1.
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‚ Scenario 3 simulates effects of replacing maize crops with less water
consumptive crops such as sorghum and millet in order to provide support to
the policy of extending dry-resistant crops in the area.

‚ Scenario 4 proposes an ideal land use scenario where sand dunes are covered by
desert grasses and dry-resistant crops are grown. This scenario gives direction
to the future land use changes in the area.

Since there are inter-annual variations of precipitation and evapotranspiration
accordingly, scenarios 2 and 4 were simulated under the dry, normal, and wet
years. Analysis of long-term annual precipitation (Wushenqi meteorological station,
1959–2014) found that 2011, 2009, and 2014 represent dry (87.7%), normal (50.2%), and
wet (27.8%) years, respectively. These two land use scenarios were further simulated
with a multiple year transient groundwater model in order to assess impacts of
inter-annual variations of climate.

2.2.5. Model Inputs for the Simulation of Land Use Scenarios

The calibrated transient groundwater flow model was used to simulate these
four land use scenarios. Given inputs of 8-days net recharge for November 2010
to October 2011, the model simulates groundwater level changes and computes
groundwater discharge to the Bulang River, deep groundwater circulation to the
Hailiutu River and change of groundwater storage.

The net recharge was calculated to be the precipitation minus
evapotranspiration. The evapotranspiration was estimated in the same procedure as
before with equations of:

ETi “
NDVIi

NDVIplant
ETplant , 0 < NDVIi ă 0.4 (2)

ETi “
NDVIi

NDVIcrop
ETcrop , NDVIi ě 0.4 (3)

where ETi is estimated model grid ET value. ETplant and ETcrop were found from
relevant studies [55] and are presented in Table 1.

In order to evaluate impacts of inter-annual variations of precipitation on the
water balances, scenarios 2 and 4 were further simulated under a normal and wet
years. The year of 2009 represents a normal year and 2014 represents a wet year. Daily
precipitation of Wushenqi station was collected to compute net recharge. NDVI maps
of 2009 and 2014 were processed to estimate ET values. These data are presented
in Table 2.
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Table 1. ET values for reference crops and plants for scenario simulations
(mm/year).

Scenario Rainfall Crop ET Plant ET NDVI Map

1-Natural situation 214.8 Artemisia Ordosica (133.6) Artemisia Ordosica (133.6) August 2011
2-Current land use 214.8 Maize (503.1) Salix Psammophila (245.1) August 2011

3-Dry-resistant crop 214.8 Sorghum (402.5) Salix Psammophila (245.1) August 2011
4-Ideal land use 214.8 Sorghum (402.5) Artemisia Ordosica (133.6) August 2011

Table 2. Precipitation and ET values for reference crops and plants for scenarios 2
and 4 (mm/year).

Scenario Rainfall Crop ET Plant ET NDVI Map

2-Current land use
Dry (214.8)

Maize (503.1) Salix Psammophila
(245.1)

August 2011
Normal (340.0) August 2009

Wet (420.0) September 2014

4-Ideal land use
Dry (214.8)

Sorghum (402.5) Artemisia Ordosica
(133.6)

August 2011
Normal (340.0) August 2009

Wet (420.0) September 2014

2.3. Field Measurements

2.3.1. Precipitation and Evapotranspiration

In order to measure the hydrological variables, a set of instruments had been
installed in the catchment. Precipitation was measured from November 2010 to
October 2011 using two Hobo rain gauges (RG3-M Data Logging Rain Gauge, Onset
Corporation, Bourne, MA, USA) at the outlet of the catchment and at Nanitan
(Figures 1 and 2). Stem flow sensors (Flow 32, Dynamax, Houston, TX, USA) were
used to measure sap flow in maize stems at the maize research site [54] and in salix
stems at the salix research site [56] during the growing season in 2011. The NDVI
map (resolution 30 mˆ 30 m) generated from remote sensing data have been utilized
for classifying the land use and vegetation types in the area (Figure 2). NDVI values
larger than 0.4 indicate crop land, between 0 and 0.4 are desert bushes, and smaller
than 0 are considered as bare sand.

2.3.2. Discharge Gauge

One discharge gauging station was constructed at the outlet of the Bulang
catchment (Figure 1). The Yujiawan gauging station consists of one permanent
rectangular weir equipped with an e + WATER L water level logger (Type 11.41.54,
Eijkelkamp Agrisearch Equipment, Giesbeek, The Netherlands) where water levels
are recorded with a frequency of 30 min. Water depths are converted to discharges
using a rating curve based on regular manual discharge measurements carried out
with a current meter and the velocity-area method.
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Figure 2. NDVI map of the Bulang catchment, interpretation of remote sensing data from 
TM on August 2011. 
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Figure 2. NDVI map of the Bulang catchment, interpretation of remote sensing
data from TM on August 2011.

2.3.3. Observation Wells

Several groundwater level monitoring wells were installed in the Bulang
catchment (Figures 1 and 2). Equipped with submersible pressure transducers
(Type: MiniDiver, Eijkelkamp Agrisearch Equipment, Giesbeek, The Netherlands),
the groundwater levels in these observation wells were recorded at 10-min intervals.
Barometric compensation was carried out using air pressure measurements from a
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pressure transducer (Type: BaroDiver, Eijkelkamp Agrisearch Equipment, Giesbeek,
The Netherlands) installed at the site. Groundwater levels were converted into
the height of the water table above mean sea level with the calibration of the land
elevation of wells, height of water column above the MiniDiver in the wells, and the
depth of the MiniDiver in the boreholes.

3. Results

3.1. Estimation of Water Balance and Groundwater Discharge

3.1.1. Estimation of Catchment Water Balance

The total observed precipitation from November 2010 to October 2011 at
Yujiawan and Nanitan station are 206.8 mm and 217.6 mm, respectively. The annual
areal precipitation in the catchment was estimated to be 214.8 mm/year by means of
area weighed average of two rainfall stations. Discharge at the Yujiawan weir varies
from 0.01 to 0.23 m3/s (Figure 3). Stream discharge is very stable during the winter
months and varies in the summer months due to irrigation water use and sporadic
rainfall. A heavy rain event occurred on 2 July and generated the highest discharge
in the observation period.
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Figure 3. Rainfall at Yujiawan and Nanitan station, measured discharge at Yujiawan
weir from November 2010 to October 2011.

ET rates measured at the maize and salix research site were 503.1 mm/year
and 245.1 mm/year, respectively. The NDVI values at the sap flow measurement
sites for maize and salix are 0.59 and 0.17, respectively. The NDVI was used to
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upscale evapotranspiration rate measured in the salix and maize research sites to the
catchment using Equations (2) and (3).

The areal ET value of the catchment was calculated as the average ET of all cell
ET values.

Figure 4a illustrates the up-scaling approach for areal ET with sap flow
measurements and NDVI values. Figure 4b plots the estimated daily ET rates. The
daily ET rates increases from mid April, peak in July and August, and decreases from
September onwards. Daily ET rates were very low during rainy days. The total areal
evapotranspiration rate in the Bulang catchment is estimated to be 186.2 mm/year.
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Figure 4. Up-scaling approach for areal evapotranspiration with sap flow
measurements and NDVI values (a); and the estimated areal evapotranspiration (b).
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The estimation of areal interception in the Bulang catchment followed the same
approach as the estimation of the areal ET. The areal interception of 9.8 mm/year
was obtained with the reference interception coefficient of 0.249 for salix [57] and
0.373 for maize [58].

Mu et al. [59] created a data set of the evapotranspiration rates in 8 days
intervals from MOD16 Global Terrestrial Evaporation Data Set. Figure 5 compares
the areal ET rates of 8 days estimated from this study and Mu's data set. The larges
differences are found during the winter period. ET values estimated from the remote
sensing methods show significant different distribution compared with the ET values
estimated in this study based on sap flow measurements in the experimental period,
where ET rates are zero in the winter period from December to March. There should
be no ET in winter since the daily average air temperature is below zero and there
are no crops and the trees do not transpire in this period.
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Figure 5. Comparison of evapotranspiration estimated by remote sensing and
calculated by upscaling approach with NDVI and sap flow measurements from
November 2010 to October 2011.

The change of the storage in the catchment is mainly based on the change of
groundwater storage. Groundwater storage change can be estimated by the change
of the groundwater levels multiplied by the porosity of the aquifer. Figure 6 shows
that all groundwater levels at the end of the measuring period recovered back to
the values at the beginning of the measuring period. Therefore, it can reasonably
be assumed that there is no overall change of groundwater storage. The results
of the water balance computation are shown in Figure 7 as daily water depth and
are summarized in Table 3 as annual water depth in the catchment. The deep
circulation in Table 3 refers to the regional groundwater flow to the Hailiutu River.
The deep groundwater circulation was estimated in the water balance equation as
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the difference of total inflow minus total outflow. The net groundwater recharge
equals to the precipitation minus total evapotranspiration.

Table 3. Annual water balance estimation in the Bulang catchment in mm/year.

Estimation
method Precipitation ET Net

Recharge Discharge Deep
Circulation

Change of
Storage

Water
Balance 214.8 196.0 18.8 12.6 6.2 0

Steady
model 214.8 196.0 18.8 13.1 5.8 0
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Figure 7. Average precipitation, river discharge, and estimated ET (a); groundwater 
storage change (b) in Bulang catchment from November 2010 to October 2011. 

3.1.2. Estimation of Groundwater Discharge 

Groundwater discharge as the base flow in the Bulang catchment can be derived from the river 
discharge measurements during the experimental period. A base flow separation was carried out based 
on the analysis of the isotopic tracers in the river, groundwater, and the heavy rainfall occurred in July 
2011 [51]. Results of the hydrograph separations illustrate that the pre-event component accounts for 
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groundwater based on the event separation results from November 2010 to October 2011. Figure 8 
illustrates the relations among the discharge, base flow, and the rainfall in the Bulang catchment. 

3.2. Calibration of the Groundwater Model 

3.2.1. Calibration of the Steady Groundwater Model 

Since the change of groundwater storage in the observed period from November 2010 to October 
2011 can be neglected, a steady state groundwater flow model was constructed and calibrated first with 
annual average values of the net recharge, groundwater discharge, and groundwater levels. The 

0

10

20

30

40

500.0 

0.5 

1.0 

1.5 

2.0 

2.5 

P
re

ci
p

it
at

io
n

 m
m

/d
ay

D
is

ch
ar

ge
 a

n
d

 E
va

p
ot

ra
n

sp
ir

at
io

n
 

m
m

/d
ay

Precipitation

Discharge

Evapotranspiration

-60

-30

0

30

60

90

120

20
10

-1
1-

01

20
10

-1
2-

01

20
11

-0
1-

01

20
11

-0
2-

01

20
11

-0
3-

01

20
11

-0
4-

01

20
11

-0
5-

01

20
11

-0
6-

01

20
11

-0
7-

01

20
11

-0
8-

01

20
11

-0
9-

01

20
11

-1
0-

01

m
m

/d
ay

Date

Groundwater strorage change

a 

b 

Figure 7. Average precipitation, river discharge, and estimated ET (a); groundwater
storage change (b) in Bulang catchment from November 2010 to October 2011.

3.1.2. Estimation of Groundwater Discharge

Groundwater discharge as the base flow in the Bulang catchment can be derived
from the river discharge measurements during the experimental period. A base
flow separation was carried out based on the analysis of the isotopic tracers in the
river, groundwater, and the heavy rainfall occurred in July 2011 [51]. Results of
the hydrograph separations illustrate that the pre-event component accounts for
74.8% of the total discharge during rainfall events. Compared to other graphical and
mathematical hydrograph separation methods, the event based isotopic separation
method provides more accurate estimation of the groundwater discharge. It is
estimated that 96.4% of total stream flow is composed of groundwater based on the
event separation results from November 2010 to October 2011. Figure 8 illustrates the
relations among the discharge, base flow, and the rainfall in the Bulang catchment.
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3.2. Calibration of the Groundwater Model

3.2.1. Calibration of the Steady Groundwater Model

Since the change of groundwater storage in the observed period from November
2010 to October 2011 can be neglected, a steady state groundwater flow model was
constructed and calibrated first with annual average values of the net recharge,
groundwater discharge, and groundwater levels. The purposes of the steady state
model were to calibrate the hydraulic conductivity and to create initial conditions
for the transient model. Average values of groundwater levels measured in nine
observation wells (Figure 2) were used to compare model-calculated groundwater
levels for the model calibration. The optimization code, PEST was used to optimize
values of hydraulic conductivity in three zones so that the sum of squared differences
between calculated and measured groundwater levels are minimized.
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Figure 8. Relations among the observed discharge, separated baseflow, and the
rainfall in the Bulang catchment.

The coefficient of determination of the computed and measured groundwater
levels is as high as 0.99 indicating that the steady state model is capable to reproduce
the measured groundwater levels with a very high accuracy. The optimized values
of hydraulic conductivity are 8.59 m/day, 3.86 m/ay, and 1.86 m/day, respectively,
in the three parameter zones. The computed discharge to the Bulang River and deep
groundwater circulation are very close to the estimated values in the previous water
balance computation (Table 3).
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3.2.2. Calibration of the Transient Groundwater Model

The purpose of the transient model is to simulate seasonal variations
of groundwater levels and stream flow caused by varying precipitation and
evapotranspiration values. The simulation period is one year from November 2010 to
October 2011. A stress period of 8 days was chosen in line with estimated ET values
from remote sensing data. The computed groundwater levels by the steady state
model were used as initial groundwater heads in the transient model. The average
values of daily precipitation and evapotranspiration values in every 8 days were
used to compute transient net recharge values for the transient model. The specific
yield values of three zones in the first model layer were optimized using PEST so that
computed groundwater level series fit well with the measurement series. Figure 9
shows the match of the computed groundwater levels to the measurements in four
observation wells. The RMSE values are 0.26 m, 0.14 m, 0.15 m, and 0.82 m for the
computed groundwater levels at well Blh, eco-site, well a, and well b, respectively.
The optimized values of specific yield are 0.29, 0.25 and 0.1, respectively, in the three
parameter zones.

Figure 10 shows the comparison of the computed groundwater discharge to the
stream and separated baseflow with the stream discharge measurements. The RMSE
is 0.0075 m3/s for the computed groundwater discharge. In general, the transient
model computes more smooth discharges than the results of baseflow separation.
Large differences in summer months may be caused by irrigation water use diverted
from the river which is not considered in the model.

3.2.3. Sensitivity of the Transient Groundwater Model

Since the model was calibrated based on the one year measurements of
groundwater levels and stream discharge and there are uncertainties in upscaling ET
and estimating hydraulic conductivities, sensitivity analysis was performed to test
sensitivities of computed groundwater levels and stream discharges to uncertainties
in ET and hydraulic conductivity. In order to evaluate effects of inter-annual
variations of precipitation, sensitivity of precipitation is also investigated. The
coefficient of variation of the annual precipitation is 0.265 in the area. Therefore,
precipitation, ET, and hydraulic conductivities were alternately increased and
decreased by 26.5%, the transient model was run to compute the changes of
groundwater levels and stream discharges while the other variables were kept fixed.
The results are shown in Figure 11. The stream discharges are more sensitive to
uncertainties in hydraulic conductivities while groundwater levels are more sensitive
to changes in precipitation and ET values.
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Figure 9. Fit of the computed groundwater levels to the measured ones in four wells in 
Bulang sub-catchment. 
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Figure 9. Fit of the computed groundwater levels to the measured ones in four
wells in Bulang sub-catchment.
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Figure 10. Comparison of simulated groundwater discharge to the Bulang River
and the separated base flow from November 2010 to October2011.
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The calibrated transient groundwater flow model was used to simulate the
scenarios. For each scenario, the model computes groundwater level changes,
groundwater discharge to the Bulang River, deep groundwater circulation to the
Hailiutu River, and change of groundwater storage.

Water 2015, 7 5975 
 

 

3.2.3. Sensitivity of the Transient Groundwater Model 

Since the model was calibrated based on the one year measurements of groundwater levels and 
stream discharge and there are uncertainties in upscaling ET and estimating hydraulic conductivities, 
sensitivity analysis was performed to test sensitivities of computed groundwater levels and stream 
discharges to uncertainties in ET and hydraulic conductivity. In order to evaluate effects of  
inter-annual variations of precipitation, sensitivity of precipitation is also investigated. The coefficient 
of variation of the annual precipitation is 0.265 in the area. Therefore, precipitation, ET, and hydraulic 
conductivities were alternately increased and decreased by 26.5%, the transient model was run to 
compute the changes of groundwater levels and stream discharges while the other variables were kept 
fixed. The results are shown in Figure 11. The stream discharges are more sensitive to uncertainties in 
hydraulic conductivities while groundwater levels are more sensitive to changes in precipitation and 
ET values. 

The calibrated transient groundwater flow model was used to simulate the scenarios. For each 
scenario, the model computes groundwater level changes, groundwater discharge to the Bulang River, 
deep groundwater circulation to the Hailiutu River, and change of groundwater storage. 
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Figure 11. Sensitivity of computed stream discharge (a); and groundwater levels
(b–e) to precipitation (P), evapotranspiration (ET), and hydraulic conductivity
(HC); the sign (´) and (+) in the legend indicates the decreasing and increasing
values by 26.5%.

3.3. Simulation of Land Use Change Scenarios

Annual water balance components for the four scenarios are summarized in
Table 4. Time series of changes in discharge to the Bulang River and groundwater
levels in four observation wells are plotted in Figure 12. The annual water
balance computations show that net groundwater recharge increases significantly in
scenario (1) and (4) when desert grasses were used for the protection of sand dunes.
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Discharge to the Bulang River increases slightly with increasing net recharge, while
deep groundwater circulation discharging to the Hailiutu River remains constant.
The benefit of increasing net recharge is largely in increasing groundwater storage,
especially in scenarios (1) and (4). Increase of discharge to the Bulang River and
increase of groundwater levels occur in the growing period from mid April to mid
September (Figure 12). In the winter months, river discharge and groundwater levels
are stable since there is neither precipitation nor evapotranspiration.
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Figure 12. Simulated groundwater discharge to the Bulang River (a); and the calculated 
groundwater heads in well Blh (b); eco_site (c); well a (d);and well b (e) for four land use scenarios. 

Annual water balance components for scenarios 2 and 4 under different hydrological years are 
summarized in Table 5. Time series of changes in discharge to the Bulang River and groundwater 
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results are presented in Figure 14. In general, groundwater discharges and groundwater levels exhibit 
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Figure 12. Simulated groundwater discharge to the Bulang River (a); and the
calculated groundwater heads in well Blh (b); eco_site (c); well a (d); and well b
(e) for four land use scenarios.

Annual water balance components for scenarios 2 and 4 under different
hydrological years are summarized in Table 5. Time series of changes in discharge to
the Bulang River and groundwater levels in four observation wells are plotted
in Figure 13. The simulation results show that net groundwater recharge is
increased significantly in normal and wet hydrological years as a result of increase
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of precipitation while evapotranspiration is only increased slightly comparing to
the dry year. The increase of net recharge contributes largely to the increase of
groundwater storage while discharge to the stream also increases. The increase of
groundwater storage and stream discharges is more profound under the ideal land
use scenario 4 compared to the current land use scenario 2. Under the ideal land
use scenario, a healthy vegetation cover can be sustained in all years while water
resources can be conserved for other social and economic uses.

Table 4. Comparison of simulated water balance for four scenarios (mm/year).

Annual
Components Precipitation ET Net

Recharge Discharge Deep
Circulation

Change of
Storage

Scenario 1 214.8 102.7 112.1 13.4 8.1 90.1
Scenario 2 214.8 196.0 18.8 12.7 8.0 ´4.1
Scenario 3 214.8 189.2 25.6 12.8 8.0 3.9
Scenario 4 214.8 120.9 93.9 13.2 8.1 72.4

Table 5. Comparison of simulated annual water balance components for scenarios
2 and 4 under different hydrological years (mm/year).

Annual Components Precipitation ET Net
Recharge Discharge Deep

Circulation
Change of

Storage

Scenario 2
Dry 214.8 196.0 18.8 12.7 8.0 ´4.06

Normal 340.0 218.4 121.6 13.6 8.2 99.24
Wet 420.0 280.5 139.5 13.8 8.4 115.86

Scenario 4
Dry 214.8 120.9 93.9 13.2 8.1 72.4

Normal 340.0 136.7 203.3 14.1 8.3 179.9
Wet 420.0 166.0 254.0 14.5 8.4 228.6

In order to evaluate the long-term impact of land use scenarios on groundwater
discharges and groundwater levels in consideration of inter-annual variability of
climate in the Bulang catchment, the calibrated transient model was extended to
multiple years from 2000 to 2009. The month was chosen as stress period so that the
transient model simulates 120 months. The monthly net groundwater recharge was
estimated from monthly precipitations at Wushenqi station and estimated ET values.
The monthly ET values for the current land use and ideal land use scenarios were
estimated using the ratio of monthly ET to precipitation in the annual simulation
of dry, normal and wet years. The simulation results are presented in Figure 14.
In general, groundwater discharges and groundwater levels exhibit inter-annual
variations. Groundwater levels and discharges were increased during the wet years
of 2001 and 2002, and decreased during dry years of 2005 and 2006, and recovered
during subsequent normal years. The depleted groundwater storage during the dry
years can be restored during the normal and wet years. The alternating dry, normal
and wet years will not cause degradation of vegetations since groundwater provides
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a reliable resource to sustain the vegetation. In comparison to the current land use,
under the ideal land use scenario, groundwater levels in 4 observation wells are
increased which lead to the increase of groundwater discharge to the river.
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Figure 13. Simulated groundwater discharge to the Bulang River and calculated
groundwater heads with current land use (a2–e2); and Ideal land use scenario
(a4–e4) under dry, normal and wet hydrological years.
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Figure 14. Simulated groundwater discharge to the Bulang River and the monthly rainfall 
at Wushenqi from 2000 to 2009 (a); the calculated groundwater heads in well Blh (b); eco_site 
(c); well a (d); and well b (e) for current and ideal land use scenarios from 2000 to 2009. 

4. Discussions 

Located in a semi-arid region, the Bulang catchment is covered by sand dunes. The hydrological 
processes are dominated by direct infiltration of precipitation and evapotranspiration. Direct surface 
runoff is limited and river discharge is maintained by groundwater discharge. Local authorities have 
implemented count mobilization measures against desertification by planting shrubs on unstable sand 
dunes, but large scale plantations of salix bushes to prevent desertification consumes too much water 
resources. The model simulation of current land use scenario in 2011 shows that in total 91% of the 
annual precipitation is consumed by the vegetation and crops in the catchment, the net groundwater 
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Figure 14. Simulated groundwater discharge to the Bulang River and the monthly
rainfall at Wushenqi from 2000 to 2009 (a); the calculated groundwater heads in
well Blh (b); eco_site (c); well a (d); and well b (e) for current and ideal land use
scenarios from 2000 to 2009.

4. Discussions

Located in a semi-arid region, the Bulang catchment is covered by sand dunes.
The hydrological processes are dominated by direct infiltration of precipitation and
evapotranspiration. Direct surface runoff is limited and river discharge is maintained
by groundwater discharge. Local authorities have implemented count mobilization
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measures against desertification by planting shrubs on unstable sand dunes, but
large scale plantations of salix bushes to prevent desertification consumes too much
water resources. The model simulation of current land use scenario in 2011 shows
that in total 91% of the annual precipitation is consumed by the vegetation and
crops in the catchment, the net groundwater recharge amounts to only 9% of the
precipitation, which maintains stream discharge. However, for the ideal land use of
planting desert grasses and dry resistant crops, only 56% of the annual precipitation
would be consumed by dry resistant plants and crops and net groundwater recharge
will be increased to 44% of the annual precipitation. In comparison with the result
of scenario 3, the increase of net groundwater recharge is mainly contributed from
planting desert grasses since the cropland area is limited to 3% of the land area in the
Hailiutu River [60].

Inter-annual variations of precipitation have large impacts on the catchment
water balance. The net groundwater recharge will be increased to 60.0% of the
annual precipitation during normal and wet hydrological years for the ideal land
use scenario. Groundwater storage and stream discharges are increased significantly
during normal and wet years. The preliminary long-term simulations indicate
that the depleted groundwater storage can be restored during normal and wet
hydrological years while alternating dry, normal and wet hydrological years occur.

Although the study attempts estimating evapotranspiration rates using site
measurements and upscaling with NDVI values, there are a number of limitations to
be considered in the future research.

First, the site measurements of sap flow of salix bush, willow tree, and maize
should be continued to obtain long-term reference evapotranspiration values for dry,
normal and wet years. A field ecohydrological research site is under construction
which includes large diameter lysimeters for measuring evapotranspiration of
dominant plants and crops and net groundwater recharge at various groundwater
table depths. Second, evapotranspiration of desert grasses (Artemisia Ordosica) and
dry resistant crops (Sorghum and millet) should be measured. Eddy covariance
technique [61] is most suited to measure evapotranspiration of grasses and crops at
the plot scale. Third, the same NDVI map was used to compute the grid ET values
for scenarios 2, 3, and 4 with the reference ET values of crops and plants. There are
uncertainties in the estimated grid ET values with this upscaling method. Seasonal
variations of NDVI values of crops and plants were not considered. ET values might
change for different combinations of crops and plants in different scenarios. A more
reliable relationship between seasonal NDVI and ET values could be established
with long-term systematic measurements of plot scale ET values of dominant crops
and plants with Eddy covariance technique.

The constructed groundwater model could be further improved by installing
a number of monitoring wells in the recharge area in the northwestern part of
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the catchment. One more rain gauge at the northern boundary could provide
better information about the spatial distribution of the rainfall input. Since most
of the cropland is irrigated by means of groundwater abstraction, the investigation
of the location and amount of groundwater abstraction should be implemented.
Furthermore, the scattered small pools in local depressions with open water
evaporation should be taken into account, where the evapotranspiration (ET) package
of MODFLOW would be considered in the groundwater model.

The interaction between evapotranspiration and groundwater table depth
was not simulated in the model. For scenarios with a significant increase of
groundwater storage, groundwater table depth becomes shallower resulting higher
evapotranspiration. This interaction can be partially simulated by using the ET
package in MODFLOW.

The long-term simulations show that groundwater levels and discharges
are relatively stable and fluctuate around long term means. A recent study by
Yin et al. [62] simulated impacts of long-term climate variations on tree water use in
the area. The result shows that trees did not suffer from water stress during the dry
years because of the availability of groundwater for transpiration. The long-term
monitoring of metrology, hydrology, and vegetation should be continued to ascertain
the findings from model simulation.

5. Conclusions

Groundwater is the most important resource for local society and ecosystem
protection in the semi-arid Bulang catchment. Groundwater maintains stream
discharge and sustains vegetation growth. Net groundwater recharge, defined
as precipitation minus evapotranspiration, is a good indicator of water resources
availability in the area since dominant hydrological processes are direct infiltration
of precipitation and evapotranspiration.

The simulation of the current land use in 2011 (being a dry year) indicates
that nearly 91% of the annual precipitation is consumed by evapotranspiration of
salix bushes and maize crops. Only 9% of the annual precipitation becomes net
groundwater recharge which maintains a stable stream discharge. Although it is not
possible to restore pristine land cover by desert grasses (scenario 1), an ideal land
use (scenario 4) can be achieved by planting desert grasses for fixing sand dunes and
dry resistant crops (sorghum and millet) for the local society. The simulation shows
that the evapotranspiration consumes only 56% of the annual precipitation under the
ideal land use scenario in dry year, and 40% in normal and wet years. The increase
of net groundwater recharge is mainly contributed by planting desert grasses since
the cropland area is limited.

The simulation of scenarios 2 and 4 under normal and wet hydrological
years show significant increase of groundwater storage and slight increase of
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river discharges comparing to the dry year. The long-term simulations show
that groundwater levels and discharges are relatively stable and fluctuate around
long-term means. The depleted groundwater storage during the dry years can be
restored during normal and wet years.

The results of this study have relevant implications for water and ecosystem
management in the catchment. In order to maintain river discharges and sustain a
healthy growth of groundwater dependent vegetations, future land use changes should
aim introducing dry resistant crops and desert grasses for vegetating sand dunes.
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Quantification of Environmental Flow
Requirements to Support Ecosystem
Services of Oasis Areas: A Case Study in
Tarim Basin, Northwest China
Jie Xue, Dongwei Gui, Ying Zhao, Jiaqiang Lei, Xinlong Feng, Fanjiang Zeng,
Jie Zhou and Donglei Mao

Abstract: Recently, a wide range of quantitative research on the identification of
environmental flow requirements (EFRs) has been conducted. However, little focus
is given to EFRs to maintain multiple ecosystem services in oasis areas. The present
study quantifies the EFRs in oasis areas of Tarim Basin, Xinjiang, Northwest China on
the basis of three ecosystem services: (1) maintenance of riverine ecosystem health,
(2) assurance of the stability of oasis–desert ecotone and riparian (Tugai) forests, and
(3) restoration of oasis–desert ecotone groundwater. The identified consumptive
and non-consumptive water requirements are used to quantify and determine the
EFRs in Qira oasis by employing the summation and compatibility rules (maximum
principle). Results indicate that the annual maximum, medium, and minimum EFRs
are 0.752 ˆ 108, 0.619 ˆ 108, and 0.516 ˆ 108 m3, respectively, which account for
58.75%, 48.36%, and 40.29% of the natural river runoff. The months between April
and October are identified as the most important periods to maintain the EFRs.
Moreover, the water requirement for groundwater restoration of the oasis–desert
ecotone accounts for a large proportion, representing 48.27%, 42.32%, and 37.03% of
the total EFRs at maximum, medium, and minimum levels, respectively. Therefore,
to allocate the integrated EFRs, focus should be placed on the water demand of the
desert vegetation’s groundwater restoration, which is crucial for maintaining desert
vegetation to prevent sandstorms and soil erosion. This work provides a reference to
quantify the EFRs of oasis areas in arid regions.

Reprinted from Water. Cite as: Xue, J.; Gui, D.; Zhao, Y.; Lei, J.; Feng, X.; Zeng, F.;
Zhou, J.; Mao, D. Quantification of Environmental Flow Requirements to Support
Ecosystem Services of Oasis Areas: A Case Study in Tarim Basin, Northwest China.
Water 2015, 7, 5657–5675.

1. Introduction

Water is an extremely crucial natural resource for the socioeconomic sustainable
development of arid and semiarid regions worldwide. Oases, being the center of
human survival and biodiversity, are a distinctive landscape in arid areas. The
existence and stabilization of oases depend on water availability. Recently, the
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oasis ecosystem has been considered highly vulnerable and is suffering from severe
threats because of the scarcity and excessive utilization of water resources [1–3]. In
particular, the stabilization of the natural oasis ecosystem is seriously threatened
under the water-use competition between artificial and natural oasis ecosystems [4].
Xinjiang, Northwest China, as one of the world’s largest arid areas, is characterized
by considerably fragile water resources and associated ecological and environmental
challenges [5]. Its landscape is a typical mountain-oasis-desert ecosystem, and its
oases are situated between the mountainous areas and among the desert plains; these
oases are essential for human settlement, preventing desertification, and supporting
vegetable cultivation [6,7], hence requiring a stable water supply. In recent years,
however, the increase in water demand has been attributed to anthropogenic
activities such as agricultural irrigation of artificial oasis areas in the lower reaches
of the river basin, thereby increasing the competition for water resources between
artificial and natural oasis ecosystems. To resolve the conflict for water resources, the
stability and health of natural oasis ecosystems must receive the highest priority to
maintain such arid regions [4].

Water demands associated with maintenance of the health of riverine ecosystems
have been quantified in previous research through environmental flow requirements
(EFRs), which refer to the amount of water needed to restore and maintain the stability
and health of ecosystems [8]. Subsequently, several researchers indicated that the
EFRs do not only include the water demand of the riverine ecosystem but also that of
the eco-environment ecosystem outside the river [9–12]. Over the next few years, the
environmental flows have been classified into consumptive and non-consumptive
water requirements, which have been developed to quantify the water demands
of various ecosystem functions in wetlands, estuaries, and rivers ecosystem
services [13–19]. In the literature, most studies have estimated the EFRs of natural
vegetation or riparian forests in arid areas [6,20]. These findings indicated that
water supply is crucial to ensuring ecosystem stabilization in arid areas. However,
quantification of the EFRs through the integration of multiple components is
lacking in these areas, particularly in the oases of arid areas under multiple
ecosystem services. Moreover, few standard methodologies are available for the
identification of EFRs in the oases of arid areas because previous works cannot be
used in a straightforward manner. This mismatch is ascribed to the differences
in ecosystem services and data availability. Notably, the concentration on limited
ecosystem functions of rivers, wetlands, or estuaries in ecosystem services leads
to oversimplification of EFRs’ identification [17,18]. To fill the gap in EFRs for the
oasis in arid areas such as those of Tarim Basin, an appropriate approach should be
developed to determine these EFRs.

This paper, on the basis of the characteristics of the oasis ecosystem in Tarim
Basin, identifies the EFRs using three functions of the oasis ecosystem services:
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(1) keeping the riverine ecosystem health to maintain freshwater habitat for
biodiversity conservation, sediment transport for riverbed desalting, and salinity
balance for salt equilibrium; (2) guaranteeing the stability of the oasis-desert ecotone
and riparian forests for combatting desertification and soil erosion; and (3) restoring
the groundwater of the oasis-desert ecotone to ensure desert vegetation growth.
Notably, water consumption associated with irrigation for farmland ecosystems is
not included in the oasis ecosystem services in terms of priority maintenance in the
arid region. The Qira oasis case study is conducted to quantify the applicability and
practicability of EFRs in the oasis areas of the Tarim Basin in accordance with the
summation rule, which is applied to identify consumptive water requirements, as
well as the compatibility rule, which is used to determine non-consumptive water
requirements [17,18]. The present study first determined the maximum, medium,
and minimum levels of EFRs in the Qira oasis and subsequently identified the most
important periods for maintaining the EFRs. The proportions for allocation of EFRs
in the oasis areas of the Tarim Basin are also discussed. Finally, the allocations
of environmental flows and water demands of human activities are presented in
this paper.

2. Materials and Methods

2.1. Study Area and Classification of Environmental Flow Requirements

The Tarim Basin, located in Xinjiang, Northwest China, is the world’s largest
inland basin and contains a large number of oases. Owing to the extremely
arid climate, with an annual precipitation of below 100 mm and annual potential
evaporation of approximately 2000 mm, the water supply in the oasis areas of the
Tarim Basin depends only on river water [4,21]. Thus, river discharge is vital for
maintaining natural oasis ecosystems (e.g., riparian forests and desert vegetation),
as well as artificial oasis ecosystems (e.g., farmland and urban vegetation) in this
region. However, with the significant increase of artificial oasis extensions in
recent years, several dams have been built in the upstream and/or midstream
so that river water can be extracted for anthropogenic activities (e.g., agricultural
irrigation). The increase in water demand in such arid areas with severe water
deficits has resulted in frequent drying up of the lower reaches of Tarim Basin’s
inland rivers. Many serious problems have been exposed, such as vanishing of the
aquatic ecosystem, degradation of riparian forests, and decline of the groundwater
table. Most importantly, the downstream of the natural oasis ecosystem, which acts
as a natural barrier to prevent desertification and sandstorms, has been severely
weakened and even nearly lost [4]. These cases are similar to the situations among
oases in other arid regions, such as those of Central Asia [22].
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On the basis of the ecosystem structures in the oases of arid areas, Abd
EI-Ghani [23] divided the Qara oasis of Egypt into three functional belts: desert
vegetation belt around the desert region, shelter forest belt around the desert
vegetation, and the crop belt at the center. The oasis structures in the Tarim
Basin exhibit comparable characteristics. According to the oasis characteristics and
ecosystem functions, the oasis space structures in the Tarim Basin are classified into
three functional zones, namely, desert, shelter forest, and farmland [24]. However,
the riverine ecosystems in the oases of arid areas receive little attention. River
discharge serves not only as water supply for human and oasis ecosystem demands
but also contributes to the water left in or released into the river channel for aquatic
biodiversity and growth of riparian forests. Therefore, inland river ecosystems
should also be included in the ecosystem services of oases in arid areas. In the
present study, we divide the Tarim Basin oasis’ structure into three circular zones
and a strip (Figure 1). From the center, the first circular zone represents the farmland
ecosystem, the second represents the shelter forest, and the third represents the desert
vegetation ecosystem; the strip represents the inland river ecosystem.
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Figure 1. Schematic map of ecosystem functions in the oasis areas of Tarim Basin.

The water supply that is solely dependent on river water must meet multiple
functions of ecosystem services in the oasis areas of the Tarim Basin. From the
aforementioned classification, the riverine ecosystem and the natural oasis ecosystem
are regarded as two ecosystem services in the region, whereas the artificial oasis
ecosystem controlled by human activities is not considered as one of the ecosystem
services among the maintenance priorities in such arid regions [25]. Therefore,
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given the different ecosystem functions, EFRs in oasis areas of the Tarim Basin are
classified into various components (Table 1). Four types of components are identified,
including water demands for river health, desert vegetation growth, maintenance of
riparian and shelter forests, and groundwater restoration. These water requirements
must ensure the integrity of ecosystem functions, including water quantity (e.g.,
maintenance of riverine habitat and desert vegetation) and water quality (e.g., salinity
balance and nutrient transport).

Furthermore, on the basis of water consumption characteristics, the EFRs in the
oasis areas of the Tarim Basin are classified into non-consumptive and consumptive
water demands. Water volumes for ensuring the replacement of evapotranspiration
by desert vegetation, riparian and shelter forests, groundwater restoration, and
water losses of river channel are identified as consumptive EFRs. By contrast, water
volumes for maintaining the riverine habitat and providing adequate transport of
sediments and nutrients are considered as non-consumptive EFRs. Non-consumptive
water requirements ensure the maintenance of river health and flow, as well as
prevent drying up of the oasis areas in the Tarim Basin.

Table 1. Classification of environmental flow requirements (EFRs) in the oasis areas
of Tarim Basin.

Ecosystem Type Environmental Flow
Requirements Ecosystem Functions

Riverine ecosystem EFRs for riverine ecosystem health

Maintenance of riverine habitat
Sediment transport

Salinity balance
Nutrients transport

Nature oasis ecosystem

EFR for maintenance of
desert vegetation Combating desertification

EFRs for maintenance of riparian
and shelter forests Preventing sandstorm

EFR for groundwater restoration Ensuring desert vegetation growth

2.2. Quantification of Environmental Flow Requirements in Oasis Areas of Tarim Basin

According to the classification of oasis ecosystem services above, water demands
for the riverine ecosystem, desert vegetation ecosystem, and riparian and shelter
forests ecosystem are considered prior to agricultural water conversion. At higher
elevations before the mountain pass, the river is recharged by groundwater. In the
downstream plain oasis of the Tarim Basin, little groundwater recharge or return flow
occurs because the riverbed is higher than the surrounding land [4]. Groundwater of
the oasis areas comes from overbank flow of river water. Therefore, the water supply
in the oasis areas of Tarim Basin solely depends on river discharge, which originates
from the glacier or snow melt and precipitation of Kunlun mountain ranges in the
South, Tianshan mountain ranges in the North, and Pamir mountain ranges in the
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West. The discharge then flows through the oasis areas and finally discharges into the
extremely arid desert. The water requirements of different components in the EFRs
demonstrate spatial difference. The health of riverine, riparian, and shelter forest
ecosystems (mainly Populus euphratica) is maintained by perennially uninterrupted
discharge. The desert vegetation ecosystem (mainly shrub vegetation) preventing
desertification and soil erosion is fed by the seasonal flooding period (recruiting more
shrubs and grassland) and groundwater (ensuring that the shrubs do not wither).
Notably, the EFRs between desert vegetation and groundwater restoration do not
overlap. The groundwater depth in the oasis areas can only support deep-rooted
desert vegetation that does not wither throughout the year from surface water
shortage. Desert vegetation (short-root plants and weeds) are fed by river discharge
and can also recruit new shrubs and plants in the seasonal flooding period. The
water requirements of EFRs’ components exhibit spatial and temporal differences.
However, in the present study, these water requirements are simply quantified using
an annual average scale based on the previous literature. The water requirements
(e.g., desert vegetation) are basically synchronous with river runoff variation on
temporal scales [26]. Therefore, the temporal allocation for the EFRs is based on the
proportion of natural river runoff on different temporal scales. Consequently, the
EFRs’ components are quantified in the oasis areas of the Tarim Basin as follows.

2.2.1. Environmental Flow Requirement for Base Flows

The environmental flow requirement for base flows is minimum river discharge,
which is used to maintain the health of aquatic habitats, improve the self-purification
ability and integrity of riverine ecosystem, and ensure continuous flows. In the
current study, EFRs for base flows are determined by the annual average of minimum
monthly river runoff during a period of little human disturbance [18]:

Wb f “
1
n

n
ÿ

i“1

minpQijq (1)

where Wbf is the EFR for river base flows (m3), Qij is the jth monthly river runoff
at the ith year (m3), and n is the number of years. The runoff data (Q) resulted is
obtained from the hydrological station, which presents a long-term daily mean runoff
time series during 1960–2010 for hydrological studies upstream of the oasis areas of
Tarim Basin.

2.2.2. Environmental Flow Requirement for Sediment Transport

Water demand for sediment transport requires that river discharge is applied to
maintain the dynamic equilibrium of scour and erosion of river sediment transport.
Therefore, EFRs for sediment transport are determined by the carrying capacity and
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quantity of sediment in the oasis areas of Tarim Basin. The expression is given as
follows [17–19]:

Wst “ St{Ct (2)

where Wst refers to the EFR for sediment transport (m3), St is the quantity of sediment
in inland rivers of the oasis areas (kg), and Ct denotes the sediment carrying capacity
(kg/m3). Both St and Ct are determined from long-term records of sediment transport
data at the hydrological station upstream of oasis areas of Tarim Basin.

Moreover, salinity balance and nutrient transport exert certain effects on the
riverine ecosystem. Generally, the EFR for maintaining sediment transport can meet
the requirement of water quality in inland rivers of arid areas [16]. Therefore, the
water quality of riverine ecosystem is not discussed hereafter.

2.2.3. Environmental Flow Requirements for Evaporation of Surface Water

To maintain river water flow, the evaporation of surface water in the river
channel should be considered. The EFR for water evaporation in the river channel in
arid areas is calculated as follows [27]:

We “ ε ¨ l ¨ b ¨ E0 (3)

where We is EFR for the evaporation of surface water of river channel (m3); ε is
reduction coefficient of evaporation; l and b are length and width of river channel,
respectively; and E0 is the annual evaporation based on records of an evaporating
dish with a 20 cm diameter.

2.2.4. Environmental Flow Requirements for Different Vegetation Types

Water requirements for different vegetation types (i.e., riparian and shelter forests
and desert vegetation) are crucial for wind prevention and sand resistance. The EFRs
for plant communities represent the summation of all water demands [27–29]. The
formula is expressed as follows:

W f “
ÿ

2
i“1SiRi (4)

where Wf is the EFRs for riparian and shelter forests, as well as desert vegetation
(m3); Si is the area of the ith vegetation types (km2); Ri is the ecological water quota
of ith vegetation types estimated via evapotranspiration results using lysimeter
method (m3/km2). In 2003, Wang et al. [28] estimated the ecological water quotas
for high-, medium-, and low-coverage grass to be 2343.8, 1486.7, and 629.7 m3/hm2,
respectively, and that for riparian and shelter forests to be 3405 m3/hm2 in the oasis
areas of Tarim Basin.
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2.2.5. Environmental Flow Requirements for Groundwater Restoration

Water requirements for groundwater restoration are water volumes restoring
to the target water table to maintain desert vegetation growth. Therefore, EFRs for
groundwater restoration are calculated as follows [27]:

Wgr “ M ¨ ∆H ¨ S ¨ n (5)

where Wgr is the EFR for groundwater restoration (m3); M is the saturation deficiency
of the zone of fluctuation of the water table (cm3/g). Song et al. [27] estimated the
saturation deficiency of the fluctuation belt of water table (M) to be 0.16 (cm3/g),
given the aquifer saturation rate of 25.8%; ∆H is the change in height of ground
water (m); S is the area of desert vegetation cover (km2); and n is the bulk density
of soil (g/cm3), which is determined as 1.36 (g/cm3) by n = 35.72e´0.185H (H is the
groundwater depth).

2.2.6. Integration of Environmental Flow Requirements for Various
Ecosystem Functions

According to the classification of consumptive and non-consumptive water
requirements, the rule of summation is used to obtain consumptive EFRs, whereas
the rule of maximum is applied to calculate non-consumptive ones. Therefore, EFRs
in the oasis areas of Tarim Basin are integrated by the following expression:

W “ We `W f `Wgr `maxpWb f , Wstq (6)

where W is the total environmental flow requirement in the oasis areas of Tarim Basin
(m3), and max (a, b) refers to the maximum value of parameters a and b.

2.2.7. Temporal Allocation of Environmental Flow Requirements

EFRs generally show temporal variability at different scales (e.g., annual and
monthly scales), but the water supply for EFRs (the river discharge) is easily
influenced by anthropogenic activities (e.g., extensive irrigation or water diversion
project). Consequently, the water requirements for multiple ecosystem services
cannot be satisfied by the natural oasis areas of Tarim Basin. To maintain the stability
and health of riverine and natural oasis ecosystems, allocation of temporal EFRs
should be considered under the temporal variability of natural river discharge.
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To ensure a natural flow regime in the oasis of Tarim Basin, the temporal pattern
of natural river runoff is considered as the indicator of the temporal variability of
EFRs. Therefore, EFRs are allocated on the basis of the proportion of natural river
runoff at different temporal scales. The allocation proportion of EFRs is expressed
as follows:

Pi “

n
ÿ

j“1

Qji{

n
ÿ

j“1

Qj (7)

where Pi is the proportion of the monthly river runoff in ith month to the annual
runoff during 1960–2010, Qji is the river runoff in ith month of jth year (m3) from
1960 to 2010, and Qj is the annual runoff in jth year (m3) from 1960 to 2010.

2.3. Case Study Illustrating the Application of Environmental Flow Requirements
in Qira Oasis

Oases in the Tarim Basin present similar structures and characteristics. Hence,
in this research, the Qira oasis located in the south rim of Tarim Basin in Xinjiang
is selected for the case study of EFRs by virtue of the available data. The Qira
oasis lies in the lower reaches of the Qira River Basin (latitudes 36˝541N–37˝091N
and longitudes 80˝371E–80˝591E) (Figure 2). Its existence mainly depends on the
availability of Qira River, which is generated from the high altitude valley of Kunlun
Mountains, then flows through the Qira oases, and finally discharges into the
extremely arid desert. Given an annual precipitation of approximately 39 mm and a
strong evaporation of 2700 mm which is estimated by the measured data of a 20 cm
diameter evaporating dish during 1960–2010, the water supply in the Qira oasis area
solely depends on river discharge [30–32]. On the basis of the meteorological data
(Qira station) in the Qira oasis and the hydrological data obtained by a hydrological
station 19.5 km from the Qira county (Figure 2), the annual mean temperature,
annual evaporation, and precipitation increased during the period of 1960–2010 by
rates of 0.28 ˝C/10a, 90.98 mm/10a, and 17.20 mm/10a, respectively. By contrast,
the annual runoff declined from 1960 to 2010 by a rate of ´0.03 ˆ 108 m3/10a
(Figure 3). Although the climate of Xinjiang has begun to transform from warm and
dry conditions to warm and wet conditions [2,33], the decrease of runoff caused by
regional climate change (less rainfall and strong evaporation) leads to more pressure
being placed on integrated water resource management for eco-environmental
protection and economic sustainable development in the Qira oasis.
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The Qira oasis consists of four types of ecosystems, i.e., desert vegetation
ecosystem, shelter forest ecosystem, farmland ecosystem, and riverine ecosystem.
The farmland ecosystem is controlled by human activities and, hence, not included
within the ecosystem services under maintenance priority in the region. With regard
to the desert vegetation ecosystem, the remote sensing data from Landsat™ imagery
in 2010 are compiled to obtain desert vegetation coverage in the Qira oasis. On
the basis of the TM spectral characteristics, the classification maps of land cover are
assessed with the scale of 1:47,000, and the classification accuracy is determined using
the Kappa coefficient [34]. According to the classification results, desert vegetation in
the Qira oasis is composed of high-coverage grass (69.34 km2) (60%–90% vegetation
coverage), medium-coverage grass (22.54 km2) (20%–60% vegetation coverage), and
low-coverage grass (20.28 km2) (5%–20% vegetation coverage). From the evaluation
of classification precision, the Kappa coefficients of classification data in 2010 was
found to account for 93%. Therefore, these classification data can reflect the changes
of land cover in the study region with relative high accuracy [34]. The riparian and
shelter forests (mainly Populus euphratica) in the Qira oasis accounted for 50 km2,
which comprises 30.86% of the total coverage areas (Table 2). Considering the
uncertainty in compiling and classifying the desert vegetation, the actual area of
each type grass is quantified by classifying three levels (i.e., maximum, medium,
and minimum), respectively [19]. According to water requirement quota estimated
by the results from the experiment [28], the water demand for each type of grass
is determined by the water requirement quota multiplied by the corresponding
actual area. Moreover, at upstream of the Qira oasis, long-term records of runoff and
sediment discharge from 1960 to 2010 are available in the Qira hydrological station
(1557 m above sea level).

Table 2. Vegetation types, vegetation cover indices, and areas occupied by different
vegetation types. Maximum, medium, and minimum denote three levels of water
demands by vegetation.

Vegetation Type Vegetation
Cover Index Total Area (km2)

Area (km2)

Maximum Medium Minimum

Desert vegetation

High-coverage
grass (60% to 90%) 69.34 62.41 52.01 41.60

Medium-coverage
grass (20% to 60%) 22.54 13.52 9.02 4.51

Low-coverage
grass (5% to 20%) 20.28 4.06 2.54 1.01

Riparian and
shelter forests – 50 50 50 50

Total – 162.16 129.99 113.56 97.13
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3. Results and Discussion

3.1. Quantification of Environmental Flow Requirements

According to different ecosystem functions of the riverine ecosystem in the
Qira oasis area, the EFRs for base flows, sediment transport, and water evaporation
of river channel are calculated using Equations (1)–(3), respectively. Considering
there was little human disturbance during the period from 1960 to 1979, the riverine
eco-environment maintained its natural state in the absence of the establishment
of water conservation measures and severe utilization of river water in the Qira
oasis area. Therefore, the EFRs for base flows are determined on the basis of the
average of annual minimum monthly river runoff between 1960 and 1979. The
EFR of base flow is estimated to be 0.016 ˆ 108 m3, which accounts for 1.25% of
natural river discharge. For sediment transport, the quantity of sediment in Qira
oasis area is 1,810,000 kg, and the sediment carrying capacity is 13.5 kg/m3. As a
result, the EFR for sediment transport is determined to be 0.014 ˆ 108 m3, which
represents 1.09% of total river discharge. Moreover, river length and river width are
115 km and 23.88 m, respectively, and annual evaporation and reduction coefficient
of evaporation are 2505 mm and 0.5, respectively. Therefore, the EFR for water
evaporation of river channel is calculated to be 0.034 ˆ 108 m3, which accounts for
2.66% of total river discharge. The results imply that the EFR for water evaporation
of the river channel has the largest water demand, which represents 53.10% of the
EFRs for all ecological functions in the riverine ecosystem. The conclusions are
different from the observations on the EFRs in wetlands and estuaries, in which
maintaining the sediment transport and salinity balance requires higher EFRs than
other components [16,17,19]. The contrasting results are attributed to very strong
evaporation (approximately 2700 mm) and small runoff (3.9 m3¨ s´3) in the Qira oasis
area, so that the EFR for water evaporation of river channel is greater than that for
base flow and sediment transport.

The EFRs for different ecosystem functions of the natural oasis ecosystem
(including desert vegetation and riparian and shelter forests) in the Qira oasis area
are calculated using Equation (4). Given that desert vegetation in the Qira oasis
consists of high-, medium-, and low-coverage grass, based on corresponding water
quota, the EFRs for desert vegetation are estimated to be 0.169 ˆ 108, 0.137 ˆ 108,
and 0.105 ˆ 108 m3 at the maximum, medium, and minimum levels, respectively.
Moreover, the EFRs of riparian and shelter forests (mainly comprised Populus
euphratica) are calculated to be 0.170ˆ 108 m3, which accounts for a larger proportion
than that of desert vegetation (Table 3). According to Zhang (2003) [36], the stability of
desert vegetation and riparian and shelter forests mainly depended on groundwater
depth. The most suitable groundwater depth for desert vegetation and forests is
approximately 4–7 m. When the groundwater depth is greater than 7 m, desert
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vegetation and forests begin to degenerate [36]. Given the severe water utilization
in the upstream of the Qira oasis, groundwater depth has reached 8.45 m. Based
on those estimated groundwater tables, the EFR for groundwater restoration is
calculated using Equation (5). The maximum (groundwater depth restored to 4 m),
medium (groundwater depth restored to 6 m) and minimum (groundwater depth
restored to 7 m) water requirements are 0.363 ˆ 108, 0.262 ˆ 108, and 0.191 ˆ 108 m3,
respectively. The EFRs of the components (including desert vegetation, riparian
and shelter forests, and groundwater restoration) are found to require large water
supply in the natural oasis ecosystem of the Qira oasis area [37]. Particularly, the
EFRs for groundwater restoration are considerably higher than other water demand
components in the natural oasis ecosystem. In fact, with the Qira oasis comprising
the most important ecosystem services, satisfying the EFRs has become crucial for
combating desertification and soil erosion in the Qira oasis and other oasis areas of
Tarim Basin.

Through classification of non-consumptive and consumptive water volumes,
the total EFRs in the Qira oasis area are determined using Equation (6). The EFRs
at the maximum, medium, and minimum levels are determined to be 0.752 ˆ 108,
0.619 ˆ 108 and 0.516 ˆ 108 m3, respectively, which respectively account for 58.75%,
48.36%, and 40.29% of the total river discharge. The calculated water volumes are
essential to maintain the stability and health of the Qira oasis ecosystem. Moreover,
the temporal pattern of the total EFRs at the different time scales in the Qira oasis
area is calculated using Equation (7). The ecological objective for ecosystem services
is determined by the monthly proportion of the total EFRs during 1960–2010 in
the Qira oasis. The monthly allocation proportion of the total EFRs from April to
October represents the most important periods to maintain the EFRs in the Qira oasis
(Figure 4).

The river discharge during this period ensures greater than 93% of the total
EFRs. The allocation of the EFRs between October and April of the subsequent
year is very low at different levels, whereas that between April and October has
become crucial to support the water demands of multiple ecosystem services in the
Qira oasis (Figure 5). In previous studies, the EFRs are classified by consumptive
and non-consumptive water demand to meet various ecosystem functions in river,
wetland, or estuary ecosystem services [16,18,19]. Under multiple ecosystem services,
the EFRs in the oasis areas of Tarim Basin are also divided into consumptive water
(including EFRs for groundwater restoration, riparian and shelter forests, desert
vegetation, and evaporation of surface water) and non-consumptive water (including
EFRs for base flows and sediment transport). Maintaining the total EFRs in the Qira
oasis area requires >50% of the natural river flows at the maximum level. The results
are consistent with the data obtained from wetlands or estuaries [16,19]. Moreover,
at a monthly scale, the allocation of the EFRs is concentrated mainly on the flooding
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period, which is the crucial time for supporting and recruiting the desert vegetation
and forests in oasis–desert ecotone [38]. Therefore, ensuring the river discharge at
temporal scale performs a key function to maintain the stability and health of natural
oasis ecosystems.

Table 3. Environmental flow requirements for natural oasis ecosystem based on
different ecosystem functions.

Ecological Functions Water Quota
(m3/hm2) Maximum (108 m3) Medium (108 m3) Minimum (108 m3)

High-coverage grass 2343.8 0.146 0.122 0.098
Medium-coverage grass 1486.7 0.020 0.013 0.007

Low-coverage grass 629.7 0.003 0.002 0.001
Riparian and shelter

forests 3405 0.170 0.170 0.170

Total – 0.339 0.307 0.276
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3.2. Proportion of Environmental Flow Requirements for Multiple Ecosystem Functions

The EFRs of various ingredients for multiple ecosystem services require different
water demands in oasis areas. According to classification in Table 2, three levels
of each component are calculated by corresponding equation (Table 3), and the
proportion of each EFR at different levels is determined by water demand of each
component dividing by total EFRs. In non-consumptive water, EFRs for base flows
and sediment transport at the maximum level represent 2.09% and 1.83% of the total
EFRs, respectively (Figure 6). Similarly, the EFRs for sediment transport are higher
than those for base flows at the medium and minimum levels, implying that the EFR
for sediment transport is sufficient to satisfy the water requirement for base flows.
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For consumptive water systems, the riparian and shelter forests, desert
vegetation, and groundwater restoration require more water volumes at the maximum
level and account for 22.19%, 22.06%, and 47.39% of the total environmental flow
requirements, respectively (Figure 6). Among the consumptive water systems, the
environmental flow requirements for groundwater restoration of oasis–desert ecotone
comprise the largest proportion, which account for 48.27%, 42.32%, and 37.03% of
the total environmental flow requirements at the maximum, medium, and minimum
levels, respectively.

According to the above EFR analysis, the proportion of the EFR of each
ingredient in natural oasis ecosystem is larger than that in the riverine ecosystem.
In extremely arid areas, the EFRs for natural oasis ecosystem undoubtedly account
for a larger proportion [6]. Moreover, in all components of the EFRs, the EFR for
groundwater restoration requires the greatest water supply. In the past few years,
groundwater depth in the oasis areas of Tarim Basin has rapidly declined because
of the increase in water demand for human activities (particularly agricultural
irrigation) [38], thereby increasing pressure for groundwater restoration in the oasis
area. Groundwater, once depleted, is very difficult to restore [39]. Therefore, in future
research, more focus should be given to groundwater management in the Qira oasis
and other oasis areas of Tarim Basin.
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3.3. Response of Environmental Flow Requirements to Natural River Runoff

Figure 7 illustrates the proportion of annual total EFR to annual river discharge
from 1960 to 2010 in the Qira oasis. The natural river runoff can almost satisfy EFRs
at the maximum levels in dry years, such as in 1995, 2007, and 2009. Given that
the river runoff started to change abruptly and remarkably and then decreased in
1994, the proportion of annual total EFR to annual river discharge in the pattern
of the graph changes more considerably. Thus, a major challenge is to meet water
requirements for both human activities and natural ecosystems in the time allocation,
especially during dry years.

In the Qira oasis, water used for anthropogenic activities, especially agricultural
irrigation, is mainly extracted from river discharge. Therefore, considering the EFRs
with priority, a water volume that meets the demands of the EFRs is crucial to
support human activities. Figure 8 indicates the annual water volume to ensure
EFRs in the Qira oasis from 1960 to 2010, i.e., the water volume for annual runoff
subtracting the total EFRs. The water volumes are essential to satisfy the water
demands in socioeconomic sustainable developments. The annual average water
volumes available for human activities are respectively determined to be 0.765 ˆ 108,
0.662 ˆ 108, and 0.529 ˆ 108 m3 at the maximum, medium, and minimum levels
while ensuring EFRs are met in the Qira oasis. Meeting the EFR requirements has
been a recommendation for water use of an artificial oasis (such as farmland) in
water resource management.
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In previous studies, the EFRs for multiple ecosystem services are proposed
with higher priority in river, wetland, or estuary ecosystem studies to coordinate
the conflicting water demands between ecosystem services and socioeconomic
sustainable developments [16–19]. Similarly, particular focus in the Qira oasis and
other oasis areas of Tarim Basin should be placed on the EFRs, preferentially on
the basis of different ecosystem services. However, approximately 95% of water
resources extracted from river and groundwater is used for anthropogenic activities,
especially agricultural irrigation [4]. Thus, the water demands for human activities
and the natural oasis ecosystem in Qira and other oasis areas of Tarim Basin leads to
competition for water extracted from river discharge. Considering the severe water
utilization through human activities such as agricultural irrigation, the oasis–desert
ecotone has recently experienced a substantial shrink and is frequently eroded by
windblown sand in Qira and other oasis areas of Tarim Basin [37].

Consensus action on supplying water for human activities while ensuring
EFRs has been achieved [40–43]. However, prioritizing EFRs probably results in
economic losses in oasis farmlands owing to shortages in the water used for irrigation
in such extremely arid regions. Water trade-off between human activities and
eco-environmental requirements can pose greater challenges in Qira and other oasis
areas of Tarim Basin, particularly during dry periods. Under such circumstances,
economic compensation may be an effective measure to relieve conflicts between
supply and demand [44–46]. Therefore, to ensure that the EFRs of natural oasis
ecosystems are met, optimal allocation of water resources of artificial oasis and
integrated water resource management should be a focus.
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EFRs at different levels in Qira oasis.

4. Conclusions

This study identifies and quantifies the EFRs to support the three ecosystem
services in the Qira oases of Tarim Basin in accordance with the summation
and compatibility rules (maximum principle). The results indicate that EFRs for
supporting various ecosystem services are 0.752ˆ 108, 0.619ˆ 108, and 0.516ˆ 108 m3

at the annual maximum, medium, and minimum levels, which account for 58.57%,
48.36%, and 40.29% of the natural river runoff in the Qira oasis, respectively. The
results imply that natural river discharge, which should be discharged within the
Qira oasis, should provide at least the abovementioned water volumes to ensure
the stability and health of oasis ecosystems in the Qira oasis. The months spanning
from April to October are identified as the most crucial periods to maintain the EFRs.
River discharge during this period ensures more than 93% of the annual total EFRs.

In the integrated environmental flow allocation, the EFR for groundwater
restoration of the oasis–desert ecotone comprises the largest proportion, which
accounts for 48.27%, 42.32%, and 37.03% of the total EFRs at the maximum, medium,
and minimum levels, respectively. Therefore, more focus should be given to the water
demands of groundwater restoration of desert vegetation, which is vital to preventing
desertification and occurrence of sandstorms. Annual water volumes available for
human activities to satisfy EFRs in the Qira oasis are 0.765 ˆ 108, 0.662 ˆ 108, and
0.529 ˆ 108 m3 at the maximum, medium, and minimum levels, respectively. EFRs
serve as the foundation for socioeconomic sustainable developments to meet the
water demands of ecosystem services.
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Although this work quantifies the EFRs by considering multiple ecosystem
services in oasis areas; however, estimation of the EFRs related to data uncertainty
(such as error of coverage area classification in TM image compilation) and
methodological drawbacks (e.g., error of empirical parameters in the equation) may
result in a large uncertainty. In future research, focus will be given to parameter
calibration with experimental data and uncertainty analysis to quantify the EFRs in
the oasis areas.
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Spatiotemporal Distribution of Soil
Moisture and Salinity in the Taklimakan
Desert Highway Shelterbelt
Yuan Huang, Yongdong Wang, Ying Zhao, Xinwen Xu, Jianguo Zhang and
Congjuan Li

Abstract: Salinization and secondary salinization often appear after irrigation with
saline water. The Taklimakan Desert Highway Shelterbelt has been irrigated with
saline ground water for more than ten years; however, soil salinity in the shelterbelt
has not been evaluated. The objective of this study was to analyze the spatial and
temporal distribution of soil moisture and salinity in the shelterbelt system. Using a
non-uniform grid method, soil samples were collected every two days during one
ten-day irrigation cycle in July 2014 and one day in spring, summer, and autumn. The
results indicated that soil moisture declined linearly with time during the irrigation
cycle. Soil moisture was greatest in the southern and eastern sections of the study
area. In contrast to soil moisture, soil electrical conductivity increased from 2 to 6 days
after irrigation, and then gradually decreased from 6 to 8 days after irrigation. Soil
moisture was the greatest in spring and the least in summer. In contrast, soil salinity
increased from spring to autumn. Long time drip-irrigation with saline groundwater
increased soil salinity slightly. The soil salt content was closely associated with
soil texture. The current soil salt content did not affect plant growth, however, the
soil in the shelterbelt should be continuously monitored to prevent salinization in
the future.

Reprinted from Water. Cite as: Huang, Y.; Wang, Y.; Zhao, Y.; Xu, X.; Zhang, J.; Li, C.
Spatiotemporal Distribution of Soil Moisture and Salinity in the Taklimakan Desert
Highway Shelterbelt. Water 2015, 7, 4343–4361.

1. Introduction

In arid and semiarid regions, water scarcity is a serious and chronic
environmental problem threatening the ecosystem [1]. To overcome this shortage,
lower quality water is widely used [2,3]. For instance, saline groundwater is applied
in the ecological shelterbelt in the Taklimakan Desert, the largest mobile desert in
China. The desert has a harsh environment with little precipitation and strong
evaporative potential [4]. To access oil fields, a highway was built from north to
south across the Taklimakan Desert in 1997. A shelterbelt was planted along both
sides of the highway in 2003, to limit sand drift into the highway [5]. The shelterbelt,
which is sometimes called “Great Green Wall”, consists of several drought- and
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salt-tolerant plants including Tamarisk L., Haloxylon Bunge, and Calligonum L. [6]. The
moving dunes have been successfully stabilized on both sides of the highway for
more than ten years. The highway shelterbelt is irrigated with underground water
(containing 2.8–29.7 g¨L´1 salt). The water comes from 108 wells. Each well irrigates
3.12 ˆ 103 m2. The water salinity averages 5 g¨L´1 [6].

Saline water irrigation can result in an increase in salinity at the soil surface.
This process, which is known as secondary salinization, is a major environmental
hazard [7,8] that threatens about 6% of the total global land area [9]. Salt accumulation
in soil not only affects physical, chemical, and biological soil processes [10], but also
reduces soil productivity [11], soil sustainability [12,13], and vegetation growth [14].
Soil salinity in the irrigated areas of Xinjiang has increased 40% from 1983 to 2005 [8].
Previous studies in the Taklimakan Desert Highway Shelterbelt indicated that
long-term drip irrigation with saline water irrigation did not significantly increase
soil salinity among lateral roots but did significantly increase soil salinity at the soil
surface (0–10 cm) [15]. Furthermore, Zhang et al. [6] indicated this salt accumulation
was a major threat to the shelterbelt. Drip irrigation with saline water within the
shelterbelts may increase soil nutrient content and improve soil structure [15].

Many factors can influence the distribution of soil moisture and salinity.
Sumner et al. [16] showed that the salinity at which vegetation growth is negatively
affected as soil clay content increases. Furthermore, they observed that soils with
high clay content had greater water retention capacity, soil salinity and osmotic
potential. Li et al. [17] reported significant differences between the inter-dunes and
dune-tops, indicated that different topographic characteristics between plots result
in the differences in soil organic carbon (SOC), available nitrogen (AN), and available
phosphorus (AP), whereas the heterogeneity of soil pH and electrical conductivity
(EC) arise from plant species and their distribution. In the arid desert environment,
the aerial parts of vegetation for nutrients retardation are beneficial to soil evolution.
Li et al. [15] showed that irrigation salinity water significantly affected soil EC but not
soil pH. Salt accumulation in soil increased as irrigation water salinity increased. Low
salinity (3.6–15.5 g¨L´1) in irrigation water increased SOC, total nitrogen (TN) and
total phosphorus (TP). In addition, saline irrigation is beneficial for the development
of Aeolian sandy soils, and there has been no salinity hazard to plants with saline
irrigation for seven years. There was no obvious profile differentiation because of the
short time since shelterbelt establishment, however, the color of the Aeolian sandy
soil changed slightly [18].

However, these studies are often limited to point-scale. Information about the
spatial patterns of soil moisture content and salinity on the field scale are lacking in
this region. Soil salinity and moisture are highly variable over time and space [19–22],
especially in harsh environments. To understand the factors governing hydrological
process, information is needed about the spatiotemporal evolution of soil moisture

207



and salinity under saline drip irrigation. Deriving conclusions from soil moisture
and salinity measurements at only a few locations may result in large uncertainties
because soil moisture and salinity can be highly variable. The prediction of soil
moisture and salinity at un-sampled locations creates even more uncertainty. This
requires knowledge of soil moisture and salinity magnitude, temporal dynamics,
and spatial variability [23]. Since the 1990s, the study of spatiotemporal distribution
of soil moisture and salinity was promoted by geostatistical techniques which reduce
and quantify these uncertainties [24]. Currently, research interest is growing in
mapping soil EC as a surrogate for soil salinity [25]. Zheng et al. [26] characterized
the spatiotemporal variability of soil EC in a drip-irrigated field during the cotton
growing and determined the factors that influence the spatiotemporal variability of
soil salinity. Many findings have demonstrated that spatial and temporal information
about soil EC can be used to improve the overall management of irrigated fields [27].

Soil moisture and salinity are essential factors restricting the sustainable
development of shelterbelts. Usually, salinity tends to concentrate in shallow soils.
To understand soil and plant development along the Taklimakan Desert Highway
Shelterbelt, it is important to learn more about the spatiotemporal distribution of soil
salinity within irrigation cycles and with seasons. In this study, our objectives were:
(1) to characterize the spatiotemporal distribution of soil moisture and salinity either
in one single drip-irrigation cycle, or in different growing seasons (spring, summer
and autumn); and (2) to determine the factors that influence the spatiotemporal
variability of soil moisture and salinity.

2. Materials and Methods

2.1. Study Area

The study was conducted in the Taklimakan Desert Highway Shelterbelt
(Figure 1), which is located between 37–42˝ N and 82–85˝ E. The region has annual
precipitation < 30 mm and annual potential evaporation > 3800 mm; Annual average
temperature is 12.7 ˝C, with the highest temperature of 43.2 ˝C in August and
the lowest temperature of ´19.3 ˝C in January. It has more than 130 days for
sand-shifting. The annual average wind speed is 2.5 m¨ s´1, with wind activity
intensity index above 40,000 [5]. Most of the areas along the highway are covered
with mobile shifting sands, mainly consisting of fine and very fine sand particles [4].
There are very few natural vegetation and residential animals [5].
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Figure 1. Locations of sampling sites at the study area. The green line shows the
Taklimakan Desert Highway Shelterbelt. The red box shows the sampling site.

2.2. Sampling Design and Soil Analysis

Similar ground landscape, vegetation planting pattern, vegetation species, and
irrigation measurements are developed along the highway shelterbelt. The ground
landscape is mainly high mobile dunes combined with large complex dune chains.
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The soil is mainly shifting Aeolian sandy soil. The shelterbelt was planted with a
spacing of according to 1 m ˆ 2 m intervals. The shelterbelt is irrigated twice per
month, from March to May, and from September to October. Irrigation is applied
three times per month, from June to August [6]. The only difference is the salinity
of irrigation water, and the salinity around 5 g¨L´1 represents most salinity of the
irrigation water.

Since the spatial arrangement of shelterbelt controlled by groundwater irrigation
is very similar from place to place along the highway shelterbelt, we mainly
investigated the spatial distribution of soil water and salt of the shelterbelt irrigated
by the most representative salinity, i.e., 4.80 g L´1. The geostatistical non-uniform
grid sampling method was used, and 66 points in the shelterbelt, 25 points between
the shelterbelts and 9 points in shifting sandy land were selected. In 2014, shallow
soil samples (0–10 cm) were collected at each point on 23 April and 8 October. These
dates were the middle dates during the irrigation cycle. Soil samples were also
collected at each point every two days during one irrigation cycle (10 to 20 July).
Light rainfall occurred early in the morning and again one or two hours before
sampling on 20 July. In total, about 700 soil samples were taken. Five soil cores
(i.e., five replicates) were taken at each grid point which was about 30-cm from the
dripper. Each point was recorded with GPS.

Each soil sample was divided into two parts. One part was used to measure
soil moisture by the oven-drying method. The second part was air-dried and passed
through a 1.0 mm sieve for soil chemical analyses. Topographical and vegetation
conditions were noted at each sampling point. Soil SOC, total nitrogen (TN), total
phosphorus (TP), total potassium (TK), pH, and particle size distribution were only
measured at first sampling time in April. Soil pH and EC were measured in a
soil–water suspension with a 1:5 soil: water ratio. The SOC content was determined
using the K2Cr2O7–H2SO4 oxidation method of Walkley–Black [28]. Total soil N
was determined using the Kjeldahl procedure (UDK140 Automatic Steam Distilling
Unit, Automatic Titroline 96, Usmate Velate, Italy). Total soil P was determined by
flow injection analysis [28]. Total soil K was determined by flame photometry [29].
Particle size distribution was determined by the pipette method in a sedimentation
cylinder, using sodium hexametaphosphate as the dispersing agent [30].

2.3. Descriptive Statistical Analysis

Descriptive statistics including mean, maximum, minimum, standard deviation
(SD), coefficient of variation (CV), skewness, and distribution type (DT) among soil
properties were calculated using SPSS 13.0. Analysis of variance (ANOVA) analysis
was conducted to test the differences of moisture and EC among five sampling times
during an irrigation cycle and among three seasons at a significant level of 0.05.
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Person’s Correlation Analysis was performed to identify the relationship among soil
moisture, salinity, other selected physical, chemical factors, and terrain.

2.4. Geostatistics Analysis

Geostatistics were used to explore the variation and spatial dependency
of spatially distributed data. The variogram function can be used for Kriging
interpolation to generate predictions for unsampled locations within the sampling
extent. The GS+ software (version, 9.0; Gamma Design Software 2002) was used
to create semivariograms for variance structure of soil moisture and salinity of
topsoil [31]. Then, the ordinary Kriging interpolation method by Arcgis 9.3 was
adopted to map spatial distribution of soil moisture and salinity [19,32].

A semivariogram was calculated for each soil property as follows [33]:

γ phq “
1

2N

N
ÿ

i“1

tz pxiq ´ z pxi ` hqu2 (1)

where z(xi) is a sample z at location xi, and N(h) is the number of data pairs
separated by h. A variogram function is fitted to the experimental variogram to
obtain geostatistics, including nugget variance (C0), structured variance (C), sill
(C0 + C), and range (A0). To explore the degree of spatial dependency, the ratio of
nugget to sill (i.e., the nugget ratio) was calculated. A nugget ratio < 25% indicates
a strong spatial dependency; a nugget ratio > 75% indicates no spatial dependency,
otherwise, the spatial dependency is moderate [20].

The most common variogram functions are bounded models with a fixed
range (i.e., circular or spherical), or models that approach the sill asymptotically
(exponential or Gaussian models). Semivariogram γ(h) for soil salinity during the
irrigation cycle and growing period in different seasons were calculated, and the
scatterplot of γ(h) versus h were generated. Then, different theoretical semivariance
models were used to fit the calculated values and the model with the best-fitting
value, which were based on R2.

3. Results and Discussion

3.1. Descriptive Statistics of Soil Properties

Table 1 showed the basic descriptive statistics of soil physical and chemical
properties in the shelterbelt. Based on skewness values, SOC, TN, TP, TK, pH, sand,
and silt content were normally distributed, while soil moisture, EC, and clay content
were log-normally distributed.

The large CV values were obtained for soil moisture (196.99%) and EC (107.00%),
indicating a strong spatial variation. The CV values of TN, TP and TK ranged from
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22.1% to 54.7%, corresponding to a moderate degree of variability. These results
were consistent with other studies [34–36]. Corwin et al. [36] reported that CV values
for soil nutrient all exceeded 20%. Zhang et al. [37] indicated that soil SOC, TN, TP,
TK were in moderate variability in a subtropical Karst forest, which were mainly
related to soil parent materials. The lowest CV values were observed for sand content
(4.2%). Notably, a relatively small CV value (6.3%) was observed for pH, similar
to the surface layer of an agricultural soil [38]. Others have also reported similar
findings at various scales [34,39]. The SOC content of all sampling sites ranged from
0.16 to 1.52 g¨ kg´1, with a mean of 0.65 g¨ kg´1, indicating that SOC was still in a low
level. The CV value of SOC is 49.8%, which could be mainly attributed to planting
pattern of the shelterbelt.

Table 1. Statistical summary for selected soil physical and chemical properties.

Variable
Descriptive Statistics a

DT b

Mean Min.–Max. SD CV (%) Skewness

Moisture (%) 1.19 0.00–10.00 2.34 197.0 2.53 LN
EC (mS¨ cm´1) 1.56 0.09–11.46 1.66 107.0 3.82 LN
SOC (g¨ kg´1) 9.46 1.68–27.48 0.32 49.8 0.58 N
TN (g¨ kg´1) 0.06 0.01–0.19 0.03 54.7 0.79 N
TP (g¨ kg´1) 0.35 0.17–0.70 0.08 23.9 0.68 N
TK (g¨ kg´1) 7.27 4.60–8.80 0.81 22.1 ´0.95 N

pH 8.32 7.08–9.48 0.53 6.3 ´0.15 N
Sand (%) 89.74 82.93–98.26 3.72 4.2 ´0.02 N
Silt (%) 10.24 1.74–17.07 3.69 36.1 ´0.05 N

Clay (%) 0.03 0.00–0.57 0.11 440.2 4.80 LN

Notes:a Min., minimum; Max., maximum; SD, standard deviation; CV, coefficient of
variation; b DT, distribution type; N, normal distribution; LN, log-normal distribution.

3.2. Spatiotemporal Distribution of Soil Moisture and Salinity

3.2.1. Spatiotemporal Distribution of Soil Moisture and Salinity during
the Irrigation Cycle

To describe the spatial variation of moisture and salinity in one irrigation cycle,
isotropic semivariograms for all studied variables were calculated and the best
fitted models were selected based on R2 (Figure 2). Moistures at 6th and 8th day
were best fitted by the spherical model, whereas others were best fitted with the
Gaussian model.

The nugget/sill ratio has been used extensively to define spatial properties.
Table 2 shows that the nugget/sill ratios ranged from 0.03% to 27.31%, indicating
that moisture and salinity exhibits strong spatial dependence excluding soil moisture
in the 6th day. Their spatial correlation may be controlled by both intrinsic variations
of soil properties and extrinsic factors such as topography or human-induced
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activities [39]. The nugget/sill ratio of moisture of the 6th day was in moderate
spatial correlation, implying the interaction of moisture and salt itself, combined
the small scale of spatial variation of topography and the influence of vegetation
growing on the soil. The sill variance of moisture and salinity decreased during the
irrigation cycle except the last day with raining. Except the ranges of moisture on
the 6th and 8th day were larger than 50 m, other ranges were all about 6 m (Table 2),
confirming that our samples spacing (10 m) is reasonable.

Table 2. Parameters of semivariogram models for soil moisture and salinity during
one irrigation cycle.

Index Time (d) Mathematical Model Range(A0)/m Nugget/C0 Sill/(C0 + C) C0/(C0 + C)% R2

Moisture

2 Gaussian 6.10 0.01 7.77 0.13 0.63
4 Gaussian 6.90 0.01 1.21 0.83 0.83
6 Spherical 51.90 0.22 0.79 27.31 0.56
8 Spherical 57.00 0.03 0.10 3.22 0.38
10 Gaussian 6.80 0.00 0.21 0.47 0.68

Salinity

2 Gaussian 6.40 0.01 3.36 0.21 0.48
4 Gaussian 6.00 0.00 3.07 0.03 0.45
6 Gaussian 6.90 0.01 3.60 0.28 0.67
8 Gaussian 6.40 0.00 1.13 0.08 0.67
10 Gaussian 6.10 0.01 4.06 0.25 0.56

Soil moisture and EC maps obtained by ordinary Kriging interpolation are
displayed in Figure 3. The values and spatial patterns of soil moisture and salinity
were clearly affected by irrigation time and raining. In general, soil moisture
decreased gradually during the 10-day irrigation cycle (Figures 3 and 4). Soil moisture
was the highest in the 2th day after watering, and then decreased quickly with time,
and reached the smallest value in the 8th day. The three smoothed contour maps of
moisture distribution during 2-day, 4-day, and 6-day after irrigation display quite
similar spatial patterns, with high soil water contents in the southern and eastern
sections and low values in the northern and western parts. Furthermore, the area of
high moisture content in the southern and eastern sections was decreased during the
irrigation and presented a diminishing trend from west to east. This could be ascribed
to the east side of the study area closed to quicksand where plants were planted
sparser than west, and the plants growth was not as good as the west. If dividing
the protection forest area into two parts, projection area of tree crown of west and
east part were 0.31% and 0.89%, respectively. Thus, due to the weak canopy shadow,
the effect of evaporation in east was higher, and thus soil moisture of east section
was lower. Consequently, the locations with relatively higher and lower moisture
remained about the same over time, which somewhat revealed the temporal stability
of soil moisture spatial patter similar to Zhao et al. [40].
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Figure 2. Values of moisture (a–e) and EC (f–j) variograms of all plots during one
irrigation cycle in July. 2d, 4d, 6d, 8d, 10d represent 2nd, 4th, 6th, 8th, and 10th
days after watering.

Eight days after irrigation, soil moisture reached stability, and the whole area had
no significant differences on 18 and 20 July. This is mainly ascribed to infiltration and
evaporation dynamics from topsoil layer. Due to the large water potential difference
between soil under the dripper and the fringes of wetting area, moisture spread
around at a large rate of the infiltration flux after the irrigation ended. Subsequently,
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with the decreasing of soil moisture under the dripper and the enlargement of
wetting area, suction gradients and unsaturated hydraulic conductivity of the soil
decreased, and the rate of migration of moisture also decreased. Generally, the
typical distribution of soil moisture was presented at the second day during the drip
irrigation cycle (Figure 3). Soil moisture maps of the 4th day can be explained that
within the desert highway shelterbelt, the shallow soil was saturated after irrigation,
then water evaporated, and water moved up through the capillary rise effectively [41].
At the 6th, 8th, and 10th day after the irrigation, soil moisture content continuously
decreased due to strong atmospheric evaporation in desert areas, characterized
by point source flowing sideways. Note that there are two kinds of soil water
infiltration, i.e., vertical and lateral infiltration. Vertical infiltration dominated when
soil is less saturated, otherwise, lateral seepage is dominant. Although sand has
strong permeability, lateral seepage processes would not occur until soil on the
top-surface gradually saturated the soil below, with continuous drip irrigation.
Furthermore, numerous small amounts of dripped water leached salt out by lateral
seepage around the dripper, and gradually push the salt outward. Consequently, salt
is concentrated on the soil surface and the edge of wetting-front, associated with the
strong evaporation and capillary effect. In contrast, there is less salt near the dripper,
corresponding to a lower thickness of salt crust and soil EC.

Based on the soil salinity classification system of FAO, five salinity classes were
established using the EC values as follows: (1) very strongly saline, >16 mS¨ cm´1;
(2) strongly saline, 8–16 mS¨ cm´1; (3) moderately saline, 4–8 mS¨ cm´1; (4) slightly
saline, 4–2 mS¨ cm´1; and (5) non-saline, 0–2 mS¨ cm´1 [41]. The EC values indicated
that the salt concentration over the irrigation cycle was non-saline to slight (Figure 5).
In the 10-day irrigation cycle, soil moisture content was decreasing during the 2nd
and 8th days and finally increased at the 10th day due to the unexpected rainfall
before measurement. With different patterns to soil moisture, EC values increased
from the 2nd to the 6th days, gradually decreasing at the 8th day and then increasing
at the 10th day (Figure 4). Compared with soil moisture, the spatial distribution
of the salinity presented plaques shape, indicating a local secondary salinization.
During drip irrigation, soil salt content differs with different distances from the
dripper. Note that each of 100 soil cores was a composite of sub-samples taken from
five points, with one under the dripper and the other four centered from dripper,
spaced 30 cm apart. Wang et al. [42] found that with saline drip-irrigation, the soil
EC changing with a distance from the dripper of 30 cm was first increasing then
decreasing. Meanwhile, three mechanisms including convection, diffusion, and
mechanical dispersion affect salt transport. After saline irrigation, a series of complex
chemical reactions, such as dissolution, precipitation, adsorption, desorption, and ion
exchange occurred between the different elements of the soil solution and soil solid
phase. With evaporation happened on the soil surface, salt in the soil solution can
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move up and become a precipitate. Consequently, with strong evaporation affected
by soil capillary action, salts accumulate on the soil surface and form a salt crust,
inhibiting soil evaporation, in turn [6,41]. Overall, non-secondary salinization was
dominant at the irrigation cycle and accounted for 86%, 75%, 54%, 71%, and 63% at
the 2th, 4th, 6th, 8th and 10th day, respectively (Figure 3).
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Figure 5. Distribution of soil salinity classes during the irrigation cycle.

Notably, both moisture and salinity increased at the 10th day (Figure 4). Due to
the rainfall at the 10th day, soil salt content could be decreased due to the rainfall
input. However, our case showed that this amount of rain actually was not enough
to leach out salt from the topsoil. Conversely, it could be very effective to wash the
salinity from the branches and leaves to soil surface. Pereira et al. [43] also pointed out
that the increased salinization in the surface soil may be attributed to poly-salt or salt
excretion from halophytes, indicating that halophytes can gather salt on their surface.
There are salt-secreting plants in the shelterbelt, such as Chinese tamarisk, which the
salt can be reasonably leached out by the stemflow to the topsoil. Consistent with our
findings, Li et al. [44] also demonstrated the chemical elements in soil were formed
by the effects of stemflow in the nearby Gurbantunggut Desert. The comparison of
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the chemical properties of stemflow and bulk precipitation revealed a higher content
of chemical elements in the stemflow.

3.2.2. Spatiotemporal Distribution of Soil Moisture and Salinity in Different Seasons

In 2014, soil samples (0–10 cm) at each point were collected in two days before
irrigation during the spring (23 April), summer (18 July), and autumn (8 October),
respectively, to investigate the seasonal dynamics of soil moisture and salt contents.
Soil moisture in spring and salt in autumn reached the highest sill and the comparably
high nugget (Figure 6 and Table 3). According to R2, salt in spring did not show
an organized spatial pattern; a best fit to the data is accomplished by using a linear
model with the strong nugget effects. Nugget/sill ratio of moisture ranged from
0.03% to 3.22%, and salt ranged from 0.08% to 100%, indicating that moisture was
the strong spatial dependence and kept relatively stable with the season, whereas
salt demonstrated seasonal-dependent spatial heterogeneity. The nugget/sill ratio of
salt was in moderate spatial dependence in autumn, strong in summer, and weak in
spring (Table 3).Water 2015, 7 4355 
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Figure 6. Variograms of soil moisture and EC among different seasons.

There were strong seasonal variations of soil moisture and salinity (0–10 cm).
Soil moisture was the highest in spring and decreased in the later season due to
the strong evaporative demand, whereas soil salinity showed the relatively smaller
change (Figure 7). Although the amount of irrigation water was the same in different
seasons, the accumulative characteristics of irrigation were not. The amount of
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intensity of water loss was mainly controlled by atmospheric evaporation capacity
and soil moisture condition. Note that, although the frequency of irrigation in
summer was higher than in spring and autumn, the evaporative demand was the
highest in summer. Therefore, soil moisture content due to irrigation was the lowest
in the summer. According to local meteorological data, the average temperature
in autumn is lower than in summer, but higher than in spring. Figure 8 was
indicative of the average moisture content in different seasons, which demonstrated
soil moisture in the autumn was higher than in the summer, but lower than in the
spring. Accordingly, it may imply that temperature is the main factor controlling soil
water content.

Table 3. Parameters of semivariogram models for soil moisture and salt among
different seasons.

Index Month Mathematical
Model Range(A0)/m Nugget/C0 Sill/(C0 + C) C0/(C0 + C)% R2

Moisture
April Exponential 57.3 0.05 3.07 1.60 0.86
July Spherical 57.00 0.03 0.10 3.22 0.38

October Exponential 33.90 0.00 0.30 0.03 0.72

Salinity
April linear 55.83 0.95 0. 95 100 0.00
July Exponential 13.40 0.00 1.27 0.08 0.75

October Gaussian 52.30 2.43 5.88 41.33 0.86Water 2015, 7 4356 
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Figure 8. Functional diagram of soil moisture and EC changes in different months.

Under saline water irrigation, soil salinity slightly increased in summer, as
compared to that in spring (Figure 8). This phenomenon was in accordance with
the idea that, with continuing irrigation, salt accumulation and salt leaching occur
simultaneously [35]. Similarly, Li et al. [15] reported that soil salinization increased
near the surface soil throughout the year.

3.3. Correlation between Selected Parameters

To characterize the relationship between soil moisture, EC, and selected soil
properties (SOC, TN, TP, TK, pH, sand, silt, clay and terrain), Pearson's correlation
coefficient was calculated for each variable (Table 4). The results indicated that soil
moisture is significantly positively correlated with TN and silt content, and negatively
correlated with pH and sand content; whereas EC strongly positively correlated with
TN, TP and silt content, and negatively with sand content. Remarkably, it seemed
that both soil moisture and salt had significant correlation with soil texture and TN.
For a finer-textured soil, the water retention capacity is greater than a coarse-textured
soil, therefore at a given EC and matric potential, the osmotic potential of the soil
solution is lower in the coarse-textured soil [16]. Due to saline water irrigation, a
series of biochemical, radiation, and evaporation processes occur, which may input
the nutrient components into soil. The artificial shelterbelts could be beneficial for the
soil nutrient accumulation due to the vegetative litter decomposition, root growth,
decomposition, and other biogeochemical cycles [24]. In addition, the shelterbelt
growth and continuation is beneficial for Aeolian sandy soil development [7]. It
is well know that sand content reduction corresponding with silt and clay content
increase is the key improvements of soil quality. Brantley et al. [45] proved that ions
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tended to be adsorbed on the clayed soil and could not be extracted easily by water.
Therefore, compared with moisture, salinity was significantly intercepted by the
more clayed soil. Consequently, as water is absorbed by plants or evaporated, salt
remains on the topsoil during early irrigation. In general, soil moisture and nutrients
have positive effects on the growth of the shelterbelt, whereas EC has a negative effect
on the growth of the shelterbelt. However, with saline drip-irrigation, the soil EC
of shelterbelt increased [7], which may be somewhat beneficial to soil development,
particularly taking soil texture into effect, causing a trade-off effect for promoting
factors and inhibiting factors of plants growth. Wang et al. [46] indicated that clay
content determined the moisture and salinity of soil, emphasizing that moisture of
the topsoil layer was mainly affected by a single surface factor; ions tended to be
adsorbed on the clay complexly and could not be extracted easily by water [45]. As a
result, compared with moisture, salinity was more related to soil clay content.

Table 4. Correlation coefficients between soil salinity and environmental factors.

Index Moisture
(%)

EC
(ms¨ cm´1)

SOC
(g¨ kg´1)

TN
(g¨ kg´1)

TP
(g¨ kg´1)

TK
(g¨ kg´1) pH Sand (%) Silt (%) Clay (%) Terrain

(m)

Moisture (%) 1
EC (mS¨ cm´1) 0.12 1
SOC (g¨ kg´1) 0.11 0.10 1
TN (g¨ kg´1) 0.34 ** 0.36 ** 0.10 1
TP (g¨ kg´1) ´0.06 0.22 * 0.10 0.21 * 1
TK (g¨ kg´1) 0.13 ´0.09 0.07 0.08 ´0.31 ** 1

pH ´0.28 ** ´0.19 ´0.04 ´0.31 ** ´0.06 0.25 * 1
Sand (%) ´0.23 * ´0.40 ** ´0.39 ** ´0.40 ** ´0.14 ´0.15 ´0.22 * 1
Silt (%) 0.23 * 0.41 ** 0.38 ** 0.40 ** 0.15 0.15 0.22* ´1.00 ** 1

Clay (%) ´0.11 ´0.20 0.19 ´0.05 ´0.22 * ´0.02 0.06 ´0.27 ** 0.24 * 1
Terrain (m) ´0.03 ´0.05 0.06 ´0.04 ´0.19 0.12 0.04 0.21 * ´0.22 * 0.06 1

Notes: * Correlation is significant at the 0.05 level; ** Correlation is significant at the
0.01 level.

Table 4 indicates that SOC had positive correlation with silt content (R2 = 0.38,
p < 0.01), negative correlation with sand content (R2 = ´0.39, p < 0.01), and no
significant correlation with clay content, since soil clay component was rare. Present
studies suggest that the change of soil texture is firstly caused by wind erosion,
desertification, and then by changes of soil organic matter and nutrient content,
which finally results in soil impoverishment [47]. In the process of desertification,
soil coarsens, and soil organic matter and nutrient content decrease. It is well known
that loss of fine soil particles could result in loss of soil organic matter since organic
matter is often combined with fine soil particles. Zhao et al. [48] addressed the idea
that content of soil silt, clay, and SOC are the key factors for soil texture and fertility.

4. Conclusions

To obtain more information for further understanding of soil and plant
development along the Taklimakan Desert Highway Shelterbelts, a better knowledge
of spatial variation of soil moisture and salt are essential. The spatial pattern of
soil moisture and salt content in the harsh ecosystem displayed considerable spatial
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correlation, largely because of the relative static controls of soil properties in dry
climates. During the irrigation cycle, soil moisture gradually reduced, which was
lower at the northwest than at the southeast. In contrast, soil salinity showed a
tendency to increase with the local plaque distribution. Soil moisture was the highest
in spring, and summer and autumn had relatively low soil moisture. Salinity was
gathered in local area in different seasons. Correlation analysis showed that both
soil moisture and salinity were significantly positively correlated with silt content
and TN, and negative correlated with sand content. Soil with high moisture and
nutrient content and low salt content is more suitable for shelterbelt growth, which
pointed out soil moisture and salinity was a contradictory relation in this area. For
further understanding of soil and plant development along the Taklimakan Desert
Highway Shelterbelt, secondary salinization and soil properties of shelterbelt should
be considered. For salt-leaching on top-soil and water supply to the shelterbelt in the
northwest of the study area, long-term monitoring for the shelterbelt in the local area
and high-water discharge drip irrigation on a regular basis are necessary. Meanwhile,
the effects of stemflow to increase soil salinity should not be ignored.
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Geospatial Techniques for Improved Water
Management in Jordan
Jawad T. Al-Bakri, Sari Shawash, Ali Ghanim and Rania Abdelkhaleq

Abstract: This research shows a case from Jordan where geospatial techniques were
utilized for irrigation water auditing. The work was based on assessing records
of groundwater abstraction in relation to irrigated areas and estimated crop water
consumption in three water basins: Yarmouk, Amman-Zarqa and Azraq. Mapping
of irrigated areas and crop water requirements was carried out using remote sensing
data of Landsat 8 and daily weather records. The methodology was based on visual
interpretation and the unsupervised classification for remote sensing data, supported
by ground surveys. Net (NCWR) and gross (GCWR) crop water requirements were
calculated by merging crop evapotranspiration (ETc), calculated from daily weather
records, with maps of irrigated crops. Gross water requirements were compared with
groundwater abstractions recorded at a farm level to assess the levels of abstraction
in relation to groundwater safe yield. Results showed that irrigated area and GCWR
were higher than officially recorded cropped area and abstracted groundwater. The
over abstraction of groundwater was estimated to range from 144% to 360% of the
safe yield in the three basins. Overlaying the maps of irrigation and groundwater
wells enabled the Ministry of Water and Irrigation (MWI) to detect and uncover
violations and illegal practices of irrigation, in the form of unlicensed wells, incorrect
metering of pumped water and water conveyance for long distances. Results from
the work were utilized at s high level of decision-making and changes to the water
law were made, with remote sensing data being accredited for monitoring water
resources in Jordan.

Reprinted from Water. Cite as: Al-Bakri, J.T.; Shawash, S.; Ghanim, A.; Abdelkhaleq, R.
Geospatial Techniques for Improved Water Management in Jordan. Water 2016, 8, 132.

1. Introduction

Drylands are limited by soil moisture due to low rainfall and high evaporation.
They show a gradient of increasing primary productivity in the order of hyper-arid,
arid, and semiarid to dry sub-humid areas [1]. Drylands represent fragile
ecosystems that are highly susceptible to environmental changes. Nevertheless,
they provide important ecosystem services in terms of land and water, particularly
in developing countries [2]. The limited surface water resources of drylands makes
water management a challenge for planners and decision-makers, as groundwater
will be pumped for different uses to compensate for the limited surface water.
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The indiscriminate use of groundwater, particularly for irrigation, may result in
aquifer depletion and salinization of soil and water. The problems resulting from
groundwater depletion are usually aggravated in countries with high population
growth and limited water resources [3].

Among the countries of the Middle East, Jordan represents a challenging case in
terms of dryland water management, as the country’s water resources are limited
and its population is growing at high rates [3]. In terms of water availability, Jordan
is among the four poorest countries in the world, with a per capita share of less
than 146 m3 per year, which is far below the international water poverty line of
500 m3 per year [4]. Drylands dominate most of Jordan, where more than 90% of
the country’s land is arid and receives low rainfall amounts (Figure 1). Therefore,
agricultural production in the country depends on irrigation using both developed
surface and groundwater resources. At present, agriculture consumes more than
60% of the developed water resources. This share is expected to decrease in the
near future as the population is increasing at high rates that reached an average of
2.9% during 2000–2012 [3,5]. According to Jordan’s Department of Statistics [6], the
population of Jordan increased from 5 million in 2002 to 6.7 million in 2014. The
problem of population growth during 2002–2012 was aggravated by the influx of
0.45 and 1.5 million refugees from Iraq and Syria, respectively [7,8]. Such conditions
of scarce resources and high population would put more stresses on water use and
management. In addition, they might create environmental threats resulting from
the use of marginal water resources [9].

Managing water resources under the conditions of limited rainfall and increased
competition among sectors requires updated information on water consumption
by the different sectors. For domestic and industrial sectors, this can be achieved
by the use of direct metering and information from pumping stations operated by
the Government. For agricultural water use, the information on water consumption
becomes more difficult when groundwater is used for irrigation. In Jordan, most of
the figures on groundwater consumption for irrigation are inaccurate due to the lack
of information on the actual irrigated area and crop water consumption. Information
on the spatial distribution of irrigation with accurate areas for the different irrigated
crops is still needed by the Ministry of Water and Irrigation (MWI) to assess and
improve water management at the country level. The use of ground surveys to
map irrigation is impractical, particularly when information is annually needed for
water budget calculations and for revising plans of water management. Alternatively,
remote sensing data and geospatial techniques can be used for this purpose. The
improvements in spatial, spectral and temporal resolution of remote sensing data and
the access to different sources of earth observation systems justify the adoption of
geospatial techniques for managing water resources. The most important application
in this regard is the use of medium and high resolution data to map crops and to
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estimate their evapotranspiration, the major component of crop water requirements
or consumption use [10–14].

Water 2016, 8, 132 3 of 22 

adopted remote sensing for crop mapping and for auditing agricultural water consumption in the 
main irrigated areas in highlands. The areas included Jordan’s parts of Yarmouk, Amman-Zarqa and 
Azraq basins (Figure 1). The overall aim of crop mapping using remote sensing data, presented in 
this work, is to provide MWI with information on the gap between official records and remote 
sensing estimates so that decisions can be taken to manage water resources in the three basins. Other 
objectives include the utilization of remote sensing data to map irrigated crops and the capacity 
building for MWI staff in using geospatial techniques for managing water resources. Despite their 
importance, spatial distribution of irrigated lands and their areas in Jordan were based on estimates, 
as the MWI lacked the capacity needed to fully utilize geospatial techniques. The inaccurate estimate 
of irrigated lands is also a worldwide problem and still remains uncertain [22]. Furthermore, the 
political nature of irrigation in countries that share water resources across borders often sets the 
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Figure 1. Location of the groundwater basins of Yarmouk, Amman-Zarqa
and Azraq.

The use of remote sensing and geospatial techniques in water management
took a new turn as these techniques were utilized in new approaches of assessment,
generally called water accounting systems [15]. At the water basin level, the major
components of these systems are the resource base, which represents water supply,
crop evapotranspiration and water withdrawal, which represent water depletion,
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and the biomass production, which represents water productivity [16–18]. The most
important inputs provided by remote sensing to the abovementioned components
are the crop evapotranspiration and the land use maps [19]. The contribution of
remote sensing and geospatial techniques will become more important in ungauged
and poorly gauged basins as inputs will be provided with low cost and at reasonable
accuracy [19]. Whether water accounting systems are implemented or not, remote
sensing and geospatial techniques will continue to support water managers and
decision makers with information needed for improved water management.

Within Jordan’s efforts to manage its scarce water resources, MWI is in the stage
of adopting geospatial techniques to improve water management at the country level.
Recently, the MWI implemented a study in two pilot areas (Azraq and Mafraq) to map
irrigated crops and to estimate agriculture water use using remote sensing data [20].
Initial results of the study showed that remote sensing maps were more accurate than
estimates and records obtained by field crews of MWI. The difference between actual
and estimated areas was important in terms of water consumption. Although the
differences between both estimates could be attributed to the non-extensive ground
survey that was limited by the available resources, they could, however, indicate
possible violations of illegal drilling of wells and inaccurate metering of pumped
water [21]. Therefore, the MWI adopted remote sensing for crop mapping and for
auditing agricultural water consumption in the main irrigated areas in highlands. The
areas included Jordan’s parts of Yarmouk, Amman-Zarqa and Azraq basins (Figure 1).
The overall aim of crop mapping using remote sensing data, presented in this work,
is to provide MWI with information on the gap between official records and remote
sensing estimates so that decisions can be taken to manage water resources in the
three basins. Other objectives include the utilization of remote sensing data to map
irrigated crops and the capacity building for MWI staff in using geospatial techniques
for managing water resources. Despite their importance, spatial distribution of
irrigated lands and their areas in Jordan were based on estimates, as the MWI lacked
the capacity needed to fully utilize geospatial techniques. The inaccurate estimate
of irrigated lands is also a worldwide problem and still remains uncertain [22].
Furthermore, the political nature of irrigation in countries that share water resources
across borders often sets the stage for under-reporting of water use [23]. Therefore,
this work provides proposed methods for mapping irrigated crops in Jordan’s
drylands and similar environments and will thus help in downscaling irrigation
mapping to the basin level and provide important information that can be used for
auditing records of water abstraction.
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2. Study Areas and Data Collection

2.1. Study Areas

The first basin considered in this study was Yarmouk (Figure 1). About 30%
(1393 km2) of the basin’s land is located in Jordan, while 70% is located in Syria. The
basin has a semiarid Mediterranean climate in the west and an arid climate in the
east. A rainfall gradient is obvious across the east-west direction, where the mean
annual rainfall is 600 mm in the west and 150 mm in the east. The rainy season starts
in November and ends by early May. The mean annual minimum and maximum
temperatures in the west are 12.3 ˝C and 23.1 ˝C, respectively. The mean annual
minimum and maximum temperatures in the east are 9.3 ˝C and 24.0 ˝C, respectively.
The western parts of the basin are mainly rainfed areas cultivated with field crops,
olives and vegetables, while the eastern parts extend to the low rainfall zone of the
country where irrigation occurs using groundwater. Irrigation also occurs around
Ramtha and in the northern parts of Jordan valley where citrus and vegetable crops
are cultivated.

The second study area where irrigation was mapped is the Amman-Zarqa basin,
also known as the Zarqa River basin. The basin has an area of 3600 km2, where 95% of
its area is inside Jordan and 5% is in the south of Syria. The basin has an arid climate
in the east and the southeast, while the western parts have typical Mediterranean
climates that are semiarid in Amman (Capital of Jordan) and dry sub-humid in
Ajloun, where rainfall exceeds 560 mm. The western parts are mountainous and
characterized by cool temperature in winter and mild temperature in summer. The
annual rainfall ranges from more than 500 mm in the northwest to less than 100 mm
in the east, with an average annual precipitation of 250 mm.

The third study area is Azraq basin (Figure 1), which has a total area 11,742 km2.
In this basin, water drains from all directions to the center (depression), which used
to be a permanent oasis in Jordan’s desert. The climate of Azraq Basin is arid with
hot and dry conditions, leading to very high evapotranspiration rates. The mean
annual temperature ranges between 7.4 and 24.5 ˝C in the west (Mafraq area) and
between 2.6 to 36.6 ˝C in Azraq. The maximum air temperature in 2014 reached
42 ˝C. The mean annual rainfall is about 150 mm in the west and decreases to 70 mm
in the east and south and to less than 50 mm in the center of the basin (Azraq
depression). Over-pumping of groundwater for irrigation and drinking is noticed in
this basin [24,25] and has resulted in the loss of wetlands surrounding the depression.

In terms of surface water resources, both the Yarmouk and Amman-Zarqa
basins have perennial rivers that drain to Al-Wehdah and King Talal Dams (KTD),
respectively. The collected water in both dams is used to irrigate different crops
in Jordan Valley. Surface water resources in Azraq are mainly small desert dams
that are used to irrigate small farms of olives and barley. Among the three basins,
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the Amman-Zarqa aquifer system is the most important groundwater supply in
Jordan. This basin hosts more than half of Jordan’s population [5] and more than
85 % of the industries in Jordan [26]. Groundwater resources in Yarmouk and Azraq
basins, on the other hand, are also used for drinking and irrigation. Other sources
of water include the treated wastewater from different plants in the three basins.
Part of the effluent from treated wastewater plants (WWTP) is used for restricted
agriculture, according to agreements between MWI and local farmers. The annual
amount of treated wastewater effluent in Amman-Zarqa basin is 98 million cubic
meters (MCM). About 15 MCM are used for irrigating forage crops in the basin, while
the remaining is mixed with stored rainfall water in KTD and used to irrigate crops
in Jordan Valley. The total amount of treated wastewater allocated for irrigation in
Yarmouk is 3.8 MCM. Table 1 summarizes available water resources in the three
basins and their use in 2014. All of the above figures were used in calculating gross
groundwater amounts used for irrigation. In addition to over-pumping, other threats
to water resources in the three basins are the trends of climate change, droughts and
desertification [3,27–29].

Table 1. Summary of water resources in the study areas and their use in year 2014
(Source: MWI report of water budget [25]).

Basin
Groundwater Safe

Yield (MCM)
Number of

Agricultural Wells

Groundwater Use (MCM) Surface Water Used in
Irrigation (MCM)Agricultural Non-Agricultural

Yarmouk 40 129 36.4 9.4 3.8
Amman-Zarqa 88 590 63.9 92.4 15

Azraq 24 488 37.6 21.0 -

2.2. Remote Sensing Data

The main data used to map crop types were the images of the Operational Land
Imager (OLI) of Landsat 8. The images have medium spatial resolution of 30 m. A
higher resolution data of RapidEye, with 5-m pixel size, was used to delineate parcels
of irrigated fields. The OLI data covered the period October 2013–September 2014,
corresponding to a one-year period for calculating the water budget by the MWI.
The data of RapidEye included two sets of cloud free images acquired in May and
August 2014. Specifications of Landsat and RapidEye bands (B) used in the study are
shown in Table 2.

2.3. Ground Data

Ground surveys were conducted during May–October 2014 to collect data on
the different irrigated crops in the three basins. During these surveys, information
was collected on the types of crops, growth stage, planting and harvesting dates, in
addition to irrigation systems and agricultural management followed for the different
crops. This information was critical for verifying crop maps and for calculating water
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consumption for irrigated crops in the three basins. In total, field surveys covered
310 farms in the three basins.

Table 2. Specification of Landsat OLI and RapidEye images used in crop mapping
for the three basins.

Satellite
Data Path/Row Band (Wavelength in µm) Use Processing

Landsat 8
OLI

174/37 for Yarmouk,
174/37 and 174/38 for

Amman-Zarqa, and
173/38 for Azraq.

B1 (0.43–0.45), B2 (0.45–0.51),
B3 (0.53 –0.59),

B4 (0.64–0.67), B5 (0.85–0.88),
B6 (1.57–1.65), B7 (2.11–2.29).

Crop type
identification

1. Atmospheric
correction

2. Vegetation index

RapidEye
Mosaic datasets

covering the three
basins.

B1 (0.44–0.51), B2 (0.52–0.59),
B3 (0.63 –0.68), B4

(0.69–0.73), B5 (0.76–0.85).

Delineation
of fields

1. Geometric correction.
2. Visual interpretation

Other ground data were collected for atmospheric correction of OLI images.
Since remote sensing data of Landsat 8 were provided in digital numbers (DN)
corresponding to radiance values at the top of atmosphere, it was important to
convert the data into reflectance values at ground level. For this purpose, a handheld
multispectral radiometer was used to collect ground measurements for target objects
with standard or reference reflectance. The target objects were newly paved car parks
(Dark objects) in front of Azraq Syrian Refugees Camp, dry desert mud flat, fields
of parsley and tomatoes with full vegetation cover and bright surfaces (floors of
abandoned quarries and desert surfaces). The selected locations were large enough
so that they appeared in the form of several pixels on the images. Collection of
ground data with the handheld radiometer was carried out within one hour of the
satellite overpass on the 30 June 2014. The Landsat 8 image acquired for the day in
which measurements were made was LC81730382014181LGN00.

2.4. MWI Data

Data of air temperature, relative humidity, wind speed and solar radiation were
provided by the MWI. The data included daily records for the stations of Azraq,
Safawi Um Ejjmal in Mafraq, Khirbet Samra, KTD, Amman, Ramtha and Irbed. The
data were arranged in a spreadsheet and processed to interpolate missing records
before being used for calculating crop water requirements. In addition, the MWI
provided maps of groundwater wells, with attributes that included amounts of
monthly abstraction, in addition to data on irrigated crops and crop management
practices in Azraq and Amman-Zarqa basin. The data, originally collected from
members of the highland water forum [30], were used for calculating crop water
requirement and for verifying crop maps.
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3. Methodology

Geospatial techniques and remote sensing data can be used for mapping
irrigated lands at local, regional and global scales, according to objective, cost
and time. The methods for crop mapping at local scales would include the visual
interpretation or a digital classification method or a combination of both [10]. The
improvement in remote sensing data encouraged researchers to implement and adopt
digital classification methods, which are cost effective and consume less time when
compared with the visual interpretation method [31]. The most commonly used
approaches of digital classification include the parametric methods of supervised and
unsupervised clustering [32]. These methods depend on the use of a single image
acquired during the period of peak growth of crops. Due to multi-cropping and
varying cropping calendars, a single image may not adequately characterize irrigated
areas [33]. More advanced techniques may implement decision tree classifications,
which are based on ground data, in addition to knowledge and experience of the
classifier [10,34,35]. Further, the use of multi-temporal images of vegetation indices
will increase the accuracy of mapping, as temporal resolution may compensate for
the poor or moderate spatial resolution [10,36,37]. Among vegetation indices, the
normalized difference vegetation index (NDVI) is considered a useful remote sensing
product for mapping irrigation at local scales [36,37]. In this study, crop identification
was based on the outputs from digital classification techniques of multi-temporal
images of Landsat 8 (Figure 2), while boundaries of irrigated fields were digitized
from very high resolution images of Google Earth (GE) and RapidEye (Figure 3), as
described in the following subsections.

3.1. Processing of Remote Sensing Data

The set of downloaded images was processed to identify and exclude images
with high cloud cover. A cloud mask was applied to each image using open source
software [38]. Using the capabilities of a geographic information system (GIS), each
image derived from the cloud mask was decoded using reclassification functions.
The output images of cloud cover were displayed and processed in GIS to interpolate
cloudy pixels in each image from previous and subsequent images. The total number
of OLI images was 23 per year. However, the images with good quality and minimum
cloud cover were only ten for Azraq and twelve for the two other basins. For the
period of irrigation during April–September, most of images were free of clouds.

Remote sensing data of OLI were corrected to obtain reflectance values at
ground level. This was carried out using measurements from the handheld
multispectral radiometer (with similar spectral regions to OLI). The data of the
handheld radiometer were used for correcting one image (Day 181 of year 2014). This
absolute atmospheric correction was based on empirical line calibration [39] derived
from linear equations that correlated ground measurements of spectral reflectance
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with DN for locations of target objects that had unchangeable spectral reflectance
among the set of OLI images. The multiple-date image normalization, using linear
regression equations, was carried out to correct other images [40]. This relative
atmospheric correction method was based on the use of invariant features that had
unchangeable spectral reflectance among the set of OLI images. Both methods of
absolute and relative atmospheric corrections were considered as standard methods
that would not require information about atmospheric conditions at the time of
image acquisition [41]. The correction was carried out for the red and near infrared
bands of OLI. The corrected bands were then used to derive NDVI, based on the
following equation:

NDVI “
B5 ´ B4
B5 ` B4

, (1)

where B4 and B5 are the red and near infrared bands, respectively. Both bands
represent spectral reflectance at ground level. The steps of processing OLI images to
derive NDVI are summarized in Figure 2.

3.2. Extraction and Analysis of NDVI Profiles

Observations collected during ground surveys were transferred into a GIS layer,
representing points with different types of irrigated crops. The map was intersected
with the layer of NDVI images to assign NDVI values for each crop type in the
form of a profile that represented temporal changes in this index during the year.
Examples of these profiles for Azraq are shown in Figure 4. The data of NDVI profiles
were exported to spreadsheets and NDVI values were plotted for growing seasons.
Statistical functions were applied in the spreadsheets to identify ranges of NDVI
and to aid in building a decision tree for creating crop maps. Analysis of NDVI
profiles showed that separation of the irrigated crops was possible with the use of
multi-temporal images. NDVI profiles showed that alfalfa was characterized by the
highest NDVI that reached its maximum theoretical value (1.0), with fluctuations
resulting from crop cutting. Olives, on the other, had stable NDVI profiles (with
a nearly constant value that was slightly above 0.50 for old plantations). Younger
olives (3–4 years) had a straight line NDVI that was in the range of 0.20 to 0.30. The
profiles for vegetables varied according to crop type and growing season, with peak
NDVI values occurring during the midseason for each vegetable crop.
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Figure 3. Use of high resolution images for digitizing parcels of irrigated lands and
identifying ground cover for the different crops (Source: Google Earth).

Following the stage of NDVI extraction and analysis, decisions were developed
to identify the NDVI ranges (bounds) for each crop and for each time of the season.
These decisions were mainly developed for Azraq and Amman-Azraq basins, while
for Yarmouk, the unsupervised classification method was used to separate rainfed
from irrigated areas. The NDVI range for each vegetable crop was based on the
mean and standard deviation for NDVI image, as profiles of NDVI showed normal
distribution patterns during the growing seasons. For alfalfa and olives, the range
was modified according to the degree of agreement between classified pixels and
ground observations. The NDVI profiles were also used to identify the length of the
growing season, which was crucial for calculating crop evapotranspiration. Based
on ground observations and analysis of NDVI, a classification scheme (Table 3) was
adopted for mapping the different irrigated crops. The scheme included the different
classes and sub-categories that included all irrigated crops and growing seasons in
the three basins.
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Table 3. Classification scheme of irrigated crops in Azraq and Mafraq.

Crop Category Sub-Categories and Description

Olives
Farms of irrigated olive trees with different ground cover, depending on age and spacing.
The class included three levels of cover that were grouped in the final map: low (<40%);

medium (40%–60%); and high (>60%).

Fruit trees Farms of deciduous orchards of peaches, apricots, stone fruits and table grapes grown on
trellis. The sub-category of this class includes citrus in the northwest of Yarmouk.

Alfalfa and forage crops
Open spaces and farms cultivated with alfalfa under center pivot and solid sets of sprinkler
irrigation systems in Azraq and fields of alfalfa and forage crops in the two other basins.

The class includes barley fields cultivated under sprinkler irrigation.

Mixed cropping

Farms with two or more crop types, found mainly in Azraq. The fields include
combinations of date palm, olives and alfalfa in the small landholdings near urban areas.

The class is characterized by 100% ground cover for farms that included alfalfa in
combination with olives, date palm and fruit trees.

Vegetables (Open fields)
Vegetables grown during February-June, March-July, April-August, June-September,

July-October and September-December. The main irrigated crop is tomato. Other irrigated
crops are melon, water melon, eggplant, zucchini, cauliflower, pepper and lettuce.

Vegetables and nursery
plantations (Plastic houses)

Vegetables grown in plastic houses in the area of Mafraq and near Muwaqar in the middle
west of the basin. The main crops are tomato and watermelon in Mafraq, and tomato and
other vegetables in Muwaqar. The other sub-category of this class includes nurseries the
lower part of Zarqa River between the WWTP and KTD and in the area of Baqa’a where

some of the plastic houses are used as nurseries.

3.3. Mapping Irrigated Fields

Parcels of irrigated fields were mapped using an on-screen digitizing process
with high resolution images of RapidEye and images of GE as backgrounds for
delineation. The GE images were very useful as they had very high spatial resolution
and horizontal accuracy that could reach 1 m [42]. RapidEye images, on the other
hand, provided recent data that covered irrigated lands in year 2014, while GE images
were mainly used in separating tree crops from vegetables. Identification of crop type,
on the other hand, was based on outputs from the unsupervised classification of the
multi-temporal images of Landsat 8 OLI. For Azraq and Amman-Zarqa basins, crop
identification was carried out by the application of models that included decisions
based on NDVI ranges derived from the multi-temporal images. The decisions
were based on conditional statements that identified the range of NDVI for each
crop and for each date in the set of the multi-temporal images of OLI. The models
were applied in a sequence that prioritized crops according to their proportions, as
observed during ground surveys. Subsequently, the sequence of models started with
olives, followed by vegetables, fruit trees and other crops.

In Yarmouk basin, initial results showed some mixing between rainfed and
irrigated areas. Therefore, principal component analysis (PCA) was used to
transfer NDVI images of Yarmouk into three principal components. Applying the
PCA to NDVI images resulted in transferring these images into three principal
components that accounted for all seasonal changes in NDVI, as indicated by
previous research [43]. Results from the unsupervised classification of PCA showed
six distinguished spectral classes. The PCA images were then incorporated into
unsupervised classifications with the ISODATA algorithm to derive spectral classes
of irrigated and rainfed areas in this basin. Visual inspection of the output image
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showed that irrigated areas were distributed among three out of the six classes. In
order to increase accuracy of mapping, models of knowledge based classifiers were
used to refine the map of irrigated crops by incorporating layers of digital elevation
model (DEM), rainfall and images of minimum NDVI values in these models. The
DEM was used to exclude areas with high altitudes, where Jordan’s forests were
located. A rainfall map was used to exclude areas with high rainfall, as rainfed
agriculture was dominant in these locations. The map of minimum NDVI separated
irrigated areas from natural vegetation in the low rainfall zone. Accuracy assessment
was made for the output maps using the confusion-matrix method [44], which
compared remote sensing results with observations collected during ground surveys.

3.4. Assessment of Groundwater Abstraction Records

Assessment of groundwater abstraction for irrigation would require the use
of ground measurements to compare amounts of abstraction with crop water
consumption. Ground measurements of crop water requirements, however,
are time consuming and become very expensive for large geographical areas.
Therefore, crop water requirements can be calculated using crop maps and
meteorological data. Remote sensing techniques can also provide spatial estimates
of crop evapotranspiration (ETc), which is the main component of net crop water
requirements (NCWR). This can be achieved by the surface energy balance models
that utilize remote sensing data to derive the main factors controlling water
evaporation from soil and plants and thus calculate ETc [45]. These models, however,
require validation before being adopted for calculating ETc [46]. Therefore, crop
maps were utilized in this study to calculate the crop ETc using the standard method
of Food and Agricultural Organization [47]. The other component included in
calculations of NCWR was the salt leaching requirement, which depended on water
salinity and crop type. Rainfall in Yarmouk and Amman basin was also considered
in these calculations. The FAO56, based on Penman-Monteith method, was used to
calculate ETc as follows [47]:

ETc “ ETo ˆ Kc, (2)

where ETc is the actual crop evapotranspiration (mm); Kc is the mean monthly crop
coefficient; and ETo is the grass reference evapotranspiration. The NCWR, in million
cubic meters (MCM), was calculated by multiplying the seasonal ET of the crop with
its corresponding area, taking rainfall into consideration.

The FAO56 method calculates the theoretical crop water requirements and
assumes standard conditions of crop spacing, ground cover and growing periods.
These assumed conditions might not be valid in all fields in the three basins.
Therefore, crop spacing and cover were considered in the calculations by adjusting
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Kc values based on ground cover fraction [48]. Ground cover was derived from the
high resolution images of GE (Figure 3) and the data collected during ground surveys.
The length of each growing stage was adjusted from NDVI profiles (Figure 4), which
showed some differences between the values reported by the FAO56 method and
the actual growing periods. Following this step, daily weather records of MWI were
used to calculate ETo using an ETo calculator, developed by FAO [49]. The outputs
of daily ETo were summed for each month to calculate monthly ETc. Values of Kc
were adjusted using NDVI profiles and data collected during ground surveys. The
adjustment was made according to ground cover and used a linear interpolation to
derive monthly Kc. Irrigation efficiency was used to convert the NCWR to gross crop
water requirements (GCWR). The average irrigation efficiency in the three basins
was about 80% [50]. The calculated GCWR were compared with the records of
groundwater abstraction for irrigation purposes to assess the compliance between
the recorded abstraction in relation to crop water requirements and safe yields in
the three basins. For vegetables cultivated in plastic houses and nurseries, the
GCWR were given an average value of 800 m3 per year, based on the average for
tomato [51,52] for two cultivations per year.

4. Results and Discussion

4.1. Ground Surveys

Observations from ground surveys showed that olives, fruit trees and vegetables
were the main irrigated crops in the three basins. Irrigated vegetables included
tomato as the main crop and other crops of melon, water melon, eggplant, zucchini,
cauliflower and lettuce. Fruit trees included peaches, apricots, table grapes,
pomegranate and date palm (in Azraq only). The size of some irrigated farms
reached 400 ha (equivalent to 4000 dunums in the locally used unit), while the size
of vegetable farms (open fields) was in the range of 20–30 ha and reached 70 ha
in some areas, indicating considerable investment in irrigated agriculture. In the
area of Mafraq in Amman-Zarqa basin, many of the drylands were turned into
agricultural fields by clearing soil surface from basalt rocks. This practice, shown in
Figure 5, had been conducted since the 1980s, when irrigation started in the drylands
of Mafraq [53]. Ground observations also showed different planting and harvesting
dates for vegetables, which were confirmed by the NDVI profiles (Figure 4).
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Figure 5. Examples on irrigated crops and irrigation practices in the three basins including fields of 
tomatoe under drip irrigation (a) and alfalfa under center pivot irrigation (b); watermelon at harvest 
stage (c); fields of cauliflower cultivated during March–July (d); an irrigated farm of table grapes (e) 
and a piece of land in Mafraq (inside Amman-Zarqa basin) with the soil surface partially cleared 
from basalt rocks to cultivate tomatoes (f). 

4.2. Crop Maps and Irrigated Areas  

4.2.1. Irrigation in Yarmouk 

The crop map of Yarmouk showed that the total irrigated area was 5.9 thousand ha, distributed 
in different parts of this basin (Figure 6). The main irrigated crops were tree crops (olives and fruits) 
and vegetables. Analysis of the crop map (Table 4) showed that vegetables constituted about half of 
the irrigated area, while the other half included olives and fruit trees (48%), with a small proportion 
of forage crops and nurseries. Most irrigation was practiced in the drylands of Mafraq, followed by 
the north middle areas. In addition, irrigation was practiced in the western parts of Ramtha, where 
the total irrigated area in that part constituted 21% of irrigation taking place in the basin. Irrigation 

Figure 5. Examples on irrigated crops and irrigation practices in the three basins
including fields of tomatoe under drip irrigation (a) and alfalfa under center pivot
irrigation (b); watermelon at harvest stage (c); fields of cauliflower cultivated
during March–July (d); an irrigated farm of table grapes (e) and a piece of land in
Mafraq (inside Amman-Zarqa basin) with the soil surface partially cleared from
basalt rocks to cultivate tomatoes (f).
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4.2. Crop Maps and Irrigated Areas

4.2.1. Irrigation in Yarmouk

The crop map of Yarmouk showed that the total irrigated area was 5.9 thousand
ha, distributed in different parts of this basin (Figure 6). The main irrigated crops
were tree crops (olives and fruits) and vegetables. Analysis of the crop map (Table 4)
showed that vegetables constituted about half of the irrigated area, while the other
half included olives and fruit trees (48%), with a small proportion of forage crops
and nurseries. Most irrigation was practiced in the drylands of Mafraq, followed by
the north middle areas. In addition, irrigation was practiced in the western parts
of Ramtha, where the total irrigated area in that part constituted 21% of irrigation
taking place in the basin. Irrigation was limited in the southwestern parts, as the
area was mountainous and lacked irrigation infrastructure (dams and groundwater
wells). The absence of irrigation to the west and north of Irbid would be mainly
attributed to the high rainfall that supported the rainfed agriculture, which included
olives and field crops. Further, urbanization was encroaching into these areas and
was competing with other land uses.

Water 2016, 8, 132 13 of 22 

was limited in the southwestern parts, as the area was mountainous and lacked irrigation 
infrastructure (dams and groundwater wells). The absence of irrigation to the west and north of 
Irbid would be mainly attributed to the high rainfall that supported the rainfed agriculture, which 
included olives and field crops. Further, urbanization was encroaching into these areas and was 
competing with other land uses. 

 
Figure 6. Distribution of irrigated crops in Yarmouk basin, as derived from remote sensing data. 

Table 4. Analysis of irrigated areas in the three basins, as mapped from remote sensing data for the 
period October 2013–September 2014. 

Class 
Yarmouk Amman-Zarqa Azraq

Area (ha) % Area (ha) % Area (ha) %
Olives 2018 34.1 4986 27.5 3050 39.0 

Fruit trees 837 14.1 4118 22.7 1286 16.5 
Alfalfa and forage crops 187 3.2 638 3.5 587 7.5 

Mixed cropping - - 439 2.4 425 5.4 
Vegetables (Open fields) 2763 46.7 7737 42.7 2465 31.6 

Vegetables and nursery plantations (Plastic houses) 115 1.9 210 1.2 - - 
Total 5920 18,128  7811 

In terms of irrigated areas, this study provided detailed maps of irrigation in Yarmouk basin. 
Previous work [28,29] showed similar spatial distribution of irrigation in the middle and eastern 
parts of this basin without details on crop types. Therefore, this study contributed to the 
governmental efforts in managing water resources by providing more detailed maps for irrigation, 
particularly in the western parts of the basin. The best estimate of MWI for irrigated lands in the 
basin was 2.1 thousand ha, while initial results obtained from the digital classification of PCA 
images of NDVI showed that the irrigated area was more than 5.1 thousand ha [21,54]. The reason 
behind these counterintuitive findings could be the non-extensive ground survey carried out by 
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Table 4. Analysis of irrigated areas in the three basins, as mapped from remote
sensing data for the period October 2013–September 2014.

Class
Yarmouk Amman-Zarqa Azraq

Area (ha) % Area (ha) % Area (ha) %

Olives 2018 34.1 4986 27.5 3050 39.0
Fruit trees 837 14.1 4118 22.7 1286 16.5

Alfalfa and forage crops 187 3.2 638 3.5 587 7.5
Mixed cropping - - 439 2.4 425 5.4

Vegetables (Open fields) 2763 46.7 7737 42.7 2465 31.6
Vegetables and nursery

plantations (Plastic houses) 115 1.9 210 1.2 - -

Total 5920 18,128 7811

In terms of irrigated areas, this study provided detailed maps of irrigation in
Yarmouk basin. Previous work [28,29] showed similar spatial distribution of irrigation
in the middle and eastern parts of this basin without details on crop types. Therefore,
this study contributed to the governmental efforts in managing water resources by
providing more detailed maps for irrigation, particularly in the western parts of the
basin. The best estimate of MWI for irrigated lands in the basin was 2.1 thousand ha,
while initial results obtained from the digital classification of PCA images of NDVI
showed that the irrigated area was more than 5.1 thousand ha [21,54]. The reason behind
these counterintuitive findings could be the non-extensive ground survey carried out
by MWI, which was limited by time and cost. Such results, therefore, encouraged MWI
to take more actions toward the adoption of remote sensing technology for mapping
irrigation in the basin and to audit data of groundwater abstraction.

4.2.2. Irrigation in Amman-Zarqa

The total irrigated area in Amman-Zarqa basin was 18.1 thousand ha. Vegetables
constituted 43% of this area, while olives and fruit trees constituted more than half
of the irrigated lands. Irrigation was practiced in two areas: Mafraq-Hallabat and
on both sides of Zarqa River (Figure 7). This distribution could be attributed to the
sources of irrigation water, which were groundwater in the Mafraq-Hallabat and
the surface water of Zarqa River. The disposed treated wastewater was used for
irrigating forage crops and tree plantations in nurseries, although some violations
were observed on some farms on the sides of the river. Further analysis of the
irrigation map showed that 77% of irrigation was taking place in Mafraq-Hallabat,
indicating that groundwater was the main source for irrigating these drylands. The
area to the north of KTD had limited irrigation, as the high rainfall encouraged
rainfed agriculture in this mountainous area. In terms of irrigated areas in the basin,
figures from this study were less than those reported by a previous study [26], which
used unsupervised classification of a single image of Landsat ETM+ and reported
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a total irrigated area of 27 thousand ha. This could be attributed to the different
crops cultivated during these periods and the time difference between this study and
previous ones.
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4.2.3. Irrigation in Azraq

Analysis of the irrigation map showed that the total irrigated area in Azraq basin
was 7.8 thousand ha, mainly distributed in two strips in the basin, Azraq depression
and northwest of Azraq (Figure 8). The reason behind this spatial distribution
could be attributed to the characteristics of groundwater in these two parts, where
the irrigated areas were located in the unconfined aquifer of quaternary basalt
outcrop overlaying the aquifer A7/B2. The A7/B2 aquifer, which has two joined and
fissured formations (Amman formation (B2) and the older Wadi Es-Sir formation
(A7)), is characterized by high conductivity in the form of solution channels and
karstic features and extends into the northern parts of Jordan [24,55]. The absence of
irrigation in the southern parts of the basin would be attributed to the distribution
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of B4 (very low transmissivity aquifer) in these areas [24,55]. Analysis of the crop
map showed that the main irrigated crops were olives (39%), followed by vegetables
(32%) and fruit trees (17%), while other crops were alfalfa and mixed crops (Table 4).
In terms of irrigated areas, figures from this study agreed with those obtained in
previous work that used visual interpretation of satellite images [24]. On the other
hand, an estimate that was based on administrative boundaries of the basin reported
that the total irrigated area in Azraq would be in the range of 11.5 thousand ha [50].
These findings clearly indicated the improvement in mapping irrigated areas when
multi-temporal remote sensing data were used.
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4.3. Mapping Accuracy

Although remote sensing data could provide important maps for irrigated
lands, their accuracy should be assessed before being used. Comparing field
observations (310 points) with maps of irrigated crops showed a good agreement
between irrigation maps and ground data, with an overall accuracy of 87% (Table 5).
The minimum accuracy was observed for fruit trees, which were mixed, in terms of
classification, with olives. Considering the calculations of NCWR from ETc (Table 6),
this would mean that NCWR (Table 7) for fruit trees was nearly 10% more than
olives. For other irrigated crops, the level of mapping accuracy was relatively high
and would be acceptable for the purpose of mapping and for estimating agricultural
water consumption in the three basins.

Table 5. Analysis of irrigated areas in the three basins, as mapped from remote
sensing data for the period October 2013–September 2014.

C
la

ss
ifi

ed
Im

ag
e

D
at

a

Reference Data

Class Olives Alfalfa &
Forage

Fruit
Trees Vegetables Barley Mixed Totals Mapping

Accuracy (%)

Olives 89 6 2 - - 97 92
Alfalfa & Forage 2 32 - - - - 34 94

Fruit Trees 24 - 44 - - - 68 65
Vegetables - 1 - 75 - 3 79 95

Barley - - - 9 1 10 90
Mixed - 2 - - 20 22 91
Totals 115 35 50 77 9 24 310 86.8

Table 6. Monthly evapotranspiration for the main irrigated crops in Azraq area.

Month * ETo (mm)
Crop Evapotranspiration (ETc) in mm

Olives Fruit Trees Mixed Alfalfa Vegetables

October 104 67 67 80 97 - - - - 77
November 62 39 25 45 55 - - - - -
December 36 10 – 15 41 - - - - -

January 45 15 – 10 43 - - - - -
February 65 22 – 28 75 26 - - - -

March 102 62 49 72 88 72 41 - - -
April 158 102 110 122 147 158 110 63 - -
May 176 102 116 129 157 101 176 123 - -
June 203 119 183 158 190 41 117 203 81 -
July 242 149 218 188 226 – 48 139 162 97

August 237 130 190 184 221 – – 47 213 158
September 156 96 109 121 145 – – – 130 140

Total 1586 915 1067 1151 1484 397 493 576 586 472

* Starting from November 2013 to September 2014, corresponding to one year of water
budget at MWI.
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Table 7. Summary of irrigated crops and their net annual water consumption.

Class
Yarmouk Amman-Zarqa Azraq

ETc *
(mm)

NCWR
(MCM)

ETc *
(mm)

NCWR
(MCM)

ETc *
(mm)

NCWR
(MCM)

Olives 700 14.1 726 36.2 887 27.0
Fruit trees 714 6.0 765 31.5 762 9.8
Alfalfa and forage crops 1213 2.3 1206 7.7 1320 7.8
Mixed cropping - - 888 3.9 1148 4.9
Vegetables (Open fields) 538 14.5 441 34.1 494 12.2
Vegetables and nursery
plantations (Plastic houses) 800 0.9 800 1.7 - –

Total 37.8 115.1 61.7

* Weighted average for all crop sub-categories.

4.4. Assessment of Groundwater Abstraction Records

One important tool for water management would be the use of outputs from
crop mapping for water accounting and auditing. This was possible by deploying
crop maps and weather records to calculate evapotranspiration, which is considered
as the main component of net crop water requirements (NCWR). Results showed
relatively high ETc values for forage, olives and tree crops in the three basins,
particularly Azraq (Table 6). For vegetable crops, the NCWR varied according
to cultivation season, which was accurately detected by the NDVI profiles. Although
not investigated in this study, these profiles could have higher contribution to NCWR
by deriving Kc with reasonable accuracy [56].

Variations in the ETc level among the three basins could be attributed to several
factors including climatic conditions, the length of growing seasons and management
practices that included different tree spacing in the three basins. Considering ETc
and the area of each irrigated crop, the NCWR was calculated in the three basins
(Table 7). Results showed that olives and fruit trees were the main consumers of
water in the three basins. The NCWR for vegetables was variable according to
planting and harvesting dates (Table 6). These results emphasized that cropping
patterns in the three basins should be revised and changed to sustain groundwater
resources. Proposed actions could include the prohibition of irrigating olives and
alfalfa with fresh water resources of the three basins and the gradual replacement
of both crops with other crops that consume less water. In addition, cultivation of
vegetables during the summer season should be discouraged as it would increase
water consumption by 30% (as implied from the ETc calculations). Another aspect of
water management could be the use of flexible water allocation and pricing according
to crop type and cropping season. A previous study in Jordan highlands showed that
there was a potential to decrease water consumption and to reallocate it in an optimal
way that considered cropping pattern and income from the irrigated area [57].
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Outputs from crop mapping and NCWR calculations were used to assess
groundwater abstraction records obtained by the MWI. The assessment was made
by comparing MWI records with the NCWR, calculated by the FAO56 method after
modifying Kc and the length of the growing season. This water auditing task was
achieved by considering NCWR, irrigation efficiency and water resources used in
irrigation to calculate GCWR. Results are summarized in Table 8. For the three basins,
the GCWR were higher than the safe yield of groundwater. In Jordan, the term of
groundwater safe yield is based on water balance models calibrated with data from
groundwater monitoring wells [58].

Table 8. Groundwater abstraction records compared with estimates from
remote sensing.

Basin
Safe Yield

(MCM)

Groundwater Abstraction
for Irrigation

Agricultural
Abstraction/Safe

Yield (%)

Abstraction/Safe
Yield * (%)

MWI
Records

Remote
Sensing

Yarmouk 40 36.4 48 120 144
Amman-Zarqa 88 63.9 104 118 224
Azraq 24 37.6 67 279 367

* Including non-agricultural water uses (Table 1) and calculated as abstraction/safe yield.

In terms of agricultural water use, irrigation consumed considerable amounts of
water that exceeded the safe yields in the three basins. Considering all uses of water,
the over abstraction of groundwater was in the range of 144% in Yarmouk to 367%
in Azraq. These results were in line with findings from the study on a groundwater
aquifer in the north of Jordan [58], which indicated a decline of groundwater levels by
40–60 m during 1986–2014. This decline resulted in changing water flow directions
from Zarqa towards the east of Mafraq and to the north in Yarmouk basin, i.e., an
opposite direction to its movement 40 years before [58]. Further, the results from
Azraq indicated an over-abstraction of groundwater that could result in negative
consequences resulting from groundwater depletion. The results for Azraq were
also supported by findings from a previous study [59] that indicated a decline and
lowering of the water table of the upper aquifer by 20 m during 1983–2003, the period
during which irrigation had expanded in this basin.

Findings from crop mapping and GCWR calculations were alarming to MWI as
they indicated that expansion in irrigation and adoption of inappropriate cropping
patterns could result in future loss of groundwater resources. In addition, the shift
between MWI records and remote sensing estimates indicated uncovered violations
pertaining to groundwater use. Therefore, the work of crop mapping was extended
to study the spatial distribution of irrigated areas in relation to water sources. The
disagreement between water sources and irrigated areas was used to highlight areas
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with possible violations pertaining to water use or even possible water theft. The first
map was prepared for the area around Ramtha City in Yarmouk basin (Red boxes in
Figure 9).
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Results from crop mapping showed that the irrigated area was nearly twice
the area estimated by the field crew of MWI, while GCWR values were nearly three
times higher than the recorded abstraction. Overlaying maps of irrigated crops and
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groundwater sources (Figure 9) showed that many irrigated fields were located in
areas without groundwater wells or available surface water sources, indicating an
illegal practice or violation to water use. In such cases, the concept of violation
or illegal irrigation would be related to water pumping and conveyance over long
distances rather than to cultivation of certain crops. Therefore, ground visits were
carried out in fields that were located far away from water resources to uncover
these violations, which were mainly in the form of water conveyance with pipelines
for long distances or unlicensed groundwater wells [21]. In some areas, irrigation
pipelines were illegally connected to the domestic water network and water was
transferred to irrigate fields of vegetables. These findings urged MWI to carry out
official campaigns to uncover these violations and to announce findings through
mass media [54].

The outputs from this work were reflected in MWI decisions to improve water
management and to activate water accounting and auditing. At present, amendments
made to the “Water Law” state that satellite images and remote sensing techniques
are officially adopted for auditing and estimating amounts of abstracted groundwater
through crop mapping and estimation of water requirements for the different
irrigated crops [60]. According to Article 4 of the new “Water Law”, satellite images
are among the accredited means that can be used by MWI to map irrigated areas and
crop type and to estimate amounts of groundwater abstraction for irrigated farms.
Therefore, it is hoped that the robust methods used in this study would contribute to
MWI efforts in improving water management by applying remote sensing methods
to uncover violations related to irrigational water use and to audit annual records of
water abstraction. Adoption of these methods towards water accounting systems,
however, would require capacity building in the use and utilization of remote sensing
data and geospatial techniques.

5. Conclusions

Remote sensing data and geospatial techniques act as good sources and tools
for providing data needed for managing the scarce water resources of drylands.
The study showed that the improved techniques for identifying irrigated areas
and crops using remote sensing would include the use of multi-temporal imagery
and ancillary data. The contribution of geospatial techniques was mainly in water
auditing as they provided crucial information on irrigated areas, cropping patterns
and estimates of groundwater abstraction in relation to available water resources
and irrigated crops. In terms of water use, the study showed intensive irrigation in
the drylands of Jordan, particularly in Amman-Zarqa basin. At present, irrigation
is consuming invaluable water resources and resulting in groundwater depletion.
It can be concluded that inappropriate cropping patterns may threat scarce water
resources of drylands. However, information provided through remote sensing and
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geospatial techniques may provide solutions that optimize cropping pattern and
water use. This fact was recognized by decision makers in Jordan and amendments
were made to the “Water Law” so that water accounting and auditing by means of
these contemporary techniques were approved. The remaining challenge, however,
will be the capacity building needed for adopting and implementing these techniques.
Once this target is achieved, then it is hoped that remote sensing and geospatial
techniques are taken one step further towards the development of water accounting
systems for the different basins in Jordan.
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Partitioning of Cotton Field
Evapotranspiration under Mulched Drip
Irrigation Based on a Dual Crop
Coefficient Model
Fuqiang Tian, Pengju Yang, Hongchang Hu and Chao Dai

Abstract: Estimation of field crop evapotranspiration (ETc) and its partitioning into
evaporation and transpiration, are of great importance in hydrological modeling and
agricultural water management. In this study, we used a dual crop coefficient model
SIMDualKc to estimate the actual crop evapotranspiration (ETc act) and the basal crop
coefficients over a cotton field in Northwestern China. A two-year field experiment
was implemented in the cotton field under mulched drip irrigation. The simulated
ETc act is consistent with observed ETc act as derived based on the eddy covariance
system in the field. Basal crop coefficients of cotton for the initial, mid-season, and
end-season are 0.20, 0.90, and 0.50, respectively. The transpiration components of
ETc act are 96% (77%) and 94% (74%) in 2012 and 2013 with (without) plastic mulch,
respectively. The impact of plastic mulch cover on soil evaporation is significant
during drip irrigation ranging from crop development stage to mid-season stage.
The extent of the impact depends on the variation of soil moisture, available energy
of the soil surface, and the growth of the cotton leaves. Our results show that the
SIMDualKc is capable of providing accurate estimation of ETc act for cotton field
under mulched drip irrigation, and could be used as a valuable tool to establish
irrigation schedule for cotton fields in arid regions as Northwestern China.

Reprinted from Water. Cite as: Tian, F.; Yang, P.; Hu, H.; Dai, C. Partitioning of
Cotton Field Evapotranspiration under Mulched Drip Irrigation Based on a Dual
Crop Coefficient Model. Water 2016, 8, 72.

1. Introduction

Crop evapotranspiration (ETc) consumes a large amount of irrigation water,
especially in arid areas; thus, accurate estimation of evapotranspiration is the basis
of hydrological modeling and agricultural water management [1]. Transpiration (T)
through plant stomata is a desirable component because this process is usually
associated with plant productivity; evaporation (E) over bare soil is usually
considered as water loss but sometimes also provides a benefit for maintaining a
micro-climate around the crop under conditions of high irrigation levels [2]; therefore,
ETc partitioning is essential for agriculture water resource management as well as
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hydrological modeling [3,4]. Common ways to partition ETc include experimental
methods or simulation methods. For the experimental methods, lysimeters [5,6],
soil water budget [7], sap flow [8,9], and stable isotope [10,11] methods are usually
adopted to evaluate E and T individually in previous studies.

However, these experimental methods usually require costly equipment and can
only be carried out at point scale, which provides poor spatial representation [10].
Therefore, a number of models have been developed to predict E and T conveniently and
to simulate evapotranspiration for agricultural management [12–14]. In these models,
the FAO-56 crop coefficient reference evapotranspiration methods [12], including single
and dual crop coefficient methods, are commonly used to calculate ETc [6,15–17].
The FAO-56 dual crop coefficient method separately calculates transpiration and
evaporation, which has been widely used in agriculture science [5,18–23]. The
SIMDualKc model is based on the FAO-56 dual crop coefficient approach and
combined with the hydrological extension for complete water balance, which can
be used to support general irrigation scheduling needs [24]. The modelemploys a
graphic- and menu-driven user interface that can serve as a convenient and effective
tool to calculate actual crop ETc [24]. The model has been used worldwide for
different crops, such as wheat, maize, barley, soybean, cotton, vineyard, and other
kinds of ecosystems [22,23,25–30]; the model also exhibits good adaptation and
efficiency under various irrigation methods [22–24,26,31] and ground cover [32–34].
Hence, the model was utilized in our study to implement the use of the dual crop
coefficient of cotton under mulched drip irrigation in Northwest China. The model
should be properly calibrated and validated before use when management options
have not been initially tested, and the observed soil moisture and ETc are common
variables used for this purpose [22,30,35].

The eddy covariance (EC) system, which can directly measure ETc, is widely used
in the field and is recognized as the standard method to measure ETc [1,36–38]. This
system can accurately and continuously estimate crop coefficients in real time [11].
Studies on ETc and crop coefficient by EC, have been conducted on cropland, as well
as other ecosystems [39,40]. In our study, the EC system was used to measure ETc in
2012 and 2013, and the measurements were used to calibrate the SIMDualKc model.

Cotton is an important and widely cultivated fiber crop in the United States,
India, Pakistan, Uzbekistan, and China [41]. In 2012, the cultivated area for
cotton production in Xinjiang Uygur Autonomous Region occupied more than
50% of China [42]. Xinjiang is in an arid area, thus, irrigation is critical for cotton
growth [43–45]. Increased water consumption for irrigation leads to groundwater
overexploitation and surface water overuse, which accelerates the deterioration of
ecological environment especially in the downstream of inland rivers; excessive
irrigation in arid areas can also induce secondary salinization which is harmful to the
growth of crops [46–48]. The limited water resources and salinization constrain
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agriculture development in the region; thus, drip irrigation and plastic mulch
are developed to conserve water [3]. Mulched drip irrigation is a useful and
economic way to improve the soil micro-climate condition and increase the water
efficiency [15,27,49,50]. Agricultural water consumption accounts for more than
90% of all water withdrawal from the Kaidu-Kongqi River Basin (a source basin of
Tarim River in Xinjiang), and most cotton fields in the Kaidu-Kongqi River Basin
are cultivated under mulched drip irrigation [38]. Mulched drip irrigation is a
potential water-saving method also in other districts in China [20], as well as in
Central Asia, where cotton is also heavily grown; these regions also exhibit a similar
dry climate [41,51,52].

A few researchers have investigated dual crop coefficients under drip irrigation
with mulching [15,27,49,53]. Nevertheless, research on cotton dual crop coefficient
under mulched drip irrigation has been rarely reported. This study aimed to use
an EC system and a SIMDualKc model to partition cotton field evapotranspiration
under mulched drip irrigation and to evaluate the effect of plastic mulch on ETc. The
SIMDualKc model was calibrated on the basis of the observed evapotranspiration
data; recommended parameters, including crop coefficients proposed by the
FAO [12], were also evaluated to determine applicable values in our study area.

The objectives of this study are as follows: (a) to validate the SIMDualKc model
by using the observed data obtained by eddy covariance system; (b) to analyze the
temporal variations of dual crop coefficients and the partition of cotton field ETc

under mulched drip irrigation in different growth periods based on the simulated
results; and (c) to estimate the effect of plastic mulch on ETc.

2. Materials and Methods

2.1. Experimental Site

The study area is located in the Tsinghua University-Korla Oasis Eco-hydrology
Experimental Research Station, which is 22 km away from the town of Xiborni
in Korla City, Xinjiang Uygur Autonomous Region (Figure 1). This area lies on
the alluvial plain of Kaiqu-Kongqi River, at the southern foot of the Tian Shan
Mountains. The average elevation is 897–902 m. The study area has a continental
desert climate with a warm temperate zone, scarce precipitation and intense potential
evapotranspiration. The annual mean precipitation is approximately 60 mm, and
annual mean potential evaporation is approximately 2800 mm. Average annual
temperature is 11.5 ˝C and sunshine duration is 3036 h. The average relative humidity,
net radiation, and wind speed during the cotton growth period were 40%, 110 w¨m´2,
and 1.90 m¨ s´1, respectively. We carried out a two-year (2012–2013) experiment
in this field. The reference evapotranspiration (ETo) is calculated based on the
Peman-Monteith equation (as suggested by the FAO-56 [12]), using the observations
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from an automatic weather station within the experiment field. The variations of ETo

are shown in Figure 2.

Figure 1. The location and eddy covariance system of the study area: (a) the
location of the study areas; (b) the observing tower in the field; (c,d) the cotton
under mulched drip irrigation and one-film, one-pipe, four-row mode.

The groundwater table level was measured using an automatic water depth
sensor (model HOBO U20 Titanium Water Level Data Logger, Onset Computer
Corporation, Inc., Pocasset, MA, USA) installed in a groundwater well near the
observation tower. The groundwater level varied from 1.0 m to 4.0 m throughout the
entire growth period, reaching a high value at the beginning of cotton growth after
flood irrigation. The flood irrigation was usually about two weeks before seeding,
and from 25–29 March 2012 and from 22–26 March 2013 [54]. The total amount of the
spring irrigation is about 375 mm for both the two years. The texture of the soil is
loam, which is made up of 30% sand, 5% silt, and 65% loam. The soil bulk density of
the experiment field is from 1.40 g¨ cm´3 to 1.64 g¨ cm´3 in the 1.5 m soil profile. The
depth of frozen soil is approximately 60 cm. The saturated water content of soil is
nearly 0.42 [50].
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Figure 2. Evapotranspiration and energy flux measured by eddy covariance.

2.2. Cotton Planting

Cotton (Gossypium hirsutum L.) is planted under mulched drip irrigation in
the entire growth period and the experimental field covers an area of 3.48 ha (see
Figure 1). Mulched drip irrigation involves plastic mulch covering the drip tape
and the surface soil. The cotton planting and drip irrigation tape employs one-film,
one-pipe, four-row mode [38,44]. The drip irrigation tape is located beneath the
middle of the mulch. Two cotton rows are symmetrically distributed on both sides
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of the tape. The mulch width is 110 cm, and the inter-mulch zone width is 40 cm.
The widths of the cotton row spaces are 20, 44, and 20 cm (Figure 1). The irrigation
schedules in the two-year experimental period are summarized in Table 1. Irrigation
was performed roughly once a week starting in mid-June and ending in late August
for both years. The irrigation lasts for about 12 h for each irrigation event and the
flow is about 15 m3¨h´1 with the meter measurement. The irrigation tape is made of
plastic and the external diameter of the irrigation tape is 16mm, the wall thickness is
about 0.2 mm, the space between the drip holes is about 0.3 m, the work pressure is
0.10 MPa, and the flow rate of each tape is 3.2 L¨h´1.

Table 1. Irrigation schedules adopted for experiments in 2012 and 2013.

Growth Stage Squaring Stage Flowering Stage Bolls Stage

2012
Irrigation date 6–10 & 6–14 * 6–21 6–28 7–6 7–15 7–26 8–4 8–8 8–12 8–17 8–22 8–27
Volume (mm) 65.2 34.4 35.3 36.8 33.3 44.1 40.0 59.3 46.7 42.2 50.8 52.2

2013
Irrigation date 6–13 6–20 6–28 7–3 7–9 7–16 7–27 8–2 8–8 8–13 8–18 8–22
Volume (mm) 48.5 32.3 30.7 39.2 76.0 46.5 39.0 53.1 63.2 51.8 52.1 58.8

Note: * The total irrigation on 10 and 14 June 2012 was about 65.2 mm.

Cotton was sown in mid-April and harvested in early October. The growth
stages of cotton are shown in Table 2. The seeds were sown with a spacing of
0.1 m between rows, and the planting densities were approximately 89,800 and
95,700 plants ha´1 in 2012 and 2013, respectively. The planting density in 2012
was approximately 6% less than that in 2013 because of sandstorm and freezing
damage that caused a low emergence rate of cotton. The crop height, root depth,
and leaf area index (LAI) were measured at an interval of two weeks, and the main
crop physiological parameters of the growth stage are presented in Table 3. All of
the leaves were stripped from each plant, and the leaf area was then obtained by
directly scanning all of the leaves using a leaf area meter (model Yaxin-1241, Beijing
Yaxinliyi Science and Technology Co., Ltd., Beijing, China). The LAI was calculated
by dividing the leaf area by the area that each plant occupied [38].

Table 2. Cotton growth stages of 2012 and 2013.

Cotton
Growth Stages

Phenological
Growth Stages 2012 2013

Planting/initiation Emergence & Squaring stage 23 April–23 May 22 April–5 June
Rapid growth Squaring & Flower stage 24 May–6 July 6 June–14 July

Midseason Flower & Boll stage 7 July–2 September 15 July–28 August
Maturity Boll stage 3 September–7 October 29 August–4 October
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Table 3. Main crop parameters of the growth stage.

Year Physiological Parameter Planting Start Crop
Development

Start
Mid-Season

Start
Late-Season Harvest

2012
Root depth (m) 0 0.4 0.70 0.70 0.70
Crop height (m) 0 0.20 0.76 0.76 0.76

Fraction of ground cover 0 0.2 0.50 0.95 0.85

2013
Root depth (m) 0 0.4 0.62 0.62 0.65
Crop height (m) 0 0.4 0.62 0.62 0.67

Fraction of ground cover 0 0.20 0.50 0.95 0.85

2.3. EC System

The EC system was installed in a 10 m-high stationary tower (see Figure 1 for
more details). The main components of EC system are as follows: a fast response
open-path infrared gas (H2O and CO2) analyzer (model EC150, Campbell Scientific
Inc., Logan, UT, USA), a fast response 3D sonic anemometer (model CSAT3, Campbell
Scientific Inc.), air temperature/humidity sensor (model HMP155A, Vaisala Inc.,
Woburn, MA, USA), a micro logger (model CR3000, Campbell Scientific Inc.) and
net radiometer (model LITE2, Kipp and Zonen, Delft, The Netherlands). The
abovementioned equipment was installed at a height of 2.25 m. The soil heat flux
plates (model HFP01SC, Hukseflux, The Netherlands) were imbedded 0.05 m below
the ground surface under the film-mulched zone and inter-film zone to obtain the
soil heat flux (G). Data processing and energy closure have been discussed in the
literature [38], and the data over two years from the EC system were used in this
study. The latent heat flux was calculated by multiplying vertical velocity fluctuations
by a scalar concentration fluctuation [55]:

λET “ λρaw1q1 (1)

where λ ET is the latent heat flux (W¨m´2), λ is the latent heat of vaporization
(J¨kg´1), ρa is the air density (kg¨m´3), and w1q1 is the covariance between
fluctuations of vertical wind speed w1 (m¨ s´1) and air humidity q1 (kg¨kg´1).

The azimuth angle of the CSAT3 sensor is 50˝ from true north. The maximum
height of the crop is approximately 70 cm, which ensures that the EC systems
maintain an appropriate footprint. The data were measured at a frequency of 10 Hz
and the fluxes were computed in half-hour. Energy closure was used to evaluate the
quality of the measurement data. The net radiation (Rn), G, sensible heat (H) and
latent heat (LE) were all obtained through the EC systems. The slope of the energy
balance equation (LE`H “ Rn´ G) for this site in 2012 and 2013 was 0.72 (r2 “ 0.90,
n “ 21, 886) [38]. The ratio was similar to the values obtained in previous studies
(0.70–0.90) [7]. Thus, the data can be regarded as reliable, considering the influence
of the plastic mulch to the energy transport between the soil and atmosphere [56].
The calculated ET and variation of radiation and soil heat flux are shown in Figure 2.
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2.4. SIMDualKc Model

The actual ET was simulated by using the SIMDualKc model, which is an
irrigation scheduling simulation model. The actual crop ET is estimated by the dual
crop coefficient equation as follows [12,24]:

ETc act “ pKsKcb ` KeqETo (2)

where Kcb is the basal crop coefficient, Ks is the water stress reduction coefficient, Ke

is the soil evaporation coefficient, ETc act is the actual crop evapotranspiration and
ETo is the reference evapotranspiration (mm¨day´1), which is calculated using the
FAO Penman-Monteith equation [12,18].

The model considers the different influence of irrigation and precipitation on the
variation of soil evaporation. The Ke is divided into two parts, Ke “ Kei ` Kep, where
Kei is the soil evaporation coefficient induced by irrigation and precipitation that raise
soil moisture, and Kep is the soil evaporation coefficient induced by the precipitation
only [57]. The effects of crop height, crop density, and canopy architecture on Kcb
were calculated through the density coefficient (Kd) [24,32].

Crop management is also considered in the model, such as using mulch to
decrease the evaporation; that is, the model considers the fraction of soil covered
by the plastic sheet and estimated the influence compared to the fraction of ground
cover [24].

The input data of the model consist of the following [24]:

(a) Soil data: the total available water (TAW, mm¨m´1). It can be calculated with
the field soil content and wilting point soil moisture or use the suggested the
values; amount and depth of the soil layers; effective depth of the evaporation
layer (Ze, m); readily and total evaporable water (REW and TEW, mm); and
textural classes of that layer when the values are calculated by the model.

(b) Meteorological daily data: minimum and maximum air temperature, Tmax and
Tmin (˝C); reference evapotranspiration (ETo, mm); minimum relative humility
(RHmin, %); precipitation (P, mm); and wind speed at 2 m height (u2, ms´1).

(c) Crop data: data for the initial, crop development, mid-season, late-season
and harvest or end-of-season growth stages; initial and end-of-season data of
frozen soil; basal crop coefficient (Kcb) for the initial, mid-season and harvest
growth stages; soil water depletion fraction without stress (p), and the fraction
of ground cover ( fc), for all growth stages; root depths (Zr, m) and crop
height (h, m).

(d) Irrigation data: irrigation system; irrigation data; fraction of soil surface wetted
by irrigation ( fw) and the depth of each irrigation.
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(e) Other data: data used for the capillary rise and deep percolation equations;
mulch data, including related management; active ground cover characteristics;
and runoff data.

In this study, the effects of crop density, height, and canopy architecture on
Kcb are evaluated using a Kd and the effect of using mulches is also included for
assessing the water saving effect of plastic mulch covering [12]. The model contains a
module which can consider the influence of the plastic mulch according to the actual
situation. The model provides two alternative methods i.e., a simplified procedure
described in Doorenbos and Pruitt [58] and the parametric equation proposed by
Liu et al. [1] to evaluate the deep percolation and capillary rise. Considering the
available data (soil water parameters, LAI and water table depths) (Figure 3), the
parametric equation proposed by Liu et al. [34] was chosen to calculate the deep
percolation and capillary rise.

Figure 3. LAI and water table depth during the growing season for two years.

2.5. Model Calibration and Validation

The SIMDualKc model initially simulated the ETcct through the table values of
the crop (Kcb and p), the soil (Ze, TEW and REW), and the percolation equation (ap

and bp) suggested by the FAO-56 [12] and other previous studies [34]. The model was
further calibrated to minimize the differences between the simulated and observed
ETc act. Model calibration utilized a trial and error procedure and a gradual change in
the parameters from crop to soil, is described with more details in Rosa et al. [35]. The
initial and calibrated values for the soil and crop parameters of the growth season are
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presented in Table 4. In our study, the data observed during the 2012 growth season
was used to calibrate the model, and the observed data of 2013 was used for model
validation. The real irrigation amount and respective data were used in simulation
for calibration and validation.

Table 4. The initial and calibrated values of the crop and soil parameters of the
growth stage.

Parameter Initial Values [12,34] Calibrated

Crop coefficients

Kcb ini 0.15 0.20
Kcb mid 1.15 0.90
Kcb end 0.50 0.50

Depletion fraction

pini 0.65 0.70
pmid 0.65 0.60
pend 0.65 0.60

Soil evaporation

REW (mm) 8 8
TEW (mm) 20 33

Ze (cm) 10 15

Deep percolation

ap 408 390
bp ´0.0173 ´0.0173

Capillary rise

a1 320.8 320.8
a2 303.2 303.2
a3 ´0.15 ´0.15
a4 7.55 7.55
b1 ´0.16 ´0.16
b2 ´0.54 ´0.54
b3 2.1 2.1
b4 ´2.03 ´2.03

Several goodness-of-fit indicators were applied in previous studies to evaluate
the model predictions [35,59]. The simulated and observed ETcct were compared
through the figure, and regression was also calculated throughout the growth season.
The linear regression between simulate and observed ETc act was firstly been obtained.
The determination coefficient r2 of the regression is:

r2 “

»

–

řn
i“1 pOi ´OqpSi ´ Sq

b

řn
i“1 pOi ´Oq2

b

řn
i“1 pSi ´ Sq2

fi

fl

2

(3)
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where Oi and Si (i = 1, 2, . . . , n) represent the observed and simulated ET, and O and
S are the corresponding mean values, when the value is close to 1.0, the predicted
values are statistically close to the observed ones.

The indicators to evaluate the estimation errors are calculated as follows:

(a) The Nash–Sutcliffe model efficiency coefficient NSE, which is the ratio of the
mean square error to the variance in the observed data [27]:

NSE “ 1´
řn

i“1 pOi ´ Siq
2

řn
i“1 pOi ´Oq2

(4)

(b) The root mean square error, which characterizes the variance of the errors:

RMSE “

«

řn
i“1 pSi ´Oiq

2

n

ff0.5

(5)

(c) The ratio RSR of the RMSE to the standard deviation of observed data (sd) that
standardizes RMSE using the sd of observations:

RSR “

”

řn
i“1 pSi ´Oiq

2
ı0.5

”

řn
i“1 pSi ´Oiq

2
ı0.5 (6)

(d) The average absolute error, which expresses the magnitude of estimation errors
in alternative to RMSE:

AAE “
1
n

n
ÿ

i“1

|Si ´Oi| (7)

(e) The average relative error, which indicates the size of errors in relative terms
and is expressed as a percentage:

ARE “
100
n

n
ÿ

i“1

ˇ

ˇ

ˇ

ˇ

Si ´Oi
Oi

ˇ

ˇ

ˇ

ˇ

(8)

(f) The percent bias, which indicates measures the average tendency of the
simulated data to be larger or smaller than their corresponding observations:

PBIAS “ 100
řn

i“1 |Si ´Oi|
řn

i“1 Oi
(9)
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3. Results and Discussion

3.1. Model Calibration and Validation

The initial soil related parameters were set according to local conditions.
In common farming practice, the spring flush was employed two weeks before
cultivation to leach soil salt, which significantly increases soil moisture. Afterward,
however, intensive potential evaporation causes a remarkable depletion of surface
soil water [17,50]. Accordingly, the initial depletion of the evaporable layer was set
at 80% of TEW, and the initial depletion of the root zone of TAW was estimated at
20% in 2012 and 2013.

The capillary rising parameters (a1 = 320.8, a2 = 303.2, a3 = ´0.15, a4 = 7.55
and b1 = ´0.16, b2 = ´0.54, b3 = 2.1, and b4 = ´2.03) and deep percolation equation
(ap = 408, bp = ´0.0173) are adopted from Liu et al. [34]. LAI and water table depth
are shown in Figure 3. The spring flush was applied in March, and the initial water
table depth was approximately 1–2 m in April, decreased to approximately 3–4 m
in June and varied in the drip irrigation period from June to August during the two
experimental years.

The daily variation of the simulated (calibration and validation) and observed
ETc act (mm¨day´1) are shown in Figure 4. The results show that the simulation
results fit the observed data well and no significant biases were detected. The
regression coefficient is 0.95 and 1.08 for 2012 and 2013, respectively. The calibrated
parameters of the model are presented in Table 5. The parameters p are close to
the suggested values by Allen et al. [12]. Kcb ini, Kcb mid is 33% more, 25% less than
the suggested values by Allen et al. [12], while the Kcb end is nearly the same. The
minimal variation in the parameters of deep percolation equation in the calibration
showed the feasibility of the adopted equation.

The indicators of goodness-of-fit relative to the model tests are presented in
Table 5. The observed ETc act was 3.3 mm¨day´1 and 3.2 mm¨day´1 in 2012 and
2013, respectively, and the simulated ETc act was 3.4 mm¨day´1 and 3.2 mm¨day´1,
which were very close to the observed ETc act. NSE, r2, RMSE, AAE, ARE, RSR,
and PBIAS in 2012 were 0.89, 0.87, 0.68 mm¨day´1, 0.50 mm¨day´1, 21.8%, 0.38,
and 15.0%, respectively, and 0.84, 0.87, 0.72 mm¨day´1, 0.50 mm¨day´1, 18.1%, 0.40
and 15.4% in 2013. The goodness-of-fit of the model in this area is close to the study
for the maize and wheat in Northern China [22] and the study for peach orchard in
Portugal [28].
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Table 5. Indicators of goodness of fit relative to the model tests of the crop
evapotranspiration for the cotton under mulched drip irrigation.

Year b * r2 RMSE
NSE RSR

ARE PBIAS AAE

(mm¨ day´1) (%) (%) (mm¨ day´1)

2012 (calibration) 0.95 0.87 0.68 0.89 0.38 21.8 15.0 0.50
2013 (validation) 1.03 0.87 0.72 0.84 0.40 18.1 15.4 0.50

Note: * The b is the slope of regression line.

Figure 4. The comparison between observed (EC) and simulated ETc act: (a,b) the
results of 2012 (calibration); and (c,d) the results of 2013 (validation).

3.2. Crop Coefficients

The seasonal variations of Kcb, Kcbct, and Ke are presented in Figure 5. The
calibrated basal crop coefficient Kcb ini “ 0.20 was higher than the value of 0.15
(Table 4) proposed by Allen et al. [12]. In fact, Kcb ini is sensitive to irrigation
management [16]. In our study area flood irrigation is usually implemented for
approximately two weeks before sowing which rapidly increases the soil moisture
and, thus, evaporation. Moreover, the soil was ploughed in the sowing period which
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increased the moisture of the soil surface. The calibrated mid-season basal crop
coefficient Kcb ini “ 0.90 was lower by 20% than the proposed value of 1.10–1.15. The
difference can be attributed to the influence of plastic mulch which may decrease the
suggested Kcb by 10%–30% [12]. The end basal crop coefficient Kcb end “ 0.50 which
is within the range of proposed values of 0.40–0.50. The influence of plastic mulch on
Kcb end is insignificant compared to Kcb mid. In the end growth stage, the ground was
fully covered with the cotton, and when the irrigation ended, the influence of plastic
mulch was negligible. The Kcb increased with the growth stage from start to end,
whereas the Kcb act maintained the same values as the calibrated Kcb except in the
initial stage when the irrigation started. The soil moisture was lower in this periods
which may cause the soil water stress of the cotton. The Ke values of the cotton were
high in the initial stage when the soil moisture was high during sowing (Figure 5).

Figure 5. Seasonal variation of Kcb, Kcb act, Ke, irrigation, and precipitation for
cotton: (a) in calibration period (2012); and (b) validation period (2013).

272



The parameter Ke was divided into two components in the model, namely,
Kei which was related to the exposed fraction of soil wetted by both irrigation and
precipitation, and Kep, which was related to the exposed fraction of soil wetted by
precipitation only [24]. Considering drip irrigation, the soil wetted conditions with
irrigation and precipitation are different. The variations of Ke with the precipitation
and irrigation are shown in Figure 5. The large variation range of Ke before the
irrigation is mainly because of the precipitation. Ke was sensitive to the irrigation in
the initial period which is due to the rapid increase in the surface soil moisture when
the irrigation started. The influence of irrigation on Ke decreased in the late middle
stage as it was affected by the growth of the cotton leaves. The inter-film zone was
covered by the leaves in late July, decreasing the soil evaporation. After this stage,
the Ke value stayed at low levels (close to zero), which implied that almost no soil
evaporation occurred in that stage.

Allen [18] reported that Kcb mid equals to 1.0 in Turkey and suggested that the
15% reduction of the tabled values in the FAO-56 report were due to low planting
density and non-uniform irrigation. Rosa et al. [24] proposed the Kcb mid equals to
1.15 with furrow irrigation in Uzbekistan. Howell et al. [60] proposed that Kcb mid
equal to 1.23 with the lysimeters in the Northern Texas High Plains of the USA
with sprinkle irrigation. Kcb mid, in our study, was less than the two cases above by
approximately 10% and 25%, respectively. The differences can be mainly attributed
to the influence of plastic mulch and location.

3.3. Partitioning of Evapotranspiration

The ETc act (mm¨day´1) and its components in different growth stages during
the two-year experimental period which simulated by the model are shown in Table 6
and Figure 6. In the initial stage, T comprised 80%–90% of the entire ETc act. In the
crop development stage, T accounted for 90% of the entire ETc act, increasing with
crop growth to 100% during the late season. For the full growth season, T under
plastic mulch averaged 96% and 94% in 2012 and 2013, respectively. The components
of ETc act, without mulch, are presented in Table 6 according to simulation. The
transpiration components of initial stage, crop development stage, mid-season,
and late season in the two-year experimental period (2012–2013) are 77%, 61%,
79%, and 94%, respectively. The ratio of E{ETc act of cotton without mulch was
significantly higher than that with mulch, with the highest ratio observed during the
crop development stage. The plastic mulch is the main reason for the rapid decrease
in soil evaporation. In the initial stage, the soil moisture is low (Figure 7) and the
values of E and T were both low. When irrigation started in the crop development
stage, T and T both increased, with T increasing more slowly than E because of
undeveloped leaves and, therefore, the transpiration component becomes lower in
this stage. In the mid-season, the soil was covered by leaves, and the available energy
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of the soil evaporation decreased, thereby decreasing E{ETc act. Irrigation usually
ends by the end of the mid-season, and the lower soil moisture further decreases the
ratio of E{ETc act.

Table 6. ETc act and their components for different growth stages.

Growth Stages

Observation
2012

Observation
2013

Plastic Mulch No Mulch Plastic Mulch No Mulch

ET * ET T E T/ET ET T E T/ET ET ET T E T/ET ET T E T/ET

Initial 0.9 1.0 0.9 0.1 88.3 1.1 0.9 0.2 78.4 1.3 1.1 0.9 0.2 81.8 1.2 0.9 0.3 76.1
Crop

development 3.5 3.5 3.2 0.3 90.3 4.9 3.2 1.8 64.3 4.0 3.6 3.1 0.5 87.0 5.3 3.1 2.2 58.4

Mid-season 5.0 5.1 5.0 0.1 98.3 6.2 4.9 1.2 80.0 5.2 5.4 5.3 0.1 97.5 6.8 5.3 1.5 78.2
Late season 2.5 2.7 2.7 0.0 100.0 2.8 2.6 0.2 93.4 2.4 2.7 2.6 0.0 99.6 2.7 2.5 0.2 94.2

Full crop season 3.3 3.4 3.3 0.1 95.9 4.2 3.3 1.0 77.0 3.2 3.2 3.0 0.2 93.6 4.0 3.0 1.0 74.1

Notes: * The units of the value are below: ET: Evapotranspiration (mm¨day´1); T:
Transpiration (mm¨day´1); E: Evaporation (mm¨day´1); T/ET: Fraction of transpiration
to evapotranspiration (%).

Figure 6. Daily variation of evaporation and transpiration for cotton in 2012–2013
(with and without mulch).

Sap flow gauges were used to measure individual plant transpiration in our
experimental station in 2012, and the obtained ratio T{ETc act is approximately 87% in
June, 82% in August, and nearly 100% in September [38]. Martins et al. [26] indicated
that E of ETc act in sprinkler and drip experiments under mulched soil for maize
ranged from approximately 91% to 94%, and Rosa et al. [35] reported that T{ETc act
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in furrow-irrigated cotton were 90% and 83% in two different years. These results
are similar to those of our study in Xinjiang, and are higher than the other studies
in the areas with similar climate, e.g., ~80% in Uzbekistan by Qureshi et al. [52] and
56%–68% by Forkutsa et al. [61] also in Uzbekistan.

Figure 7. Daily variation of soil moisture under irrigation for cotton in 2012–2013.

3.4. Influence of Plastic Mulch

The influence of plastic mulch cover on ETc act was simulated by the model,
and the results are shown in Table 6 and Figures 6 and 8. The observation ETc act

data, with no mulch, was not obtained in our research. The calibrated and validated
parameters with mulch was used to simulate the ETc act with no mulch. The result
is used to analyze the influence of mulch on ETc act. Plastic mulch has been proven
to be able to increase soil temperature and moisture [36], as well as to conserve
water [15,26].
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Figure 8. Evaporation and transpiration by the SIMDualKc during growing season
for two years.

T values under plastic mulch cover were 549.2 mm and 495.0 mm in 2012 and
2013, respectively, and 545.2 mm and 493.2 mm without mulch cover, respectively.
No significant difference was detected. E values under plastic mulch cover were
23.5 mm and 33.9 mm, in 2012 and 2013, respectively, and 163.1 mm and 170.8 mm
without mulch cover, respectively. Thus, E increased by approximately 139.6 mm and
137.0 mm without mulch cover. For the entire growing season, the T components of
ETc act were approximately 96% under plastic mulch and 77% without mulch in 2012;
the T components of ETc act were approximately 94% and 74% in 2013, respectively.

The influence of plastic mulch cover on E is significant during the drip irrigation
from the crop development stage to the mid-season stage. These phenomenon can be
attributed to the variation of soil moisture and the available energy of the soil surface
with the growth of the cotton leaves. Soil moisture is low in the initial stage and E
is at a low rate; therefore, no remarkable disparity was detected between mulched
and unmulched soil. Under initial irrigation, the soil moisture increases rapidly
to promote soil evaporation, which decreases with plastic mulch, compared with
unmulched soil. In the mid-season stage, the cotton leaves were enlarged, and the
ground was covered by these leaves. The available energy of the soil surface was the
key factor affecting soil evaporation instead of soil moisture. The sensitivity of soil
evaporation to irrigation with and without mulch decreased, and the evaporation of
the mulched soil largely declined to nearly 0 in combination with the impact of the
plastic mulch.
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The amount of percolation during the drip irrigation was approximately
152.1 mm and 223.6 mm for 2012 and 2013, respectively. The exchange water
fluxes between soil and groundwater reservoir at 90 cm were 133.4 and 252.5 mm,
respectively, as indicated in the water balance model [38]. These results indicate that
simulated percolation is reasonable.

4. Conclusions

ET measurements using the eddy covariance system were conducted in a cotton
field for two years, and the dual crop coefficient model SIMDualKc was successfully
applied in the study area.

The goodness of fit showed that the predicted and observed values matched quite
well. The regression coefficients were 0.95 and 1.08 for the two years, respectively. The
T{ETc act ratio increased with mulched drip irrigation; the ratios were equal to 96%
and 94% during the two-year growth seasons, respectively. T occupied approximately
100% in mid-season and maturity stages. The SIMDualKc model can be used to assess
ground cover, and the influence of plastic mulch is simulated via two setups; namely,
with mulch and without mulch. The simulation results showed that the mulched
cover reduced E by approximately 139.6 and 137.0 mm in 2012 and 2013, but barely
affected T. The study showed that percolation amounts were approximately 152.08
and 223.62 mm in 2012 and 2013, respectively.

According to our results, the SIMDualKc model can be used to support irrigation
schedules for cotton under mulched drip irrigation in Northwest China and other
areas with similar climate and irrigation methods. The model can also be a useful tool
to evaluate the influence of water saving methods and plastic mulches. Moreover,
the validated parameters and basal crop coefficient in this study can be helpful and
valuable for the further applications in arid land of Central Asia.
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Winter Irrigation Effects in Cotton Fields in
Arid Inland Irrigated Areas in the North of
the Tarim Basin, China
Pengnian Yang, Shamaila Zia-Khan, Guanghui Wei, Ruisen Zhong and
Miguel Aguila

Abstract: Winter irrigation is one of the water and salt management practices
widely adopted in arid irrigated areas in the Tarim Basin located in the Xinjiang
Uygur Autonomous Region in the People’s Republic of China. A winter irrigation
study was carried out from November 2013 to March 2014 in Korla City. A
cotton field was divided into 18 plots with a size of 3 m ˆ 3 m and five winter
irrigation treatments (1200 m3/ha, 1800 m3/ha, 2400 m3/ha, 3000 m3/ha, and
3600 m3/ha) and one non-irrigation as a control were designed. The results showed
that the higher winter irrigation volumes allowed the significant short-term difference
after the irrigation in the fields with the higher soil moisture content. Therefore, the
soil moisture in the next sowing season could be maintained at the level which was
slightly lower than field capacity and four times that in the non-irrigation treatment.
The desalination effect of winter irrigation increased with the increase of water
irrigation volume, but its efficiency decreased with the increase of water irrigation
volume. The desalination effect was characterized by short-term desalination,
long-term salt accumulation, and the time-dependent gradually decreasing trend.
During the winter irrigation period, air temperature was the most important external
influencing factor of the soil temperature. During the period of the decrease in winter
temperatures from December to January, soil temperature in the 5-cm depth showed
no significant difference in all the treatments and the control. However, during
the period of rising temperatures from January to March, soil temperature in the
control increased significantly, faster than that in all treatments. Under the same
irrigation volume, the temperature difference between the upper soil layer and the
lower soil layer increased during the temperature drop period and decreased during
the temperature rise period. In this paper, we proposed the proper winter irrigation
volume of 1800–3000 m3/ha and suggested that the irrigation timing should be
delayed to early December or performed in several stages in the fields with the
drainage system. Under the current strict water management and fixed water supply
quota situation, the methods are of great practical significance.

Reprinted from Water. Cite as: Yang, P.; Zia-Khan, S.; Wei, G.; Zhong, R.; Aguila, M.
Winter Irrigation Effects in Cotton Fields in Arid Inland Irrigated Areas in the North
of the Tarim Basin, China. Water 2016, 8, 47.
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1. Introduction

Cotton is one of the most important economic crops in Xinjiang Uygur
Autonomous Region, China. The average annual planting area of cotton in Xinjiang
is 1,564,000 ha, accounting for nearly 1/3 of total crop area in Xinjiang. The cotton
production in Xinjiang ranks first in China and accounts for 10% of global cotton
production [1]. The cotton planting mode commonly used is winter or spring
irrigation plus drip irrigation under plastic mulch. Under this cropping pattern,
drip irrigation ensures the crop water requirement which can leach the salinity of
the root zone. However, due to the lesser water quantity in drip irrigation, salinity
mainly accumulates at the edge of the wet zone, thus reducing the rate of emergence
in the coming year. To solve this problem, flood irrigation is applied to leach salt
from October to November every year. Flood irrigation is now considered as the
pre-requisite for a high yield, and it is generally believed that winter irrigation
has more beneficial impacts. For example, it leaches the salts from the plant root
zone, and stores winter water for spring. Flood irrigation in winter, namely winter
irrigation, is often considered as the “improvement irrigation”, which can improve
cotton sprouting rate and survival rate. Regular winter irrigation volume is generally
between 3000 and 4500 m3/ha and accounts for 75% of cotton water consumption [2].
It leads to a situation of efficient water utilization in the development stage and
inefficient water utilization in the non-development stage. Under the current strict
water management and fixed water supply quota situation, it is necessary to improve
the inefficient water utilization in winter irrigation.

Since the 1950s, winter irrigation has been widely applied in cotton, wheat,
and fruit trees in Xinjiang and has become one of the routine measures of water
management and soil improvement. Chen et al. [3] studied the impacts of different
winter irrigation modes of cotton fields in northern Xinjiang on soil moisture content,
soil salinity, and temperature distribution. They concluded that both drip irrigation
of high discharge rate and flood irrigation could reduce salinity. Moreover, drip
irrigation of 3000 m3/ha was more beneficial to moisture retention and desalination.
Sun et al. [4] analyzed the effects of winter irrigation on salt transport and proposed
that winter irrigation of the larger quota allowed the better salt leaching effect.
However, at the same time, the high water volume applied during winter irrigation
may increase the soil pH and the concentration of HCO3

´, thus causing the rise of
underground water level and accelerating salt return. Therefore, Sun recommended
the winter irrigation volume of 3500 m3/ha. Feng Cao et al. [5] studied the effects of
leaching salts and alkali reduction of different irrigation modes in No. 30 Regiment,
Xinjiang Agricultural Reclamation No. 2 Division and proposed that winter irrigation
allowed the higher sprouting rate and yield than spring irrigation.

The above results were mainly focused on the winter irrigation volume, which
was relatively high. Moreover, the transport mechanisms of water and salt under
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freeze-thaw conditions were explored. Guisheng Fan et al. [6] carried out moisture
infiltration tests of naturally frozen soil in the fields with different groundwater
depths under the freeze-thaw conditions and analyzed the influence of groundwater
depth on soil moisture infiltration capability and relatively stable infiltration rate.
Similarly, Jihong Jing et al. [7] conducted water transport tests in the fields with
artificially controlled groundwater at various depths on the plain in the northern
foot of the Tianshan Mountains. Jing found that soil water transport towards the
frozen layer led to groundwater evaporation and resulted in the decline in the
groundwater level.

With the increase in the drip irrigation planting years of cotton under film
covering in Xinjiang, the groundwater level declined and the mode and intensity
of salt accumulation in fields began to differ from those formed under the ditch
irrigation mode. As the area under plastic mulch drip irrigation increases in Xinjiang,
the irrigation method of groundwater resulted in the decline in the groundwater
level. The traditional flood irrigation requires a large amount of water and will be
restricted by limited resources. Therefore, the water-saving irrigation schedule and
the management of salt has become a hot issue in the cotton fields. In order to save
water resources, leach salts, reduce alkali and improve farmland soil environment
without increasing the pressure on the ecological environment, it is necessary to
further study winter irrigation effects and applicability in cotton fields. The paper
not only aims to find suitable irrigation time and water quantity of winter irrigation
but to provide experimental evidence for farmers to change traditional irrigation
methods gradually.

2. Materials and Methods

2.1. Study Area

The study area is Korla Irrigation Experiment Station which belongs to the
Xinjiang Agricultural University located in Xi’ni’er Town of Korla City (Figure 1).
Its geographic coordinates are 41˝351 N–41˝371 N and 86˝091 E–86˝121 E. The study
area is characterized by arid conditions, less precipitation, and large temperature
differences. Average annual precipitation is 53.3–62.7 mm and average annual
evaporation is 2273–2788 mm (obtained with the evaporation pan with a diameter
of 20 cm). The evaporation-precipitation ratio reaches 43.6. The altitude is between
895 m and 903 m. The climate in the study area belongs to warm temperate
continental desert climate. Soil texture is loamy sand soil with lower soil fertility [8].
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Figure 1. Geographic location of the study area.

2.2. Experimental Design

Winter irrigation tests were performed from 5 November 2013 to 20 March
2014. A total of five irrigation treatments and one control were respectively designed
as 1200 m3/ha, 1800 m3/ha, 2400 m3/ha, 3000 m3/ha, 3600 m3/ha, and 0 m3/ha
(control). Total dissolved solid and electrical conductivity in the irrigation water
was 1185.1 mg/L and 1935 µs/cm, respectively. The pH value was 7.3. The size of
the experimental plot was 3 m ˆ 3 m. Irrigation was performed from 10 November
to 11 November. Soil samples were obtained before and after winter irrigation to
determine soil moisture content and soil electrical conductivity. Sampling depth was
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1.0 m. Four soil samples were obtained on 6 November, 21 November, 5 December
and 9 March up to a depth of 1.0 m. The total duration was 119 days after irrigation.
To avoid spatial heterogeneity, two soil sampling methods were adopted. First, in
order to acquire undisturbed soil samples, a small gouge with the small borehole
diameter (ϕ = 3.0 cm) was used to acquire soil samples. Second, more soil samples
were obtained. In the first and last soil sampling, 6 samples were obtained. In the
second and third sampling, 3 samples were obtained. To determine soil moisture
content and salt content, soil samples were obtained for every 10-cm soil depth. The
soil profile in the experimental field showed two soil texture classes. According
to the particle analysis results, soil from the ground to the depth of 60–80 cm was
silt and the soil below the depth of 60–80 cm was the transition silt sand. The field
capacity (mass) in the field was between 16.0% and 18.0%.

Soil moisture content was measured gravimetrically with the drying method.
The water–soil solution mixture was prepared according to the ratio of 1:5 and then
the electrical conductivity values were measured by Leici DDS-307 conductivity
meter ((DDS-307, INESA Scientific Instrument Co., Ltd., Shanghai, China)). Soil
temperature was measured by installing the Micro Lite U-disc temperature data
loggers (Fourier Co. Tel Aviv, Israel) at the depths of 5 cm, 15 cm and 25 cm in two
treatments (1200 m3/ha and 3600 m3/ha) and control treatment. The sensor’s logging
interval was 2 h. The resolution of the instrument was 0.06 ˝C and the accuracy was
0.3 ˝C. Air temperature, relative humidity, wind speed, and solar radiation were
monitored by Davis Vantage Pro 2 automatic weather station ((Davis Instruments,
CA, USA,). Groundwater depth was measured twice during the experiment period.
Groundwater depths at 4.5 m and 4.6 m were observed on 5 December 2013 and
9 March 2014 and showed no change or little change.

3. Results and Analysis

3.1. Relationship between Total Salt Content and Conductivity Values

According to the analysis results of 103 soil samples collected from the
experimental plots in December 2011, the correlation between total salt content
and the conductivity of the extraction solution prepared according to the ratio of 1:5
is expressed as: Y = 0.3911x ´ 0.0227 (R2 = 0.9), where Y is total salt content in soils
(g/100 g) and x is the conductivity of soil solution (mS/cm). It can be seen from the
above formula that when the conductivity of soil solution (soil-water ratio = 1:5) is
increased by 1 dS/m, total salt content is increased by 0.37%. We established the
corresponding relationship between the conductivity value and total dissolved solids
and found that the salt content in soils could be indicated by the conductivity value,
which could be easily measured. According to the method by B¨ A¨ Kovda [9] the
chemical types of soil salts can be classified based on anions. The salt type in surface
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soil belongs to Mg-Na-SO4, and the salt type in the soils with the depth of 10–30 cm
is Mg-Na-Cl-SO4 or Ca-Na-Cl-SO4.

3.2. Environmental Effects of Winter Irrigation

3.2.1. Effect of Winter Irrigation on Water Storage

Winter irrigation can be completed within several days. After that, it is followed
by a long winter period. Under the influences of gravity and thermal potential, soil
moisture firstly continuously moves towards the frozen layer to form the maximum
frozen layer depth. In the subsequent thawing period, under the influence of
temperature rise, soil moisture in the frozen layer moves upward and downward.
The results showed that the soil moisture content profile varied with time. This
variation could be considered as the subsequent effect of winter irrigation. The
variations of soil moisture contents are shown in Figure 2.

As shown in the profile curves (Figure 2), soil moisture content increased
significantly after irrigation but gradually subsided with time. For the former two,
post-irrigation determinations of soil moisture content were taken within 1 month
after winter irrigation. The determination results were highly affected by irrigation.
The last determination was taken on the 118th day after irrigation. Soil moisture
experienced long-term freezing and was largely changed in the soil profile. With
the obtained results, we calculated the average soil moisture content within 40 cm
and 100 cm depth in different treatments (Table 1). Up until 9 March, soil moisture
contents in different treatments were basically the same and slightly lower than
field moisture capacity, indicating that the subsequent effect of winter irrigation was
maintained at the field water capacity level and was nearly four times that of the
non-irrigation blank control.

In the non-irrigation treatment, in the whole overwintering period, the soil
moisture content remained stable. The background moisture contents in each
treatment were different. In order to avoid the interference from different background
values among different treatments, we subtracted corresponding average soil
moisture content obtained before irrigation from that obtained after irrigation. The
calculation results could be considered to be the indications of the water storage effect
of winter irrigation. We subtracted the background value obtained in 6 November,
respectively, from the soil moisture contents obtained on 21 November, 5 December,
and 9 March and obtained the increased soil moisture content in the 1.0-m deep soil
after winter irrigation, which could be used to quantify winter irrigation effects, as
shown in Figure 3.
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Figure 2. The dynamic soil profile of soil moisture content of all treatments under
winter irrigation.
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Table 1. The dynamics of average soil moisture content in soil depths of 0–40 cm
and 0–1.0 m cm before and after winter irrigation (unit: %).

Dates
6

November
2013 (BI)

21
November
2013 (AI)

5
December
2013 (AI)

9 March
2014 (AI)

Non-irrigation 10.6/3.8 9.8/2.5 11.4/3.7 9.6/4.7

Volume of winter
irrigation (m3/ha)

1200 11.9/13.1 16.9/18.1 17.8/17.7 18.5/17.5
1800 10.2/13.1 16.3/18.2 16.6/17.5 14.3/17.7
2400 11.4/11.5 20.4/16.7 20.8/17.8 11.9/22.6
3000 11.6/11.0 19.2/15.6 20.3/15.9 14.8/16.2
3600 11.4/10.0 20.4/16.2 18.7/15.6 14.8/16.2

Average of winter treatment 11.3/11.7 18.6/17.0 18.9/16.9 14.8/18.1

Notes: Slash (/) indicates the average quantity of water content of 0–0.4 m and 0–1.0 m
depth; BI indicates that the data are obtained before irrigation; AI indicates that the data
are obtained after irrigation.

Figure 3. The comparison chart of water storage effects of winter irrigation in 1.0-m
deep soil in six treatments.

As shown in Figure 3, in the non-fertility stage, soil moisture shows three distinct
characteristics. Firstly, the variation of soil moisture content in the non-irrigation
treatment was less than 1%. Therefore, it is considered that soil moisture content
is essentially unchanged in the overwintering period. Secondly, the increase of
soil moisture content in the winter irrigation treatments was significantly higher
than that in the non-irrigation treatment, indicating a water storage effect of winter
irrigation. With the increase of winter irrigation quota, the soil moisture content was
also increased (21 November). Thirdly, the water storage effect of winter irrigation
gradually decreased with time. Even the higher quota had no effect on the higher
water storage in the later winter irrigation stage which could be used for groundwater
supply. Therefore, water utilization efficiency was reduced the following spring [10].
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3.2.2. Desalination Effect of Winter Irrigation

The dynamic variation of salt contents in the soil profiles in different treatments
after winter irrigation is shown in Figure 4.

Figure 4. The dynamic variation of salt contents in the soil profiles in six treatments.
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As shown in Figure 4, the variation of salt contents in soil profile shows
three characteristics. Firstly, the significant surface accumulation phenomenon was
observed. The salt content was very high in the 0–2 cm depth and decreased abruptly
in the depth below 2 cm. With the increase of soil depth, salt content was decreased.
Secondly, salt content in soil profile showed the significant boundary at 60-cm depth.
The depth above 60 cm could be named as the drastically changed zone and the
depth below 60 cm named as the stable zone of salt content. The salt leaching effect
of winter irrigation was decreased with the increase of soil depth (0–60 cm). Thirdly,
during the winter irrigation, salt content was increased gradually.

According to the traditional calculation method of salt leaching rate, the leaching
rate was calculated by dividing the salt content difference before and after irrigation
by the salt content before irrigation. If the leaching rate is a positive value, winter
irrigation shows the salt accumulation effect; if the leaching rate is a negative value,
winter irrigation shows the desalination effect. The salt content variations in soil
profiles of different treatments were shown in Figure 5.

According to the analysis results of the samples obtained in the short term
(10 day) after winter irrigation, the desalination depth was increased with the increase
of the irrigation volume. When irrigation volume was 1800 m3/h, the desalination
depth reached 10.0 cm. When it was 2400 m3/h, the desalination depth reached
20.0 cm. When irrigation volume was larger than 3000 m3/h, the desalination depth
was larger than 40.0 cm.

However, after 119 days of winter irrigation, desalination depths in all the
treatments were about 10 cm. The soil depth below 10 cm mainly showed the
salt accumulation effect. The soil depth between 10 cm and 60 cm was the main
salt accumulation depth. The average desalination rates obtained respectively on
21 November 2013 and 12 March 2014 are shown in Figure 6.

Figure 6 shows the following two characteristics. Firstly, according to the
short-term trend from winter irrigation to 21 November, the larger winter irrigation
volume indicates the more significant desalination effect. When the irrigation volume
was lower than 2400 m3/ha, the desalination effect at the depth of 10–60 cm was
not significant even though salt accumulation effect could be observed. However,
when irrigation volume was higher than 2400 m3/ha, the desalination effect at the
depth of 10–60 cm depth was observed. Secondly, in the later winter irrigation stage
(12 March), salt accumulation was evident in all the treatments, indicating the salt
accumulation process during the winter period. The salt accumulation rate in the
control treatment was the highest, while it was relatively lower in other treatments
except in the 1200 m3/ha to 3600 m3/ha treatments.
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Figure 5. The dynamic variation of salt content in soil profiles in six treatments.
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Figure 6. Average desalination rate/salt accumulation rate in the soil profile of
0.1–0.6 m in 6 treatments after winter irrigation.

Desalination effect of winter irrigation can be divided into short-term effect
and long-term effect. It was found that the short-term desalination effect was
significant and that the long-term desalination effect gradually became weak and
salt accumulation was observed. Therefore, even the larger winter irrigation volume
would not prevent salt accumulation effect in the next year. On the contrary, the high
irrigation volume resulted in high water consumption, raised the groundwater level,
and led to the loss of nitrate nitrogen. It is important to note that salt accumulation
after winter irrigation has a great influence on the cotton sprouting rate. As shown
in Figure 6, treatments of 1800 m3/ha, 2400 m3/ha and 3000 m3/ha have lower salt
contents in soil in spring. Therefore, the proper winter irrigation volume should
be within this range. In addition, arid zone climatic characteristics also determine
salt accumulation trends on the soil surface. Irrigation is an important means to
adjust this trend. Owing to the role of winter irrigation, unidirectional salt migration
towards the surface is interrupted and then re-distributed at the depth range of
0–60 cm, thus decreasing the salt accumulation on the surface. However, due to the
influences of freezing and thawing, the upper soil profile shows a certain degree of
salt accumulation effect, but it is still lower than that before irrigation, indicating
a subsequent effect of winter irrigation. In this way, the inhibition effect on cotton
sprouting caused by continuous salt accumulation in the overwintering stage can be
avoided [11].

3.3. The Dynamic Characteristics of Soil Temperature during the Wintering Period

Soil temperature was monitored in different treatments at the depth of 5 cm
from 10 November 2013 to 11 March 2014. This is shown in Figure 7. However, soil
temperature dynamics at different depths in the same irrigation treatment measured
from 11 December 2011 to 21 March 2012. Monitoring depths were respectively 5 cm,
15 cm, 25 cm, 35 cm, 45 cm, and 55 cm. The soil temperature dynamics in different
depths is shown in Figure 8. The soil temperature recorded every 2 h. Therefore,
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12 sets of temperature data were available in a day. The 12 sets of temperature data
could be averaged and used as the daily average soil temperature.

Figure 7. Soil temperature dynamics in the depth of 5 cm in different winter
irrigation treatments.

Figure 8. Soil temperature dynamics in different depths in the same winter
irrigation treatment.

As shown in Figure 7, three soil temperature curves showed a V-shaped
synchronous variation characteristic. The lowest soil temperature at the 5-cm
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depth recorded on 12 January 2014 was ´6 ˝C. From this time point, the graph
could be divided into two parts. The left part of the graph shows a temperature
drop. The non-irrigation treatment had the lowest soil temperature and irrigation
treatment of 3600 m3/ha has the highest soil temperature. However, the temperature
difference among different treatments was small, indicating that the influence of
winter irrigation on soil temperature was not apparent. The right part of the graph
showed the increasing trend of temperature. Soil temperature in the non-irrigation
treatment was the highest and attained a positive value five days earlier than
that in other treatments. It was observed that when the soil temperature in the
non-irrigation treatment was above 0 ˝C, the temperature differences between the
non-irrigation treatment and other treatments became more significant. However,
the temperature differences among winter irrigation treatments were not significant.
Similarly, it was also found that the influence of air temperature on soil temperature
in the non-irrigation treatment was more significant than that in other treatments.
This might be ascribed to the difference of soil thermal capacity caused by winter
irrigation [12].

As shown in Figure 8, in different depths of certain treatment, the dynamic soil
temperature drop process showed the characteristics of the lower surface temperature
and the higher temperature in the deep. In the temperature drop process, temperature
potential was gradually enhanced and the potential of water and soil was also in
the increasing distribution from top to bottom. Therefore, the potential allowed
the upward movement of soil moisture. During the temperature rise process, the
temperature difference was gradually decreased. In early March, soil temperatures in
all the soil layers were concentrated in the vicinity of ´1 ˝C and were maintained for
several days. Thereafter, temperature in all the soil layers rose quickly. Therefore, the
temperature difference was increased gradually and showed the gradient distribution
which was opposite to that in the temperature drop process. After this, the frozen
soil entered the thawing state [13].

3.4. Appropriate Timing of Winter Irrigation

In southern Xinjiang, cotton winter irrigation was generally performed during
the period from late October to late November. The irrigation time was selected
according to the following two factors. Firstly, in order to minimize evaporation,
irrigation time should be postponed as far as possible. Secondly, in order to ensure
the canal engineering security, the selected irrigation deadline should prevent the
freezing failure of the main ditches network. The two above factors should be
considered in the cotton planting area, which relies on surface water irrigation.
However, in the planting areas where wells and supporting pipeline networks
were available, well water could flow into the fields through underground pipeline
networks. Therefore, the second factor might be omitted and winter irrigation time
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may be adjusted. Winter irrigation may start after surface soil is frozen and be
extended to the end of the overwintering period. The adjustment allows winter
irrigation time with greater flexibility and maneuverability, thus improving water
utilization efficiency.

In the paper, it is recommended that winter irrigation time can be postponed
to early December. The advice on winter irrigation time shows the following
three advantages. Firstly, according to the foregoing temperature monitoring
results (Figures 7 and 8) that surface soil has frozen in early December, water
infiltration loss is small and irrigation time can be shortened. Secondly, the irrigation
uniformity is improved under such conditions. Thirdly, for the overwintering
period after irrigation is shortened greatly, water storage and desalination effects are
enhanced. Moreover, it is recommended that the irrigation volume is 1800 m3/ha,
which is 1200 m3/ha lower than the commonly adopted surface irrigation volume,
3000 m3/ha. Water conservation effect is significant. The effect of improving soil
structure by relying on freezing still exists [14].

4. Discussion

According to the results obtained at deeper groundwater depth, winter irrigation
showed a significant effect on groundwater storage. However, subsequent water
storage effect of winter irrigation showed a decreasing trend in winter. Soil moisture
content obtained under different irrigation treatments were basically the same in
spring. After the long winter, soil moisture could be maintained at the relatively high
level, which was slightly lower than field water holding capacity and four times that
in the non-irrigation treatment. The soil moisture content can meet the requirements
of spring sowing.

The desalination effect of winter irrigation was also gradually decreased in
winter. Salt leaching effect of winter irrigation was increased with the increase of
water irrigation volume. Meanwhile, the salt content in soils before sowing was
the most important indicator for cotton planting. When the irrigation volume was
higher than 2400 m3/ha, the desalination efficiency was decreased. Therefore, the
recommended reasonable winter irrigation volume should be between 1800 m3/ha
and 3000 m3/ha. Similar results were reported by Sun Sanmin [4], who conducted
experiments on a loamy soil field in Akesu Prefecture, Xinjiang and concluded an
irrigation water volume of 3500 m3/ha. Chen Yanmei [15] recommended 2700 m3/ha
quota for winter irrigation after conducting tests on sandy loamy soil in the Hetao
Irrigation of Inner Mongolia. Another researcher, Li Ruiping [14] pointed out that
1500–2000 m3/ha of irrigation water volume was suitable in the same area. The
primary role of winter irrigation is to store water and leach the salt. However, its
effects continue weakening over time. Hence, irrigation timing plays an important
role in long-term water storage as well as leaching the salt at deeper depth.
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After the winter irrigation, soil temperature is mainly affected by the change of
air temperature with a certain lag. Once the frozen layer is formed, soil water and
salt move to the lower surface of the layer continuously and the maximum frozen soil
depth is formed. Li Bang [16] concluded that soil moisture and salt content between
0 and 60 cm were increased after water irrigation in Anjihai Irrigation Area, Manas
River Basin, Xinjiang. Guo Zhanrong [17] conducted the underground water balance
test in Changji City, Xinjiang and found that the formation process of the freezing
layer was accompanied by the increase in soil water content. However, the soil
salinity may return in the spring of the second year. Li Ruiping [13] concluded that
the change of soil temperature lagged behind that of air temperature. The geothermal
gradient is the reason for the movement of moisture and salinity.

Soil temperature during the winter irrigation period showed the following
two characteristics. Firstly, during the temperature drop process from December
to January in the next year, the difference of soil temperature in the 5-cm depth
between the non-irrigation treatment and the winter irrigation treatments was not
significant. Secondly, during the temperature rise process from January to March,
soil temperature rise velocity in the non-irrigation treatment was significantly faster
than that in the winter irrigation treatments [18].

In different soil depths in the treatment of certain irrigation amounts, the
temperature difference between the upper soil layer and the lower soil layer increased
during the temperature drop process and decreased during the temperature rising
process. Soil temperature in all the layers was maintained at ´1 ˝C for a certain
period in early March and then the soil layer entered the quick melting period.

5. Conclusions

As one of the water and salt management measures, winter irrigation is widely
adopted in the north of the Tarim Basin. In this study, during the five-month winter
period from November to April, the effects of water storage and desalination among
different irrigation treatments were studied. It was concluded that the effects of
winter irrigation on water storage and salinity control in all the treatments decreased
gradually as time passed. The low temperature in winter and the fast temperature rise
in spring are the main parameters which accelerate the upward transport of salts. In
the meantime, ice covering formed after irrigation leads to thermal insulation which
reduces the thickness of the frozen layer and the boundary temperature gradient
between soil surface and atmosphere, thus decreasing the upward transport of salts
or water in soils.

In the paper, we found that the best results were obtained when the winter
irrigation water quantity was reduced to 1800–3000 m3/ha. The winter irrigation time
should be postponed to early December, which is two months later than traditional
winter irrigation time. Therefore, excessive evaporation and upward salt transport
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caused by earlier winter irrigation can be avoided. Under the current strict water
management and fixed water supply quota situation, the selection of the winter
irrigation method presented in this paper is of great practical significance.

In most of the area with the drip irrigation system, groundwater is used as
irrigation water supply. Therefore, it is not required to consider the freezing failure
of the open ditches network during the selection of winter irrigation time. With the
implementation of the most stringent water management policy, the fixed water
supply quota will become a normal management measure. It is impossible to
continue to implement the present flooding irrigation mode at the cost of ecological
water loss. The moderate and reasonable winter irrigation will become an irrigation
development trend in the future [19,20].
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